
School of Engineering

Dynamic response of Spar-type
Floating Offshore Wind Turbines:

Eulerian and Lagrangian
approaches

Hoa Xuan Nguyen

16310914

11/03/2022

A Dissertation submitted in partial fulfilment of the

requirements for the degree of Doctor Of Philosophy

https://www.tcd.ie/Engineering/


Declaration

I declare that this thesis has not been submitted as an exercise for a degree at this or

any other university and it is entirely my own work.

I agree to deposit this thesis in the University’s open access institutional repository or

allow the Library to do so on my behalf, subject to Irish Copyright Legislation and Trinity

College Library conditions of use and acknowledgement.

I consent / do not consent to the examiner retaining a copy of the thesis beyond the

examining period, should they so wish (EU GDPR May 2018).

Signed: Date:

i



ii



Abstract

Floating offshore wind turbines (FOWTs) are an alternative technology to harness the

abundant wind energy in open sea areas. A FOWT structure consists of a floating

platform, a mooring system, and a wind turbine structure (tower and Rotor-Nacelle

Assembly (RNA)). The FOWT numerical model integrates the structural dynamics and

hydrostatic, hydrodynamic, aerodynamic and mooring loads. The main objective of this

thesis is to investigate the dynamic responses of FOWT structure with large-amplitude

waves. Special efforts are also devoted to studying the effects of large-amplitude waves-

current interaction and the non-linear solitary waves-structure interaction.

A coupled rigid-flexible multi-body model treats the blades, the tower as the flexible

components and the platforms as rigid bodies. The model is derived with 10 degrees

of freedom model to model the floating wind turbine. The equations of motions of the

model based on energy formulation are derived using Euler-Lagrangian equations.

The hydrodynamic forces are evaluated using Morison’s equations for a slender structure.

The aerodynamic loads are estimated using the classical Blade Element Momentum

(BEM) method. A dynamic mooring model is applied to determine the cable tensions

of the mooring system proposed to anchor the platform to the seabed.

The hydrodynamic effects of the large-amplitude waves are evaluated through derivation

of the large-amplitude waves accelerations. The numerical continuum approach was

used to compute the large-amplitude wave solutions. The formulations of the flow

accelerations were proposed using the results from the numerical continuum approach.

The accelerations, velocity, and pressure are required to evaluate the hydrodynamic
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forces and moments as a function of the platform displacements. An investigation

into the flow kinematics under large-amplitude waves was carried out. Further, the

FOWT responses achieved by applying large-amplitude wave theory were compared

with the results of the linear wave theory. The application of large-amplitude waves

significantly affected the FOWT displacement and the cable fairlead forces. The vertical

displacement of the FOWT and the cable fairlead forces was observed to be most

affected by the large-amplitude waves.

A new combination of the large-amplitude waves with the uniformly underlying current

was also proposed in this thesis. The impact of the current with a constant strength

has been evaluated in two directions: following waves or against waves. It was shown

that the current significantly modifies fluid horizontal velocity profiles and affects the

FOWT. In addition, the current affected the static responses and the dynamic responses

of the spar and the cables. The results also provided an understanding of the intercon-

nectedness of the large-amplitude waves amplitude and the current strength.

Finally, solitary waves were applied in the models to examine the FOWT system ability

to an impulsive load. The solitary waves were considered as moving hump of water with

high speed and long wavelength. Due to its high propagating speed, a short-duration

response but extreme amplitude of the FOWT structure is caused by the solitary waves

loads. Moreover, the interactions of the solitary waves-structure were also incorporated

in the models to examine a more realistic model of a FOWT system. The interaction was

represented by the modification of the stable solitary waves profiles. Therefore, a useful

meshless method, Smoothed Particle Hydrodynamics (SPH), was used to capture the

surface modification which is an input for a Finite Element Method approach to estimate

the flow kinematics accounting for the waves-structure interaction. It was shown that

including the wave-structure interaction amplified the platform displacements and the

mooring forces.
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1 Introduction

1.1 Development of floating offshore wind turbines

Climate change has become one of the biggest global challenges for humans. The body
of evidence on climate change is severe, and the impact is alarming. Humans have
used two-thirds of all available fossil fuel and resources [4]. There is an urgent need to
limit global warming to 1,5◦C compared to pre-industrial levels. A vast share of global
greenhouse gas emissions are caused by energy production and use; the energy sector
has become a key action area for climate change mitigation measures. The accelerated
growth of renewable technologies alongside rapidly declining costs has created a dynamic
shift from conventional sources of energy (coal, gas, oil, nuclear) towards renewable
and more climate-friendly sources. Apart from reducing greenhouse gas emissions, the
benefits of renewable power provide tremendous development opportunities for emerging
economies.

For many decades, renewable energy was seen as utopian dreams of naive environmen-
talists that were unfeasible for meeting growing global energy demand. Nobody can
foresee the impressive market growth to come. Renewal has evolved from small sub-
sidized niches in global energy supply to robust, mature and cost-competitive energy
technologies representing a substantial energy source in the energy share of many coun-
tries. Renewable energies are derived from three primary sources: the Sun, the Moon
and the Earth. Energy from the Sun manifests itself in various ways ranging from solar
radiation to wind and from hydro-power to biomass. Isotope decay takes place deep
down the earth surface and produces geothermal heat. In addition, the moon’s grav-
ity affects the tides on earth, enabling electricity production from tidal power stations.
The observable shift towards renewable electricity from conventional fossil and nuclear
generation on a global scale is remarkable. Global new investment in renewable energy
reached USD 1.9 trillion in 2021 [5]. Wind power capacity worldwide is now 743 GW [6],
and 93 GW of new wind energy capacity is newly installed in 2020, i.e., about 53 percent
year-on-year increase. The Asia-Pacific regions becoming an increasingly important in
the growth of global wind power [6]. It is a sign of increased international competitive-
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ness. The average capital cost of renewable technologies has been decreasing over the
past years while the capacity addition continues to rise.

Wind energy is a renewable energy resource that can contribute to replacing fossil fuels in
the future. Wind energy projects have been built, operated, and planned worldwide, both
in lands and offshore. Compared to the in land wind turbine, FOWTs have reduced visual
impact and less noise constraint. When the wind turbines are installed far from shore,
it does not create the problem of noise and the visual impact on to the neighbouring
area where residents live. In addition, FOWTs have higher rotor speeds; thus, they
have more captured power. At sea level, the wind velocity is 20% higher, and that
leads to 45-60% more power captured. The design of a single wind turbine system has
been initiated many types of research in foundation design, control of the blade, and
floating offshore wind turbine. For an offshore wind turbine, floater design is crucial,
leading to various floater concepts. Based on the developments in the offshore oil and
gas business, these floater concepts, such as spar buoys, tension leg platforms, and
barges, have been investigated for their applicability to support wind turbine structures.
The first floating offshore wind turbine of the Hywind project consists of a spar-type
foundation supporting a 2-MW generator that was installed and tested in the North Sea
in 2009 [7]. The world’s first full-scale floating wind farm is deployed at the northeast
coast of Scotland [8]. For the purpose of research, a spar-type floating offshore wind
turbine numerical model proposed by Jonkman based on Hywind spar floater and NREL
5-MW baseline wind turbine is used by many researchers in the offshore wind field
[7, 9, 10, 11].

1.2 FOWTs concepts

A FOWT structure includes a floating platform supporting the wind turbine and a
mooring system anchoring to the sea bottom. The platform and the mooring lines are
subjected mainly to the hydrodynamic loads, while the wind turbine and tower face
the aerodynamic disturbances. The floating platform concepts inherit designs used in
the offshore oil and gas industry, such as spar-type platform (SFOWT), tension-leg
platform (TLPFOWT), semi-submersible platform (SMFOWT), and pontoon-type [12]
(see Fig.1.1).
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Figure 1.1: FOWT platform models: (a) SFOWT, (b) TLPFOWT, (c) SMFOWT [1].

SFOWT consists of a cylindrical floater whose draft is usually filled with ballast of water
and gravel. The draft of the platform is always larger than the super-structure. At
the bottom of the draft, a ballast is attached to lower the centre of gravity to be well
below the centre of buoyancy. This ensures the stability of the floater and attenuates
the translational and rotational motions [13]. A conventional mooring system anchors
the floater in position using three catenary lines [14]. The TLPFOWT is connected with
taut vertical mooring lines to the seabed. The tensioned mooring line has resulted from
the suppression of buoyancy. The taut mooring system possesses high heave, roll, and
pitch stiffness. The wind turbine tower is kept vertical without excessive nacelle and
tower inertia forces [14, 15]. The SMFOWT consists of three large pontoons connected
by steel tubular frame. It is anchored to the seabed by catenary mooring system. The
design can support one to three wind turbines on each pontoon or one wind turbine
at the centre as Dutch tri-floater concept [15]. The stability of the system is obtained
by the high hydrostatic restoring moment from the platform’s large water plane area.
The barge platform is a moored wide pontoon (compared to pontoon height). This
platform can be used for single or multiple wind turbine [15, 16]. In addition to the
aforementioned concepts, there are several combined platform concept, i.e. tension-leg-
spar concept [15]. Comparison of platforms and another concepts of FOWTs can be
found in literature survey type of papers [14, 15, 17, 18]. For water depth less than 40-
60 m, the monopiles or bottom-fixed jacket type foundations have been used typically.
In deeper regions, the TLPFOWTs or SMFOWTs are preferred. At depths larger than
120 m, SFOWTs are used.

At these far-shore locations, the wind turbines are deployed in an energy rich area with
higher ratings (5 - 10 MW), however they have to survive harsh marine conditions.
Control systems are incorporated in modern wind turbines to optimise energy output
and ensure safe operations. In a large wind farm, each wind turbine has their control
systems while they are also constrained by the wind farm Supervisory Control And Data
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Acquisition (SCADA) system.

The mooring system comprises of cables connecting the floating platform to the an-
chors. The system maintains the FOWT structure in position and constrain the system
displacements against the environmental loads [19, 20]. The mooring system can be
constructed using cables, synthetic ropes, chains, or their combinations. A recent review
of mooring system can be found in [20]. The mooring systems are divided into catenary,
taut-leg, and tension leg. Their material and design are calculated depending on the
structure and the depth of water. The catenary mooring is slack line with part of it may
lie on the seabed while other end connects to the platform. Buoys can be attached to
the catenary lines to reduce the mooring weight. Clump weights can also be added to
the catenary lines to enhance mooring stiffness and reduce overall fluctuations. In taut
and tension leg mooring system, the lines are pre-tensioned excess the buoyancy force.
The is no sag along the lines due to high tension forces. The internal forces in the
tension leg mooring systems are mostly vertical so a particular anchor type is required
[21].

1.3 Dynamic modelling of FOWT

Dynamic modelling of FOWT is a multidisciplinary problem combining flexible and rigid
body dynamics, hydrostatics, hydrodynamics, aerodynamics, and cable mechanics. In
the following, an overview of the relevant literature on the dynamics of FOWTs is
presented.

There are few theoretical rigid body dynamic models of FOWTs proposed in literature.
Matsukuma and Utsunomiya presented a multi-body dynamic model of SFOWT sub-
jected to steady wind without waves [22]. The study found the influence of gyroscopic
moment on the system dynamic due to the rotor spin. TLPFOWT model in wave and
wind condition was developed by Wang and Sweetmn [23, 24]. Newton-Euler approach
was used to develop a rigid multi-body dynamic model. Based on the OC3 concept
[10], Sandner [25, 26] introduced SFOWT model considering both hydrodynamic and
aerodynamic load. A three-dimensional rigid body dynamic model of a TLPFOWT was
presented by Ramachandran et al. [27]. The study computed the aerodynamic effect
using blade-element-momentum theory. To account for the motion of the tower fore-
aft motion, the works by [25, 26, 27] used a spring-mass system on top of the tower.
Nevertheless, the aforementioned research did not consider the elastic motion of flex-
ible components and the coupling effect of the flexible-rigid body motions. Dinh [28]
analysed a 5MW SFOWT of NREL model responses. The impact of coupling effect of
spar-nacelle-blade on the responses of both the nacelle and the spar is significant as
the wave loading is considered. Al-Solihat [29] presented a coupled rigid-flexible multi-
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body model where the tower is assumed flexible. The study compared results from
two models: one model has flexible tower and other model has rigid tower. The study
found that the model with rigid tower under under-predict the platform yaw response
and possess less damping than the model with a flexible tower. Therefore, the flexible
tower is modelled in this thesis to analyse the dynamic behaviour of the flexible structure
of a wind turbine more accurately. Chen [30, 31] developed a six-degrees-of-freedom
(6-DOF) rigid bodies with flexible tower to investigate the effect of dynamic mooring
model and wave-current impact on SFOWT. Dinh [32] also proposed semi-active algo-
rithm for edgewise vibration control of the SFOWT. The semi-active algorithm behaves
more effectively than the passive control one. In addition, Sakar et al. [33] and [34]
proposed a multibody dynamic model of a SFOWT with individual blade pitch control
strategies to improve the dynamic responses of the turbine.

FOWT simulation codes have also been developed to analyse the coupled dynamic re-
sponse of the system [35, 36]. Aerodynamic, structural dynamic, hydrodynamic, control,
and mooring dynamic are incorporated in these flexible multi-body dynamics codes de-
pending on their capabilities, namely FAST, HAWC2, GH Bladed, 3DFloat, ADAMS,
SIMO, SEASAME/DEEPC. A complete review of these codes can be found in [36].
However, lacks of the detailed theoretical dynamic models on which these codes are
based in literature. These codes are being improved and new codes are developed to
increase the accuracy of the dynamic models.

Mooring cables can be assumed massless springs with constant stiffness. The method
might be valid for taut mooring or slack mooring with small displacement. However,
this is not applicable as the structure has large displacement. Therefore, the cable
can be modelled using quasi-static and dynamic cable models. The quasi-static cable
model uses the equation of an elastic catenary [37, 38, 39]. Wave impacts, fluid-
cable interaction, inertia forces, internal cable damping cannot be considered using this
method. However, this method is considered appropriate for shallow water and low
frequency restoring force [21]. In contrast, the use of dynamic cable model results
in higher maximum dynamic tension, particularly for high frequency motion and in
deep water regions [40, 41]. Kreuzer et al. [42] investigated the dynamic of a single
mooring line including the fluid-structure interaction. A multibody system approach was
applied for an 800 m steel wire. The free end of the cable has a harmonic translation
displacement with frequency varying from 0.025 to 0.25 rad/s. At high frequency,
the maximum dynamic tension is found two times larger than the quasi-static tension.
The cable dynamic model can be computed numerically using lumped mass and finite
element method [43, 44]. The cable is discretised into a system of discrete masses
connected by massless springs and dampers. The cable bending and torsional stiffness
are neglected. The hydrodynamic effects, fluid drag, cable-seabed interaction can be
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included then the model can be solved in time domain [41]. Jeffery at al. [45] studied
a taut mooring system using a linear and non-linear FEM dynamic models. Buckham
et al. investigated slack cables in three dimensions including the torsion effect [46].

The wind load on the wind turbine blades is estimated using blade element momentum
theory [47]. Due to increase of wind speed with respect to height, higher rotor obtains
more wind energy [48]. In smooth terrain like open sea, the wind speed at the same
height above the sea level is higher than that above the ground [49].

Wave loads are considered the most severe environmental load in comparison with the
current and wind loads [40]. Linear Airy wave theory is usually used to characterise the
wave hydrodynamics. The potential flow theory is an alternative approach to model
the hydrodynamic effect assuming that the fluid is incompressible and inviscid and the
flow is irrotational [19, 37]. Non-linear wave theories, namely Stokes waves, are used to
estimate the drift force components [19]. Morison equation which is valid for slender
structures is generally used to predict the hydrodynamic effects of the submerged part
of the structure. The Morison’s equation accounts for the inertia and drag forces but
neglect the wave diffraction effect [37, 49, 50]. The Morison’s equation can also account
for the current effects and wave-current effect though vectorial addition of the fluid
velocity. Therefore, the total hydrodynamic forces can be evaluated by integrating the
surface pressure distribution over the wet area of the structure [37, 50]. Most of current
SFOWT studies use the aforementioned approaches to model the hydrodynamics effects
that are listed in the following Table 1.1.

Table 1.1: SFOWT numerical wave model

Research Platform
Hydrodynamic
theory

Wave theory Wind load

Jonkman [10] Spar
Potential theory
and Morrison’s
equation

Linear wave the-
ory

yes

Dinh et al. [28] Spar
Morrison’s equa-
tion

Linear wave the-
ory

yes

Gao and Sweet-
man [11]

Spar
Morrison’s equa-
tion

Linear wave the-
ory

yes

Pham and Shin
[51]

Spar combined
moonpool

Morrison’s equa-
tion

Linear wave the-
ory

yes

Bredmose et
al.[52]

Triple spar
Experimental
study

Linear wave the-
ory

yes
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Table 1.1: SFOWT numerical wave model

Karimirad and
Moan [53]

Short spar for
moderate water
depth

Morrison’s equa-
tion

Linear wave the-
ory

yes

Utsunomia et al.
[54]

Pre-stressed con-
crete hybrid spar

1/22.5 model,
experiment

On-site wave load yes

Shin et al. [55]
Ring cylinders
around OC3 spar

Morrison’s equa-
tion

Linear wave the-
ory

yes

Shin et al.[56]
Main OC3 spar
and four wider
cylinder

Potential flow
theory

Linear wave the-
ory

yes

Meng et al.[57] Spar
Morrison’s equa-
tion

Linear wave the-
ory, current

yes

Tomasicchio et
al. [58]

OC3 Spar
Experimental
study

Linear wave the-
ory

yes

Liu et al. [59]
OC3 Spar, moor-
ing with clump
masses

Potential flow
theory

Linear wave the-
ory

yes

Russo et al. [60] OC3 Spar
Experimental
study

Linear wave the-
ory

yes

Kopperstad et al.
[61]

Spar
Potential flow
theory

Linear wave the-
ory

yes

Pantusa et al.
[62]

Spar —
Linear wave the-
ory

yes

Stewart and
Muskulus [17]

Spar —
Linear wave the-
ory

yes

Leimeister et al.
[18]

Spar —
Linear wave the-
ory

yes

Salic et al. [63] Spar —
Linear wave the-
ory

yes

Xu and Srinil [64] Spar
Morrison’s equa-
tion

Linear wave the-
ory

yes

Linear wave theory (LWT) linearizes the free surface boundary where the waves prop-
agate on a homogeneous fluid layer. The assumption is that the wave height is small
compared to the water depth in the deep-water regions or the wavelength in shallow
water regions. LWT is convenient to replicate the random sea states and higher-order
non-linear surface gravity waves for applying in design offshore structural engineering
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applications. Another application of LWT is to approximate tsunami waves in the ocean.
Up to now, LWT has been used in previous studies on FOWTs [65, 66, 67, 68]. How-
ever, LWT has failed to address the actual free surface. The waves of LWT have a
sinusoidal wave pattern and the wave amplitudes, which are the distance from the peak
or the trough to the mean water level, are equal. The physical periodic sea waves
tend to have shaper crest and flatter trough [2] leading to the various distance from
the waves’ maxima to the mean water level, where the above mean water distance
usually exceeds the maximal depression below it. Besides, LWT can not provide accu-
rate wave kinematics above the mean water level. Faltinsen [37] had mentioned the
’higher-order error’ regarding velocity and pressure distribution, especially under the
wave trough. To overcome the errors with the free surface instantaneous positions,
it requires extension methods [69] to estimate the wave kinematic above mean water
level (MWL). The higher terms are also added lately to the first-order regular solution,
called Stokes’ expansion, to sharpen the crests and shallow the troughs [70]. Despite
the above correction approaches, LWT possesses limitations with recreating wave am-
plitude and non-linear fluid properties. Linear approximations limit the application of
LWT in waves of small amplitude. LWT cannot accurately simulate the moderate and
large-amplitude waves, the wave kinematic, and the physical motion of the fluid particle
[2, 71]. Recently, large-amplitude waves theory exist and provide an alternative steady
periodic wave model accounting for the non-linear free surface as well as non-linear wave
kinematics [2].

1.4 Large-amplitude wave theory

Irrotational periodic travelling waves were firstly studied by Stokes [70]. Other authors
constructed the solutions related to waves of low amplitude using power series in [72,
73, 74]. For the large-amplitude irrotational waves, Krasovskii provided a proof of the
existence of the steady-state waves without a hypothesis of smallness of the waves
amplitude [75]. Keady and Norbury [76] extended Krasovkii’s work using the method of
bifurcation theory and [77, 78, 79] proved the existence of waves with stagnation points
at their crest. The stagnation points have zero vertical velocity and the horizontal
velocity equals the speed of the surface wave.

In reality, rotational waves exist with arbitrary distribution of vorticity, for instance, shear
current with non-uniform velocity profile or surface motion of water due to wind. Hence,
the irrotational flow is not an accurate assumption. Nonzero vorticity was considered
by Gerstner in propagation of a periodic travelling waves in infinite depth water [? ]
in 1802. In 1934, Dubreil-Jacotin studied the existence of steady periodic water waves
with general vorticity using power series. Goyon [80] and Zeidler [81] extended Dubreil-
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Figure 1.2: A non-linear periodic travelling wave propagates in (x , z)−coordinate in
fixed mean water depth d with wavelength L and surface profile η (figure recreated
from [2]).

Jacotin study to construct small-amplitude rotational waves. The regular waves defined
in the study have one crest per wave length, constant wave speed, and a decreasing
profile from crest to trough. In case of irrotational flow, Stokes [70] and Amick, Fraenkel,
and Toland [82] found a limiting wave with stagnation and angle 2π/3 at wave crest.

On the other hand, the linear approximation to model rotational waves results in a poor
description with considerable errors shown in experimental studies [83, 84, 85, 86]. In
2004, Constantin and Strauss proved the existence of two-dimensional inviscid periodic
large-amplitude regular waves with vorticity in a flow without stagnation points [87].
The authors considered wave speed, wavelength, and relative mass flux. It is worth
noting that the water depth is not a constant and it varies along the bifurcation curve
of solutions [87, 88, 89]. Since then, the flow properties with vorticity were studied
extensively, i.e., the symmetric profile [90, 91, 92], stability [93], and real analyticity of
the streamlines [94, 95, 96, 97, 98]. Moreover, the study is extended to investigate the
existence of waves to flows with surface tension, with stagnation points, and discontin-
uous vorticity [99, 100, 101, 102, 103, 104, 105]. In addition, the numerical results in
[88, 89] reveal the stagnation points occur within the fluid domain beneath the wave
crest for some constant non-zero vorticities, for instance the maximum horizontal fluid
velocity is on the bed under the wave crest.

Nevertheless, engineering applications are constrained by the non-constant water depth
since man-made structures are usually deployed in a fixed depth water area. Henry
[106, 107] proved the existence of steady periodic water waves for rotational flows with
fixed depth allowing the relative flux to vary. He introduced the water depth into a
modified height function while retaining the height function characteristic [87]. This
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is remarkable difference from the height function in [87] where the water depth is not
involved. Based on his work, the numerical model is presented in the thesis.

Large-amplitude waves travelling in flows with constant vorticity is firstly numerically
solved using penalization method [108]. An alternative approach is based on numerical
continuation techniques [109]. The bifurcation curve is obtained with non-laminar flows
of constant vorticity and particular case of vorticity [110]. The numerical solutions
is bounded by waves of maximal amplitude with a stagnation point in the flow. Ko
and Strauss [88, 89] presented numerical results agreed with the analytical findings.
Kalimeris [110, 111] showed that the stagnation points can occur both at the crest and
at the point on the bottom beneath the wave crest. The maximum wave amplitude is
obtained at the end of the bifurcation curve and the vorticity affects the shape of the
streamline of the extreme waves. For cases with constant vorticity, there are also some
numerical computations [112, 113, 114, 115, 116] documented in a recent survey for
rotational water waves [117]. Numerical method based on conformal mapping have also
been presented for waves on linear shear flow [118, 119, 120].

The aforementioned studies [87, 102] have proved the existence of large amplitude
steady water waves with a general vorticity distribution in a flow with no stagnation
points and in constant vorticity flows with stagnation points. These are in the global
bifurcation branch of which the speed of wave c being larger than the speed of the
current k . Basu [121] investigated flow qualitative properties, i.e., velocity, pressure,
and surface profiles, under two-dimensional waves (irrespective of waves amplitude) and
an underlying uniform current. The flow properties are found to be dependent on the
relative speed of the surface waves and the average strength of the current, while the
pressure field is not affected by the current. In addition, the Stokes waves and the
underlying uniform current of same speed can not exist simultaneously in an irrotational
flow [121].

On the other hand, as k > c , the flow field properties differ from the case without
underlying uniform current [122, 123]. The possibility of existence of global bifurcation
branch when the speed of wave c being less than the speed of the current k has recently
proved by Basu [124] based on the works of Keady [76] and Basu [121]. The author
sought for the solutions for two-dimensional periodic free surface waves propagating on
an irrotational flow over finite depth with uniform underlying current. Basu analytical
results [121] were then investigated numerically by Chen et.al. [125] and [126]. In
[125], the numerical model is based on the Dubreil-Jacotin transformation [127], local
bifurcation, and numerical continuation. It is worth noting that the numerical model
proposed by Chen and Basu [125] is for irrotational flow.

The numerical continuation method based on Constantin and Strauss breakthrough work
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[87] have been used to study the rotational flows [88, 111] providing a set of waves of
the same wave length with the fixed relative mass flux. However, the water depth varies
in these studies. For large-amplitude waves propagating on rotational flow in fixed depth
water with arbitrary vorticity (depth varying current), Chen and Basu [126] proposed
a numerical model based on Henry’s formulation [106, 107]. For a fixed water depth
and arbitrary current profile, Chen and Basu [126] numerical method begins with the
laminar flow solution for a known vorticity distribution, arriving at a small-amplitude
waves solution (local bifurcation) and shooting toward a limiting wave of the largest
wave height (at stagnation point-global bifurcation).

The solutions are a family of waves of same wavelength with fixed mean water depth
while allowing the corresponding wave period to vary. The numerical model captures a
very interesting feature of the bifurcation diagram where the wave period decrease with
the the increase of the wave amplitude. A small changes in the wave period leads to a
dramatical increase of the wave amplitude along the bifurcation diagram.

The above theoretical studies have not investigated the fluid accelerations under the free
surface so far. Lack of fluid acceleration limits the applications of large-amplitude waves
in studying large-amplitude waves effects on structures. In addition, the investigation of
large-amplitude waves-structure interaction, large-amplitude waves-current interaction
are also restricted by incomplete wave kinematics. Therefore, this thesis aims to bridge
these gaps. In this thesis, the fluid acceleration formulations are for the first time
derived using the numerical solutions from large-amplitude wave results: either height
function values or pressure results. The equivalence of these approaches is proved to
ensure the accuracy of the numerical results. Including the fluid accelerations, the fluid
kinematics under a large-amplitude wave are fulfilled. The hydrodynamic effects can be
estimated with provided wave kinematics, and the loads from the large-amplitude waves
are computed completely. Therefore, the FOWTs responses to the large-amplitude
waves are investigated for the first time.

1.5 Large-amplitude wave-current interactions

For coastal and offshore structures, applications of wave and current have been included
in the oil and gas industry (rigs, pipelines, ship operations), coastal structures, ecological
(oxygen, sedimentological studies, wave and tidal devices, flooding). As the wave and
the underlying current are coexist in an open sea, they influence each other. Wave-
current interactions occur over a wide range of oceanic conditions: surface waves and
barotropic tidal current, surface waves and wind-driven surge currents, wave-generated
mean flow, etc.
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The wave-current interactions was initially studied in 1960s [128, 129] showing changes
in shape of short waves. In addition, numerical method was of interest to investigate
quantitatively the interaction effects. Dalrymple [130] proposed a numerical model for
waves on linear shear flow. The numerical results confirmed the changes in the surface
profile due to the linear shear flow. To model finite amplitude waves on rotational flow
with nonconstant vorticity, Dalrymple [131, 132] used the Dubreil-Jacotin transformation
[127] and finite difference method. The numerical models results were found to be in
moderate agreement with experimental results [86]. Dalrymple and Cox investigated
the influence of vorticity on surface waves profiles with trigonometric and hyperbolic
current profiles. Effects of opposing current and linear shear flow have been studied
numerically and experimentally by Liao et.al. [133, 134] and Ma et.al. [135, 136].
Further studies on the numerical studies for time-dependent wave-current interaction
and varying topology can be found in [137, 138, 139]

Figure 1.3: Wave-current interaction: (a) favourable current; (b) adverse current. Cur-
rent strength and wave speed are represented by k and c , respectively (figure recreated
from [2]).

Wave kinematics such as wave number and frequency are modified due to shoaling and
refraction in the absence of energy sources and sinks. On the one hand, the wave
does not influence the current field. On the other hand, the water depth and current
are accounted for in the dispersion relation with wavelength changes depending on the
current direction. There is also a contribution leading to the different effects of the
homogeneous or inhomogeneous current and steady/unsteady flow. The linear regular
wave-current interaction model proposed by Thomas [140] is based on Airy waves. The
waves dispersion relation and the wave frequency are modified by the current during
the propagation. Similarly, the irregular waves-current interaction is given in [141, 142].
Hedges and Lee [143] provided a derivation of an equivalent uniform current. The
wave-current interaction, specifically in the vertical direction, including the bottom fic-
tion, wave kinematics, and wave-induced mass transport were discussed by Soulsby and
colleagues [144]. The authors predicted wavelength and bottom orbital velocity using a
mean current approximation. Tolman treated the current as unsteady [145, 146, 147].
Burrows and Hedges [148] investigated the current impact on the wave parameters.
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Hedges [149] implied the importance of taking the wave-current interaction into ac-
count as considering the recorded bottom pressure for waves [150], and calculation of
wave spectra, refraction, forces on the structure and extreme waves. Wolf and Prandle
[151] stated that the waves and current should be monitored simultaneously since the
knowledge of either determines the other in the shallow water region. The authors noted
that the waves are likely to affect tidal current in less than 50m water depth regions.
In the shallower depths (less than 20m), the dramatic effect can be found as the point
wave velocities are dispersive for waves with periods larger than 6s. As the wave height
increase, the tidal current amplitude decreases apparently. In addition, the wave-current
interaction also exists in deep water regions. The underlying current modifies not only
the surface wave profile but also the wave kinematics.

The significant impacts of the waves-current interaction were practically observed [152]
or numerically highlighted through the fatigue loading [153] in shallow or intermediate
water depth. Turning into the deep water region, where the FOWTs are deployed, the
current effects on the mooring system are extensively pronounced because of its large
dimensions. Two main challenges to examine the impact of wave-current interaction on
the FOWTs responses are a fully non-linear mooring model and a precisely analytical
wave-current interaction model. The first issue has been overcome by the recent de-
velopment of the non-linear moorings so far [154]. In mooring studies, the linear wave
model has been widely used in linearized or quasi-static mooring models. Although the
existence of current in the flow field is recognized and its effect is recommended to be
considered in the mooring model [155], studies assessing current impact are limited in
earlier studies [9, 28]. In addition, the current affects the static, dynamic, and damp-
ing response of the mooring cables [156, 157] as well as induces the static offset and
possibly the dynamic responses of the overall floating platform [158]. The first way to
incorporate the current effect is simply superposing the current strength and the wave
in which their interaction is neglected [157].

On the other hand, the latter issue requires more attention. There is a widely used
model for linearized waves and current interaction in which the wave angular frequency
and the dispersion relation are modified due to the current effects [140]. Based on
the solution of the regular waves model, the irregular waves-current interaction was
presented by Huang et al. [142] and Tung and Huang [141]. The authors investigated
the effect of current on the spectrum of irregular waves. The models were then further
extended to account for the wave breaking by the direction of the underlying current
[159, 160]. The models was validated with experimental studies [140, 161, 162] then
they has been used to validate the numerical model [163]. The models have been used
in studies of marine structure [164, 165], marine current turbines [166, 167]. The model
was also used to investigate the fatigue loading of a fixed-bottom wind turbine. Chen
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and Basu [168] used the above wave-current model to study the fatigue life of FOWTs.
The authors then investigate the wave-current interaction on the dynamic responses of
FOWTs structure recently [31], especially on mooring cables’ responses.

The existence of large-amplitude waves on shear flow had been reported in numerical
studies [115, 169], however it had not been proved analytically. In 2004, a rigorous work
of Constantin and Strauss [123] proving the existence of the large-amplitude waves on
rotational flow laid fundamental principle of large-amplitude waves theory. Subsequently,
the work is extended by considering flows with discontinuous vorticity [101, 170, 171,
172, 173] investigation of flow properties [91, 92, 174], analyticity of the surface profile
and streamlines [94, 96], particle trajectory [120, 174], and effects of vorticity [88, 89].
The aforementioned studies with assumption that the propagating speed of the waves
larger than the speed of the current has been extended by Basu and his colleagues. The
properties of the irrotational flow with underlying current was studied, particularly for
the case where the current strength is larger than the surface waves speed [121, 175,
176]. Subsequently, Basu [124, 177] proved the existence of the large-amplitude waves
propagating on the surface of an irrotational flow with underlying uniform current. The
author further proposed the flow force function to reformulate the irrotational periodic
gravity water wave problem in [178]. Following the work of Basu [124], a numerical
method has been established for solving large-amplitude travelling on underlying current
[125, 126].

In this thesis, the proposed numerical continuation approach [126] is used for computing
large-amplitude waves, based on emerging formulation for fixed mean-depth of water
[106, 107].

1.6 Solitary wave-structure interactions

There are many existing studies on solitary waves and solitary waves’ impact on offshore
structures. In the flow field, the presence of a structure distorts free surface and the
flow motion. The flow properties consequently possess an impacted profile compared
to permanently analytical wave models. Therefore, the computation of the structure
responses should consider the modification of the surface water such as the green wa-
ter, the breaking water, and overtopping water. In this thesis, a hybrid approach is
introduced to study the interaction of FOWTs and solitary waves.

A tsunami is generated by earthquakes, landslides, volcano eruptions and other mecha-
nisms such as the earth’s crust movements. A substantial and sudden displacement of
a massive amount of water is created at the places where these natural events happen.
The wave speed can reach speeds of about 805 km/h [179], and the wave retains its
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Figure 1.4: A solitary wave (figure recreated from [2]) propagating in x-direction with
wave speed c , wave height H , surface profile η, over water depth d .

energy as it travels across the ocean [180]. At the source of the wave and during its
propagation, the wave amplitude is small (1-2m), while the wavelength is much longer
than the local water depth (3-10 km). A tsunami with 7.7m height water run-up was
observed in particular on Biak Island [181]. Once the waves approach the shore, the
shore bathymetry, i.e. reduction of water depth and lope of beach, affect the wave
pattern. The wave height change dramatically, especially for the following wave in a
series of waves which is always stronger and higher than the first wave [179]. The water
level can rise about 3m - 30m. Following the waves is the high energy flood which can
travel inland by 300 m or more, stripping the nearshore buildings, damaging properties,
and causing the lost of lives. In 1775, a tsunami killed 60000 people in Portugal, Spain,
and North Africa. A tsunami associated with an earthquake in the South China sea
killed 40000 people. A tsunami by Indonesia’s Krakatoa volcano eruption made 36500
life lost in 1883. In 2004, the most devastating Indian Ocean tsunami in the south
Java sea killed 200000 people. According to the U.S National Oceanic and Atmospheric
Administration (NOAA), most tsunami have been observed in the Pacific ocean so far
[179].

Solitary waves usually have smaller wave heights in the open sea, and they almost have
no impact on floating devices. It leads to the fact that solitary waves’ influence in the
open sea is not as severe as in the shoreline. Nevertheless, the high phase speed of the
wave will have a significant effect on the subsurface structure, especially for offshore
wind turbines having large foundations with a broad shape or deep draft. Therefore,
solitary wave impacts requires to be investigated carefully.

Research on solitary wave-structure interaction can be divided into three main topics:
the wave run-up [182, 183], interaction of solitary wave and fixed structures [184,
185, 186, 187], and interaction of wave with floating and/or flexible structures [188].
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Recently, Cui et.al. examined the responses and mooring system of a scaled model
of a floating platform [189]. Cai et.al. used the observation data of internal soliton
near Dongsha Islands to estimate the horizontal velocity and acceleration in the vertical
sections (along the length of the monopile) to compute the force and torque on a fixed
cylindrical pile [190, 191].

Apart from the surface solitary waves, internal solitary waves simultaneously attract
researchers and engineers, especially their impact on floating devices. The internal
solitary waves exist in deep water regions with a larger amplitude than the solitary surface
waves. Zhang et.al. compared forces and moments on the spar and semi-submersible
platform under the internal solitary wave, and surface waves [192]. The internal wave
amplitude is −140 m while the surface wave height is 7.7 m and 12.2 m. They concluded
that the Morison equations are an accurate method for estimating Korteweg-de Vries
(KdV) internal wave loading for spar and semi-submersible platforms. In addition, the
author found that the thickness of the water layer relates to the horizontal wave load
and moment. The results showed that the internal solitary wave had a much large wave
amplitude. Therefore, its wave forces on platforms are smaller than that of the surface
waves. However, they should not be ignored. Experimental studies were conducted in
Shanghai Jiao Tong University to investigate wave load on the spar platform by Huang
et.al. [193]. The author suggested an empirical formula to determine drag and inertia
coefficients for Morison equations. The results showed that the forces increase as the
wave approaches the spar, horizontal and vertical forces reach their trough and crest
as the wave recently passes by the structure. Wang and Zhou [194] investigated the
scaling effect of internal solitary wave loads on spar platforms. They found that the
direct scale of horizontal force would lead to overestimating the prototype while the
vertical force was applicable directly.

The phenomenon of the waves overtopping offshore structures and propagating over a
structure’s deck is known as a green water event [195, 196]. The green water can alter
the hydrodynamic loads and damage the integrity of floating structure [197]. Greco
et.al. [198] classified the green water events into three main types: the dam-break, the
plunging-dam-break, and the hammer-fist types. The study of green water is necessary
to predict the waver propagation over the structures and estimate induced loads. Physi-
cal tests are preferred to obtain information on flow evolution [199, 200, 201, 202] using
the image-based measurement in simplified experiments [203] in terms of the water el-
evations [204, 205, 206, 207]. In terms of the structure width, the spar-type FOWT
is considered a slender structure, the incoming solitary waves approach the structure,
but a hump of water does not overtop the body. Due to wave-structure interaction,
the water elevation alters at the vicinity of the structure. It means that the wave shape
is not analytically stable as to be assumed by the theoretical model. Although studies
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on solitary waves have been of interest to researchers for decades; however, there are
limited studies considering fluid-structure interaction’s effect on the FOWT structures.

Numerical wave simulation has been performed using a variety of methods. To solve
the Navier-Stoke equations, the Lagrangian and the Eulerian are the two approaches.
The Eulerian approach has been applied to study waves for decades and is considered
mature. Nevertheless, the Eulerian method still faces the challenge of simulating large
deformations and violent surface interactions which require special meshing technique
on the surface boundary. On the other hand, the Lagrangian approach is naturally suited
for large deformation problems [1] since it requires no special treatment for monitoring
and recreating free surface. Because of these, the SPH which is a Lagrangian method
has received attention from scientists and engineers.

In the literature, there has been many studies on wave simulation using SPH [208, 209].
SPH, which was released in 1994 [209] for fluid dynamics, is investigated and proved its
applicability in wave simulation, wave-structure interaction, astrophysics, hydrodynam-
ics, soil mechanics and biomechanics, etc. In hydrodynamic study, there are many stud-
ies have been carried on using SPH for wave-structure interaction [210, 211, 212], basic
flow problems [213], multi-phase flow [214], flow in machine-a pump [215, 216]. The
method is receiving attentions from many researchers to improve the method accuracy
and to apply the method to new engineering problems. Lind et al. proposed Incompress-
ible Smoothed Particle Hydrodynamics (ISPH) method to stabilize wave propagation
along an open channel [217]. Altomare et al. reported a comprehensive study of wave
generation and wave absorption using Weakly Compressible Smoothed Particle Hydro-
dynamics (WCSPH) [210, 211, 212]. Omidvar et al. identified the disadvantage of
artificial viscosity that affects water surface representation [218]. Chang et al. proposed
a new SPH method where generated wave properties agreed well with the Second order
Stokes’ wave [219]. Recently, Verbrugghe et al. coupled Finite Volume Method (FVM)
and the DualSPHysics code [220] to simulate non-linear wave in a large domain [221]. In
the above studies, the properties of the modelled wave, which are the surface amplitude,
pressure, and velocity field, are studied and validated with the results from analytical
methods and experimental simulations. However, the distributions and profiles of pres-
sure and velocity field beneath the surface within the fluid domain are not completely
examined. The previous studies mostly focused on the pressure or velocity at a specific
position under generated wave. Hence, the objective of this thesis is to investigate the
ability of SPH to simulate numerical waves, waves’kinematics, and the wave-structure
interaction.

In addition to the analytical study of the FOWTs’s responses to the large amplitude
waves, the thesis proposes a hybrid approach to investigate the impact of wave-structure
interaction on FOWTs specifically solitary waves. Recent analytical studies do not
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account for the surface changes that means neglecting the structure-wave interaction.
Since FOWTs in the fluid domain is an obstacle to the propagating waves, the solitary
wave’s shape will be modified accordingly due to interaction. The change in surface
profiles represents the modification of the fluid kinematics that should be taken into
account.

We propose a hybrid algorithm to calculate wave kinematics under modified non-linear
surface waves. The code is first applied to compute solitary wave kinematics with an
permanent free surface. Then, the solutions are compared with the analytical results
for validation. Following the validation of the computational code, non-linear solitary
wave-structure interaction surface are studied; their velocity, accelerations profiles, and
pressure distribution are derived from the free surface profile obtained from SPH simula-
tions in which the solitary waves-FOWT interaction is modelled to obtain the modified
surface profile. Wave kinematics resulting from the modified surface profile is then used
to investigate the impact of solitary waves on FOWTs.

In this thesis, SPH method is applied to model the large amplitude wave and the
soaring phenomenon as the solitary wave interacting with the structure. By capturing
the soaring water profile, the vertical velocity component at the free surface is calculated.
The Laplace equation of the vertical velocity component is then solved numerically for
the vertical velocity within the fluid domain. Based on the solutions, we can recover
the fluid kinematics within the fluid domain. By that, the fluid-structure interaction is
accounted for as the solitary wave is considered in FOWT study.

1.7 Motivation of this thesis

The aim of this thesis is to investigate the structural dynamic behaviour of SFOWT
to non-linear wave effects. Particular emphasis will be placed on studying SFOWT
responses in large-amplitude waves. This work is of topical research interest for design
of modern offshore wind turbines.

As the wind turbines are deployed further from the shore, they are subjected to vibra-
tions induced by external aerodynamic loading, gravity loading, wave loading, current
loading, mooring loading, and their interactions. The large-amplitude regular waves
affect the mechanical components of the turbine and induce fatigue in the wind turbine
components which may lead to the structural/mechanical damage. Therefore, there is a
crucial requirement for understanding the large-amplitude wave effects and this in turn
could lead to a significant improvement in the operational efficiency and lifespan of a
wind turbine.

Theoretical models for the wind turbine will be developed in this thesis using an Euler-
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Lagrangian approach. The model accounts for the dynamic behaviour of blades, tower,
floater and their interactions. The effect of mooring system will also be accounted for.

Aerodynamic loads are calculated using the BEM. Large-amplitude waves theory has
not been used for exploring before. Large-amplitude wave acceleration formulations are
derived using modified height function and fluid pressure. The hydrodynamic effects
will be computed using the Morison equations for structural load estimations.

The effect of the currents will also be studied. The fluid kinematics under the large-
amplitude waves will be modified by the existence of the current, their modification will
also be investigated and the performance of the FOWT will be analysed.

Finally, this thesis will aim to accurately model the interaction of the solitary waves
and the wind turbine structure by accounting for the effect of solitary waves-structure
interaction. A hybrid approach combining the advantages of SPH and the FEM has
been proposed and investigated.

1.8 Organisation and aim of the thesis

This thesis has seven chapters following this chapter, including an introduction (Chapter
1) and conclusion (Chapter 7).

Chapter 1 provides a detailed review of the literature relevant to the topics dealt with
throughout the thesis. The current state-of-the-art research in the area of wind turbine
dynamics is presented. Particular emphasis is placed on non-linear waves and application
of large-amplitude waves theory. The non-linear wave-current interactions is introduced
with a particular emphasis on flow kinematics and thus the SFOWT responses. In
addition, SFOWT responses to solitary waves are discussed.

Chapter 2 introduces the Euler-Lagrangian structural dynamic spar-type floating offshore
wind turbine models and presents their formulations. The dynamic mooring model is
used to simulate mooring loads and cable forces. Large amplitude non-linear water
wave theory based formulation for investigating the impact on FOWT is derived. Large-
amplitude wave kinematics are used to compute wave accelerations. The hydrodynamic
loads are computed using Morison’ equations. SFOWT responses to soly large-amplitude
regular waves are investigated.

Chapter 3 describes the wave-current loading applied to the wind turbine models. Cur-
rent effects are described and simulated by modifying the flow kinematics. Both spar
hydrodynamic loads and mooring dynamic loads are updated and accounted for the cur-
rent effects. Numerical simulations are performed on the models developed in Chapter
2.
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In Chapter 4 solitary wave impact are studied with a view to investigate the significant
impulse SFOWT responses that may develop. The dynamic responses of the whole
system including the mooring system is considered.

Chapter 5 introduces SPH, a mesh-less method, to model the numerical waves. First,
the fundamental of SPH is introduced. Then, a qualitative study is carried out to
examine numerical wave kinematics compared to the exact results from non-linear large-
amplitude wave theory. The numerical results prove the applicability of SPH to simulate
the numerical wave tank, surface profiles of waves, and fluid kinematics.

Chapter 6 proposes a new approach for the calculation of the solitary waves kinematics
taking the free surface of the waves-structure interaction into account. A FEM model
is proposed and developed to solve for fluid dynamic within the fluid domain. Realistic
loading representative of solitary waves-FOWT structure interaction is applied to the
structure and the dynamic responses of the SFOWT are examined and compared to the
non-interaction solitary waves results.

Chapter 7 concludes the thesis. The work that has been carried out in this thesis is sum-
marized and conclusions that can be drawn from this study are presented. Suggestions
are also made for areas requiring further research.
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2 Dynamic response of FOWTs un-
der large-amplitude waves

2.1 Introduction

The impact of large-amplitude waves on the FOWT responses and the cable fairlead
forces have been analysed. The proposed formulation incorporates the recently devel-
oped theory of regular large-amplitude non-linear wave to study the FOWT responses.
Significant differences between the large-amplitude wave kinematics and the linear wave
kinematics exist.

For the purpose of investigation, a detail offshore wind turbine model with the relevant
degrees of freedom is developed using the Euler-Lagrangian stationary principle. The
blade and tower vibrations are coupled in the edge-wise direction (across-wind). The
spar motions are in three dimensions, both linear and angular.

2.2 Large amplitude regular waves

2.2.1 Governing equations

Two-dimensional periodic large-amplitude waves propagating over a uniform water depth
is considered. The water depth is fixed. The formulation of the gravity water wave
problem is outlined here. The equations are first reformulated using a stream function
applying Dubreil-Jacotin semi-hodograph [127] and finally transformed to the modified
height form [106].

The Cartesian (x , z)−coordinates are used to represent the governing equations. The
depth of the water is denoted by d , and the still water level is located at z = 0. So,
the bottom is at z = −d . The wave period is assumed to be 2L. The equation of the
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free surface, η(x , t), is z = η(t, x) with∫ L

−L
η(x , t0)dx = 0. (2.1)

The wave speed is denoted by c > 0 . The fluid velocity field takes the form (u(x −
ct, z),w(x − ct, z)) or transferring to a moving frame of reference. The surface profile
in the moving frame is obtained by η(x − ct) and is unknown. Since the wave speed
is assumed constant, the problem becomes a time-independent problem in the moving
frame. The fluid domain is denoted by Dη = {(x , z) ∈ R2 : −d ≤ z ≤ η(x)}. The
conservation of mass equation is given by

ux + wz = 0, (2.2)

with a constant fluid density, and the Euler’s equation is given by(u − c)ux + wuz = −Px

(u − c)wx + wwz = −Pz − g ,
(2.3)

where P(x , z) is the pressure distribution function and g is the acceleration due to
gravity. The fluid (water) is inviscid.

The boundary conditions include two surface conditions and one for the bottom. At the
surface, the fluid particles always stay on the free boundary leading to the kinematic
boundary condition. The condition states the relation between the vertical velocity
component and the horizontal component and is expressed as w = (u − c)ηx on z =

η(x). In addition, the dynamic boundary condition states that the pressure at the surface
complies with P = Patm on z = η(x) neglecting the surface tension. Here, Patm is the
constant atmospheric pressure. The bottom bed is considered impermeable. Thus, the
kinematic boundary condition at the bottom states w = 0 on z = −d .

The horizontal velocity component is assumed such that u < c , where c is the wave
speed, throughout the fluid domain. The assumption ensures that no weak-stagnation
points exist in the fluid domain. The wave peak and the wave trough are located at
x = 0 and x = ±L, respectively. The flow vorticity is given by ω = wx − uz .

We define a stream function ψ(x , z) , with ψz = u − c ,ψx = −w . We also assume
ψ = 0 on z = η(x) at the free surface. Hence, at the bottom, z = −d , ψ = −p0, with

p0 =

∫ η(x)

−d
(u(x , z)− c)dz < 0. (2.4)

At a specific height z , the streamlines of the fluid motion with period of 2L are given
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by

ψ(x , z) = −p0 +

∫ z

−d
(u(x , s)− c)ds. (2.5)

The relation of the stream function and the vorticity in a stream function-vorticity (see
[123]) is deduced

∆ψ = ω. (2.6)

Let
Γ̃(p) =

∫ p

0

p0γ(s)ds, (2.7)

where, γ is the vorticity function and p = −ψ on the flat bottom. The hydraulic head
from Bernoulli’s law is given as follows

Q =
(u − c)2 + w 2

2
+ g(z + d) + P −

(
ψ

p0

)
, (2.8)

which is constant throughout the domain Dη. The governing equations and boundary
conditions in a stream function formulation are

∆ψ = ω in − d < z < η(x), (2.9a)

|∇ψ|2 + 2g(z + d) = Q on z = η(x), (2.9b)

ψ = 0 on z = η(x), (2.9c)

ψ = −p0 on z = −d . (2.9d)

Figure 2.1: The semi-hodograph transform.

The governing equations are now reformulated using the modified height function [106]
applying semi-hodograph transform [127]. The two new variables, (q, p), are related to
the physical domain by q = x , p = ψ(x , z)/p0 as shown in Fig.2.1. Now, the unknown
free surface problem is transformed into a rectangular domain R = R × [−1, 0] and
z becomes a function of new variables z = z(q, p). In the transformed domain, the
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modified height function is given by

h(q, p) =
z

d
− p. (2.10)

The height function value takes the water depth into account, this is the main difference
from the approach in Constantin [87]. There are two main characteristics of the height
function, they are ∫ π

−π
h(q, 0)dq = 0 and h(q,−1) = 0. (2.11)

In addition, the derivatives from the two domain are related by

∂x =
ψx

p0
∂p + ∂q, ∂z =

ψz

p0
∂p,

∂p =
p0

u − c
∂z =

p0

ψz
∂z , ∂q = ∂x +

w

u − c
∂z = ∂x −

ψx

ψz
∂z .

(2.12)

The new system of equations in the transformed domain are given as follows(
1

d2
+ h2

q

)
hpp − 2hq(hp + 1)hpq + (hp + 1)2hqq +

γ(p)

p0
(hp + 1)3 = 0,

in − 1 < p < 0,

1

d2
+ h2

q +
(hp + 1)2

p2
0

[2gd(h + 1)− Q] = 0, p = 0,

h = 0, p = −1.

(2.13)

The height function, h, is even and periodic in q with period of 2π. The mass flux
remains constant for each h, p0 = p

(h)
0 . The assumption of the horizontal velocity being

smaller than the wave speed, u < c , is equivalent to hp + 1 > 0.

2.2.2 Numerical scheme

Following the works by Constantin [2], and others [89, 111, 125], a numerical scheme
is introduced in this section. Since the physical dimension for the problem concerned is
large, modelling the physical domain would be costly. A scaled model is an alternative
approach to save the computational cost. Constantin [2] suggested a scaled model with

η̄ = κη, c̄ = c , ū = u, w̄ = w , P̄ = P , x̄ = κx , z̄ = κz ,

t̄ = κt, ḡ = κ−1g , γ̄ = κ−1γ, d̄ = κd
(2.14)

where κ = 2π
L

is the wave number, and L is the wavelength. The numerical model
becomes [−π, π]× [−1, 0] [106, 107]. Since the waves are symmetrical about the crest,
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the computational domain will be a half of the scaled model [91, 92]. The discretised
domain using finite difference scheme [89, 125], [0,π]×[−1, 0], is shown in Fig.2.2 where
vertical nodes and horizontal nodes are denoted by by j = 1, 2, ..., J and i = 1, 2, 3, ..., I ,
respectively. The distance between the vertical nodes and that of horizontal nodes are
∆p and ∆q, respectively.

Figure 2.2: Mesh grids.

There are (I +1)×(J+1) nodes in the finite difference scheme and thus (I +1)×(J+1)

unknowns for h values. The derivatives of the h function are determined by applying
the central difference scheme for middle nodes and the forward and backward schemes
for the boundary nodes as appropriate. Details of the h-derivatives are listed below.

Derivatives hpp and hqq

The second derivatives hpp at boundaries p = −1 and p = 0 are given as follow

hp|i=0,j ≈
h1,j − h0,j

∆p0

hpp|i=0,j ≈
h2,j−h0,j

∆p0+∆p1
− h1,j−h0,j

∆p0

∆p0

≈ h2,j

∆p0(∆p0 + ∆p1)
− h1,j

∆2p0
+

h0,j

∆2p0(∆p0 + ∆p1)/∆p1

(2.15)

hp|i=I ,j ≈
hI ,j − hI−1,j

∆pI

hpp|i=I ,j ≈
hI ,j−hI−1,j

∆pI
− hI ,j−hI−2,j

∆pI +∆pI−1

∆pI

≈ hI−2,j

∆pI (∆pI−1 + ∆pI )
− hI−1,j

∆2pI
+

hI ,j
∆2pI (∆pI−1 + ∆pI )/∆pI−1

(2.16)
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hp|i ,j ≈
hi+1,j − hi−1,j

∆pi + ∆pi−1

hpp|i ,j ≈
hi+1,j−hi ,j

∆pi
− hi ,j−hi−1,j

∆pi−1

(∆pi + ∆pi−1)/2

≈ hi+1,j

∆pi(∆pi−1 + ∆pi)/2
− hi ,j

∆pi∆pi−1/2
+

hi−1,j

∆pi−1(∆pi−1 + ∆pi)/2

(2.17)

The second derivatives hqq are given as

hq|i ,j=1 ≈
hi ,2 − hi ,1

∆q1

hqq|i ,j=1 ≈
hi ,3−hi ,1

∆q2+∆q1
− hi ,2−hi ,1

∆q1

∆q1

≈ hi ,3
∆q1(∆q1 + ∆q2)

− hi ,2
∆2q1

+
hi ,1

∆2q1(∆q1 + ∆q2)/∆q2

(2.18)

hq|i ,j=J ≈
hi ,J − hi ,J−1

∆qJ

hqq|i ,j=J ≈
hi ,J−hi ,J−1

∆qJ
− hi ,J−hi ,J−2

∆qJ+∆qJ−1

∆qJ

≈ hi ,J−2

∆qJ(∆qJ + ∆qJ−1)
− hi ,J−1

∆2qJ
+

hi ,J
∆2qJ(∆qJ−1 + ∆qJ)/∆pJ−1

(2.19)

hq|i ,j ≈
hi ,j+1 − hi ,j−1

∆qj + ∆qj−1

hqq|i ,j ≈
hi ,j+1−hi ,j

∆qj
− hi ,j−hi ,j−1

∆qj−1

(∆qj + ∆qj−1)/2

≈ hi ,j+1

∆qi(∆qj−1 + ∆qj)/2
− hi ,j

∆qj∆qj−1/2
+

hi ,j−1

∆qj−1(∆qj−1 + ∆qj)/2

(2.20)

Derivatives hpq

The expression are as follows

hpq|i ,j ≈
hi+1,j+1−hi+1,j−1

∆qj+∆qj−1
− hi−1,j+1−hi−1,j−1

∆qj+∆qj−1

(∆pi + ∆pi−1)
≈ hi+1,j+1 − hi+1,j−1 − hi−1,j+1 + hi−1,j−1

(∆qj−1 + ∆qj)(∆pi + ∆pi−1)

(2.21)
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hpq|i ,j=1 ≈
hi+1,2−hi+1,1

∆q1
− hi−1,2−hi−1,1

∆q1

(∆pi + ∆pi−1)
≈ hi+1,2 − hi+1,1 − hi−1,2 + hi−1,1

∆q1(∆pi + ∆pi−1)
(2.22)

hpq|i ,j=J ≈
hi+1,J−hi+1,J−1

∆qJ
− hi−1,J−hi−1,J−1

∆qJ

(∆pi + ∆pi−1)
≈ hi+1,J − hi+1,J−1 − hi−1,J + hi−1,J−1

(∆qj)(∆pi + ∆pi−1)

(2.23)

hpq|i=I ,j ≈
hI ,j+1−hI−1,j+1

∆pI
− hI ,j−1−hI−1,j−1

∆pI

(∆qJ + ∆qJ−1)
≈ hI ,j+1 − hI−1,j+1 − hI ,j−1 + hI−1,j−1

∆pI (∆qJ + ∆qJ−1)
(2.24)

hpq|i=0,j ≈
h1,j+1−h0,j+1

∆p1
− h1,j−1−h0,j−1

∆p1

(∆qj + ∆qj−1)
≈ h1,j+1 − h0,j+1 − h1,j−1 + h0,j−1

∆p1(∆qj−1 + ∆qj)
(2.25)

At four corners

hpq|0,0 ≈
h1,1−h1,0

∆q1
− h0,1−h0,0

∆q1

∆p1
≈ h1,1 − h1,0 − h0,1 + h0,0

∆p1∆q1

(2.26)

hpq|I ,0 ≈
hI ,1−hI ,0

∆q1
− hI−1,1−hI−1,0

∆q1

∆pI∆q1
≈ hI ,1 − hI ,0 − hI−1,1 + hI−1,0

∆pI∆q1

(2.27)

hpq|I ,J ≈
hI ,J−hI ,J−1

∆qJ
− hI−1,J−hI−1,J−1

∆qJ

∆pI
≈ hI ,J − hI ,J−1 − hI−1,J + hI−1,J−1

∆pI∆qJ
(2.28)

hpq|0,J ≈
h1,J−h1,J−1

∆qJ
− h0,J−h0,J−1

∆qJ

∆p1
≈ h1,J − h1,J−1 − h0,J + h0,J−1

∆p1∆qJ
(2.29)

In this thesis, the numerical schemes applied by Chen and Basu [125] and Ko and
Strauss [89] is followed. The domain is discretised with more vertical nodes than the
horizontal nodes to obtain better resolution of streamlines. Substituting the derivative
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approximations into the governing equations, one obtains (I −1)× (J−1) equations for
intermediate nodes with indices i = 1, 2, ..., I − 1 and j = 1, 2, ..., J − 1; and 2(J − 1)

equations for the boundaries with i = 0, I and j = 1, 2, ..., J − 1. Because of the
symmetry property at q = 0 and q = 1, there are 2(I + 1) equations given by

hi ,0 = hi ,2, hi ,J−2 = hi ,J(i = 0, 1, 2, ..., I ). (2.30)

At the free surface, the mean water at z = 0, states

J−2∑
j=1

1

2
(hI ,j + hI ,j+1)∆qj = 0, (2.31)

using the trapezoidal rule for numerical integration. For (I + 1)× (J + 1) + 1 unknowns,
we have (I + 1)× (J + 1) + 1 equations to solve for

h = [h0,0, h1,0, ..., hI ,0, h0,1, ..., hI ,Jθ]T (2.32)

where θ can be d , p0 or Q depending on the setup of the problem. The parameters d
and Q are unknowns in the fixed flux problems [89] and [109]. In our study, d is known
representing fixed depth problem while p0 and Q vary. Then, Newton method solves
the non-linear system of equations

f(h) = 0. (2.33)

Refinement are performed near the surface, bottom and crest line (q = 0).

Numerical continuation method

Ko and Strauss [88] suggested a systematic method based on local bifurcation and nu-
merical continuation. The solutions comprise a set of waves with varying water depth
d . The solution started with the laminar flow solution and linearised wave solution.
The head Q is obtained from the laminar solution. The local bifurcation is the first
solution with linearised wave solution. The dispersion relation for discontinuous vor-
ticity distribution for rotational flow has been provided by Henry [107, 222] and [223].
Regarding general vorticity, the dispersion relation is obtained with given relative mass
flux [224, 225, 226]. The solution from the small-amplitude wave is used to initial-
ize the iteration that searches for a set of waves with moderate and large amplitudes
waves. Finally, the iteration is interrupted with a stagnation point representing the
global bifurcation.

Following solving for Q is from the laminar flow, the numerical continuation involves
following the predictor-corrector method by Amann and Kalimeris [109]. The solutions
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for fixed depth, d = const, are

h = [h0,0, h1,0, ..., hI ,0, h0,1, ..., hI ,J , p0,Q]T . (2.34)

An additional equation is provided to bound the solution with

g(h) = 0, (2.35)

for example,
g(h) = θ(n+1) − (θ(n) + ∆θ) = 0, (2.36)

where θ is a component of h and ∆θ is a given continuation step. If Q is considered
as the continuation parameter, that means θ = Q. The superscript (n) denotes the
obtained nth solution in the set of solution, while the super script (n+1) indicates the
next solution. The above algorithm is implemented and solved using the open-source
library Eigen [227].

Solving procedure

The solution of the non-linear system is sought with the following steps.

- Finding p0 from the dispersion relation.

- Obtaining the solution for laminar flow H(λ, p), and thus the linearised solution of the
height function at each grid node H(p,λ)+εm(q, p) with ε a small value. Corresponding
Q is computed.

- Using the linearised solution with p0 and Q to initiate the Newton method. The
solution scheme seeks the linearised small-amplitude wave solution for the non-linear
equation of motion.

- Performing numerical continuation from linearised solution to a stagnation point where
the global bifurcation occurs.

Laminar flow solution

Laminar flow solutions are not dependent on q, H(p). The governing equation takes
the form

Hpp

(Hp + 1)3
= −d2γ(p)

p0
in − 1 < p < 0, (2.37a)

[Hp(0) + 1]2 =
p2

0

d2

1

Q − 2gd [H(0) + 1]
on p = 0, (2.37b)

H = 0 on p = −1, (2.37c)

29



The bifurcation is defined as (see Constantin [87])

λ = [c − u(0, 0)]2 =
1

(1 + H2
p )

∣∣∣∣
p=0

. (2.38)

We define
Γ(p) = 2

∫ p

0

d2γ(s)

p0
ds,−1 ≤ p ≤ 0, (2.39)

with
Γmin = minp∈[−1,0]Γ(p) ≤ 0. (2.40)

For λ > −Γmin, the following solution is obtained

H(p) =

∫ p

0

ds√
λ + Γ(s)

+
1

2gd

(
Q − p2

0

d2
λ

)
− (p + 1)

=

∫ p

−1

ds√
λ + Γ(s)

− (p + 1),−1 < p < 0.

(2.41)

At the bottom boundary,

Q(λ) = 2gd

∫ 0

−1

ds√
λ + Γ(s)

+
p2

0

d2
λ > 0. (2.42)

Linearised solutions

Euler equations give the linearised solutions of the form h(q, p) = H(p,λ) + εm(q, p),
which are then pursued, where m is a periodic even function in q and ε is a small
parameter. Substituting the expression of the linearised solution, one gets

1

d2
mpp + (Hp + 1)2mqq +

γ(p)

p0
3(Hp + 1)2mp = 0 in − 1 < q < 0, (2.43a)

2
Hp + 1

p2
0

mp[2gd(H + 1)− Q] +
(Hp + 1)2

p2
0

2gdm = 0 on p = 0, (2.43b)

m = 0 on p = −1. (2.43c)

Define
a(p,λ) =

1

(Hp + 1)
=
√
λ + Γ(p), for λ > Γmin, (2.44)
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with ap = d2γ(p)/(p0a). The above equations are then rewritten as

(a3mp)p + d2amqq = 0 in − 1 < p < 0, (2.45a)

a3mp =
gd3

p2
0

m on p = 0, (2.45b)

m = 0 on p = −1. (2.45c)

Assume that the even m-function admits Fourier expansion

m(q, p) =
∞∑
j=0

Mj(p)cos(jq), (2.46)

where,

M0(q, p) =
1

2L

∫ L

−L
m(q, p)dq, (2.47a)

Mj(q, p) =
1

L

∫ L

−L
m(q, p)cos(jq)dq, j ≥ 1. (2.47b)

The following Sturm-Liouville problems is applied for each j as

(a3Mp)p = j2d2aM in − 1 < p < 0, (2.48a)

a3Mp =
gd3

p2
0

M on p = 0, (2.48b)

M = 0 on p = −1. (2.48c)

The approximation of h up to the first order of ε is sufficient [109], i.e., terms up to
j = 1 are retained.

2.2.3 Dispersion relations

The dispersion relation is required to compute the critical value of λ, denoted by λ∗.
This value relates to the bifurcation point from the laminar solution to a small-amplitude
wave solution. The parameter λ∗ gives the corresponding critical speed of the laminar
flow at the surface

u∗ − w =
p0

√
λ∗

d
. (2.49)

For different vorticity distribution for fixed-depth simulations, corresponding dispersions
relations can be derived. For irrotational flow, a(p,λ) =

√
λ, and the solution of the

laminar flow is given by [2]

H(p) =
p + 1√
λ
− (p + 1). (2.50)
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Moreover, the solution of Sturm-Liouville for j = 1 is obtained asm(q, p) = M(p)cos(q)

with
M(p) = c1sinh

(
dp + d√

λ

)
, (2.51)

where c1 6= 0 is a coefficient. At p = 0, Eq.2.48(a) leads to the dispersion relation for
irrotational flow as

tanh

(
d√
λ

)
− p2

0

gd2
λ = 0. (2.52)

Substituting Eq.2.49 to Eq.2.9, we get λ∗ = 1. Hence, the standard dispersion relation
from Eq.2.52 becomes

p0 = −d
√

gtanh(d), (2.53)

giving p0 for a particular d .

2.2.4 Wave kinematics

Applying finite difference scheme [89, 109, 125] following Sec.2.2.2, the value of h at
each node can be obtained and is used to seek the wave kinematics in the fluid domain.
We compute z using h values as follows

z = d [h(q, p) + p]. (2.54)

The wave height is calculated from the height function value at the crest and the trough,
as expressed by

H = d [h(0, 0)− h(L, 0)]. (2.55)

The velocity field are

c − u = − p0

d(hp + 1)
, w =

p0hq
hp + 1

. (2.56)

One gets the total pressure as

P = Patm + Γ̃(p)− gd(h + 1)− gdp − p2
0(1/d2 + h2

q)

2(hp + 1)2
+

Q

2
. (2.57)

The wave speed is recovered from the average horizontal current strength, k , and the
fluid velocity is given by

c = k − 1

L

∫ L

0

[u(x ,−d)− c]dx . (2.58)
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The hydrodynamic pressure is given by

Pdynamic = Patm + Γ̃(p)− gd − p2
0(1/d2 + h2

q)

2(hp + 1)2
, (2.59)

The numerical pressure is scaled up with water density ρw (1025 kg/m3).

Within a wave length, the velocity profiles distribute and vary from the wave crest to
the wave trough, and also depend on the depth of the fluid particles [87, 121, 124].
The horizontal velocity u follows the inequalities in

uz(0, z) > 0 for z ∈ (−d , η(0)),

ux(x ,−d) < 0 for x ∈ (0,π),

uz(π, z) < 0 for z ∈ (−d , η(π)).

(2.60)

The vertical velocity is equal to zero along three sides of the flow domain from the wave
crest to the wave trough. It is given by [2, 121]

vz(0, z) = 0 for z ∈ (−d , η(0)),

vx(x ,−d) = 0 for x ∈ (0, π),

vz(π, z) = 0 for z ∈ (−d , η(π)).

(2.61)

Constantin [228] proved that the minimum pressure equalling zero along the free surface,
and the maximum occurs at the bottom bed directly under the wave crest.

It is worth noting that the acceleration of the fluid has not been studied while engineering
applications require these parameters for calculating the hydrodynamic forces acting on
the submerged structures. Hence, this thesis derives the acceleration formulation from
the provided height function results and the pressure profiles. Thus, the derivation of the
acceleration fulfils the requirement to calculate the forces and makes the large-amplitude
wave theory available for offshore engineering applications.

2.2.5 Fluid accelerations under large amplitude waves

The non-linear hydrodynamic force calculation requires fluid acceleration profiles to be
computed. Nevertheless, no existing study investigates the acceleration distribution
within the fluid domain under large amplitude waves. Therefore, we derive the acceler-
ation formulation and prove the consistency of the formulations derived from the Euler
equation (using the pressure equation) and h−values (by directly differentiating the fluid
velocity). The complete fluid dynamics is achieved to investigate the responses of the
floating structures.

Since the wave is steady, the t−dependent terms in Euler equation are non-existent.
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On one hand, the flow acceleration’s formulations are derived from the Euler equations,
with relations from velocity components (Eq.2.62) and the pressure (Eq.2.63), as follow

∂x =
ψx

p0
∂p + ∂q, ∂z =

ψz

p0
∂p, (2.62)

ψz = u − c , ψx = −w , (2.63)

∂x =
−w
p0

∂p + ∂q, ∂z =
(u − c)

p0
∂p (2.64)

ax = −Px =
w

p0
Pp − Pq, az = −Pz − g = −(u − c)

p0
Pp − g (2.65)

On the other hand, the acceleration components can also be obtained using the h−values
and differentiation as follow

ax = (u − c)ux + wuz

= (u − c)
∂

∂x
(u − c) + w

∂

∂z
(u − c)

= (u − c)

(−w
p0

∂p + ∂q

)
(u − c) + w

(
(u − c)

p0
∂p

)
(u − c)

= (u − c)
∂

∂q
(u − c)

=
p0

d(hp + 1)

∂

∂q

p0

d(hp + 1)

=
p0

d(hp + 1)

(
p0

d

−hpq
hp + 1)2

)
=

p2
0

d2

( −hpq
(hp + 1)3

)
,

(2.66)

and

az = (u − c)wx + wwy

= (u − c)
∂

∂x
w + w

∂

∂z
w

= (u − c)

(−w
p0

∂p + ∂q

)
w + w

(
(u − c)

p0
∂p

)
w

= (u − c)
∂

∂q
w

=
p0

d(hp + 1)

∂

∂q

p0hq
(hp + 1)

=
p0

d(hp + 1)

(
p0
hqq(hp + 1)− hqhpq

(hp + 12)

)
=

p2
0

d

(
hqq(hp + 1)− hqhpq

(hp + 13)

)
.

(2.67)
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Recalling the pressure equation

P = Patm + Γ̃(p)− gd(h + 1)− gdp − p2
0

(
1/d2 + h2

q

)
2(hp + 1)2

+ Q/2, (2.68)

we have

Pp = −gdhp − gd − p2
0

2

(
2hqhqp(hp + 1)2 − (1/d2 + h2

q)2hpp(hp + 1))

(hp + 1)4

)
= −gd(hp + 1)− p2

0

hqhqp(hp + 1)− (1/d2 + h2
q)hpp

(hp + 1)3
,

(2.69)

Pq = −gdhq −
p2

0

2

(
2hqhqq(hp + 1)2 − (1/d2 + h2

q)2hpq(hp + 1))

(hp + 1)4

)
= −gdhq − p2

0

hqhqq(hp + 1)− (1/d2 + h2
q)hpq

(hp + 1)3
,

(2.70)

and

ax =
w

p0
Pp − Pq

=
hq

hp + 1

(
−gd(hp + 1)− p2

0

hqhqp(hp + 1)− hpp(1/d2 + h2
q)

(hp + 1)3

)
+

(
gdhq + p2

0

hqhqq(hp + 1)− hqp(1/d2 + h2
q)

(hp + 1)3

)
= p2

0

(−h2
qhqp(hp + 1) + hqhpp(1/d2 + h2

q)

(hp + 1)4
+

hqhqq(hp + 1)− hqp(1/d2 + h2
q)

(hp + 1)3

)
=

p2
0

(hp + 1)4

(
−h2

qhqp(hp + 1) + hqhpp(1/d2 + h2
q) + hqhqq(hp + 1)2 − hqp(1/d2 + h2

q)(hp + 1)
)

.

(2.71)

From the first equation of Eq.2.13, we get the relation

hpp(1/d2 + h2
q) = 2hqhqp(hp + 1)− hqq(hp + 1)2, (2.72)
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hence,

ax =
p2

0

(hp + 1)4

(
−h2

qhqp(hp + 1) + hqhqq(hp + 1)2 − hqp(1/d2 + h2
q)(hp + 1)

+2h2
qhqp(hp + 1)− hqhqq(hp + 1)2

)
=

p2
0(hp + 1)

(hp + 1)4

(
h2
qhqp − hqp(1/d2 + h2

q)
)

=
−p2

0

d2

hqp
(hp + 1)3

(2.73)

Similarly, az are proved with

az =
c − u

p0
Pp − g

= − p0

d(hp + 1)

1

p0

(
−gd(hp + 1)− p2

0

hqhqp(hp + 1)− hpp(1/d2 + h2
q)

(hp + 1)3

)
− g

= g +
p2

0

d(hp + 1)

(
hqhqp(hp + 1)− (1/d2 + h2

q)hpp

(hp + 1)3

)
− g

=
p2

0

d(hp + 1)

(
hqhqp(hp + 1) + (−2hqhqp(hp + 1) + hqq(hp + 1)2)

(hp + 1)3

)
=

p2
0

d(hp + 1)

(
hqq(hp + 1)2 − hqhqp(hp + 1)

(hp + 1)3

)
=

p2
0

d

(
hqq(hp + 1)− hqhqp

(hp + 1)3

)
(2.74)

The two acceleration formulations are equivalent.

There is no existing studies investigating the fluid acceleration under large-amplitude
surface waves. This thesis introduces a derivation of the acceleration of large-amplitude
waves. The results are then compared with the ones from the linear waves in the
following sections providing understanding of the acceleration field and its distribution
and variation along the water depth.

The formulations provided in this thesis provides the complete dynamics for waves.
Based on the results provided in this section, the wave kinematics and the acceleration
profiles can be substituted into Morison equation to determine the hydrodynamic effects.

2.2.6 Interpolation scheme

Engineering applications of large-amplitude waves require the flow properties at each
time step. With linear wave theory, one can compute the fluid kinematics at a particu-
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lar position by substituting the instantaneous coordinates into the wave formula. If the
large-amplitude waves are applied, the method of calculating flow kinematics is differ-
ent from the well-known linear approach. Finite difference schemes provide solutions;
therefore, the fluid properties are attached at computational nodes within the scaled
computational domain. Those properties then must be rescaled to the physical coordi-
nates using the wave-number κ, and the water density ρw . The instantaneous position
of the structure used to calculate the hydrodynamic loads is updated every time step;
the calculated flow properties depend on the segments’ coordinates and neighbouring
nodes’ coordinates. Hence, the instantaneous velocity and acceleration of the spar el-
ements are determined using the interpolation scheme, which is similar to Umeyama’s
method [71]. The flow properties at a specific position will be interpolated from the
nearby four grid nodes, as shown in Fig.2.3.

Figure 2.3: Interpolation algorithm.

The wave kinematics are provided at spatially discrete nodal points in an Eulerian
scheme; the velocity, for example, is estimated as follows. The other properties are
estimated following the same technique. Fig.2.3 describes the motion of a point across
a general mesh of quadrilateral cells. The velocity u at point P at time step t is esti-
mated by interpolating the neighbouring velocity values (u1 at P1, u2 at P2, u3 at P3,
and u4 at P4). Then, at t + ∆t, the point P moves to P ′ with the velocity u′. The
velocities at two steps are

u =
(u1/l1) + (u2/l2) + (u3/l3) + (u4/l4)

(1/l1) + (1/l2) + (1/l3) + (1/l4)
at t = t, (2.75)

and
u′ =

(u′1/l
′
1) + (u′2/l

′
2) + (u′3/l

′
3) + (u′4/l

′
4)

(1/l ′1) + (1/l ′2) + (1/l ′3) + (1/l ′4)
at t = t + ∆t. (2.76)
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2.3 Comparison between the large-amplitude waves

and the linear waves

The sea states in the OC3 report [10] are chosen the reference values as the wave
amplitude and wave period varies in a wide range from small, moderate to extreme
conditions. An ocean engineer can select the linear waves parameters following limitation
on wave steepness [229]. However, the surface profile can not reflect the actual free
surface for non-linear waves as the linear wave theory is in use.

To simulate the real free surface, the linear wave theory can then be extended to
model the non-linear wave surface, i.e. the second to ninth order non-linear Stoke’s
wave [70, 230, 231]. Stokes’ waves are very convenient for computation of the wave
kinematics with prescribed formulations. Second order and third order Stokes’ waves
are used widely in the FOWT dynamic research. However, the real free surface requires
higher order Stokes’ waves. In contrast, the large-amplitude wave theory generates a set
of waves, and each wave has its wave amplitude, free surface profile, and corresponding
wave kinematics. The large amplitude wave theory generates the wave with a strong
relationship between the wave period and the wave height. A slight change in the
wave period results in a significantly different wave height. The wave kinematics hence
possess more extreme profiles than the linear waves.

In the following sections, wave kinematics are investigated in three cases. In the first
case, the large amplitude waves have the same period as the linear waves but different
wave amplitude. The second case considers a slight variation of the wave period on
the bifurcation diagram, and by that, the free surface of the non-linear wave with a
small variation from the linear wave period possesses a dramatic variation compared
to the linear waves. Finally, the third comparison is between the linear waves of the
recommended sea-state [10] with non-linear waves of intermediate points along the
bifurcation curve. In these cases, the wave kinematics is monitored along with the
water depth, and the free surface is compared with the linear wave solutions.
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2.3.1 Large-amplitude waves solutions compared with linear

waves of same wave period

Table 2.1: Regular wave properties.

Case Wave height
(m)

Wave period
(s)

Wave length
(m)

Water
depth (m)

Wave speed
(m/s)

1 1.40 6.5025 70.01 320 10.76
2 3.66 9.7014 153.48 320 15.82
3 15.24 17.0046 472.03 320 27.76

In this section, the large-amplitude waves have similar wave period to the linear waves,
shown in Table 2.1. Fig.2.4 shows the bifurcation diagram for three different waves. To
obtain the large-amplitude waves with the similar wave period to the linear wave, the
initial solutions of the numerical procedure have to be chosen as the laminar flow (i.e.,
T = 6.7 s, 9.92 s, and 17.4 s for the three cases) and then progress sequentially. Next,
we choose waves with corresponding wave heights at T ≈ 6.5 s, 9.7 s, and 17.0 s which
are H = 5.32 m, 10.17 m, and 32.0 m, respectively. Compared to the linear wave height,
H = 1.4 m, 3.66 m, and 15.24 m, the large-amplitude waves possess a significantly
different wave heights, seen in Fig.2.4(b,d,f). The large-amplitude waves obviously
have non-linear free surface profiles with shaper crests and flatter troughs than linear
waves in Fig.2.4(b,d,f). It is also worth noting that the amplitude of large-amplitude
waves show dependences on the initial wave period as seen from the bifurcation diagram.
If we choose different initial wave periods, that are even close to the linear wave periods,
we might get dissimilar wave heights.
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Figure 2.4: Variation of the wave height versus the wave period.
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Figure 2.5: Comparison of the horizontal velocities: (left) under the crest; (right) under
the trough.
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Figure 2.6: Comparison of the vertical velocity profiles.

0 25 50 75 100 125 150 175

Dynamic pressure under crest (kPa)

−300

−200

−100

0

W
at

er
d

ep
th

(m
)

Case 1 (linear)

Case 1

Case 2(linear)

Case 2

Case 3 (linear)

Case 3

−140 −120 −100 −80 −60 −40 −20 0

Dynamic pressure under trough (kPa)

−300

−200

−100

0

W
at

er
d

ep
th

(m
)

Case 1 (linear)

Case 1

Case 2 (linear)

Case 2

Case 3 (linear)

Case 3

Figure 2.7: Comparison of the dynamic pressure: (left) under the crest; (right) under
the trough.

Fig.2.5 to Fig.2.7 illustrate the distribution of wave velocity and pressure profiles along
the water depth obtained from the two wave theories. In all cases, the non-linear waves
have sharper profiles than the linear waves, particularly near free surface. Also, velocities
are different as computed from the two theories, particularly near the surface.
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Figure 2.8: Comparison of the horizontal acceleration profiles.
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Figure 2.9: Comparison of the vertical acceleration for: (left) under the crest; (right)
under the trough.

Fig.2.8 and Fig.2.9 reveal that the acceleration for the non-linear waves have remarkably
larger values than that of the linear waves. The horizontal acceleration profiles are
monitored under the node where the free surface profile intersects the horizontal mean
water level line [37]. At the free surface, the non-linear waves accelerations are almost
double the linear waves accelerations. Findings in this section show that (for a same
wave period) the large-amplitude wave theory can generate a wave with significantly
different wave kinematics compared to the linear wave theory. The flow forces can be
calculated accordingly with the provided accelerations to estimate the dynamic responses
of a FOWT.

2.3.2 Large-amplitude wave solutions compared with solu-

tions from linear wave with slightly different wave pe-

riod

In this section, the results from the two wave theories, with a slight difference in the wave
period are compared. The wave parameters are presented in Table.2.2. Fig.2.10 and
Fig.2.11 indicate the free surface profiles and the sensitiveness of the large-amplitude
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waves amplitudes to the wave period. As shown in Fig.2.11(a,c), a very small change in
the wave period leads to a considerable difference in wave height, i.e. 0.1 s corresponds
to about 5 m change in the wave height.

Table 2.2: Regular linear wave and large-amplitude wave properties.

Case Wave Wave height
(m)

Wave period
(s)

Wave num-
ber (κ)

Wave speed
(m/s)

1 Linear 9.14 13.60 0.0125 21.22
2 Non-linear 14.23 13.50 0.0125 21.58
3 Linear 15.2 16.97 0.0138 26.37
4 Non-linear 20.85 16.88 0.0138 26.89
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Figure 2.10: Free surface profiles of considered cases.
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Figure 2.11: (a)&(c) Bifurcation diagram; (b)&(d) Wave surface profiles.
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Figure 2.12: Comparison of the horizontal velocity profiles.
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Figure 2.13: Comparison of the vertical velocity profile.
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Figure 2.14: Comparison of the hydrodynamic pressure profiles.
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Figure 2.15: Comparison of the horizontal acceleration profiles.
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Figure 2.16: Comparison of the vertical acceleration profile.

Acceleration profiles are compared in Fig.2.15 and Fig.2.16 to contrast the large-amplitude
wave solutions with the linear waves results. The accelerations of the large-amplitude
waves are considerably larger than that of the linear waves at the vicinity of the free
surface. It is also worth noting that the discrepancy between two wave theories under
the wave trough are more than that under the wave crest.

2.3.3 Large-amplitude wave solutions compared with linear

waves with significantly different wave period

In this section, the sea states three, five, and eight in OC3 report [10] are chosen as the
initial conditions of the numerical bifurcation curve and three sets of the large-amplitude
waves are generated and are compared with the linear waves.

Table 2.3: Regular linear and non-linear wave properties.

Sea
state

Linear wave
height (m)

Wave
period (s)

Large-
amplitude
wave height
(m)

Wave
period (s)

Wavenumber
(κ)

Wave speed

3 1.40 6.5 5.50 6.27 0.095282 10.5081
5 3.66 9.7 9.25 9.51 0.042785 15.4382
8 15.24 17.0 43.6 16.24 0.01394284 27.766

46



6.0 6.1 6.2 6.3 6.4 6.5

Wave period (s)

0

2

4

6

8
W

av
e

h
ei

gh
t

(m
)

(a)

−30 −20 −10 0 10 20 30

x (m)

−2

0

2

z
(m

)

Linear wave

Nonlinear wave

(b)

Figure 2.17: Bifurcation diagram T = 6.5 s and wave amplitude.
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Figure 2.18: Bifurcation diagram T = 9.7 s and wave amplitude.
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Figure 2.19: Bifurcation diagram T = 17.0 s and wave amplitude.

The wave height-wave period diagram of three cases are described in Fig.2.17 through
Fig.2.19. In these figures, the initial wave periods are T = 6.5 s, 9.7 s, and 17.0 s
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which are equal to the linear waves periods. Subsequent solution (fifteenth with a step
size of each bifurcation diagram) is chosen for the study in Fig.2.17(b), Fig.2.18(b),
and Fig.2.19(b). The fifteenth solution of the large-amplitude wave are intermediate
points along the bifurcation curves. The large-amplitude waves at these points possess
a significantly higher wave amplitude than the initial linear waves. Figures also express
that the wave heights are sensitive to wave periods. For instance, the wave height can
approach 60 m as the wave period is 15.6 s, just 1.4 s from T = 17.0 s in Fig.2.19(a).
In addition, the wave velocity and dynamic pressure are also larger than that from the
linear waves, as seen in Fig.2.20 to Fig.2.22.
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Figure 2.20: Comparison of the horizontal velocity for: (left) under the crest; (right)
under the trough.
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Figure 2.21: Comparison of the vertical velocity profiles.
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Figure 2.22: Comparison of the dynamic pressure for: (left) under the crest; (right)
under the trough.
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Figure 2.23: Comparison of the horizontal acceleration profiles.
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Figure 2.24: Comparison of the vertical acceleration for: (left) under the crest; (right)
under the trough.

Fig.2.23 and Fig.2.24 summarise the wave accelerations for the considered cases. Both
horizontal and vertical acceleration for the large-amplitude waves are considerably larger
than that of the linear waves. In addition, the accelerations under the wave crest and
the wave trough are not similar. This might be due to the naturally antisymmetry profile
about the mean water level of the large-amplitude waves.
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The large-amplitude wave results are compared with the linear waves kinematics in this
section. The results from a large-amplitude wave is sensitive to the wave period; for
instance, a slight change in the wave period results in a significant variation of the wave
amplitude. In addition, the large-amplitude waves kinematics are substantially larger
than that obtained from the linear waves profiles. We will apply the large amplitude
waves in the following section to investigate the impact of the non-linear waves on the
floating offshore wind turbines in the deep-water region.

2.4 Spar-type floating offshore wind turbine model

This thesis considers a numerical model of spar-type floating offshore wind turbine
(SFOWT) for studying the large-amplitude waves effects. We only consider regular
waves in this study. Detail model of the floating wind turbine is presented in this
section. The theoretical model described in this section will be consequently used to
determine the dynamic response of the wind turbine. The model considers the blades
displacements and the coupled nacelle/tower motions. Since, in-plane or edge-wise
motion have been developed very little or no damping at all, these will be primarily
considered in the model.

In recent years, many wind turbine dynamics analysis codes have been developed, and
they follow three main approaches: multi-body dynamics, finite element method, and
the energy-based approach. The use of energy-based approach leads to reduced order
model and is low in computational cost. This approach has the ability to accurately
model the dynamics of the system with a few degrees of freedom. The approach
however, requires considerable algebraic manipulation to derive the equation of motion.
The calculation of the huge bending deflection of blades parked in high wind speeds is
other shortcomings of the modal approach [232]. The use of the finite element method
is likely to be more reliable for non-linear calculations.

The turbine rotor tilt angle is assumed zero for simplicity. The FOWT components are
the tower, the nacelle, the blades, and the spar platform. The tower and the blades are
flexible components. Model analysis is usually used to study the dynamics of the flexible
structure. The tower side-to-side displacement is modelled. The blade first mode in
edge-wise direction is used. The platform is assumed to be rigid with displacements in
three axes. The degree-of-freedoms are the platform motions, tower top displacements,
nacelle displacements, and the elastic deformation of the three blades.

- FOWT platform: The floating platform with mass Mp and inertia matrix Ip =

diag(Ipx , Ipy , Ipz). This platform has been proposed to support the NREL 5 MW baseline
wind turbine [87].
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- Nacelle and rotor: the nacelle with inertia matrix Inac = diag(Inacx , Inacy , Inacz) and
mass Mnac . The rotor is considered a rigid disc spinning around its axis with angular
velocity Ω(t). The rotor mass is Mr and inertia matrix Ir = diag(Irx , Iry , Irz) with
Iry = Irz .

- Tower: the flexible tower with mass mt and the tower height ht . The tower supports
nacelle, rotor and blades.

- Blades: the three flexible blades with distributed mass µb and the blade length R .

A mooring system comprised of three catenary cables anchors the platform to the bot-
tom bed. This thesis proposes a coupled numerical model simulating the dynamics of
edgewise vibrations of S-FOWTs. The model considers the aerodynamic properties of
the blade, variable mass and stiffness per unit length of the spar, the mooring stiffness
and the mooring force, gravity, hydrostatic restoring moment, buoyancy; and the inter-
actions among the blades, nacelle, tower, spar and mooring system. Details parameters
of the SFOWT are listed in the following sections.

2.4.1 Numerical model of SFOWT

Due to its computational ease, Euler-Lagrangian energy based methods will be used
in this thesis. This method requires modal information and theses are generally ob-
tained for finite-element calculations. Hence, this method is accurate enough too.
Also, the method has the advantage that any arbitrary number of modes could be con-
sidered to achieve a desired accuracy. The SFOWT structure and the moorings are
shown in Fig.2.25. The global coordinate system (X ,Y ,Z ) is at the free surface with
Z−coordinate pointing upward.

The blade vibration is limited to the first main mode for the purpose of simplification
since the edgewise vibrations of on-land wind turbines are shown to be lightly damped
leading to violent vibrations. Staino showed that there is a very low or even negative
damping in the first edgewise mode under certain circumstances [233]. Therefore, the
edgewise vibrations are chosen in this study to highlight the impact of nonlinear waves.

Table.2.4 and Table.2.5 detail the general properties of the FOWT structure and the
mooring system, respectively. The SFOWTs comprises of the spar floater, mooring
system, wind turbine, and the tower similar to the OC3 S-FOWT [10]. The wind
turbine is the 5-MW baseline wind turbine [7, 10]. The rotor radius is R = 61.5m.
The cut-in and rated rotor speeds are 6.9 rpm and 12.1 rpm, respectively. The mean
wind speed is 12 m/s, with the turbulence intensity assumed to be 15%. The mass of
each blade is 17.74× 103 kg. The mass of hub, nacelle, and tower are 56.78× 103 kg,
240 × 103 kg, and 249.718 × 103 kg, respectively. The numerical simulation duration
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Figure 2.25: SFOWTs model and the mooring layout.

and the time step interval are chosen as 800 s and 0.02 s, respectively.

The in-plane elastic deformation of the blades and the in-plane deflection of the tower
are in yz−plane. The nacelle and rotor are lumped as a mass on top of the tower. The
axial deformation of the spar and the tower are neglected.

The generalized displacement of the three blades are q1(t), q2(t), and q3(t). The tower
vibrates side-to-side with the generalized horizontal in-plane displacement at the top
denoted by q4. The vertical displacement of the tower is denoted by q5. Both tower
and blades are modelled using the Rayleigh-Ritz method. The vibration of the nacelle in
the rotor plane, which is assumed to be the same as the in-plane vibration of the tower,
is denoted by q4(t). The spar is a rigid body with 6 degree of freedom, i.e., surge, sway,
heave, roll, pitch, and yaw are denoted by (ξ1(t), ξ2(t), ξ3(t), ξ4(t), ξ5(t), ξ6(t)) with a
centre of gravity (G ). The rotations of the spar are infinitesimal [9] and the tower axial
deformation is neglected, so that q5 ≈ ξ3. Therefore, the vertical nacelle displacement
is also denoted by ξ3. The generalized displacement vector of the system is expressed
as

q(t) = [q1 q2 q3 q4 ξ1 ξ2 ξ3 ξ4 ξ5 ξ6]T . (2.77)

in which the superscript T is the the vector transpose operator. The Euler-Lagrange
equation describing the motion of the SFOWT is given as

d

dt

(
∂T
∂q̇

)
− ∂T
∂q

+
∂V
∂q

= f(t), (2.78)

in which f(t) is the external force vector that excites the floating offshore wind turbine.
T and V are the total kinematic and potential energy of the SFOWT.
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Table 2.4: NREL 5-MW wind turbine and OC3-Hywind sparbuoy properties.

Parameter Symbol Unit Value

Nacelle mass and rotor mass Mn kg 350000
Tower mass Mt kg 249718
Spar draft hd m 120
Spar diameter above taper ds,0 m 6.5
Spar diameter below taper ds,1 m 9.4
Gravity center location zG m -89.9155
Spar mass Ms kg 7.46633E6
Spar inertia about G Is kg ·m2 4.22923E9, 4.22923E9, 1.6423E8
Added mass coefficient Cs,a - 0.969954
Spar drag coefficient Cs,d - 0.6
Water density ρ kg/m3 1025
Water depth d m 320

Table 2.5: Mooring system parameters.

Parameter Symbol Unit Value

Angles between cables and x-axis - rad
[
0 2

3
π 4

3
π
]

Fairlead depth below SWL - m 70
Fairlead radius - m 5.2
Anchor depth below SWL - m 320
Anchor radius - m 853.87
Unstretched length L0 m 902.2
Diameter dc m 0.09
Mass per unit length mc kg/m 77.7066
Elastic stiffness EA N 3.84243E8
Wet weight per unit length w0 N/m 698.094
Initial cable depth and radius hc , lc m 250,848.67
Structural damping coefficient βs s/m 0.0001
Normalized seabed stiffness ksb - 1.0
Added mass coefficient Can - 1.0
Drag coefficient Cdt ,Cdn,Cdb - 0, 1.6, 1.6
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2.4.2 Tower and nacelle

The tower origin is located at the bottom of the tower. The tower height is ht and the
distributed mass per unit length is µt(zt). The tower motion is assumed in the first
mode shape φt(zt) with zt as the tower axis pointing upward. The lateral displacement
of the tower is φt(zt)q4(t). The tower velocities are

ut(zt , t) ≈ ξ̇1 + (h − ht + zt)ξ̇5, (2.79a)

vt(zt , t) ≈ φt(zt)q̇4 + ξ̇2 − (h − ht + zt)ξ̇4, (2.79b)

wt(zt , t) ≈ ξ̇3, (2.79c)

where, the overdot represents the time derivative. The approximations of the displace-
ment at the top of the tower in y- and z-direction are

q̃4 = q4φt(ht) + ξ2 − hsinξ4 ≈ q4φt(ht) + ξ2 − hξ4, (2.80a)

q5 = ξ3 − h(1− cosξ4) ≈ ξ3, (2.80b)

where, h is the distance between the hub center and the spar center of gravity G . It is
worth noting that the mode shape function φt is normalised φt(ht) = 1. Hence, it is
omitted.

2.4.3 Edgewise model

The blade is considered as a continuous beam of variable mass, µb(r), and variable
bending stiffness. The notation r denotes the blade coordinate along the blade axial
direction. Each blade is modelled as a Bernoulli-Euler cantilever beam of length R . The
blades are attached at the root representing the nacelle of the turbine allowing for the
inclusion of blade-tower interaction. A schematic model is shown in Fig.2.26.

The edgewise vibration of the blade i is modelled by a degree of freedom qi(i = 1, 2, 3).
The related mode shape φb(r) has been normalized such that qi represents the edgewise
tip displacement of the i th blade. The displacement at any point r along a blade is given
in terms of the fundamental mode shape and the generalized coordinate, such that

ui(r , t) = φb(r)qi(t) (2.81)

Assuming the blade speed rotation is a constant Ωb (rad/s), the azimuthal angle Ψi(t)

of blade i(i = 1, 2, 3) at given time t is

Ψi(t) = Ωbt + (i − 1)
2π

3
. (2.82)
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Figure 2.26: Edgewise wind turbine model.

The absolute velocities along the blade longitudinal and lateral axis are given by Dinh
[28] as

vbi(r , t) = − ˙̃q4sinΨi + ξ̇3cosΨi − Ωbφb(r)qi , (2.83a)

wbi(r , t) = − ˙̃q4cosΨi − ξ̇3sinΨi + φb(r)q̇i + Ωbr , (2.83b)

with the blade velocity in x-direction is computed by ubi(t) = ξ̇1 + hξ̇5. For more detail
edge-wise flap-wise coupled model with variable rotational speed see [234]. Also, see
[235] for the effect of pitch control.

2.4.4 Euler-Lagrangian formulation

The Euler-Lagrangian approach is used to derive the equations of motion. The formu-
lation is helpful to formulate any coupling between the degree of freedoms. Although
Arrigan [236] proved that the coupling effect between the blades and nacelle/tower is
significantly weaker in the edgewise than in the flap-wise case, nevertheless, the coupling
in the edgewise case is applied herein. The main focus of our work is the analyses of
the hydrodynamic effects on the SFOWT responses.

The equations of motion of the system can be derived from the kinetic and potential
energy and by substitution in the Euler-Lagrange equation. The specified energies
automatically include the dynamic coupling in the system.
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The total kinetic energy T of the spar is given by

T =
1

2

3∑
i=1

∫ R

0

µb(r)[u2
bi(t) + v 2

bi(r , t) + w 2
bi(r , t)]dr

+
1

2

∫ ht

0

µt(zt)[u2
t (zt , t) + v 2

t (zt , t) + w 2
t (zt , t)]dzt

+
1

2
Mn( ˙̃q2

4 + ξ̇3
2

+ ξ̇1 + hξ̇5) +
1

2
Ms(ξ̇1

2
+ ξ̇2

2
+ ξ̇3

2
) +

1

2
(Is,1ξ̇4

2
+ Is,2ξ̇5

2
+ Is,3ξ̇6

2
),

(2.84)
where Mn is the nacelle mass and rotor mass, Ms is spar mass, and Is,1, Is,2, and Is,3 are
moment of inertia about the spar gravity centre in x , y , and z directions.

The total potential energy of the spar SFOWT takes the form

V =
1

2

3∑
i=1

(kb,e + kbi ,g + kb,Ω)q2
i +

1

2
kt,eq

2
4 (2.85)

where kb,e = ω2
bMb,e and kt,e = ω2

tMt,e are modal stiffness of the blade and the tower,
respectively. The terms ωb and ωt are the natural angular frequencies of the blade and
the tower, respectively. The blade and tower modal masses are Mb,e =

∫ R

0
µb(r)φ2

bdr

and Mt,e =
∫ ht

0
µtφt(zt)dzt . The blade stiffness kbi ,g (i = 1, 2, 3) affected by gravity is

expressed as

kbi ,g = −gcosΨi

∫ R

0

[∫ R

r

µb(τ)dτ

](
dφb

dr

)2

dr . (2.86)

The centrifugal stiffening effect on the blade, denoted by kb,c , is given as

kb,c = Ω2

∫ R

0

[∫ R

r

µb(τ)τdτ

](
dφb

dr

)2

dr (2.87)

Substituting the external forces including the wind load including the rotationally sam-
pled turbulence fw , gravitational load fg , hydrostatic load fb, hydrodynamic load fh, and
mooring fair-lead tensions fm into the Euler-Lagrange equation, we obtain the equation
of motion

Mq̈ + Cq̇ + Kq = fw + fg + fb + fh + fm. (2.88)

where, M, C, and K are the mass, damping, and stiffness matrices of the system,
respectively. The stiffness of the system comprises of the hydrostatic stiffness and the
mooring stiffness, K = (Kh + Kr ) (detailed in appendix A1.1.5.). In order to derive the
coefficient matrices (M, C, K), the energy of the system (T , V), and description of the
external loads (f(t)), readers refer to previous studies [28, 30, 32, 233, 237, 238].
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2.4.5 SFOWT loads

Numerical simulations have been performed to illustrate the impact of the large-amplitude
waves. The numerical model of the SFOWT described in the previous section is imple-
mented in MATLAB [239]. The ten-degree-of-freedom SFOWTs used in this study is
coupled with the non-linear mooring model. The coupled model considers the aerody-
namic properties of the blades, gravity, hydrostatic and hydrodynamic forces, and the
interactions among the blades, nacelle, tower, and the floating foundation.

The wind flows toward the same direction as the rotor axis, as shown in Fig.2.27. The
wind load along the blade length is calculated by using the BEM method [47, 233, 237].
The hydrostatic load is determined by Faltinsen [37], and the hydrodynamic forces per
unit length are partially determined on each spar’s segment by the Morison formula [240]
combined with a pressure integration method. By that, the heave excitation forces and
heave added mass are taken into account [65]. The drag forces and moments on each
spar segment are computed using similar formulations as in previous studies by [30]
and [28, 32, 237, 238, 241]. The structural loads include the mooring load at fair-lead
positions. The mooring system herein consists of three single cables that are assumed
to be flexible and inextensible. Each cable is modelled by the method introduced by
Tjavaras [30, 242, 243, 244]. The Openmoor code [30, 245] developed by Chen and
Basu estimates the spar platform’s fairlead forces. Although the impact of the current
on the spar response should not be neglected [31], but at first we donot consider the
current effect as we will probably show the effects of the non-linear waves. Openmoor
was validated with the experimentally validated MoorDyn [246] code. Chen and Basu
[30] presented the detail of this work, where the coupled mooring model considering
wave and current effects were studied and validated with various mooring models.

Generalized aerodynamic loads on blades

The edgewise vibration of the i th blade is modelled by qi(t)(i = 1, 2, 3). The related
in-plane mode shapes, φb(i = 1, 2, 3) have been normalised at the tip so that qi(t)

represents the in-plane tip displacement. The displacement at any point x along a
blade is given in terms of the fundamental mode shape and generalised coordinate such
that

ui(x , t) = φb(x)qi(t). (2.89a)

In Fig.2.28, the lift and drag forces per unit length of the blade, pL and pD , are calculated

57



Figure 2.27: Loads on SFOWT.

Figure 2.28: Blade cross-section.

using the BEM theory, respectively [47]. They are calculated as

pL =
1

2
ρV 2

rel(x , t)c(x)Cl(φ) (2.90a)

pD =
1

2
ρV 2

rel(x , t)c(x)Cd(φ), (2.90b)

where, ρa is the density of the air, c(x) is the chord length, and Cl(φ),Cd(φ) are the
drag and the lift coefficients, respectively depending on the angle of attack.

The normal and tangential load coefficients CN(φ),CT (φ) are computed using the lift
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and drag coefficient from the air-foil data table.

CN(φ) = Cl(φ)cos(Φ) + Cd(φ)sin(Φ) (2.91a)

CT (φ) = Cl(φ)sin(Φ) + Cd(φ)cos(Φ), (2.91b)

The aerodynamic loads normal and tangential to the rotor plane (corresponding to the
aerodynamic loads in the out-of-plane and in-plane direction, respectively) are given by

pN =
1

2
ρV 2

rel(x , t)c(x)CN(φ) (2.92a)

pT =
1

2
ρV 2

rel(x , t)c(x)CT (φ), (2.92b)

The principle of virtual work is used to determine the generalized aerodynamic loads on
the system. The virtual work done is given by

δw =
3∑

i=1

(Piδqi − Pnac4δq4 − Pnac5δq5) =
3∑

i=1

(Piδqi − Pnac4δq4 − Pnac5δξ3) (2.93)

where Pi is calculated for the i th blade by integrating the aerodynamic loads along the
blade length with corresponding mode shape, as

Pi =

∫ R

0

pT ,i(r , t)φb(r)dr . (2.94)

The in-plane aerodynamic load on the nacelle, Pnac4,Pnac5, is given by

Pnac4 =
3∑
1

∫ R

0

pT ,i(r , t)drcosΨi (2.95a)

Pnac5 =
3∑
1

∫ R

0

pT ,i(r , t)drsinΨi , (2.95b)

Finally, the generalized aerodynamic load vector is obtained on the system as follows.
The generalized aerodynamic load vector obtained is denoted as fw = fw ,j , with non-zero
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components given as

fw ,j =
δw

δqj
= Pj =

∫ R

0

pT ,j(r , t)φb(r)dr , j = 1, 2, 3 (2.96a)

fw ,4 = − δw
δq4

= Pnac4 =
3∑

i=1

∫ R

0

pT ,i(r , t)drcosΨi (2.96b)

fw ,5 =
3∑

i=1

∫ R

0

pN,i(r , t)dr , j = 1, 2, 3 (2.96c)

fw ,6 = fw ,4 (2.96d)

fw ,7 = −δw
δξ3

= Pnac5 =
3∑

i=1

∫ R

0

pT ,i(r , t)drsinΨi (2.96e)

fw ,8 = −hfw ,6 (2.96f)

fw ,9 = hfw ,5 (2.96g)

where, j is the generalized displacement index.

Generalized gravity force

Figure 2.29: Blade gravity force.

The gravity load acting on the blade is illustrated in Fig.2.29 Resolving the gravity force
leads to two forces, the normal component

dGN = µ(x)dxgsinΨi , (2.97)

and the other aligns along the length of the blade and is given by

dGA = µ(x)xgcosΨi (2.98)

where µ(x) is the mass per unit length of the blade and g is the acceleration due to
gravity, g = 9.81m/s2.

The principle of virtual work is used to determine the gravity load in the blades. The
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virtual work done by the gravity force, δwg , is given by

δwg =
3∑

j=1

[∫ R

0

µb(r)gsin(Ψj(t))dr

]
δqi(r , t)φb(r)

−
3∑

j=1

∫ R

0

µb(r)gdrδq5−Mngδq5−Msgδξ3 + Mtgδq5

(2.99a)

=
3∑

j=1

[∫ R

0

µb(r)gsin(Ψj(t))dr

]
δqi(r , t)φb(r)

−
3∑

j=1

∫ R

0

µb(r)gdrδξ3 −Mngδξ3 −Msgδξ3 −Mtgδξ3,

(2.99b)

with,

fg ,j =
δwg

δqj
= g

∫ R

0

µb(r)φb(r)drsinΨj , j = 1, 2, 3 (2.100a)

fg ,7 =
δwg

δξ3
= −g(Mn + Ms + Mt + 3Mb), (2.100b)

fg ,9 = Mnacglm(1) + Mrotorglr (1), (2.100c)

Hydrostatic and hydrodynamic effect on the spar

The buoyancy force forms the hydrostatic effect on spar and can be written as

fb,7 = ρwgVs , (2.101a)

where Vs is the fluid volume determined by the diameter of the top of the taper.

The hydrodynamic forces per unit length on the spar in the horizontal directions are
determined using the Morison’s formula [240]. The moments due to these hydrodynamic
force are calculated accordingly. They are given as

dfh,5(z) = −Cs,a
ρπ

4
d2
s (z)us(z)dz + (1 + Cs,a)

ρπ

4
d2
s (z)u̇f (z)dz

+
1

2
Cs,dρds(z)us,f (z)[u2

s,f (z) + v 2
s,f (z)]−1/2dz

(2.102a)

dfh,6(z) = −Cs,a
ρπ

4
d2
s (z)vs(z)dz + (1 + Cs,a)

ρπ

4
d2
s (z)v̇f (z)dz

+
1

2
Cs,dρds(z)vs,f (z)[u2

s,f (z) + v 2
s,f (z)]−1/2dz

(2.102b)

dfh,8(z) = −(z − zG )dfh,6(z), (2.102c)

dfh,9(z) = −(z − zG )dfh,5(z), (2.102d)
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To be more specific, the inertia forces and moments are computed by the following
equations as

dfi ,5(z) = (1 + Cs,a)
ρπ

4
d2
s (z)u̇f (z)dz (2.103a)

dfi ,6(z) = (1 + Cs,a)
ρπ

4
d2
s (z)v̇f (z)dz (2.103b)

dfi ,7(z) = pd
π

4
d2
s (z = bottom)− pd(mean)

π

4
(d2

s (bottom)− d2
s (top)) (2.103c)

dfi ,8(z) = −(z − zG )dfh,6(z), (2.103d)

dfi ,9(z) = (z − zG )dfh,5(z), (2.103e)

and the drag forces and moments are defined by

dfd ,5(z) =
1

2
Cs,dρds(z)us,f (z)[u2

s,f (z) + v 2
s,f (z)]−1/2dz (2.104a)

dfd ,6(z) =
1

2
Cs,dρds(z)vs,f (z)[u2

s,f (z) + v 2
s,f (z)]−1/2dz (2.104b)

dfd ,8(z) = −(z − zG )dfd ,6(z), (2.104c)

dfd ,9(z) = (z − zG )dfd ,5(z). (2.104d)

where, Cs,a,Cs,d are the added mass coefficient and drag coefficient of the spar, respec-
tively. The terms us(z), vs(z) are the spar horizontal velocity component in xy−plane,
uf (z), vf (z) are the fluid velocity components in x , y directions. The relative horizontal
velocity of the spar and the fluid flow are us,f = uf −us and vs,f = vf − vs , respectively.

The spar velocity at a particular depth can be computed from the velocity of the spar
at the reference point. The spar is divided into segments using the strip theory, and the
above expressions are used to obtain the hydrodynamic forces on each segment. The
total forces are then summed up over the spar draft.

The spar added mass and damping effect in the vertical direction due to the heave
motions, are neglected. The hydrodynamic force, the Froude-Kriloff pressure force, for
spar heave motion fh,7 is due to the wave excitation that is integrated using the dynamic
pressure on spar [37]. The dynamic pressure is calculated using the wave theory and
then integrated over the bottom and the conical area of the spar.

In the above equations, the added mass is considered separately in the added mass
matrix of the spar. The two force components are the drag force and the inertia force,
and they are calculated and added into the generalized force vector.

62



2.5 Mooring forces

The temporal mooring forces are coupled into the generalized force vector through
three fairleads positions. The mooring forces herein are computed using the validated
open-source OpenMoor code developed by Chen and Basu [30, 245].

Figure 2.30: Mooring coordinate system.

A typical mooring system is described in Fig.2.30. The cables are attached to the
floater at the fairleads. The floater and the mooring lines are subject to the wave and
current loads and the superstructure loads. The floater has six degrees of freedom (6
dofs) (ξ1, ξ2, ξ3, ξ4, ξ5, ξ6) at the reference point (G ). Cables properties are identical.
The environmental loads induce platform motions and thus generate static offset of the
platform. The static offset leads to changes in the fairlead position; thus, the spar and
the cables must be analysed simultaneously. The static and dynamic responses of the
cable are two-point boundary problems whose boundary conditions at the fairleads of
the cables are estimated with the platform motion.

2.5.1 Cable model

Tjavaras presented the cable model for solving the two-point boundary-value problem
[242, 243, 244]. It assumed a uniform circular cross-section cable with diameter d , mass
per unit length m, bending stiffness EI , and torsion stiffness GJ . A fixed coordinate is
defined as (oc , xc , yc , zc) at the anchor position with xc pointing upward, yc and zc in the
plane are defined by the anchor and initial fairlead position. The vertical and horizontal
distances between the anchor and initial fairlead position are hc and lc , respectively.

63



Figure 2.31: Cable motion description and the coordinate systems: (a) vertical plane;
(b) horizontal plane.

The local Lagrangian reference coordinate is attached to unstretched cable at an arc
length of s with the local tangential (e1), normal (e2), and binormal directions (e3).
The cable position in the Cartesian coordinate can be estimated using s,φ,ϕ and cable
strain ε. The Poison ratio equals 0.5 in the following sections.
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2.5.2 Governing equations

The system of equations describing the three dimensional motion of a cable are given
by [125]

∂ε

∂s
− m

f ′(ε)

∂u

∂t
+

m

f ′(ε)
vcosθ

∂ϕ

∂t
− m

f ′(ε)
w
∂θ

∂t
+ β

∂ε

∂t
+

Sbκ2

f ′(ε)
− Snκ3

f ′(ε)
− w0

f ′(ε)
cosϕcosθ +

Fdt

f ′(ε)
= 0

(2.105a)

∂Sn

∂s
− (m + man)

∂v

∂t
−m(ucosθ + wsinθ)

∂ϕ

∂t
− Cmρ

πd2

4
(Uccosϕ + Vcsinϕ)

∂ϕ

∂t

+f (ε)κ3 + Sbκ3tanθ + w0sinϕ + Fdn = 0

(2.105b)

∂Sb

∂s
− (m + man)

∂w

∂t
+ mvsinθ

∂ϕ

∂t
− Cmρ

πd2

4
(Ucsinϕsinθ − Vccosϕsinθ)

∂ϕ

∂t

+mu
∂θ

∂t
+ Cmρ

πd2

4
(Uccosϕcosθ + Vcsinϕcosθ −Wcsinθ)

∂θ

∂t

−Snκ3tanθ − f (ε)κ2 − w0cosϕsinθ + Fdb = 0

(2.105c)

EI
∂κ2

∂s
+ (EI − GJ)κ2

3tanθ − Sb(1 + ε)3 = 0

(2.105d)

EI
∂κ3

∂s
+ (GJ − EI )κ3κ2tanθ + Sn(1 + ε)3 = 0

(2.105e)
∂u

∂s
− ∂ε

∂t
+ κ2w − κ3v = 0

(2.105f)
∂v

∂s
− (1 + ε)cosθ

∂ϕ

∂t
+ κ3(u + wtanθ) = 0

(2.105g)
∂w

∂s
+ (1 + ε)

∂θ

∂t
− κ3vtanθ − κ2u = 0

(2.105h)
∂ϕ

∂s
− κ3

cosθ
= 0

(2.105i)
∂θ

∂s
− κ2 = 0,

(2.105j)
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where Eq.2.105(a,b,c) represent the balance of the forces in the local reference frame;
Eq.2.105(d,e) govern the balance of the moments without external moments; Eq.2.105
(f,g,h) describe the compatibility relations; and Eq.2.105(i,j) define the material curva-
tures. In Eq.2.105(a,b,c), w0 is the wet cable weight per unit length; f (ε) is tension
function of ε such that f ′(ε) is its derivative with respect to ε. The added mass man in
the normal direction are computed by man = Canρ

πd2

4
with Can is the added mass co-

efficient. The Froude-Krylov force is taken into account by using the inertia coefficient
Cm = 1 +Can. Sn, Sb, u, v , and w are the in-plane shear force, out-of-plane shear force,
tangential velocity, normal velocity, and binormal velocity, respectively. The terms κ3

and κ2 are in-plane and out-of-plane material curvatures, respectively. The proportional
structural damping [157] is given by Fsd = βf ′(ε)∂ε

∂t
where β(s/m) is a damping coef-

ficient. The current velocity in the cable reference frame along the xc , yc , zc direction
are Uc ,Vc , and Wc , respectively. The relative cable velocity in the local Lagrangian
coordiante system are ur , vr , and wr which are expressed as

ur = u − Uccosϕcosθ − Vcsinϕcosθ + Wcsinθ (2.106a)

vr = v + Ucsinϕ− Vccosϕ (2.106b)

wr = w − Uccosϕsinθ − Vcsinϕsinθ −Wccosθ. (2.106c)

Morison’s equations are used to estimate the hydrodynamic drag forces in the tangential,
normal and binormal directions as

Fdt = −1

2
ρdπCdtur |ur |

√
1 + ε (2.107a)

Fdn = −1

2
ρdCdnvr

√
v 2
r + w 2

r

√
1 + ε (2.107b)

Fdb = −1

2
ρdCdbwr

√
v 2
r + w 2

r

√
1 + ε. (2.107c)

in which, Cdt ,Cdn, and Cdb are the drag coefficients in the three local coordinates.

2.5.3 Finite difference solver

There are ten unknowns in Eq.2.105,i.e. ε, Sn, Sb, u, v ,w ,ϕ, θ,κ2,κ3. The system of
equations are then discretized by applying Keller Box finite difference method and solved
with the associated boundary conditions, using relaxation method [247]. The solver has
been applied by Chen and Basu [245] and hereby the lib file are then call by Matlab
[239] as a C + + function.
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2.5.4 Boundary conditions

The boundary conditions include the bottom boundary condition at the anchor and the
top boundary at the fairleads. At the seabed, the floor is assumed as an elastic foun-
dation, and the fiction is neglected. In addition, the seabed force is always considered
in the vertical direction. The seabed reduces of the wet weight of the cable as

we(sj) = w0 + k̄sbxc(sj) (2.108)

in which k̄sb is the seabed stiffness, and sj is the cable coordinate of node j . For static
problem, w0 ≥ we ≥ 0. Since the choice of ksb has negligible influence on the cable
solution, the stiffness is chosen to completely balance the cable wet weight with the
seabed, ksb = w0/d at the sea bottom [248]. More details are in [242, 244].

For dynamic analysis, the catenary solution can be used to initialize the problem. The
angle ϕ can be computed from the catenary profile assuming that θ = κ2 = Sb = 0,
then κ3 and Sn are computed from Eq.2.105(i-e). The zero curvature at the anchor and
the fairlead are the typical boundary conditions as following

u(1) = 0, v (1) = 0,w (1) = 0,κ
(1)
2 = 0,κ

(1)
3 = 0

κ
(N)
2 = 0,κ

(N)
3 = 0

(2.109)

where the superscript (1) is the anchor node and (N) is the fairlead node.

For static analysis, the temporal terms in Eq.2.105 are absent. The cable velocity is
zero. If the fairlead positions are used as boundary conditions, the fairlead positions
are computed using the fairlead tension using a shooting procedure [249]. If the fair-
lead force are used as boundary conditions, the tension force components in the local
(xc , yc , zc) coordinate system are

Fxc = [f (ε)cosϕcosθ − Snsinϕ + Sbcosϕsinθ](N) (2.110a)

Fyc = [f (ε)sinϕcosθ + Sncosϕ + Sbsinϕsinθ](N) (2.110b)

Fzc = [−f (ε)sinθ + Sbcosθ](N). (2.110c)

In the dynamic analysis, Eq.2.105 can be solved with ten boundary conditions including
the zero curvature boundary conditions in Eq.2.109 and the fairlead velocity (Ut ,Vt ,Wt)
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resulting from the spar motion

Ut = (ucosϕcosθ − vsinϕ + wcosϕsinθ)(N) (2.111a)

Vt = (usinϕcosθ + vcosϕ + wsinϕsinθ)(N) (2.111b)

Wt = (−usinθ + wcosθ)(N). (2.111c)

Therefore, the cable states are obtained. The fairlead tension in cable reference frame
are then computed using Eq.2.110.

2.5.5 Implementation

The code for the coupled model is available on GitHub and is called OpenMOOR. It is
a Trinity College licensed code developed by Chen et al. [30] dynamic mooring analysis
is carried out with the following steps.

i. Exact current fairlead positions and velocity in spar local coordinate.

ii. Compute the fairlead displacement and velocity for each cable in the cable coordinate
system.

iii. Solve the cable state for given displacement and velocity for each cable and compute
the fairlead force in the cable coordinate.

iv. Transfer the fairlead forces to the platform coordinate system and compute the
corresponding moment at the spar’s reference point.

v. Sum up the fairlead forces and moments over the cable to assemble the mooring
load associated with the platform’s translational and rotational motion.

The fairlead forces and moment on each cable are provided as

fx1 fx2 fx3

fy1 fy2 fy3

fz1 fz2 fz3

m11 m21 m31

m12 m22 m32

m13 m23 m33


(2.112)

The total fairlead forces and moment on spar is given by summing up all force and
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moment components in the same row 

fm,1

fm,2

fm,3

fm,4

fm,5

fm,6


(2.113)

where fm,i(i = 1, 2, 3) are the translation force and fmi
(i = 4, 5, 6) are the rotational

moment at the reference point of the spar (G ).

2.6 Interpolation scheme for waves kinematics

Figure 2.32: Discretised domain within one wavelength

The flow kinematics are obtained at grid nodes using the finite difference scheme. The
numerical solutions are provided within one wavelength. The length of the fluid field is
determined by the wave speed and the duration of the simulation.

Figure 2.33: Flow domain generated from one wave length.

Then, the spacial and temporal coordinate of the spar segments at each time step is
used as interpolation points to obtain the wave kinematic at spar segment positions
following Sec.2.2.6.
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2.7 Impact of non-linear large-amplitude waves on

SFOWT responses

No existing research currently applies large-amplitude waves to study wave-structure
interaction and LAW wave-current interaction. Therefore, the large amplitude waves
are used in this thesis to explore the large amplitude wave effect on floating offshore
wind turbines. The wave effect is considered with the uniform current modifying the
Euler equations and other relations appropriately to investigate the impact of wave-
current on a floating structure. The sea-states from [10] are used to choose the wave
parameters in this thesis. The sea-state includes eight wave heights and corresponding
wave periods. The linear waves are selected based on sea-state three, five, and eight,
respectively.

The results of time-domain dynamic simulations are presented and discussed for the
system that encounters both linear waves and large-amplitude waves. We focus on the
comparison of structural response predictions from two wave theories.

2.7.1 SFOWT response to waves of slightly wave period

The large amplitude wave solutions are a set of waves of similar wavelength, but wave
period and wave height varies on the bifurcation diagram. As the wave height increases
the wave period decreases until the wave of "greatest height" is reached. The waves
used for investigation in this section are the intermediate points on the bifurcation
diagram, given in Table 2.1.

The non-linear waves can have significantly different wave height and fluid kinematics
than the corresponding linear waves with the same wavelength. These findings raise
intriguing questions regarding the impact the non-linear waves may have on the response
of SFOWT. Therefore, the response of the SFOWT to the non-linear and linear waves
(in cases 1-4) are computed and presented in Fig.2.35 to Fig.2.40.
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Figure 2.34: Flow acceleration time history of 4th segment: (a,b) Case 2; (c,d) Case 4.

The acceleration time history of the fluid at a point, which is completely submerged
within the water but near the free surface, is presented in Fig.2.34. The spar cylinder
is divided into 30 segments, each segment had a length of 4m. Therefore, the 4th
segment initially located at −14m under the free surface. Similarly, the 5th segment
is initially at −18m. The spar is moving with the flow; hence the fluid acceleration at
a point located on the spar is interpolated from the fluid accelerations following the
scheme described in Section 2. Fig.2.34 shows the apparent difference in results from
the two wave theories. Horizontal and vertical accelerations obtained from the waves
generated from the linear and non-linear theories are considerably different. We draw
similar conclusions for flow velocities and hydrodynamic pressure for a point located on
the spar.
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Figure 2.35: Blade and tower response: (a,b) Case 2; (c,d) Case 4.
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Figure 2.36: Spar FOWT responses (surge and heave) case 2.
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Figure 2.37: Spar FOWT responses (sway, roll, pitch, and yaw) case 2.
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Figure 2.38: Spar FOWT responses (surge and heave) case 4.
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Figure 2.39: Spar FOWT responses (sway, roll, pitch, and yaw) case 4.

Fig.2.35 to Fig.2.40 compare the response of the spar. Fig.2.35 reveals that the waves
have negligible impact on the relative blade and tower responses. The surge and heave
motions shown in Fig.2.36 and Fig.2.38 are impacted dramatically by to the non-linear
waves. The surge response to non-linear waves for both the sea-states are much larger
than the response of the SFOWTs to linear waves. Besides, it can be seen that the
wave kinematics of the large-amplitude non-linear waves are different compared to the
linear waves. This causes the equilibrium point to be different from zero (Fig.2.36(b))
and case 4 (Fig.2.38(b)). While the mean value of the heave motions of the spar is
above the MWL due to the effect of non-linear wave kinematics, when subjected to the
non-linear waves, the corresponding mean value is under the MWL for linear waves.
These results may be due to the fluid kinematics contributing to the floater’s motion
and asymmetrical water surface about the MWL with the higher wave crest (shown in
Fig.2.11). Thus, the surrounding fluid in a non-linear wave tends to push the spar up
more than it would for a linear wave.

A comparison of the results also reveals an increase in the pitch and yaw motion of
the SFOWTs, whose maximum amplitudes are slightly larger than that obtained from
linear waves (shown in Fig.2.37(c,d) and Fig.2.39(c,d)). In contrast, Fig.2.37(a,b) and
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Fig.2.39(a,b) present sway and roll responses, where only small amounts of difference
were observed between the results obtained from non-linear and linear waves. The
responses in non-linear cases are less than that obtained for the linear waves. The
close enough results might result from the fact that the above motions are mainly
wind-dominated while the waves control the heave motion.
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Figure 2.40: Cable fairlead forces: (a,b) Case 2; (c,d) Case 4.

Since the motion of the spar directly influences the mooring line tension, the comparison
of fairlead forces of the mooring system is of interest. In addition, the mooring lines are
responsible for the overall stability of the SFOWTs and for keeping it at a stationary
location. Among the three cables, the first and the second cables are selected to study
the effect of the non-linear and linear waves. The first mooring cable is in line with
the incoming wave and wind direction, while the second is inclined towards the positive
y−direction, as shown in Fig.2.27. The fairlead forces of cable three are equal to that
of cable two due to the symmetrical layout of the mooring system; therefore, they are
not shown. Fig.2.40 shows the time history of the fairlead forces of cable one and cable
two. These forces are critical in affecting the spar motion. In general, the fairlead force
from cable one is considerably lower than that from cable two regardless of the water
wave model, linear or non-linear. However, the fairlead forces rise sharply in each case
as the SFOWT encounters non-linear waves in both cables. In addition, Fig.2.40(b,d)
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shows that the mean fairlead forces of cable two are slightly higher for the case of
non-linear waves than those for the corresponding linear waves.

Surge and heave responses of the spar and cable fairlead forces are significantly impacted
when the SFOWT is subjected to non-linear large-amplitude waves. Pitch and yaw
motions are affected, too but to a smaller extent. The findings in this thesis have
significant implications. Based on the linear wave parameters, one can initially design a
model to avoid the natural frequencies of the SFOWT structures. At the same time, it
requires thoughtful consideration as the SFOWT is subjected to non-linear waves. The
results highlight that a more cautious approach is needed for choosing the wave height
and corresponding wave period. Note that this has not been discussed so far in the
literature.

2.7.2 SFOWT response to different non-linear waves on the

bifurcation diagram

The previous section shows a slight change in the wave period, leading to a significant
difference in the wave amplitude and thus the wave kinematics. However, this is not the
only scenario to be considered for the non-linear waves. Depending on the given wave
period and the water depth, the numerical model can provide a set of waves having a
similar wavelength but various wave amplitudes. In this section, the numerical model
generates a set of waves in Fig.2.4. Compared to the given sea state, the numerical
bifurcation can generate a significant wave amplitude that dramatically impacts the
SFOWT structure. Note that being on the curve this wave is physically realizable. The
following parts describe the large amplitude wave impact compared to the base sea state
given in [10].

Table.2.6 shows the large-amplitude wave properties and the linear counterpart. It is
clearly seen that the wave height generated by the large amplitude non-linear wave
theory are much larger than that of the linear waves. Therefore, the following studies
are conducted to investigate the influence of the large amplitude waves on the response
of the SFOWT structure.
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Table 2.6: Sea state definitions.

Sea
state

Linear
wave
height
(m)

Linear
wave
period (s)

Large
amplitude
wave height
(m)

Non-linear
wave
period (s)

Wavenumber
(κ)

Wave
speed

3 1.40 6.5 5.50 6.27 0.095282 10.5081
5 3.66 9.7 9.25 9.51 0.042785 15.4382
8 15.24 17.0 43.6 16.24 0.01394284 27.766

On the bifurcation diagram, a small change in the period leads to a significant difference
in the wave amplitude. The wave kinematics were investigated in the previous section
showing that the linear waves possess smaller wave kinematics near the free surface
than its non-linear counterpart. Due to these changes near the free surface where the
SFOWT platform is located, the non-linear waves are expected to affect the SFOWT
more considerably than the linear waves.

Fig.2.41 and 2.42 reveal the flow velocity and acceleration history of a spar segment
near the free surface. The spar’s position accelerates in time, and thus its velocity and
also acceleration that are interpolated from the fluid domain vary accordingly. In all
cases, the interpolated results from non-linear waves are larger than that from the linear
waves. The peak values from non-linear waves are generally double that obtained from
the linear results, while the excitation load period remains unchanged from the small
wave to larger waves. The results have identical trend for all three cases so that the
SFOWT responses consequently are affected significantly.
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Figure 2.41: Flow velocity time history of 5th segment: (a,b) Case 3; (c,d) Case 5; (e,f)
Case 8.
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Figure 2.42: Flow acceleration time history of 4th segment: (a,b) Case 3; (c,d) Case 5;
(e,f) Case 8.

In general, the use of wave theory doesn’t have any impact on the relative blades re-
sponses, even with the significant wave height, shown in Fig.2.43, Fig.2.45, and Fig.2.47.
However, the absolute response are indeed affected. The wave models also strongly
influence the other responses, especially in the horizontal and vertical direction, i.e.
surge and heave motion. The other SFOWT motions respond in various ways to the
wave models. Firstly, the tower illustrates an interesting phenomenon. With increasing
wave amplitude, the relative tower response shows a decreasing trend. Fig.2.43(d),
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Fig.2.45(d), and Fig.2.47(d) are the tower responses in three cases. It is noteworthy
that the reduction is small; however, the accumulated displacement on the top of the
tower will receive tremendous benefit from that reduction in terms of base moment.
However, again the absolute response if of concern due to the platform motion.
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Figure 2.43: SFOWT blade and tower responses in case 3.
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Figure 2.44: SFOWT spar responses in case 3.
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Figure 2.45: SFOWT blade and tower responses in case 5.
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Figure 2.46: SFOWT spar responses in case 5.
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Figure 2.47: SFOWT blades and tower responses in case 8.

84



400 450 500 550 600 650 700 750 800

Time t(s)

0

10

20

30

S
u

rg
e

(m
)

Case 8 linear

Case 8 nonlinear

(a)

400 450 500 550 600 650 700 750 800

Time t(s)

−0.6

−0.4

−0.2

0.0

0.2

0.4

S
w

ay
(m

)

Case 8 linear

Case 8 nonlinear

(b)

700 720 740 760 780 800

Time t(s)

−5.0

−2.5

0.0

2.5

5.0

7.5

10.0

H
ea

ve
(m

)

Case 8 linear

Case 8 nonlinear

(c)

400 500 600 700 800

Time t(s)

−0.0025

0.0000

0.0025

0.0050

0.0075

0.0100

R
ol

l
(d

eg
)

Case 8 linear

Case 8 nonlinear

(d)

600 625 650 675 700 725 750 775 800

Time t(s)

−0.2

0.0

0.2

0.4

P
it

ch
(d

eg
)

Case 8 linear

Case 8 nonlinear

(e)

400 500 600 700 800

Time t(s)

−0.002

−0.001

0.000

0.001

0.002

Y
aw

(d
eg

)

Case 8 linear

Case 8 nonlinear

(f)

Figure 2.48: SFOWT spar responses in case 8.

Turning our attention now to the surge motion, the SFOWT response depends particu-
larly on the wave amplitude, shown in Fig.2.44(a), Fig.2.46(a), and Fig.2.48(a). In case
three and five, the SFOWT surge amplitude is generally smaller than in case eight. In
addition, the SFOWT surge response is dominated by the structure period in the first
two cases while the wave period influences the surge motion as the wave is more ex-
treme, i.e. case eight in this study. Moreover, both the mean value and the amplitude
of surge motion of case eight are considerably larger than that from the linear wave
results. The findings illustrate the impact of the large-amplitude waves in terms of the
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extreme waves and describe the damping effect of the wave if the wave amplitude is
small or moderate.

Fig.2.44(c), Fig.2.46(c), and Fig.2.48(c) highlight the significance of the SFOWT ver-
tical displacement. The vertical displacement captures the difference between the two
wave theories from the small to extreme waves. The large amplitude wave affects the
motion of the spar strongly, notwithstanding the wave amplitude. For instance, the
large-amplitude waves in case three impacts the mean value and the amplitude of the
heave motion; the motion is larger than that from the linear wave. Similar trends are
observed in cases five and eight, where the large-amplitude wave creates a larger heave
motion.

Other responses, such as pitch and yaw, also receive the large-amplitude wave impact
but are less noticed than the surge and heave motions, except for case eight. A possible
reason is that these responses being out of the incoming wave plane. On the other
hand, the pitch motion in case eight is notably affected by a large-amplitude wave,
shown in Fig.2.48(e). Similarly, the yaw motion in small and moderate waves increases
by a small amount as the SFOWT reacts to the large-amplitude waves. In terms of the
extreme large-amplitude wave, the non-linear wave generates a considerable negative
yaw displacement. Still, the absolute value of the amplitude is almost double response
to the linear wave.

Another point to note is the damping effect of the large amplitude wave in roll and sway
responses, seen in Fig.2.44(b,d), Fig.2.46(b,d), and Fig.2.48(b,d). Compared to the roll
motion due to the linear waves, that due to the non-linear waves are generally smaller
in all cases, particularly in case eight, whose roll amplitude is half of the roll amplitude
due to the linear waves.
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Figure 2.49: Cables fairlead force in case 3.
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Figure 2.50: Cables fairlead force in case 5.

Cable forces in case 3 and case 5 are illustrated in Fig.2.49 and Fig.2.50. In both
cases, the impacts of large-amplitude waves are obvious when the cable forces due to
large-amplitude waves are larger than the forces due to linear waves in both cable one
and cable two. However, an interesting phenomenon is found in cable forces of case 8
where the cable one’s force due to linear wave is larger than that of the large-amplitude
wave. This is actually due to the fact that the spar is pushed further downstream (see
Fig.2.48(a)). Consequently, cable one has less tension since the spar is dragged closer
to the anchor of cable 1. Moreover, cable two’s fairlead force increases significantly as
the large-amplitude is used—the mean value of the fairlead force of cable two increases
from 1000 kN to 1400 kN. Due to the spar’s surge increase, the fairlead force of cable
two and cable three are significantly impacted.
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Figure 2.51: Cables fairlead force in case 8.
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3 Large amplitude waves-uniform
current effect on FOWTs

3.1 Introduction

Chapter 2 focused on deriving the coupled FOWT model and proposed a formulation
for computing the dynamic responses of FOWT under large-amplitude non-linear waves.
This chapter aims to investigate the impact of large-amplitude wave-uniform current on
the FOWT. The coupled FOWT model derived in Chapter 2 is used for this purpose.
In order to do this, flow kinematics are first computed with wave-current interaction.
Different current directions (favourable and adverse) with the same current strength are
implemented and examined here.

3.2 Linear wave-current interaction

Interactions of regular linear wave and current are analytically modelled by Thomas [140]
and numerically studied by Silva [163]. As a small amplitude wave propagates over an
existing current, the resulting horizontal velocity field is represented by summarizing the
wave field and the current strength as

uT (x , z , t) = U(z) + u(z)cos(κx − ωt), (3.1)

while the vertical velocity and the total pressure are represented by the wave components

wT (x , z , t) = w(z)sin(κx − ωt), (3.2)

pT (x , z , t) = −ρgz + p(z)cos(κx − ωt), (3.3)

where, ρ is the density of seawater, g is the gravitational acceleration. κ and ω are the
wave number and the angular frequency, respectively. Here, the angular frequency is
different from the angular frequency of the linear wave only, which considers the current
effect.
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The free surface elevation of the linear wave theory is written as

η(x , t) = Acos(κx − ωt) (3.4)

where A is the wave amplitude.

Using Rayleigh equation of classical inviscid stability theory [140], the vertical velocity,
w(z), is governed by

d2w

dz2
−
(
κ2 − κ

ω − κU
d2U

dz2

)
w = 0 (3.5)

from −hW < z < 0. The boundary conditions are given by

w(z) = 0 on z = −hw , (3.6)(ω − κU)2 dw
dz

+ κ(ω − κU)w dU
dz
− gκ2w = 0,

w(z) = A(ω − κU)
on z = 0. (3.7)

The horizontal component is withdrawn from the solution of the vertical component
[140] from

u(z) =
1

κ

dw

dz
. (3.8)

The system of equation (3.5, 3.6, 3.7) is solved with the assumption that d2U(z)/dz2 =

0. From [163], the solutions are

uT (x , z , t) = U(z) + A(ω − κU0)
cosh[κ(z + hw )]

sinh(κhw )
cos(κx − ωt), (3.9)

wT (x , z , t) = A(ω − κU0)
sinh[κ(z + hw )]

sinh(κhw )
sin(κx − ωt), (3.10)

pT (x , z , t) = −ρgz +
ρA(ω − κU0)

κsinh(κhw )

(
[ω − κU(z)]cosh[κ(z + hw )] +

dU(z)

dz
sinh[κ(z + hw )]

)
cos(κx − ωt),

(3.11)

where, U0 is the current velocity at z = 0. The modified dispersion relation because of
the current effect is

(ω − κU0)2 =

(
gκ− (ω − κU0)

dU(z)

dz

)
tanh(κhw ), (3.12)

It is worth to note that the modified dispersion relation can be used for both uniform
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and shear currents. As the uniform current is in use, the dispersion is simplified as

(ω − κU)2 = gκtanh(κhw ) (3.13)

with U = U0 denoting the constant current strength. As the current varies along the
water depth, the general solution can be found in [140].

3.3 Non-linear wave-current interaction

In the preceding section, the current effects on the linear waves are discussed, the flow
kinematics are determined using the modified dispersion relation. As the non-linear
wave is used, the wave profile is non-linear, and the flow kinematics are also changed
accordingly. Hence, the formulations used for the linear waves are not applicable for the
non-linear waves.

A recent study of Basu [121, 124] on the existence of two-dimensional irrotational
large-amplitude waves with uniform current investigated three possible relations between
strength of the current (k) and the velocity of the propagating waves (c). The average
current strength k could be larger, equal, or smaller than c . For each possibility, the
structures of the flow, the pressure fields, and surface profile of the free boundary were
investigated [175].

3.3.1 Governing equations

A smooth solution to Euler governing equations is sought for the free surface η, the
flow field (u,w), and the pressure P have period L in X variable; η depends on X − cT

while P depends on X − cT and Z in which a period L > 0, a wave speed c , and a
current strength K . There are several assumptions that u and w have one crest and
one trough in period L; η is strictly monotonic between crests and troughs; η, u, and P

are symmetric about crest line; w is asymmetric about the crest line. All functions are
smooth, the free surface has to be a graph and a profile must be symmetric [124].

91



The governing equations in moving frame x = X − cT , z = Z are given as follows

(u − c)ux + wuz = −1

ρ
Px , for − d ≤ z ≤ η(x), (3.14a)

(u − c)wx + wwz = −1

ρ
Pz − g , for − d ≤ z ≤ η(x), (3.14b)

ux + wz = 0, for − d ≤ z ≤ η(x), (3.14c)

uz = wx , for − d ≤ z ≤ η(x), (3.14d)

w = 0, on Z = −d , (3.14e)

w = (u − c)ηx , on z = η(x), (3.14f)

P = Patm, on z = η(x), (3.14g)

There are flow invariants in setting of the governing equations explained as follows

- Mass flux is invariant with x

M = ρ

∫ η(x)

−d
[u(x , z)− c]dz . (3.15)

- The energy is constant throughout the fluid (Bernoulli’s law)

ε = ρ
(u − c)2 + w 2

2
+ P + ρg(z + d). (3.16)

- The flow force per unit width is invariant with x as

S = ρ

∫ η(x)

−d
[u(x , z)− c]2dz +

∫ η(x)

−d
[P(x , z)− Patm]dz . (3.17)

A stream function Ψ(x , z) used to reduce the number of variables is defined as

Ψx = −w , Ψz = u − c . (3.18)

One obtains the transformed equations as follows

Ψxx + Ψzz = 0, for − d ≤ z ≤ η(x), (3.19a)

Ψ = 0, on z = η(x), (3.19b)

Ψ = −M/ρ, on Z = −d , (3.19c)

Ψ2
xx + Ψ2

zz + 2g(z + d) = 2gH , on z = η(x), (3.19d)

where, H is a physical constant called head. η(x) and Ψ(x , z) which are both L-periodic
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and symmetric in the x-variable are the two functions to be determined.

The pressure can be estimated from

P = Patm + ρgH − ρg(z + d)− ρΨ2
x + Ψ2

z

2
. (3.20)

The strength of the uniform current can be recovered by u(x ,−d) as follows

k =
1

L

∫ L

0

u(x ,−d)dx , (3.21)

which is invariant with z [124]. The current speed can also recovered using the stream
function

k = c +
1

L

∫ L

0

Ψ(x ,−d)dx . (3.22)

3.3.2 Relations of the wave speed and the underlying current

strength

Three cases arise depending on the relative speed of the surface waves and the average
strength (speed) of the underlying current as:

- k > c : a qualitative study of the flow velocity, pressure, and free surface profile
was investigated by Basu [121]. The flow field is different from the flow field with
no underlying current [122, 250]. However, the pressure field is not affected by the
underlying current. Moreover, Basu [124] proved the existence of the large-amplitude
water waves propagating on the surface of an irrotational flow with underlying uniform
current.

- k = c : denoting k − c = c̄ , we have

c̄ =
1

L

∫ L

0

Ψz(x ,−d)dx . (3.23)

We have Ψ harmonic thus Ψz is harmonic and Ψz = 0 on some point on the flat bed
z = −d [175].

The mass flux relating to the uniform current of constant speed c [175]

M = ρ

∫ η(x)

−d
Ψz(x , z)dz (3.24)

With all M , (M > 0,M < 0,M = 0), Ψz ≡ 0 throughout Ω [121]. It leads to u = c

and w = 0. A uniform current with the same wave speed equal to the current speed
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has eliminated any hydrodynamic structure [175]. The maximum pressure is at the bed
z = −d and the minimum at the surface z = η(x).

- k < c : since k − c = c̄ < 0, we have

0 = c̄ +
1

L

∫ L

0

Ψz(x ,−d)dx . (3.25)

This is a flow with wave speed c̄ without current k = 0 [121]. This is similar to the
Stokes wave flow without current. With the change of variable Ψx = −w , Ψz = u − c̄ ,
the strength of the current becomes Eq.3.21 as follows

k =

∫ L

0

u(x ,−d)dx = 0. (3.26)

The current strength is zero meaning that the waves enter a still water region [2]. The
fluid properties proved in case of k = c still hold in this case. The results for the case
without current is previously studied in [2, 92].

In this thesis, the current velocity is chosen to be smaller than the propagating speed of
the surface waves (k < c) [121, 124]. The flow kinematics, which describe the large-
amplitude waves and the uniform current interaction, are determined straightforwardly
as follows

uT (x , z , t) = unon(x , z , t) + U(z) (3.27)

wT (x , z , t) = wnon(x , z , t) (3.28)

pT (x , z , t) = pnon(x , z , t) (3.29)

u̇T (x , z , t) = u̇non(x , z , t) (3.30)

ẇT (x , z , t) = ẇnon(x , z , t) (3.31)

where, U(z) is the current strength distributed along the depth of the water. The
subscript non refers to the non-linear waves, i.e. unon is the horizontal velocity component
of the flow under the non-linear waves. In the following section, the non-linear waves-
current interaction is presented by the flow kinematics shown in the Eq.3.27 to Eq.3.31.

Fig.3.1 and Fig.3.2 reveal the velocity profiles of the large-amplitude wave-uniform cur-
rent flow. Due to the effect of the current, the velocity increase as the wave follows
the current and vice versa. Nevertheless, the current does not have influence on the
vertical velocity since the current is uniformly distributed in this study. Therefore, there
is no change in the vertical velocity of the flow.
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Figure 3.1: Horizontal velocity under wave crest (a) and under wave trough (b).

0 1 2 3 4 5

w (m/s)

−300

−200

−100

0

W
at

er
d

ep
th

(m
)

Case 1

Case 2

Case 3

Figure 3.2: Vertical velocity under node.

3.4 Numerical model setup

Since the waves coming in the y-direction are expected to induce large edge-wise motions
of the blades, they are of particular interest. It is practically feasible to have waves and
winds acting in perpendicular directions as they have different propagation speed and
hence different arrival times [251]. However, we only consider the current in the same
direction with propagating waves herein to highlight the impact of non-linear large-
amplitude wave-current interactions on the FOWT. The chosen current strength based
on the paper of Azcona [157] is 1.0 m/s. Table 3.1 illustrates the wave and current
properties used in the following non-linear model.

95



Table 3.1: Wave and current properties.

Case Wave
height (m)

Wave
period (s)

Wave num-
ber (κ)

Wave speed
(m/s)

U (m/s) Direction

1a 5.32 6.5 0.089 10.76 1.0 Favourable
1b 5.32 6.5 0.089 10.76 1.0 Adverse
1c 5.32 6.5 0.089 10.76 0.0
2a 10.17 9.7 0.041 15.82 1.0 Favourable
2b 10.17 9.7 0.041 15.82 1.0 Adverse
2c 10.17 9.7 0.041 15.82 0.0
3a 32.06 17.0 0.013 27.76 1.0 Favourable
3b 32.06 17.0 0.013 27.76 1.0 Adverse
3c 32.06 17.0 0.013 27.76 0.0

Figure 3.3: Applicability of wave theory [3].

Fig.3.3 shows wave theory applicability [3] illustrating linear wave theory limitation at
H/gτ 2 = 0.001 (τ is the wave period in [3]). Therefore, the corresponding linear wave
height of the non-linear wave period 6.5 s, 9.7 s, and 17.0 s in Table.3.1 are 0.4145
m, 0.9230 m, and 2.8351 m, respectively. The marked differences of the wave height
between the large-amplitude wave theory and the linear wave theory might contribute
significantly to the wave-current-structure interaction. Since linear wave theory cannot
generate waves of the same wave height as compared to the large-amplitude waves
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(shown in Table.3.1), the linear wave-current impact on FOWT will not be investigated
and the large-amplitude wave-current impacts on FOWT will be discussed in the fol-
lowing sections. However, for the purpose of comparison we consider a case where the
results from the two theories are computed with moderately high wave as the linear and
non-linear theories are expected to produce similar results for this case. Reader might
refer [31] for investigation of linear waves-current impacts on FOWT.

3.5 Dynamic responses of FOWT

The analysis method proposed in this thesis may give some insight about the relationship
between uniform distributed current and the large-amplitude waves. As shown in Table
3.1, both the case of current in favourable and in adverse directions with respect to the
wave direction is considered. In this study, we only consider the wave propagating in
the x-direction so that the currents are in line with the incoming waves and cable one.
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Figure 3.4: Blade one (left) and blade two (right) displacement in nine cases.

The existence of current in the fluid flow generally has the hydrodynamic effect that
drives the motion of the spar and submerged components of the FOWTs. In this study,
the current’s direction is in xz-plane as the incoming wind direction; and, the current
generates a limited effect on the wind turbine blades as the excitation is filtered out and
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not exciting the blades and also limited effect on the sway motion whose directions are
out of the plane. The edge-wise blades responses are illustrated in Fig.3.4 and Fig.3.5.
It is clearly seen that the current has a negligible effect on the blade responses regardless
of the wave theories.
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Figure 3.5: Blade three (left) and tower response (right) displacement in nine cases.
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Fig.3.5(b,d,f) presents the comparison of the tower side-to-side displacement for the
nine cases. Due to the combined effect of wave and underlying current, in case 1(a,b)
and case 2(a,b), the tower responses are identical regardless the direction of the current.
In addition, the FOWT responses are seem to be strongly damped by the existence of
the current. The reduction of the amplitude of these motions might result from the
non-linear drag effects on the mooring and the spar by surrounding fluid. In contrast,
the current has negligible impact on FOWT’s responses in case 3(a,b), where the waves
possess extreme amplitudes and thus dominate the tower responses, as seen in Fig.3.5(f).

When the current is present, the equilibrium position of the platform alters, moving
downstream or upstream with respect to the incoming wave. This leads to unbalanced
forces onto the platform at the beginning of the simulations. Then, the transient re-
sponse dampens out entirely as the structure reaches a horizontal equilibrium position.
As such, the current affects the static responses and the dynamic responses of the float-
ing body. The current impacts the fairlead force, mooring positions, spar responses, and
particularly the surge motion and FOWT’s equilibrium position. Because the mooring
has a more negligible effect on drag, the platform position is strongly dependent on the
current, In addition, the platform’s position is crucial for wind farm layout; hence the
impact of current is vital.

Fig.3.6(a,c,e) reveals that the current has a major impact on the floater’s surge motion
in all cases. When the current exists, it affects the equilibrium position of the surge
motion of the spar, while it has a negligible impact on the amplitude of the motion.
In Fig.3.6(a,c,e), waves with favourable current induce more significant horizontal dis-
placement of spar than the waves with no current. In contrast, the adverse current
encounters incoming waves and thus reduces the horizontal displacement of the spar.
The most likely cause of the above changes is from the effect of the current on the flow
kinematics, especially the horizontal velocity components, that drives the hydrodynamics
of the system.

Fig.3.7(a,c,e) shows the evidence of the effect of large amplitude waves and the com-
bination of large-amplitude waves with the current on the FOWT’s vertical responses.
The wave only cases and waves with adverse current cases generate similar heave re-
sponse. In contrast, with favourable current, FOWT’s heave response is higher due
to the effect of the large-amplitude waves. In such cases, the large-amplitude waves’
effect is pronounced in comparison with the linear waves. Although the current effect
is less noticed as the wave amplitude becomes more severe in cases two and three, the
amplitude of the motion is significantly larger than smaller waves, about 1,5 m to 2 m
depending on the wave amplitudes. This exciting phenomenon might have resulted from
the modification of the free surface by the large-amplitude waves surrounding the spar.
Fig.3.7(b,d,f) presents the spar’s roll motion for three cases. In small and moderate sea
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states, the direction of current has negligible effect on the spar’s roll motion, seen in
Fig.3.7(b,d), while the current dampens the FOWT responses heavily compared to the
cases with wave only. However, the current effect disappears in extreme wave condition
where the wave motion dominates spar’s roll displacement, shown in Fig.3.7(f).

700 720 740 760 780 800

Time t(s)

−5

0

5

10

15

S
u

rg
e

(m
)

Nonlinear wave

Nonlinear wave favor

Nonlinear wave adver

Linear wave favor

Linear wave adver

(a) Case 1a, 1b, 1c

400 450 500 550 600 650 700 750 800

Time t(s)

−0.4

−0.2

0.0

S
w

ay
(m

)

Nonlinear wave

Nonlinear wave favor

Nonlinear wave adver

Linear wave favor

Linear wave adver

(b) Case 1a, 1b, 1c

700 720 740 760 780 800

Time t(s)

−5

0

5

10

15

S
u

rg
e

(m
)

Nonlinear wave

Nonlinear wave favor

Nonlinear wave adver

(c) Case 2a, 2b, 2c

400 450 500 550 600 650 700 750 800

Time t(s)

−0.4

−0.2

0.0

S
w

ay
(m

)

Nonlinear wave

Nonlinear wave favor

Nonlinear wave adver

(d) Case 2a, 2b, 2c

700 720 740 760 780 800

Time t(s)

0

10

20

30

40

S
u

rg
e

(m
)

Nonlinear wave

Nonlinear wave favor

Nonlinear wave adver

(e) Case 3a, 3b, 3c

400 450 500 550 600 650 700 750 800

Time t(s)

−0.4

−0.2

0.0

S
w

ay
(m

)

Nonlinear wave

Nonlinear wave favor

Nonlinear wave adver

(f) Case 3a, 3b, 3c

Figure 3.6: Spar surge (left) and sway (right) response in three cases.
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Figure 3.7: Spar heave (left) and roll (right) response in three cases.

The pitch and yaw motion of the FOWTs are almost identical in all the nine cases, seen
in Fig.3.8.
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Figure 3.8: Spar pitch (left) and yaw (right) response in nine cases.
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Figure 3.9: Cable fairlead force in cable 1 (left) and cable 2 (right) in nine cases.

The cable fairlead forces are shown in Fig.3.9 to investigate the effect of large-amplitude
waves further and the additional influence induced by the current. Recall that cable one
is in line with x−direction where the current is approaching the floater, and cable two and
cable three are 120◦ apart from cable one upstream. Even though the period response
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of the FOWT remains unchanged, there is a significant increase in the amplitude of the
cable forces. The fairlead force of cable one is generally smaller than that of cable two
and cable three. The presence of current in the flow generates larger cable forces than
the case with wave only. It is also clearly seen that the large-amplitude waves and the
current create higher fairlead forces compared with the linear waves and the current
depending on the positions of the cable and the current direction.

In Fig.3.9, results show that the waves and the adverse current generate a more signif-
icant fairlead force on cable one than the waves with a favourable current in all cases.
Due to the action of the current, the large-amplitude waves and interaction with the
underlying current creates a significant impact on the cable forces, for instance the
cable forces can increase by an amount of above 500 kN depending on the cases as
seen in Fig.3.9. While the figures illustrate an increase in cable fairlead force due to
effect of large-amplitude waves with adverse current, the large-amplitude waves and
the favourable current create less cable fairlead forces. One possible reason for such
results can be from the horizontal displacement of the FOWTs platform. The adverse
current reduces the horizontal displacement of the spar, Fig.3.6(a,c,e); thus, cable has
more tension, and cable force increases. The favourable current, in turn, pushes the
spar downstream so that the FOWTs is close to the cable one’s anchor leading to the
reduction of the cable length and thus the cable force.

We turn our attention now to cable two whose fairlead force shows an opposite behaviour
to cable one’s force, see Fig.3.9(b,d,f). As the current is in the same direction as the
incoming waves, cable forces are more significant than the cases with only waves, which
illustrates that the current is a significant contributor to the increase of the cable fairlead
force. In contrast, the adverse current encounters the surface waves and reduces the
spar’s horizontal displacement, reducing the cable fairlead forces. Through such analysis,
when using combined current and large-amplitude waves for dynamic study of FOWTs,
we can infer how the current has a significant impact on the horizontal response of the
FOWT system and the mooring cables to ensure the accuracy of the analysis results.
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4 Impact of solitary waves on FOWTs

4.1 Introduction

In the previous chapters the wind turbine has been assumed to be subjected to large-
amplitude waves and wave-current interactions. The effect of solitary waves are usually
investigated in near shore regions where their amplitudes increase dramatically due to
its interaction with seabed. In deep water regions, solitary waves are usually neglected
in the FOWT studies due to its small amplitude far shore. Nevertheless, solitary waves
contain large energy and they are considered as the hump of water having considerable
propagating speed compared to the surface waves. Large-amplitude solitary waves do
exist for offshore and can propagate over long distances without dissipating. Therefore,
the impulsive effects of solitary waves on the response of the wind turbine and on the
mooring cables are investigated in this chapter.

4.2 Solitary waves kinematics using Finite Element

Method

The analytical solutions of steady solitary waves have been provided in works of lit-
erature. Nevertheless, these analytical solutions donot account for the solitary wave-
structure interaction and the modification of the free surface, waves kinematics due to
the presence of the structure in the flow field. We aim to develop an approach that
computes wave kinematics with an arbitrary given free surface profile. Therefore, we
can investigate the impact of the wave-structure interaction on a structure.

This chapter uses our developed approach to analyse the fluid kinematics under a per-
manent solitary wave. First, the results are compared with the analytical solutions
provided by the re-normalisation method [252] for validation. The numerical results are
then applied to study the impact of permanent solitary waves on the FOWT.
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4.2.1 Governing equations of permanent solitary waves

A cross-section of the two-dimensional flow in the direction of propagation of the wave is
considered [228]. The Cartesian coordinates (X ,Z ) have the horizontal X−axis pointing
in the wave’s propagation direction, while the Z−axis points vertically upwards. The
water depth as the flow is at rest by d > 0, so as the flatbed is given by Z = −d .
The free surface is given by Z = η(X − ct), where c > 0 denotes the constant speed
of the travelling wave. The velocity field of the flow is denoted by U(X − ct,Z ) :=

(u(X − ct,Z ),w(X − ct,Z )). As such, we study a permanent wave with profile η,
moving at constant speed c .

Figure 4.1: A permanent solitary wave propagating with constant speed c with velocity
field denoted U = (u,w).

The fluid is assumed to be homogeneous with constant density ρ = 1, the mass con-
servation states

uX + wZ = 0. (4.1)

The water is assumed the inviscid fluid, the laminar viscosity and turbulence mixing are
neglected, hence the Euler’s equations are(u − c)uX + wuZ = −PX

(u − c)wX + wwZ = −PZ − g
(4.2)

in which P(X − ct,Z ) is the hydrodynamic pressure and g is the gravitational constant
of acceleration.

At the free surface, two boundary conditions are applied

w = (u − c)ηX on Z = η(X − ct), (4.3)
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P = Patm on Z = η(X − ct), (4.4)

where Patm is the constant atmospheric pressure. The kinematic boundary condition
Eq.4.3 describes the motion of the surface particles that are always on the free surface.
In addition, the dynamic boundary condition Eq.4.4 describes the impermeable surface
between fluid and air domain, neglecting surface tension [253]. Since the flatbed is
impermeable, one gets

w = 0 on Z = −d . (4.5)

The flow is assumed irrotational describing how the wave enters the still water region
[253],

uZ = wX . (4.6)

The governing equations for irrotational travelling waves are

uX + wZ = 0

(u − c)uX + wuZ = −PX

(u − c)wX + wwZ = −PZ − g

w = (u − c)ηX on Z = η(X − ct),

P = Patm on Z = η(X − ct),

w = 0 on Z = −d ,

uZ = wX .

(4.7)

To select a solution for solitary waves, the flow is at rest at the far upstream and
downstream; the free surface approaches d > 0 above the flatbed [254].

The parameters c and d are chosen following the relation

c >
√

gd (4.8)

to ensure the existence of non-trivial solutions. The solitary waves possess a symmetrical
profile about a single crest, with a strictly monotone profile on either side of this crest
[255]. Moreover, the wave speed, c , is larger than the horizontal velocity, u, for smooth
solitary wave [82]

u(X ,Z ) < c throughout the closed fluid domain, (4.9)

and the maximum slope of the free surface is 45◦ degrees [256, 257],

η2
X (X ) < 1 for all X ∈ R. (4.10)
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The inequality in Eq.4.10 expresses the motion of the solitary wave that is faster than
the water particles [228].

4.2.2 Solitary waves kinematics

As the waves approach FOWTs, the stable free surface in Fig.4.1 is modified due to the
wave-structure interaction. This leads to the modification of the entire wave kinematics
which must be recomputed since the modified free surface has a new slope compared
to the permanent shape shown in Fig.4.1.

On the free surface, the kinematic boundary condition gives the new vertical velocity
component as follows

w = (u − c)ηX (4.11)

where ηX is the slope of the free surface in x-direction resulting from the interaction of
the wave and the structure. Note that the new slope is totally different from the slope
of the free surface of the permanent solitary waves solution. In addition, we have the
Bernoulli’s equations

|∇ψ(x , η(x))|2 + 2gη(x) = c2, x ∈ R (4.12)

The stream function, ψ, is given as

ψx = −w ; ψz = u − c , ψ(0, η(0)) = 0 (4.13)

From Eq.4.11, Eq.4.12, and Eq.4.13 we can estimate the vertical velocity using the free
surface profile (η(x)), the wave speed (c) as

|∇ψ(x , η(x))|2 + 2gη(x) = c2

(u − c)2 + w 2 + 2gη(x) = c2

w 2

(
1 +

1

η2
X

)
+ 2gη(x) = c2

w 2 =
c2 − 2gη(x)

1 + 1
η2
X

w =

√
c2 − 2gη(x)

1 + 1
η2
X

(4.14)

Hence, a new boundary value problem is shown in Fig.4.2
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Figure 4.2: An arbitrary solitary wave propagating with constant speed c with velocity
field denoted U = (u,w).

with c =
√
gd , and η(x) is exacted from the wave-structure interaction. It is worth

noting that all the length parameters are scaled by water depth d , all related fluid
parameters are calculated with the assumption that g = d = ρ = 1, where ρ is the
fluid density, g is the gravitational acceleration, and d is the constant water depth. It
means that all the lengths are scaled by d , acceleration by g , wave speed by

√
gd , and

pressure by ρgd .

The fluid domain has a symmetry vertical velocity profile so that we only solve for a half
of the domain. Fig.4.3 illustrates the boundary values problem of a half wave length
with the modified wave height due to wave-structure interaction. The vertical velocity
of bottom and two sides boundaries are zero, while that of the surface boundary is
computed using Eq.4.14.

Figure 4.3: The boundary value problem.

Solving the Laplace equation of the vertical velocity, wxx + wzz = 0, one obtains the
vertical velocity profile for the whole fluid domain under modified solitary wave. The
boundary value problem is solved using the Finite Element Method (FEM) provided in
Partial Differential Equation Toolbox in Matlab [239]. The Matlab code is provided in
Appendix.A1.2.
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4.2.3 Recovering the wave kinematics

Eq.4.7 is then used to compute the horizontal velocity and the pressure distribution
in the fluid domain. The acceleration is computed by using the Euler equation with
the assumption that the flow is steady; the temporal terms are neglected. Thus the
following equations are used to estimate the fluid accelerations

ax = (u − c)ux + wuz

az = (u − c)wx + wwz

(4.15)

The total pressure, P , and the dynamic pressure, Pd , are computed respectively by using
Bernoulli’s equations

P =
c2

2
+ P0 −

(u − c)2 + w 2

2
− gz , (4.16)

where P0 is the pressure at free surface. The hydrodynamic pressure is calculated using
the following formula

Pd =
c2

2
+ P0 −

(u − c)2 + w 2

2
. (4.17)

The fluid kinematics are now completed with (u,w), (ax , az),P , and Pd .

4.3 Solitary wave solution using re-normalization

formula

Since short waves [254] are incapable of describing long waves such as solitary waves
[252], the shallow-water or long-wave theory are alternative methodologies in which
solitary waves are a limiting case. The long-wave theory, in turn, can not be used to
derive solutions for the Stokes waves because of two different domains of applicability.
Clamond [252] presented a renormalization formula, an exact general analytical formula,
to construct the velocity fields from the velocity potential at the bottom of the bed. The
renormalization formula was then applied to the KdV solution to prove the applicability
of long-wave theory to deep water.

In this thesis, the FOWT is located in a deep-sea region where the short-wave theory
is not applicable to replicate the solitary wave. We use the re-normalization formula
of Clamond as a validation method for the approach of solution proposed in this thesis
and the code developed. The derivation of the exact general analytical formula is given
in [252, 258, 259]. In this section, we develop analytical model recalling the paper of
Clamond [252] for the sake of completeness.
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The KdV equation [260] presented as the stationary solution of the first-order shallow
water theory is:

ût + C0ûx +
3

2
ûûx +

1

6
C0h

2ûxxx = 0, (4.18)

where C 2
0 = gh. û = ϕ̂x ≈ C0η/h describes the relation of the horizontal velocity with

the free surface η. The stationary solution of the KdV equation depends on the variable
θ = x − Ct + δ, where C is the phase velocity and δ is a constant phase shift.

Application to linear very long waves.

The stationary solution of the linearized KdV equation is given by the potential at the
bottom

ϕ̂ = Asin(κθ), η = acos(κθ), (4.19)

where κ = 2π/L,C/C0 = 1 − (κh)2/6,A = aC0/kh. L and a are the wavelength and
the wave amplitude, respectively. In contrast to strongly dispersive Airy’s short-wave
solution, the linear approximation in Eq.4.19 is weakly dispersive. In addition, the above
stationary solution is unable to exactly satisfy the Laplace equation. Hence the solution
can be improved by providing the renormalization formula using the general solution of
Laplace equation at the bottom to satisfy the Laplace equation identically as

ϕ(x , z , t) =
1

2
ϕ̂(x + iz , t) +

1

2
ϕ̂(x − iz , t), (4.20)

where ϕ̂(x , t) ≡ ϕ(x , 0, t) is the potential at the impermeable bottom, and i2 = −1.
This general solution is a special form of dÁlembert’s solution [252]. The renormalized
formula for the stationary solution becomes

ϕ(θ, z) =
1

2
ϕ̂(x + iz , t) +

1

2
ϕ̂(x − iz , t)

=
1

2
Asin[κ(ϕ + iz)] +

1

2
Asin[κ(ϕ− iz)]

= Asin(κϕ)cosh(κz).

(4.21)

This is the Airy solution of short waves.

Application to cnoidal waves.

The stationary solution to the KdV equation is given by Jacobi’s elliptic functions and
the elliptic integrals [261] with

ϕ̂ =
A

κ
Z (κθ|m), û = A[dn2(κθ|m)−E/K ], η = a

dn2(κθ|m)− E/K

1− E/K
, (4.22)

where dn is the elliptic function, Z is the zeta-function which is also a Jacobi elliptic
function. K and E are the elliptic integrals of the first and second kind of parameter m.
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κ and a are a kind of wavenumber and the wave amplitude, respectively. A is a related
parameter of the maximum speed. Given relations state

a

h

C0

A
= 1− E

K
, κ2h2 =

3

4

A

C0
,

C

C0
= 1 +

a

2h

2−m − 3E/K

1− E/K
, κL = 2K ,

(4.23)
in which L is the wavelength. m can be considered as an Ursell parameter [262]. Total
wave elevation H from the trough to the crest elevation is computed using the wave
amplitude H = ma/(1−E/K ). The stationary solution is weakly non-linear and weakly
dispersive for m � 1. The solution is renormalized using the renormalization formula,
Eq.4.20, and one obtains [261]

ϕ =
A

2κ
Z [κ(θ + iz)|m] +

A

2κ
Z [κ(θ − iz)|m]

=
A

κ

[
Z (κθ|m) +

m sn(κθ|m)cn(κθ|m)dn(κθ|m)sn2(κz |m1)

cn2(κz |m1) + m sn2(κθ|m)sn2(κz |m1)

] (4.24)

where m1 = 1−m. The stream function and the velocity components are

ψ =
A

κ

(
d2s1c1d1

c2
1 + ms2s2

1

− z1 −
πκz

2KK ′

)
, (4.25)

u = A

(
d2c2

1d
2
1 −m2s2c2s2

1

(c2
1 + ms2s2

1 )2

E

K

)
, (4.26)

w = 2mA

(
scds1c1d1

(c2
1 + ms2s2

1 )2

)
, (4.27)

with K ′ = K (m1) and
s

c

d

z

 =


sn

cn

dn

Z

 (κθ|m),


s1

c1

d1

z1

 =


sn

cn

dn

Z

 (κz |m1). (4.28)

The renormalized KdV potential in Eq.4.24 is periodic for m 6= 1 and it is expanded
using the Fourier series as

ϕ =
πA

κK

∞∑
n=1

cosech

(
nπK ′

K

)
sin

(
nπκθ

K

)
cosh

(nπκz
K

)
(4.29)

at the bottom [261] by applying the re-normalization. As m = 1 in terms of the solitary
waves, the potential is given by

ϕ =
A

κ

tanh(κθ)

1− sech2(κθ)sin2(κz)
, (4.30)
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which is the exact solution of the Laplace equation.

Evaluation of the free surface elevation

Due to normalization, ϕ is not constant along the vertical axis so that the potential
value at surface is modified. Consequently, η must be recalculated leading to the fact
that the equation at the free surface have to be resolved using Bernoulli’s equation for
steady and unsteady flows. On the other hand, the free surface η is derived from the
flow conservation law, thus

ηt + ψ̃x = 0, (4.31)

where ψ̃ ≡ ψ(x , h + η, t) is the stream function at the surface. For a progressive wave,
the η is integrated

η = C−1ψ̃ − α, (4.32)

where α is an integration constant. An explicit approximation of η by using an expansion
of ψ̃ truncated at the quadratic term [252] is

η ' C−1[ψ(θ, h) + ηu(θ, h)]− α. (4.33)

Therefore, the free surface is obtained by

η ' ψ(θ, h)− αC
C − u(θ, h)

. (4.34)

Due to the re-normalization, the relations among parameters have to be re-derived,
however the wavelength remains unchanged, as L = 2K/κ.

Mean water level and the wave amplitude.

Due to the re-normalization, the wave amplitude and the mean water level require
recalculation. Considering η is the surface elevation from the mean depth h and the
solution is given in the frame without mean velocity at the bottom depth. The conditions

〈û〉 = 0, 〈η〉 = 0, (4.35)

are given where the Eulerian average operator 〈〉 is defined with

〈•〉 =
1

L

∫ +L/2

−L/2

•dθ. (4.36)

The parameter α is found as the condition 〈η〉 = 0, hence

α =
1

C
〈 ψ(θ, h)

C − u(θ, h)
〉/〈 1

C − u(θ, h)
〉. (4.37)
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Applying 〈η〉 = 0 to the Bernoulli’s equation, β is obtained as

β =
1

2
〈ũ2 + w̃ 2〉 − C 〈ũ〉, (4.38)

in which (ũ, w̃) are the velocity at the free surface.

The wave amplitude and the maximum wave speed.

The wave amplitude is the maximum elevation from the mean water level h with

a =
ψ(0, h)− αC
C − u(0, h)

, (4.39)

and

ψ(0, h) =
A

κ

[
sn(κh|m1)dn(κh|m1)

cn(κh|m1)
− Z (κh|m1)− πκh

2KK ′

]
,

u(0, h) = A

[
dn2(κh|m1)

cn2(κh|m1)
− E

K

]
.

Simplification solution for a solitary wave.

The re-normalization formulations for a solitary wave is simplified as follows

φ =
A

κ

tanh(κθ)

1− sech2(κθ)sin2(κz)
, (4.40)

ψ =
A

2κ

sech2(κθ)sin(2κz)

1− sech2(κθ)sin2(κz)
(4.41)

u = A
sech2(κθ)cos(2κz) + sech4(κθ)sin2(κz)

[1− sech2(κθ)sin2(κz)]2
(4.42)

w = A
tanh(κθ)sech2(κθ)sin(2κz)

[1− sech2(κθ)sin2(κz)]2
. (4.43)

The parameters are related by

m = 1, L =∞, α = 0, β = 0, b = 0,

a =
A

κ

tan(κh)

C − Asec2(κh)
, C − (C 2 − 2ga)1/2 = Asec2[κ(h + a)],

and the dispersion relation is given as

C − (C 2 + 2β + 2gb)1/2 = ũ(L/2) = A

(
m1cn

2[κ(h − b)|m1]

dn2[κ(h − b)|m1]
− E

K

)
(4.44)

where b is the trough height which is the minimum of the surface elevation from the
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mean level given as

b =
ψ(L/2, h)− αC
u(L/2, h)− C

, (4.45)

with

ψ(L/2, h) =
A

κ

[
m1sn(κh|m1)cn(κh|m1)

dn(κh|m1)
− Z (κh|m1)− πκh

2KK ′

]
,

u(L/2, h) = A

[
m1cn

2(κh|m1)

dn2(κh|m1)
− E

K

]
.

The dispersion relation in the limiting case where m1 → 1 is

C 2

gh
=

tan(2κh)

2κh
. (4.46)

The permanent solitary waves solutions presented in this section will be used for com-
putation of small amplitude solitary waves and their impact on the dynamic responses
of FOWT in the following sections.

4.4 Validation of numerical results

In this section, our approach is validated with analytical results provided theoretically
by Clamond [259] distributed by Matlab community [263] for surface velocity profiles,
horizontal and vertical velocity, fluid accelerations, and pressure profiles.

The method based on the conformal mapping technique [259] is Tanaka’s method [264]
which is coupled with the Newton method [265] requiring the computation of Jacobian
matrix and the resolution of the linear system of equations (direct or iterative method)
[263, 266]. A simple iterative scheme is more attractive and practicable with the main
focus on evaluating the operator involved in the equation to be solved. Hence, classical
Petviashvili iteration [267] is applied and freely downloaded from Matlab Central [263].
The combination of the Petviashvili scheme and the conformal mapping technique gives
an efficient numerical scheme for computation of solitary waves of full Euler equations
in the water of finite depth [263]. Several important integral characteristics such as
mass, momentum, energy are derived from conformal mapping space for small-amplitude
waves. In addition, the waves kinematics are also computed inside the bulk of the fluid
domain. Needed pressure profiles, velocity profiles, and acceleration distributions are
withdrawn under surface waves.

A solitary wave of η/d = 0.021 with a characteristic wavelength Lc = 30m is inves-
tigated. The water depth, d , is 320m. The free surface and the fluid kinematics are
computed analytically. Using the same free surface as the input parameter, our approach
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computes the wave kinematics that then are compared with the analytical results for
validation.

The free surface profile of the solitary wave of η/d = 0.021 is shown in the Fig.4.4
below. The computational domain and the discretised mesh are shown in Fig.4.5 for a
characteristic wave length of Lc .

Figure 4.4: Solitary wave profile.

(a) Computational domain (b) Mesh grid

Figure 4.5: Computational domain with boundaries and the mesh.

The solutions are then compared with analytical results in the following Fig.4.6 to
Fig.4.9. Fig.4.6 illustrate the flow velocity components at the free surface. The nu-
merical results perfectly match the analytical solutions, which confirm the accuracy of
our approach. Next, the velocity is interpolated from the grid’s value to calculate the
vertical velocity along the streamlines within the fluid.
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(a) (b)

Figure 4.6: Velocity components at the free surface.

Since we only know the horizontal velocity at the surface, the horizontal velocity in the
deeper region is estimated using the linear approximation step in which a function value
is estimated at the point using Taylor series expansion as

f (x) = f (x0) +
∂f

∂x
(x − x0), (4.47)

hence, the value of the horizontal velocity at the streamline adjacent to the surface is
computed by the horizontal velocity at the surface and the derivative of the horizontal
velocity component in the corresponding axis. From the vorticity equation, we get

ux = wz or uz = wx , (4.48)

thus the horizontal velocity gradient is equal to the gradient of the vertical velocity in
the perpendicular direction. Since we know the vertical velocity for the whole domain
and the grid from the mesh, the horizontal velocity gradient is computed accordingly.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.7: Velocity components at various streamline.

Acceleration profiles along streamlines
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(a) (b)

(c) (d)

(e) (f)

Figure 4.8: Acceleration profiles along streamlines.

Pressure profiles along streamlines
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(a) (b)

(c) (d)

(e) (f)

Figure 4.9: Pressure profiles.

The numerical error in Clamond’s analytical results are founded near the free surface due
to the fluctuation of the vertical velocity on the free surface boundary. The fluctuation
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and noisy near surface wave kinematics has been confirmed by various researchers [263].
Our approach overcomes these issues; there is no error near the free surface as the
analytical solutions.

The wave kinematics in one wave length

Figure 4.10: Isobars (left) and iso-dynamic pressure p+gy (right) under a solitary wave.

Figure 4.11: Iso-horizontal (left) and iso-vertical (right) velocities under a solitary wave.
The iso-values are computed in the ’fixed’ frame of reference where the fluid is at rest
x → ±∞.
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Figure 4.12: Iso-horizontal (left) and iso-vertical (right) accelerations under a solitary
wave.

In this section, our approach is compared and validated with the analytical results. The
results show a good agreement of the wave kinematics under a steady solitary waves
free surface. In the following section, the solitary waves are applied to the FOWT model
developed in Chapter 2 to investigate the impulsive effect of the solitary waves.

4.5 Numerical model

(a) (b)

Figure 4.13: Free surface profiles of two considered cases.

The numerical model presented in the previous chapters is reused herein to investigate
the impact of the solitary waves on the dynamic response of the FOWT. There are
two cases where the wave height ratio, H/d , equals 0.021 and 0.053, corresponding

124



to the realistic wave amplitudes 6.72 m and 16.96 m. The wave amplitudes represent
the moderate and extreme wave height in OC3 report [10]. Solitary waves possess high
wave speed and long wavelength. For instance, case H = 6.72 m has a wavelength of
10278 m, and case H = 16.96 m has a wavelength of 6513 m. In both cases, the wave
speed is dependent on the depth of the water with c =

√
gd = 56.0285 m/s. Fig.4.13

describes the free surface profiles of two solitary waves used in this chapter.

4.6 Numerical results

The impact of the solitary waves on the FOWT dynamic responses are investigated in
this section. The focus is on the impulsive effect of the solitary waves as they interact
with the FOWT structure. During the propagation period, the solitary waves might have
a considerable impact on the submerged components than the above water components
due to the large amount of energy it carries.
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Figure 4.14: SFOWTs blade edge-wise and tower responses in solitary waves.

Turbine blades edge-wise responses and tower response are shown in Fig.4.14. Fig.4.14(a)
reveal that the blade displacements are not influenced by the solitary waves of any ar-
bitrary wave amplitudes.

For H = 16.96 m and H = 6.72 m, the estimated heave responses increase until solitary
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wave approaches FOWT and then declining as solitary wave passes. The peak responses
for H = 6.72 m and H = 16.96 m are about at t = 1200 s and t = 800 s, respectively.

As shown in Fig.4.15, the two most affected FOWT responses are the spar/platform
response in the vertical and horizontal directions. The maximum vertical displacement
for the case H = 16.96 m and H = 6.72 m are 16.2 m and 6.45 m, respectively. This
shows a relation between the wave amplitude and the vertical response of the FOWT.
In addition, the maximum surge motion for the case of H = 16.96 m is 34.56 m, while
that for the case of H = 6.72 m is 13.73 m. Another point to note is that the heave
responses reach their peak earlier than the surge. For instance, for H = 16.96 m, the
heave response reaches its peak at t = 835.92 s, while surge peaks at t = 858.22 s.
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Figure 4.15: SFOWTs surge and heave responses.
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Figure 4.16: SFOWTs sway and roll responses.
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Figure 4.17: SFOWTs pitch and yaw responses.
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Fig.4.16 and Fig.4.17 shows the remaining FOWT responses. Yaw response increase
dramatically as the FOWT experiences the extreme solitary wave (H = 16.96 m), but it
is not observed in the case of H = 6.72 m. In addition, as the wave crosses the structure,
the yaw responses for both the cases are decline, as seen in Fig.4.17(d). Similarly, there
is a significant reduction illustrated in other FOWT responses, i.e. sway, roll and pitch
in Fig.4.16 and Fig.4.17(a,b) following passage of the solitary wave. This is due to the
fact that the surface profile again recovers close to the still water profile.
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Figure 4.18: Cable fairlead forces in two cases.

The cable fairlead force of cable two and cable three are equal due to their symmet-
rical position. Therefore, only cable two fairlead force is presented in Fig.4.18(c,d).
Fig.4.18(a,b) describes the cable one fairlead force, being generally smaller than the
cable two fairlead force. For H = 16.96 m, the maximum fairlead force of cable two
is about 2300 kN, nearly three times larger than that of cable one whose maximum
fairlead force of 955 kN. In addition, the cable two fairlead force in case of H = 6.72

m is approximately 1200 kN, almost double that of cable one force with 850 kN. Com-
pared to the cable forces of surface waves the solitary waves generate a significantly
larger fairlead forces of cable two and cable three than the surface waves. For regular
waves with H = 14.23 m and T = 13.50 s (Fig.2.41(a,b)), the cable one and cable
two fairlead forces are about 1000 kN ad 1150 kN, respectively. While these forces are

128



about 850 kN and 1200 kN with solitary wave of H = 6.72 m, respectively. Even when
the solitary waves’ amplitude is slightly smaller than the surface waves, the larger cable
forces show the dramatic impact of the solitary waves on the FOWT.

In this chapter, the solitary waves show a impulsive impact on the FOWT structure.
Although their effect is in a short period, the FOWT responses however reach their
maximum displacements in this period and thus the solitary waves affect the operation
of the overall structure. Nevertheless, the hydrodynamic forces do not consider the
impact of the solitary waves-structure interactions in this study. Therefore, the following
chapters will investigate the changes in the water free surface due to solitary waves-
structure interaction and consequently the flow kinematics to ensure a comprehensive
investigation on the effects of the solitary waves.
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5 Smoothed Particle Hydrodynam-
ics

5.1 Introduction

The previous chapter has highlighted the importance of considering modified surface
profiles with interaction of a solitary wave with the FOWT is to be analysed. However,
analytical approach for this is non-existent. Hence, we need to take recourse to numerical
approaches such as Smoothed Particle Hydrodynamics (SPH) which is able to tackle
the interaction effects and solve for the surface profile tracking the surface particles
based on a Lagrangian approach of fluid dynamics.

This chapter outlines the essential formulation of the Lagrangian based SPH method-
ology, starting from the integral approximation and the discretization formulation. The
kernel function that is included in all approximation are discussed and some typical kernel
function are given. Then the fundamental equations of the fluid governing equation, the
different boundary conditions, and the time integration schemes are then introduced.
The application of SPH in studying the wave generation, wave structure interaction,
and the abilities of the method to model the large-amplitude waves are discussed in
detail with numerical model and numerical results.

5.2 Fundamentals of SPH

SPH is a Lagrangian method. The Lagrangian is a function of generalized coordinates,
their time derivatives, and time. In the following sections, the derivative of a spatial
variable are determined. The properties of the particles can be calculated based on the
particle’s position, velocity, and density.
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Figure 5.1: Particle position and its neighbours

5.2.1 Integral approximation

Function values

A local value of an arbitrary spatial function f (ri) (see Fig.5.1) is reproduced by the
integral identity

f (r) =

∫
f (r′)δ(r − r′)d(r′) (5.1)

with the surrounding value f (r′) and the Dirac delta function δ in the surrounding
volume Ω. The Dirac delta function is defined by

δ(r − r′) =

1, if r = r′;

0, if r#r′;
(5.2)

The approximation includes two steps to represent Delta function by a smooth analytical
kernel function W , and convert the integral into discrete summations.

We assume W mimics the delta function, so the kernel approximaton of a function at r

is given by

f (r) =

∫
Ω

f (r′)W (r − r′, h)d(r′). (5.3)

The kernel function is an even function, it has a bell shape and occupies a volumetric
Ω which is proportional to the smoothing length hs . In this study, the radius of the
support domain of W is 1.5hs (see in Fig.5.2).

Function gradient

The rate of change of a spatial function is estimated from their spatial derivatives.
In SPH, the derivative of a function is approximated using information from function
gradient at their neighbouring particles. The SPH approximation in Eq.5.3 can be used
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Figure 5.2: Particle approximation

to derive the function gradient

〈∇f (r)〉 ≈
∫

Ω

[∇r ′ .f (r′)]W (r − r′, h)dr′ (5.4)

To obtain higher accuracy on the gradient of a quantity field, the interpolant are ex-
pressed by Gauss’s theorem as∫

Ω

∇r ′ . [f (r′)W (r − r′, h)] dr′ =

∫
Ω

f (r′) [∇r ′W (r − r′, h)] dr′ + [∇r ′f (r′)]W (r − r′, h)dr′

=

∫
∂Ω

f (r′)W (r − r′, h)dS ′,

(5.5)

The interpolant is achieved after rearranging

〈∇f (r)〉 ≈
∫
∂Ω

f (r′)W (r − r′, h)dS ′ −
∫

Ω

f (r′) [∇r ′W (r − r′, h)] dr′, (5.6)

The first integral on the right hand side of Eq.5.6 can be converted using the divergence
theorem into an integral over the surface S of the domain of the integration, Ω

〈∇f (r)〉 ≈
∫
S

f (r′)W (r − r′, h).~ndS −
∫

Ω

f (r′)∇r ′W (r − r′, h)dr′ (5.7)

where ~n is the unit vector normal to the surface S . The smoothing function W has
compact support, thus the surface integral is zero as the support domain is entirely lo-
cated inside the problem domain, as shown in Fig.5.3(a). Otherwise, the surface integral
differs from zero when the support domain overlaps the problem domain, Fig.5.3(b),
where the smoothing function is truncated by the problem boundaries. This leads to
a modification required if the surface integration is assumed zero. For those points
whose support domain is completely inside the problem domain, the function gradient
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Figure 5.3: The support domain and the problem domain.

is simplified as follows

〈∇f (r)〉 ≈ −
∫

Ω

f (r′)∇r ′W (r − r′, h)dr′ (5.8)

The function gradient now shifts from the function itself f (r) to the gradient of the
kernel function W . The shifting simplifies the whole computational procedure however
the simplification impacts the accuracy and convergence near the rigid boundaries and
free surfaces [268] which necessitates the improvement in the function gradient.

5.2.2 Discrete summation approximation

In SPH method, the domain has to be discretised into a finite number of particles that
carry individual mass and occupy their own space. Particles’ properties are achieved
by the particle approximation, which is another key operation in the SPH method.
The continuous integral representations concerning the SPH kernel approximation can
be converted to discretised forms of summation over all the particles in the support
domain as shown in Fig.5.4.

If the infinitesimal volume dr′ in the above integration at the location of particle j is
replaced by the finite volume of the particle Vj that is related to the mass of the particles
mj by

mj = Vjρj (5.9)
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Figure 5.4: Particle approximation using particles within the support domain of the
smoothing function W for particle i. The support domain is circular.

where ρj is the density of particle, j(= 1, 2, 3, ..,N) in which N is the number of particles
within the support domain of particle i . The continuous SPH integral representation
for f (r) can be written in the following form of discretized particle approximation

fi ≈
N∑
j=1

Vj fjWij , (5.10)

whereWij = W (r−rj, hs) = W (|ri−rj|, hs). Equation states that the value of a function
at particle i is approximated using the average of those values of the function at all the
particles in the support domain of particle i weighted by the smoothing function. The
particle approximation for the spatial derivative of the function is

∇fi ≈ −
N∑
j=1

Vj fj∇jWij =
N∑
j=1

Vj fj∇iWij , (5.11)

∇2fi ≈ −
N∑
j=1

Vj fj∇2
jWij =

N∑
j=1

Vj fj∇2
i Wij , (5.12)

where
∇iWij =

ri − rj

rij

∂Wij

∂rij
=

rij
rij

∂Wij

∂rij
, (5.13)

in which rij is the distance between particle i and j . It should be noted that∇iWij is taken
with respect to particle i , so the negative sign is removed. The use of particle summation
to approximate the integral is a key approximation that makes the SPH method simple
without using a background mesh for numerical integration. In addition, the particle
approximation introduces the mass and density of the particle into the equations. This
can be conveniently applied to hydrodynamic problems in which the density is a key
field variable. This is a major reason for the SPH method being particularly popular for
dynamic fluid flow problems. However, the particle approximation is also related to some
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numerical problems inherent in the SPH method, such as the particle inconsistency and
the tensile instability.

5.2.3 Kernel functions

A kernel function replaces the Delta function in SPH approximation, thus it has to fulfil
the requirements following Liu and Liu [269].

Unity The kernel function must obey the normalisation principle to ensure the consistent
approximations of homogeneous fields as well as discrete space∫

Ω

W (r − r′, hs)d(r′) = 1. (5.14)

Compact support The condition transforms the approximation from the global oper-
ation to the local operation

W (r − r′, hs) = 0, if |r − r′| > κshs . (5.15)

Positive The kernel function must always be positive for all particles

W (r − r′, hs) ≥ 0. (5.16)

Decay The kernel function has to decrease monotonically with a growing distance from
the focal particle to the neighbouring particles.

Delta function property W needs to be similar to the Delta-Dirac function

lim
h→0

W (r − r′, hs) = δ(r − r′) (5.17)

with

δ(r − r′) =

1, if r = r ′;

0, if r#r ′;
(5.18)

This condition is achieved if previous four above conditions are fulfilled.

Symmetric property The kernel function should be even to ensure the particles having
equal distance from the focal particles have the similar influence.

W (r − r′, hs) = W (r′ − r, hs) (5.19)

Smoothness The smooth and continuous kernel function and its derivatives reduce the
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effect of particle disorder and the error in approximation of the integral interpolation.

Some kernel functions The primary difference among kernel functions is the order.
The choice of the kernel function depends on the problem, the computational algorithm
and thus influences the final results.

The Gaussian kernel is considered the best function in SPH by Monaghan [209]. The
function states

W (Rs , hs) = αde
−(2Rs)2

(5.20)

with the relative particle distance Rs = r
hs

, r = |ri−rj |. The normalisation parameter αd

is chosen from the dimension of the problem, such as αd = 2
π1/2h

,αd = 4
πh2 ,αd = 8

π3h3

for 1D, 2D and 3D, respectively. In the above equation, the kernel length, hs , is not 2hs .
The Gaussian function is independent on the relative distance between particles, thus it
ensures smooth and continuous higher derivatives. The function will be zero if Rs →∞
thus it violates the compact condition. In practice, the function approaches zero quickly
thus the compact support condition can be achieved by truncating the kernel without
impacting the numerical results.

An alternative kernel function is the Cubic spline kernel that was firstly introduced in
[270]. The function reads

W (r , hs) = αd


1− 6R2

s + 6R3
s if 0 ≥ Rs ≥ 1/2;

2(1− Rs)
3 if 1/2 < Rs ≥ 1,

0 if Rs > 1

(5.21)

with αd = 4
3hs

,αd = 40
7πh3

s
,αd = 8

πh3
s
in 1D, 2D and 3D, respectively. The Cubic spline

and its first derivative comply with the above kernel function conditions. However, the
second derivative becomes a linear step function that can be overcome using higher
polynomials, i.e. Quadratic and Quintic spline kernel function.

The Quintic kernel function proposed by Wendland [271] states

W (Rs , hs) = αd

(
1− Rs

2

)4

(2Rs + 1) 0 ≤ Rs ≤ 2 (5.22)

where αd is equal to 7/4πh2
s in 2D and 21/16πh3

s in 3D. In the following parts, only
kernel having influence domain of 2hs (Rs ≤ 2) is considered. Since the scope of this
thesis is wave generation, further detail for kernel function can be found in the book by
Liu and Liu [269].
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5.2.4 SPH-approximation of the governing equations

The Lagrangian form of the continuity equation states

Dρ

Dt
+ ρ∇v = sm (5.23)

where D/Dt represents the substantial derivative by time t, v is the velocity vector,
ρ is the material density. The source term sm is zero for source-free fields, thus the
shortened continuity equation is given by

Dρ

Dt
= −ρ∇v. (5.24)

The momentum equation that represents a relationship between the stress acting on a
piece of the domain and its acceleration states

Dv

Dt
=

1

ρ
[∇σ + f] + sv , (5.25)

with
sv = −vsm

1

ρ
. (5.26)

The vector f is the external volumetric forces, i.e. gravity or external body forces. The
surface stress tensor σ can be split into isotropic pressure portion by mean of the mean
normal stresses and a deviatoric part:

σ = −pδ + τ , (5.27)

with the pressure p, the unity tensor δs , and the traceless deviatoric stress tensor τ .

Continuity equation

There are two approaches to estimate the density of SPH particles. The first one is the
summation of all neighbouring particles which are located within the kernel length. The
second approach is SPH estimation of the continuity equation for flow.

Direct density evaluation A weighted sum over neighbouring particles

ρi =
N∑
j=1

mjWij =
N∑
j=1

VjρjWij , (5.28)

with Vj =
mj

ρj
. This approach directly conserves the mass mi is a constant as the

number of neighbouring particles are the same. However, this approach is unable to
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handle the large surface deformation or the particles near boundaries since the kernel
area is truncated. Thus, the second approach is derived.

Continuity equation Applying the SPH operation to the continuity equation, we obtain

Dρi
Dt

= −ρi
N∑
j=1

Vjvj∇iWij . (5.29)

However, the above equation only considers the neighbouring particles except the focal
particle. Hence, this does not ensure symmetric particle interaction. To include a
relative particle velocity, the identity

∇1 = 0 (5.30)

is used and its respective SPH approximation is

∇1 =
N∑
j=1

Vj∇iviWij = 0. (5.31)

The above approximation is added to the right hand side of the Eq.5.29 leading to the
symmetric formulation

Dρi
Dt

= ρi

N∑
j=1

[Vj(vi − vj)]∇iWij . (5.32)

Alternatively, the following identity can be used

− ρ∇v = −[∇(ρv)− v∇ρ] (5.33)

in addition to the fundamental momentum equation that leads to the discrete form

Dρi
Dt

= vi

N∑
j=1

Vjρj∇iWij −
N∑
j=1

Vjvjρj∇iWij , (5.34)

hence, one gets
Dρi
Dt

=
N∑
j=1

mj(vi − vj)∇iWij . (5.35)

Equivalence of direct and continuity approaches

The two above approaches to approximate the density, which are direct summation and
differential form, are formally equivalent [272]. At a time t, the presented approaches
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have been written as
ρi(t) =

∑
j

miW (r(t)), (5.36)

Dρi(t)

Dt
=
∑
j

mj(vi(t)− vj(t))∇iW (r(t)) (5.37)

Then, a constant smoothing length is assumed. Hence, the distance between particle r
represents the time independent variable for the kernel function W . The first equations
has the following differentiation with respect to time

Dρi(t)

Dt
=
∑
j

mj
d

dt
[W (r(t))] =

∑
j

mj
dr(t)

dt

W (r(t))

dr(t)
, (5.38)

Introducing the two substitutions

dr(t)

dt
=

(xi(t)− xj(t))(vi(t)− vj(t))

r(t)
(5.39)

and
∇W (r(t)) =

1

r(t)

dW (r(t))

dr(t)
(ri(t)− rj(t)) (5.40)

and applying to

Dρi(t)

Dt
=
∑
j

mj
(ri(t)− rj(t))(vi(t)− vj(t))

r(t)

∇iW (r(t))r(t)

(ri(t)− rj(t))
(5.41)

leads to
Dρi(t)

Dt
=
∑
j

mj(vi(t)− vj(t))∇iW (r(t)), (5.42)

which is equivalent to the direct summation equation. Thus, applying the two equations
(Eq.5.39-5.40) will result in an equivalent theoretical solution is the initial condition

ρi(t) =
∑
j

miW (r(t0)), (5.43)

is applied to the differential formulation.

However, it should be noted that the practical solution will be definitely slightly different
because of numerical issues [208]. Moreover, the equivalency is achieved with a specific
kernel function and it is only valid for the isotropic and homogenerous kernels.
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Momentum equation

Applying SPH operations in the Eq.5.25 one obtains

Dvi
Dt

= − 1

ρi

∑
j

[
mj
σj
ρj

]
∇iWij +

f

ρi
. (5.44)

Considering the identity

N∑
j=1

mj
σi
ρiρj
∇iWij =

σi
ρi

(
N∑
j=1

mj

ρj
∇iWij

)
= 0, (5.45)

we get the symmetric formulation

Dvi
Dt

=
∑
j

mj

[
σi + σj
ρiρj

]
∇iWij +

fi
ρi

. (5.46)

Another approximation of the momentum equation can be obtained if we use the fol-
lowing identity

1

ρ
∇σ = ∇

(
σ

ρ

)
+
σ

ρ2
∇ρ. (5.47)

Therefore,
Dvi

Dt
=

N∑
j=1

Vj
σj
ρj
∇iWij +

σi
ρ2
i

N∑
j=1

Vjρj∇iWij +
fi
ρi

, (5.48)

and with the simplification we have

Dvi
Dt

=
∑
j

mj

(
σi
ρ2
i

+
σj
ρ2
j

)
∇iWij +

fi
ρi

. (5.49)

The symmetric formulations Eq.5.46 and Eq.5.49 are preferred. Eq.5.49 is applied in this
thesis. The momentum equation can be split due to Eq.5.27 to get separate equations
for the pressure and the deviatoric stresses. The following parts of the thesis uses the
pressure evaluations.

5.2.5 Pressure evaluation

The WCSPH evaluates pressure of compressible fluid by state equation. The use of
different types of state equations was studied in [273]. The study showed that different
state equations have weak influence on numerical results. The method is explicit, simple,
and efficient. It is able to simulate accurately a number of problems, however WCSPH
tends to face the noisy pressure field, negative pressure field at area, particle clustering,
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and requires time step restriction due to explicit formulation [274].

ISPH is an alternative method where the fluid density is constant throughout the simu-
lation. Hence, it is considered accurate and free from pressure noise. However, it might
get unstable if the particles are strongly distorted. ISPH unfortunately needs iterative
solving scheme for the implicit links between the pressure and the velocities leading to
heavy computational cost [275, 276]. In our study, ISPH is not applied and will not be
further discussed.

WCSPH Monaghan [209] introduced an equation of state for simulating water flow

p =

((
ρ

ρ0

)γ
− 1

)
B , (5.50)

where ρ0 is a reference density. The reference pressure B and γ are empirically chosen
for seawater as B ≈ 3.047 ·108Pa and γ ≈ 7. This equation has also been named Tait’s
equation. In this study, γ = 7 is in use following Monaghan [209]. As the equation of
state is used, the above reference pressure B leads to unfeasible time step limit since
the Courant number restricts the time step size to ensure the stable response of the
discrete approach. To limit the disturbance of the pressure force, the maximum time
step size is constrained by the spacial resolution (hs kernel length) and the reciprocal
speed of sound 1/cs

∆t ≈ hs
cs

. (5.51)

Since
δρ

ρ
≈ v 2

c2
s

(5.52)

where v is the maximum speed of the fluid, so we can ensure |δρ|/ρ ≈ 0.01 if v/cs < 0.1.
The pressure and the speed of sound is related by

p =
c2
s ρ0

γ
. (5.53)

Thus,
B = c2

s

ρ0

γ
(5.54)

with small relative density variation. Due to the high reported value of B , the Courant−
Friedrichs − Lewy(CFL) restriction requires a more practical value for cs .

Monaghan used an artificial compressibility to reduce speed of sound and to reduce the
time step restriction by considering fluid incompressible as the Mach number kept small,
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M ≈ 0.1. The maximum speed of sound is given by

cs = 10vmax , (5.55)

to keep Mach number below the limit. vmax is the maximum fluid velocity depending on
considering simulation. According to Torricelli’s law, for a given water column height
H , vmax can be estimated according to

v 2
max = 2gH (5.56)

Therefore, one gets the employed reference pressure

B =
100v 2

maxρ0

γ
(5.57)

The equation of state is used herein throughout this thesis.

5.2.6 Boundary conditions

Figure 5.5: Basic boundary concepts

Repulsive boundary forces. Fig.5.5 illustrates three basic boundary methods used in
SPH algorithm. The repulsive boundary is proposed by Monaghan [209] based on the
solid points treated as an extra class of particle. Theses boundary particles’ locations are
initiated in the particle distribution process. The boundary particles exert a boundary
force on the approaching fluid particles and prevent them penetrating the boundary. The
repulsive force depends on the distance between the fluid particles and the boundary one
and the amount of force are proportional to the distance between them. The method
has advantages in its applicability for variety of forces and the the particle are prevented
effectively from penetrating the boundary. However, the areas near the boundary always
experience particle deficiency compared to the free surface. In addition, the repulsive
force make the interpolation of surface forces and application of boundary condition
(i.e. no-slip) difficult.

Ghost particles. The arbitrary particles referred as ghost particles that are created
by mirroring the fluid particle approaching boundary lines are located on the other
side of the boundary lines. The arbitrary particles possess the same properties as the
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approaching fluid particles and they are treated as the regular particles. It is handle to
applied the no-slip or free slip boundary conditions with this method. Free-slip condition
is obtained by assigning the ghost particles ’velocity tangentially to the boundary or
switching the direction of the tangential velocity to achieve no-slip condition. The
approach has a compatible results with the repulsive boundary, the major difference
between the two method is the boundary only considers the number of particles as
they are required. This is specially advantageous for large domains. On the other
hand, the method faces challenges as the boundary has complex geometries or has
particle interaction among multiple classes. In addition, the generation of ghost particle
every time step requiring more computational effort. Another ghost particle utilises
the prescribed fixed boundary is the fixed boundary particle method [277] fixes the
resolution of the boundary particles and evaluate their properties at the corresponding
mirror position inside the fluid domain.

Fixed particles. The boundary is represented by multiple rows of particles ensuring
the full kernel support for the moving particles near boundary. The boundary particles
are computed every time step as the fluid particle, however, their accelerations are not
updated so that their positions remain unchanged under the computational process. The
method has advantage in the application of the free-slip boundary condition and the
prescribed motion of the moving boundaries. A disadvantage relates to the total number
of particle in simulation that includes the boundary particles. It might be negligible
as the number of moving particles outweigh the number of boundary particles. The
spurious pressure field is another disadvantage of the method due to the reduction of
fluid particles in the support area of focal particles near boundary.

Choice of boundary is dependent on the problem. In this thesis, the fixed particles
approach is chosen due to it simplicity and flexibility. The pressure and the density of
the fluid particles at the wall are different in the above boundary methods. Since the
fluid particles’properties are interpolated from its neighbouring particles within the fluid
domain, the pressure at the boundary can be computed from the forces at the boundary
over a certain reference length. As the ghost or fixed particles boundary approaches
are applied, the pressure and density of the fluid particles are computed using the fluid
neighbouring particles within the fluid domain and the boundary particles. The ghost
particles approach mirror the fluid particles near boundary thus the neighbouring fluid
particles are included in the estimation of the fluid particle in the vicinity of the boundary.
This lead to the dependence of the pressure on the properties of the fluid particles.
Fixed boundary particles possess their own properties. Thus, the computational process
includes both the fluid particles and the boundary particles within the support domain.
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5.2.7 Time integration

The time step plays an important role in stability of the numerical scheme. An appro-
priately chosen time step can make the numerical scheme work and the larger time step
might lead to a wrong answer and the interruption of simulation. There are a number of
time integration schemes available, where the equation of motion is integrated through
time using Verlet scheme, two-stage Symplectic method, or variable time step.

Verlet scheme. The Verlet scheme is split into two parts, the advantage of the method is
that it does not require multiple calculations for each step, i.e. predictor and corrector.
The variables are updated in the next time step from the previous solutions with

vn+1
i = vn−1

i + 2∆t dvi
dt

rn+1
i = rni + ∆tvn

i + 0.5∆t2 dvi
dt

ρn+1
i = ρn−1

i + 2∆t dρi
dt

,

(5.58)

where subscript n represents for the time step.

To stop the divergence of integrated values, every Ns steps (≈ 50), the variables are
calculated using

vn+1
i = vn−1

i + ∆t dvi
dt

rn+1
i = rni + ∆tvn

i + 0.5∆t2 dvi
dt

ρn+1
i = ρni + ∆t dρi

dt
,

(5.59)

For cases in which the numerical stabilities are an issue, the frequency of Ns can increase
to ≈ 10, the predictor-corrector time integration scheme should be used, for instance
Symplectic scheme.

Symplectic scheme Symplectic time integration algorithm is applied in this paper. The
corrected velocity is calculated from the position and the density at the middle of the
time step as follow:

rn+ 1
2

i = rni + ∆t
2

drni
dt

,

ρ
n+ 1

2
i = ρni + ∆t

2

dρni
dt

(5.60)

where the pressure p
n+ 1

2
i is calculated using the equation of state above. The subscript

n denotes the time step. Then, the field properties are calculated at the next time step
according to

vn+1
i = vn+ 1

2
i + ∆t

dv
n+ 1

2
i

dt

rn+1
i = rni + ∆tvn+ 1

2
i ,

(5.61)

and the updated value of density dρn+1
i /dt is calculated by the value of vn+1

i and rn+1
i
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[208].

Variable time step. A variable time step ∆t is required with the explicit time integration
schemes where the time step depends on the CFL condition. Monaghan [278] suggested
a variable time step ∆t with

∆t = CFL ·min(∆tf , ∆tcv )

∆tf = mini(
√

h/|fi |)
∆tcv = mini

h

cs+maxj

∣∣∣∣ hvij ·rij
(r2
ab

)+η2

∣∣∣∣
(5.62)

in which ∆tf bases on the force per unit mass (|fi |) and ∆tcv combines the Courant
and the viscous time step.

5.3 Application of SPH to free surface flows

Water is an incompressible fluid. Hence, it is required that the velocity of sound is large
enough to restrict density fluctuation smaller than 0.01. The equation of state given
by Batchelor [279] was modified to achieve a smaller speed of sound. This section de-
scribes the numerical scheme that is applied within DualSPHysics code. The governing
equations, the density correction and stabilization schemes, and the boundary condition
are included.

Navier-Stokes equations are applied to govern the hydrodynamics systems. In SPH,
Navier-Stokes equations are applied within Newtonian fluid which has a linear relation-
ship between deformation and tension. Hence, the WCSPH means the fluid is defined as
compressible rather than incompressible to allow the use of Equation of state to speed
up calculations.

5.3.1 Governing equations

The discrete form of the continuity and the momentum equations are given by

Dρi
Dt

=
N∑
j=1

mj (vi − vj)∇iWij , (5.63)

Dvi

Dt
=

N∑
j=1

mj

(
pj
ρ2
j

+
pi
ρ2
i

)
∇iWij +

fi
ρi

. (5.64)
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The external volumetric force fi = ρig in this study is the gravity force where g is the
vector of gravitational acceleration, hence

Dvi

Dt
=

N∑
j=1

mj

(
pj
ρ2
j

+
pi
ρ2
i

)
∇iWij + g. (5.65)

In WCSPH, the accurate equation of state ([279]) was modified to give a smaller speed
of sound used in the pressure equation:

pi = B

((
ρi
ρo

)γ
− 1

)
(5.66)

where, γ = 7 in case of water; pi is the pressure of particle ′i ′; ρ0 is the reference density,
which is approximately 1000 kg/m3; ρi is the particle density from the continuity equa-
tion; B = c2

0ρ0/γ is the maximum limit of the density with c0 as the speed of sound at
the reference density. The choice of c0 ensures the weakly-compressible regime in which
the density fluctuation is within 1%. The density variation in fluid flow is ≈ M2, where
M is the Mach number ([209]). If ∆ρ ≈ 0.01ρ0, M = maxt(||~u||)/c0 ≤ 0.1, where
maxt(||~u||) is the maximum intensity of the velocity expected in the flow time evolution.
Hence, the first constrain for the speed of sound is c0 ≥ 10maxt(||~u||). For gravity wave
simulation, the wave celerity might be larger than the fluid flow velocity, thus other con-
strain of the speed of sound results from the wave celerity, c2

w = gtanh(kd)/k where
d is the still water depth, k is the wave number. When kd → 0, the wave celerity
becomes c2

w =
√
gd . Choosing c0 = 10

√
gd leads to the condition of the speed of

sound c0 ≥ 10Max(
√
gd ,maxt(||~u||)) ([280, 281]). To provide uniform particle dis-

tribution and a regular pressure field, δ-Plus-SPH scheme is derived ([282]) using a
quasi-Lagrangian approach. In this study, this approach is not applied since the main
purpose is the variation of the pressure in the flow field rather than the stability of the
particle pressure.

5.3.2 Artificial viscosity

The artificial viscosity term has been added in the momentum equation acting as an
atomic force. This term creates a repulsive force when two particles approach to prevent
penetration and a pulling force when two particles recede from each other [208]. The
momentum equation has the following form

Dvi

Dt
= −

N∑
j=1

mj

(
Pj

ρ2
j

+
Pj

ρ2
i

+ Πij

)
∇iWij + g (5.67)
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The viscous force term Πij has the general form:

Πij =

{ −αcijµij+βµ2
ij

ρij
; vij .rij < 0;

0; vij .rij > 0.
(5.68)

where, ρ and P are the density and pressure, g is the gravitational acceleration. i and
j are the particle indices and m is the mass of particles. rij = ri − rj and vij = vi − vj .
µij = hvij .rij/(r2

ij + η2) and cij = 0.5(ci + cj) is the mean speed of sound, η = 0.01h2.
ρij = 0.5(ρi + ρj) and Wij is the kernel function. The value of α = 0.01 and β = 0

have proven to give the best results in the validation of wave flumes to study wave
propagation and wave loading exerted onto structures [211].

5.3.3 Kernel function

The kernel function is a function of the ratio Rs = r/h, where r = |rij | is the distance
between particle ′i ′ and particle ′j ′, while h is the smoothing length, specifying the
controlled area around particle ′i ′ in which the number of neighboring particles are
calculated. In this study, the Quintic kernel function is chosen:

W (Rs , hs) = αd

(
1− Rs

2

)4

(2Rs + 1) ; 0 ≤ Rs ≤ 2 (5.69)

with αd equals to 7/4πh2
s in two-dimensional simulations.

5.3.4 Time stepping algorithm

Symplectic time integration algorithm is applied in this thesis. The corrected velocity is
calculated from the position and the density at the middle of the time step as follow:

rn+ 1
2

i = rni + ∆t
2

drni
dt

,

ρ
n+ 1

2
i = ρni + ∆t

2

dρni
dt

(5.70)

where the pressure p
n+ 1

2
i is calculated using the equation of state above. The subscript

n denotes the time step. Then, the field properties are calculated at the next time step
according to

vn+1
i = vn+ 1

2
i + ∆t

dv
n+ 1

2
i

dt

rn+1
i = rni + ∆tvn+ 1

2
i ,

(5.71)

and the updated value of density dρn+1
i /dt is calculated by the value of vn+1

i and rn+1
i .
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5.3.5 Boundary condition

We use Dynamic Boundary Condition (DBC) which is available in the DualSPHysics code
([220]). The boundary particles satisfy the fundamental equations, however, they are
forced to remain at the fixed positions. Thus the boundary particles can automatically
generate a repulsive force on their neighboring fluid particles resulting from the change
of their density when the fluid particles approach them.

The wall particles are imposed zero acceleration

ai = 0. (5.72)

The moving walls can be assigned an initial velocity vi to the dedicated value ṽwall

or the time dependence motion ṽwall(t). Therefore, the boundary position are updated
from an integration of the prescribed velocities. The motions of the moving object are
interpolated from the neighboring particles by summarizing the properties of the surface
boundary particles. The boundary particle k experiences a force per unit mass

fk =
∑

fki (5.73)

where fki is the force per unit mass by the fluid particle i on the boundary particle k

that reads
mkfki = −mi fik (5.74)

The position of the whole moving structure is defined by

Mb
dVb

dt
=
∑

k∈BPs

mkfk (5.75)

Ib
dΩb

dt
=
∑

k∈BPs

mk(rk − R0)× fk (5.76)

in which Mb is the mass of the body, Ib is the moment of inertia, Vb is the velocity of
the body, Ωb is the rotational velocity, and R0 is the centre of mass. The V and Ω are
calculated at the beginning of the next time step, then each boundary particle k has a
velocity distributed by

vk = Vb + Ωb × (rk − R0) (5.77)

Finally, the position of the moving particles are computed using the above velocity.
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5.3.6 Wave-maker theory

The waves of long crested type are created by the motion of the wave maker. The wave
maker can be a flap which is hinged at the bottom of the wave tank or it can be a
piston at one end of the numerical wave flume. To generate a prescribed wave height,
the displacement of the wave maker is assigned at the beginning of the simulation. The
wave height and the wave maker displacement has a relation which is derived by Biésel
[283] and by Madsen [284]. The following sections will discuss the transfer function
that express the above relation for a piston-type wave maker.

First order regular wave

The relation function is derived on the assumption that the fluid is irrotational, incom-
pressible, and that there is a constant pressure at the free surface. The Biésel function
[283] relates the first order Stokes wave with the stroke of the piston type wave maker
as follows. First, the surface profile of monochromatic sinusoidal wave propagating at
infinite distance from the wave maker on horizontal direction is

η(x) =
H

2
cos(ωt − κx + φ) (5.78)

where H is the wave height, x is the distance from the wave maker and φ is the initial
phase. ω = 2π/T is the angular frequency and κ = 2π/L is the wave number with T

equals to the wave period and L is the wave length. The choice of initial phase φ is a
random number in the range (0, 2π).

In far-field area, the Biesel function relates the wave height to the wave-maker stroke
by equation

H

S0
=

2sinh2(κd)

sinh(κd)cosh(κd) + κd
(5.79)

where S0 is the piston stroke. While the stroke is computed, the piston motion is
generated by

et(t) =
S0

2
sin(ωt + φ) (5.80)

Second order regular wave

The stroke of the wave maker is similar to Eq.5.80 above, where H/S0 = m1,

m1 =
H

S0
=

2sinh2(κd)

sinh(κd)cosh(κd) + κd
(5.81)
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The second term is presented to simulate the second order Stokes wave

e2(t) =

[(
H2

32d

)(
3cosh(kd)

sinh3(kd)

)
− 2

m1

]
sin(2ωt + 2φ) (5.82)

Therefore, the time series of the motion of the wave maker is

e(t) =
S0

2
sin(ωt + φ) +

[(
H2

32d

)(
3cosh(κd)

sinh3(κd)

)
− 2

m1

]
sin(2ωt + 2φ) (5.83)

The limitation of the application follows the condition of HL2/d3 < 8π2/3.

Irregular wave

The real ocean condition observes the random sea state, thus the simulation of irregular
wave is applied in DualSPHysics using the method of Liu et.al [285]. The wave spectra
is chosen from the beginning of the simulation, then the Biesel transfer function is
applied to each component. The procedure is summarised as follows

- Choosing of wave spectrum from its characteristics, such as peak frequency, spectrum
shape, etc.

- Calculating the spectrum parts Ns(Ns > 50) in the interval (fstart , fend). The value of
the amplitude of the interval Sn are smaller than those assumed for the peak frequency
fp. For instance, Sn(fstart) < 0.01Sn(fp) and Sn(fend) < 0.01Sn(fp).

- The frequency band width is ∆f = (fstop − fend)/N . There are Ns linear waves.

- Each constitutive wave properties are computed so that the angular frequency ωi ,
amplitude ai and initial phase φi (random between 0 and π)

ωi = 2πfi (5.84)

ai =
√

2Sn(fi)∆f = Hi/2 (5.85)

- The stroke of each component is calculated using the transfer function in Eq.5.79.

Hi

S0,i
=

2sinh2(κid)

sinh(κid)cosh(κid) + κid
(5.86)

- The final time series of the displacement of the piston is given by

e(t) =
N∑
i=1

S0,i

2
sin(ωi t + φi) (5.87)
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Jonswap and Pierson-Moskowitz spectra are applied in DualSPHysics code [220]. The
change of the random seed in the code will obtain different phase σi , thus generating
different irregular wave time series with same significant wave height (H) and peak
period (Tp).

In order to avoid the wave reflection and to prolong the simulation, the right boundary of
the domain has a passive beach absorption. The dissipating beach is straightforward and
easy to apply. [212] shows that the beach provides good dissipation results compared
with the passive wave absorption. In this work, we use a dissipating beach because of
its simplicity.

5.4 Validation of SPH with exact large-amplitude

regular waves

To investigate the behaviour of flow beneath the numerically generated wave, a steady
wave propagating over still water in a two-dimensional wave flume is numerically mod-
eled. DualSPHysics which is an SPH code has been used in this research to generate the
non-linear waves. The DualSPHysics code was first introduced in 2011 [220] and the
latest version DualSPHysics 5.0 released in 2021 includes the basic examples of SPHysics
and added new features. This code has been used in wave simulation [210, 211, 286]
and the simulated results have shown a good agreement with experimental tests. We
first simulate a numerical wave train using DualSPHysics and then study the flow prop-
erties within the fluid domain over one wave length. The velocity and pressure fields
are investigated and the variation of these are validated against recently obtained exact
results from the full non-linear Euler equations [87].

The aim of this thesis is to verify the velocity profile and the pressure variation inside the
fluid domain over one wave length obtained from a numerically simulated SPH model
with some exact qualitative results (i.e. increasing/decreasing trend or constant value of
a flow field) from a fully non-linear Euler equation for water wave model. A numerical
wave flume has been modeled and a regular wave train is created by the horizontal
displacement of a wave paddle on one side of the flume. A passive beach is used to
dissipate the energy of the wave on the other side. The extracted numerical results
are compared with some recently available exact results from a non-linear steady water
wave model based on the Euler equations for irrotational flow. The flow properties
under wave crests, wave troughs, and along the distance from the wave crest to the
wave trough over one wave length are investigated. The horizontal and vertical velocity
components and the pressure in the fluid domain agree well with the analytical results.
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5.4.1 Numerical simulation

Computational domain

Figure 5.6: Sketch of numerical wave flume.

Fig.5.6 shows the dimensions of the wave flume. A wave paddle on the left-hand side
creates a non-linear wave, its height (hW ) is 2 m. The flatbed length is L1 = 11 m. The
beach on the right-hand side is L2 = 17 m long and the total length of the wave flume
is L3 = 28 m. The beach on the right-hand side acts as a passive wave absorption.
Its slope is 1:10. The water depth d is 1.4 m, in comparison with the wave height
(H = 0.2 m) and the wave period (T = 1.3 s), the wave falls into the deep water wave
condition. This assumption fits the conclusion of [2] in which the Stokes wave is suitable
for modelling deep water small amplitudes waves. A viscous damping zone ([287]) is
not considered in the present case since it was not implemented at the numerical model
at this stage. Moreover, the main purpose of this study focuses on the flow properties;
hence the choice of absorbing beach is for simplicity.

The resolution of the model (i.e. the inter-particle distance) decides the total simulation
time and it affects the wave height interpolation in following part of the research. In case
of wave generation simulation, [212] studied five different resolutions and the authors
have suggested that the ratio of the wave height to the distance between particles
(dp) should be higher than 10. A finer resolution will not substantially improve the
model accuracy. In the next section, simulation results with three different inter-particle
distance dp = 0.005m, dp = 0.01m, and dp = 0.02m are examined. Based on these
studies, we choose the initial distance among particles and the CFL coefficient for this
research.

The simulation has been performed using DualSPHysics code on GPU-CPU, NVIDIA
GPU card Quadro M4000. The computational capacity is 5.2, 13 cores, 8GB memory.

5.4.2 Results and discussions

To study the flow properties, it is first necessary to examine whether the waves can be
successfully generated and to determine the positions of the wave crest and the wave
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trough in the numerical wave tank.

Wave generation

Fig.5.7 shows the wave generated at t = 16.78s. The phenomenon of wave height
decaying along the length of the flume is discussed in ([212, 217, 219, 288]). The
instability of the pressure field, the boundary condition and the kernel function properties
considered are the main reasons for this wave height decay. Despite this discrepancy, we
use such a wave in this paper over the region where the wave height is almost constant.
We aim to study the flow properties under surface waves, thus we investigate these
properties under the wave crest and the wave trough within one wave length. There are
three crests and three troughs on the region with flat-bed which are presented in Table
5.1. The flow properties will be discussed further in the following sections.

Figure 5.7: The surface elevation for regular wave at t = 16.78s.

Crest x-position (m) Trough x-direction (m)

C1 2.56 T1 3.84r
C2 5.18 T2 6.64
C3 7.98 T3 9.30

Table 5.1: Wave crest and wave trough positions.

Convergence study

The purpose of this section is to examine the effect of distance between particles on
flow properties including velocity and pressure field. The simulations are set up with
different initial distances among the particles and a constant CFL number to examine
the effect of the initial distances. Three different resolutions dp = 0.005m, dp = 0.01m

and dp = 0.02m are considered. The first simulation with (dp = 0.005m) takes 25
hours to complete while the second and the third one with dp = 0.01m and 0.02m

takes 3.9 hours and 36 mins, respectively.
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(a) (b)

Figure 5.8: Velocity with three different initial distance among particles dp=0.005m,
dp=0.01m and dp=0.02m under C1.

(a) (b)

Figure 5.9: Velocity with three different initial distance among particles dp=0.005m,
dp=0.01m and dp=0.02m under C2.
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(a) (b)

Figure 5.10: Velocity with three different initial distance among particles dp=0.005m,
dp=0.01m and dp=0.02m under C3.

The horizontal and vertical velocity profiles under the three crests are shown in Fig.5.8
to Fig.5.10. In Fig.5.8, the horizontal velocity under the wave crest C1 for the three
wave simulations are quite similar, however, the profiles of vertical velocity under the
crest exhibit some differences from each other. At locations near the free surface, the
horizontal velocity decreases from 0.4m/s at C1 to 0.3m/s at C3. Horizontal velocity
also reduces as we move away from the wave paddle. However, this is possibly related
to a similar reason accounting for the spurious decrease in wave height as discussed in
Section 5.4.2. Regarding the vertical component of the velocity under the three crests,
which fluctuate around 0m/s over the depth of the water, no significant differences
have been observed.

(a) (b)

Figure 5.11: Velocity variation in horizontal direction at sea bed elevation with three
different initial distance among particles dp=0.005m, dp=0.01m and dp=0.02m.
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Next we study the variation of horizontal and vertical velocity components along the
bottom boundary from the point under the first wave crest to the first wave trough.
The horizontal and vertical velocities are plotted in Fig.5.11. There are different trends
observed in both cases. The vertical velocity varies slightly around 0m/s, as shown
in Fig.5.11(a). With dp = 0.005m simulations show a large fluctuation at positions
close to the point under the wave trough. Fig.5.11(b) reveals a significant fluctuation
in horizontal velocity field. The fluctuations are due to numerical effects near the
boundary as discussed previously. Even though there are fluctuation in the horizontal
velocity field observed in 5.11(b) for the simulation with dp = 0.005m, a decreasing
trend in the amplitude of the horizontal velocity is seen. The other two simulations
(with dp = 0.01m and dp = 0.02m) are unable to capture this trend. The horizontal
velocity at the flat bed has been proved to be monotonically decreasing from the point
under a wave crest to the point under a wave trough [289], however Fig.5.11(b) is
unable to represent the analytical conclusion clearly. These results further support the
idea of unstable velocity field near the boundaries for SPH.

(a) (b)

Figure 5.12: Pressure with three different initial distance among particles dp=0.005m,
dp=0.01m and dp=0.02m.

Fig.5.12 shows the variation of total pressure under the first wave, along the crestline
and the troughline. Simulations with dp = 0.005m and dp = 0.01m describe a similar
pressure profile. It is observed from Fig.5.12 that for the simulation with dp = 0.02m,
the pressure rises sharply near the flat bed. The sharp increase in pressure seen in
Fig.5.12 might be due to the boundary effects in SPH simulation.

Taken together, these results suggest that the initial conditions for this study are suffi-
cient. The next section, therefore, moves on to discuss the variation of flow properties
under the generated surface waves in terms of velocity and pressure field over one wave
length and compare with the existing exact results.
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In this study, the wave height is 0.2m and the chosen distance between particles is
0.005m, thus the ratio (H/dp) is 40. The CFL number of 0.1 has been chosen for
stability reasons. Moreover, the ratio of the still water level to the distance between
particles (d/dp) is 280 ensuring no inaccuracies in the initial setup.

Variation of horizontal velocity

Fig.5.13(a) shows the horizontal velocity under the wave crests while Fig.5.13b describes
those under the wave trough. The velocity distributions agree with previous studies of
[288]; the maximum values of horizontal velocity are located at the free surface and the
minimum ones are at the bottom. The horizontal velocity along the depth in Fig.5.13(a)
follows Eq.2.60 in which the horizontal velocity decrease with the depth. On the other
hand, the horizontal velocity under the wave trough is negative and decreases from the
flat bed to the surface.

The variation of the horizontal velocity in the propagating direction of the wave is shown
in Fig.5.14. The crest line is at 0 and the trough line is at L/2, where L is the length of
the wave. It is clearly seen from Fig.5.14 that the velocity changes sign at a unique point
[122], thus the velocity from L/4 to L/2 is smaller than 0. Then, a decreasing trend
from the point under the crest to the point under the trough is seen which has been
predicted from theoretical results (Eq.2.60). In addition, a considerable variation of the
velocity is observed in the vicinity of the point directly under the trough. One possible
cause of this is the effect of boundary condition which is mentioned in [219, 290].

(a) Horizontal velocity under crest (b) Horizontal velocity under trough

Figure 5.13: Comparison of the horizontal velocity profile as a function of the normalised
water depth h/d.
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Figure 5.14: Comparison of the velocity profile at the bottom from the wave crest to
the wave trough.

Variation of vertical velocity

The vertical velocity profiles are plotted in Fig.5.15(a) and Fig.5.15(b). Fig.5.15(a)
shows the variation of the velocity under the wave crest. The vertical component
fluctuates more near the free surface. The fluctuation is stronger at the crest line
(Fig.5.15(a)) than at the trough line (Fig.5.15(b)). Moreover, the velocity under the
third crest is more stable than the first two crest, hence the variation of the vertical
velocity might depend on the distance from the wave paddle. This phenomenon is not
so clearly seen for the case under the wave trough. The vertical velocities under the
wave trough have the same pattern and they fluctuate more in the vicinity of the free
surface than in deeper regions.

(a) Vertical velocity under crest (b) Vertical velocity under trough

Figure 5.15: Comparison of the vertical velocity profile as a function of the normalised
water depth h/d.
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Figure 5.16: Comparison of the velocity profile at the bottom from the wave crest to
the wave trough.

Along the propagating direction of the wave, the vertical velocity on the flat bed is
more stable than the horizontal components, as shown in Fig.5.16. Fig.5.16 shows the
variation of the vertical velocity along x-direction in the range of −0.02m/s to 0.02m/s.
Fluctuations are greater for the point on the bed near the wave trough than near the
wave crest. This may result from the compression of the particles under the wave trough
leading to an unstable pressure region, hence unstable pressure field affects the velocity
of the particles. Note that for the simulation considered the vertical velocity on the flat
bed should be identically zero (as expected from the exact results).

Variation of pressure

The pressure distribution under three crests and troughs are shown in Fig.5.17 and
Fig.5.18 respectively. The pressure strictly decreases from the bottom depth to the
free surface. It is difficult to conclude that the maximum pressure is at the point
directly under the wave crest [87] based on Fig.5.17 only, however the pressure shows
a downward trend along the flat bed (though numerical fluctuations are unavoidable)
from the wave crest to the wave trough in Fig.5.18. Hence, the points of maximum
pressure are located at the bottom depth and under the crests. These findings confirm
the qualitative success of the numerical simulation comparing with the exact results
from the non-linear water wave model governed by the full non-linear Euler equations.

A good agreement was globally observed between numerical results and analytical results
in Eq.2.60 and Eq.2.61. The velocity profile distributions along the depth of the water
obtained with the numerical model were globally similar to the analytical inequalities.
The similar trends were observed throughout the pressure field.
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(a) (b)

Figure 5.17: Comparison of the pressure profile as a function of the normalised water
depth h/d.

Figure 5.18: Comparison of the pressure profile at the bottom from the wave crest to
the wave trough.

An SPH model is used to simulate the regular wave train in a numerical wave flume.
To achieve this verification, the velocity profiles under wave crests and wave troughs
are examined. Similarly, the pressure along straight lines under wave crests and wave
troughs are studied. The numerical simulation results match the trend closely with the
exact qualitative results available from the non-linear water wave theory confirming the
success of the simulation carried out.

Some fluctuations in velocity and pressure profiles near the boundary close to the bed and
at the surface have been observed which will require some attention and improvement
in the numerical model. The numerical results show that SPH can be used to simulate
regular waves.
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6 Solitary wave-structure interac-
tion for FOWTs

6.1 Introduction

In the previous chapters, a coupled FOWT model has been considered for studying the
dynamic response of FOWT. The model has been subjected to large-amplitude waves,
large-amplitude wave-current interaction, and small-amplitude steady solitary waves.
Solitary wave-structure interaction is investigated in this chapter. The free surface profile
of the waves deviate from a small amplitude stable form. The modified free surface due
to the solitary wave-structure interaction is captured using a SPH numerical wave tank.
The wave kinematics under the modified free surface are calculated using finite element
method. The FOWT responses due to the effect of solitary wave-structure interaction
is analysed.

6.2 Solitary wave-structure interaction effects on

flow kinematics

The solitary wave kinematics can be directly exacted from the analytical formulations in
chapter 4. However, the solitary wave-structure interaction effects can not be modelled
by the analytical equations. Hence, it requires another approach to calculate the fluid
kinematics modified by the interaction. Since the physical tests are out of the scope
in this work, a numerical scheme is proposed to compute the fluid kinematics from the
non-linear free surface generated by the wave approaching the floating structures.

As the solitary wave approaches the structure, the free surface distorts, and thus the
flow kinematics change accordingly under the modified free surface. The theoretical
equations are no longer adequate to compute flow kinematics since the derived equations
are applicable only for the undisturbed free surface profiles. The proposed method in
this thesis utilizes the advantage of the SPH method to capture non-linear free surface
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profiles for computing the wave kinematics.

6.2.1 Numerical model for solitary wave

Due to the interaction of the wave and the structure, the water climbs up onto the
structure and thus, the surface profile is different from the steady free surface provided
by the solitary waves theories. Existing studies do not consider the interaction of the
solitary waves-structure phenomenon; therefore, our study bridges this gap. A small-
scale model is conducted using SPH. The structure is scaled by the water depth to
obtain a similar scaling law to the analytical method. In the SPH model, a solitary wave
interacts with scaled structure, and the free surface is captured when a hump of the
water interacts with the structure. It is worth noting that there is no breaking wave
in the numerical model. Due to the interaction, the elevated surface is captured as
an input parameter for our approach to compute the fluid kinematics. Therefore, the
recomputed fluid kinematics that account for the interaction of the solitary waves and
the structure are used to investigate the FOWT responses.

For the purpose of analysis, the structure is fixed in the wave tank at a position shown
in Fig.6.1.

Figure 6.1: Sketch of numerical wave tank.

In this study, all dimensions are scaled according to the physical still water depth d =

320m. Therefore, the numerical mean water depth is d = 1 m and the solitary wave
amplitude is η/d = 0.1 m. The wave paddle length is hw = 2 m, located on the left of
the numerical wave tank. The flatbed length and the beach length are 110 m and 4 m,
respectively. The beach is chosen as the passive wave absorber for simplicity.

The solitary wave is generated using the KdV model provided in the DualSPHysics code
[220]. The overall FOWT structure is modelled as a rectangular with a width of 0.04 m
and a height of 0.375 m. Scaled FOWT is located at x = 30 m from the wave paddle.
The initial distance between particles is dp = 0.02 m, leading to total of 279408 particles
in the tank.
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The simulation has been performed using DualSPHysics code [220] on GPU-CPU,
NVIDIA GPU card Quadro M4000, 13 cores, 8GB memory. The total simulation dura-
tion is 30 s and it takes about 9 hours for completing the simulation.

6.2.2 Solitary wave-structure interaction effects on flow kine-

matics

As the solitary wave profile is modified due to the presence of the structure, the fluid
kinematics tend to change. The FOWT interacts with the incoming wave, and thus
the wave imposes pressure onto the whole FOWT structure, especially to its submerged
parts. In this section, the FOWT responses are analysed, and its movements due to the
solitary wave and to the modified-shape solitary wave are compared.

The non-dimensionalized solitary wave height is assumed as η/d = 0.1 and the non-
dimensionalized characteristic wavelength is Lc/d = 15. Hence, the analytical solutions
require a rescaling calculation in advance. Recall that the length variables, the veloc-
ities, and the pressure are scaled with the mean water depth h, by

√
gh, and by ρgh,

respectively. The wave properties are shown in Table 6.1 where "Without interaction"
are the analytical results without the structure, and "With interaction" are the numer-
ical solutions with the presence of the structure, resulting from the SPH free surface.
It is worth noting that the difference in the free surface is not the only variant between
the two cases. Due to the modification of the free surface, the flow kinematics change
as well.

Table 6.1: Solitary wave properties.

Case Wave height (m) Characteristic
wave length (m)

Wave speed (m/s)

Without interaction 32.0 9600 56.0285
With interaction 38.4 9600 56.0285

Since the response of the FOWT to solitary waves is short-period, the impact of the
wave is similar to impulse load window with considerable wave energy and phase speed.

Fig.6.2 illustrates the change in water elevation due to the presence of the structure.
As the wave approaches the structure, there is an increase in the wave’s amplitude
and thus, the flow kinematics changes accordingly. The velocity profiles on the surface
are shown in Fig.6.3, the horizontal velocity at the vicinity of the structure increase
dramatically. The vertical velocity also rises sharply because of the structure.
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Figure 6.2: Free surface profile.

(a) (b)

Figure 6.3: Velocity profiles on the surface.

A similar phenomenon can be observed for the velocity profiles under the free surface
in Fig.6.4. Interestingly, the maximum value of the horizontal velocity is not exactly
under the crest. It is also worth noting that the vertical velocity near the surface
is significantly larger than the analytical results provided by Clamond. The findings
confirm our hypothesis regarding the modification of the flow field and the increase in
flow velocities due to the structure.

Based on the results from this section, a fluid flow is generated to investigate the impact
of the solitary wave-structure interaction. Since a solitary wave is a single wave with
significant wave height, the flow impact is transient. The flow is generated with flow
properties attached to each node. The interpolation method used in the chapter 2 is
applied herein. In the next section, the response of the FOWT are studied in detail.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.4: Velocity profiles along various streamlines.
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6.3 Dynamic response of FOWT to solitary waves

Fig.6.5 shows the displacement of the structure to the (with and without interaction)
cases. Due to the long wavelength, the FOWT at first settles down to the equilibrium at
about 500s. When the wave approaches the structure, it generates a large hydrodynamic
force and thus the structure accelerates. Although the solitary wave is considered a
single wave, its large amplitude and energy can significantly impact a floating structure
like a FOWT. Herein, the "Without interaction" refers to the simulation that takes the
analytical solutions for the free surface without the FOWT into account. The "With
interaction" results are the solutions obtained using the free surface generated from the
SPH model that considers the wave-structure interaction. It is expected that using the
wave-structure interaction water profile will affect the FOWT stronger than the former
wave without the presence of FOWT.
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Figure 6.5: FOWT response in surge and heave.

In Fig.6.5, the surge displacement of the FOWT is significantly increased due to the
wave-structure interaction. The FOWT is dragged further downstream, by about 15m,
compared to the case when no interaction is considered. This might result from larger
hydrodynamic forces caused by the increase of fluid velocities. There is also an increase
of the maximum heave response in Fig.6.5, by approximately 3 m. The results show
that the result without interaction underestimates the impact of the solitary waves on
the FOWT.

Fig.6.6 compares remaining FOWT displacements between the two approaches with
and without solitary wave-structure interaction. The wave-structure impact on the
out of plane motion (i.e. sway and roll displacement) seems negligible. However, the
wave-structure interaction impact has a pronounced effect on the pitch, and the sway
motions. As the crest approaches, the maximum pitch value for the case with interaction
is almost doubled that of the case without interaction. In addition, the maximum and
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the minimum yaw are both larger with interaction than the values computed for the
case without interaction.
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Figure 6.6: FOWT responses.
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Figure 6.7: Cable fairlead forces.

Fig.6.7 presents the mooring forces. Since cable two and cable three are symmetrical
about the x-coordinate, only the fairlead force of cable two is shown here for brevity.
The fairlead forces rise generally in both cables for the wave-structure interaction free
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surface case, particularly in cable two. The cable two fairlead force increase 1.5 times
when interaction is considered. The significant increase in surge and heave motions
might be the direct cause of this phenomenon. Moreover, the force in cable one also
rises. It is interesting because cable one is in line with the incoming waves. A possible
reason for that is the increase in the pitch and yaw motions of the spar.
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Figure 6.8: Blades’ responses and tower response.

Fig.6.8 shows the blade and tower responses for both cases (with and without interac-
tion) considered. The responses in blades and the tower motions are unaffected which
means that the solitary waves or the wave-structure interaction have negligible impact
on the blade and tower responses.

Nevertheless, it should be noted that the blade responses are the relative edge-wise
displacement, and the tower response is side-to-side displacement in the rotor plane.
Therefore, the results are not accounted for the total displacement of the blades and the
tower displacement. The heave response of the spar shows a significant influence in the
vertical direction which can also generated a dramatic impact on the total displacement
of the blades and tower.
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7 Conclusions

7.1 Summary and Conclusions

This chapter summarises the conclusions that may be drawn from the work presented
in this thesis. In this thesis, large-amplitude non-linear waves have been investigated for
the hydro-dynamic response of FOWTs. Particular emphasis was laid on applying the
large-amplitude waves to and studying the solitary wave-structure impact on FOWTs.

The FOWT was modelled using the Euler-Lagrangian approach as a multi-degree-of-
freedom (MDOF) system under wind and wave loadings. A coupled MDOF model was
developed including the interaction between the blades-nacelle-tower-platform-mooring
system. The dynamic model of the mooring system was also integrated.

A formulation large-amplitude non-linear wave theory has been developed to investigate
the dynamic response of FOWT. The numerical model provided in this thesis solves
the water wave based on the fully non-linear governing equations using the numerical
continuum method for fixed mean depth of water obtaining a family of waves with the
same wavelength. The large-amplitude waves simulated have asymmetrical non-linear
surface profiles about the mean water level. In addition, the numerical solutions reveal
a sensitive relation between the wave amplitude and the wave period on the bifurcation
diagram. As shown in Chapter 2, a slight change in the wave period could significantly
change the wave height. Increase in the wave height of up to 5 m were observed when the
wave period was changed by only a small amount of 0.1 s (see Table 2.2). For a same
wave period, the large-amplitude wave theory can generate a larger wave amplitude,
e.g. even double the linear wave amplitude (shown in Fig.2.4). The numerical results
also reveal the ability of the model to simulate large amplitude waves propagating over
still water regions with/without the arbitrary underlying current. The developed wave
period-wave amplitude relation provides the engineers and ocean scientists with a new
form of information for non-linear waves for the purpose of application. For waves on
the bifurcating curve, the amplitude of the waves is sensitive to the wave period. Hence,
a cautious approach must be used to avoid detrimental effect of resonance as the non-
linear wave period is near the natural period of the system. The large-amplitude wave
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theory has not been used to compute the dynamic response of FOWT as the rigorous
proof of existence of such waves is only very recent. To compute the fluid acceleration,
formulations have been derived using the Euler equations. The flow accelerations are
calculated using the modified height function value or by the flow pressure. It was
found that the non-linear wave possesses larger values fluid kinematics near the free
surface, especially for the waves with large amplitude. The non-linear waves have
considerable effect on the floating platform and mooring cables. The FOWT vertical
response experiences an offset from mean position, possibly due to the surrounding fluid.
Heave and surge responses are strongly impacted by the use of the large-amplitude
wave theory. Increases in the surge motion of about 20% in the peak response and a
peak-to-peak increase of up to 50% were observed when the FOWT was subjected to
large-amplitude waves (see Fig.2.36 and 2.38). A similar changes were observed in the
heave motion. As a result, there is a dramatic increase in cable forces regardless of
the cable layout. Both peak response and peak-to-peak response increased due to the
large-amplitude waves (shown in Fig.2.40, 2.49, and 2.50).

As the surface waves and underlying current coexist in reality, a quantitative study of
the FOWT responses in an environment with large-amplitude waves-uniform underlying
current was carried out and compared with response from the linear waves-uniform
current. The current directions were considered in favourable and adverse direction with
respect to the incoming waves. Since the current profiles were assumed to be uniformly
distributed along the depth of the water, the large-amplitude waves kinematics were
modified with the current strength. Due to the additional effect of the current, the
flow kinematics possessed a significant horizontal velocity compared to that from the
non-linear waves alone. The numerical results show that the large-amplitude waves-
current effects has substantial effect on the horizontal and vertical displacements of
the FOWT, i.e. particularly in the vertical and horizontal motions of the platform.
The overall structure had a large horizontal displacement due to the presence of the
current in the flow. The position of the FOWT displaced by 15 m further downstream
when the favourable current is present (as shown in Fig.3.6(a,c,e)). In addition, the
cable fairlead forces were affected dramatically due to the presence of the current. The
current imposed a large offset force on the cable and modified the period of the force
time history. The maximum cable force increased by up to 20% more than that for
the case where only wave is acting. Moreover, the FOWT responses depend on the
correlation between the wave amplitude and current strength. For a small amplitude
wave, the current had a visible impact on the FOWT responses. On the other hand, for
the same current strength, the responses of FOWT would be influenced by the wave.

The dynamic response of FOWT to stable small-amplitude solitary waves were also
investigated in this thesis. The KdV wave kinematics solutions were computed analyti-
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cally using the re-normalization approach. However, the results from the existing theory
showed numerical inaccuracies particularly for arbitray surfaces. Hence, an alternative
approach has been proposed to compute the wave kinematics, i.e. a FEM approach.
In this thesis, the proposed model overcame the instabilities of the re-normalization
method at the vicinity of the free surface and it computed exactly the wave kinematics
within the fluid domain. The solitary waves kinematic of two wave heights are applied
to the numerical FOWT model in this thesis. The results showed critical impulse re-
sponses and a relatively short duration of response of the FOWT structure. Moreover,
the cables forces consist of a single significant impulse and generally were of relatively
short duration, as illustrated in Chapter 4.

The SPH method (a Lagrangian approach in fluid dynamics) was applied to study wave
generation in a numerical wave tank. First of all, a nonlinear wave was recreated in the
numerical wave tank and the fluid kinematics were analysed qualitatively and validated
with analytical results. Then, the numerical wave kinematics under the wave crest, the
wave trough, and at the bed are compared with the results from the exact non-linear
wave theory, showing a good agreement between the SPH wave and analytical solutions.
The SPH model has proved its ability to simulate the non-linear interaction of wave and
structure. The advantages of SPH in capturing the non-linear free surface was utilized
to investigate the changes of the fluid kinematics due to the solitary wave and structure
interaction in this thesis.

The analytical solution of solitary waves could not account for the interaction between
the solitary waves and the FOWT structure. However, it was found that the FOWT
responses were significantly affected when the wave-structure interactions were taken
into account. A hybrid approach was proposed to utilise the advantages of SPH to
simulate and calculate the flow kinematics of a solitary wave interacting with the FOWT
structure. There is a noticeable difference in the wave kinematics under a stable solitary
wave and due to the solitary wave-structure interaction. Interestingly, the difference of
the free surface can be captured by the hybrid approach utilising the monitored non-
linear free surface from the SPH simulation. Using the extracted free surface from SPH
simulations, the fluid kinematics are computed for the whole fluid domain from the free
surface to the bottom depth by solving the Laplace equation for the vertical velocity
component. A FEM was employed to solve the Laplace equation. The hydrodynamic
forces on FOWT were computed using Morrison’s equation. As the interaction between
solitary wave and the structure was taken into account, there was obvious evidence of the
increase of the FOWT responses, notably the surge and the heave motions, compared
to the FOWT responses to the stable solitary wave without interaction. Peak increase
of up to 30% and 20% were observed in surge and heave motion, respectively (see
Fig.6.5). The solitary wave-structure interaction also generated more significant FOWT
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responses than the steady solitary wave in pitch and yaw displacement. Nevertheless,
the interaction has no or very little effect on the out of plane motions, for instance, sway
and roll. The fairlead forces accordingly increased as a result of the FOWT motion. The
magnitude of the force depended on the relative position of the cable in the mooring
system; for instance, cable two had been more significantly impacted than cable one
since it points upstream. As the wave-structure interaction was taken into account,
cable two’s fairlead force increased by about 1.5 times, shown in Fig.6.7. Interestingly,
the force of cable one also had a slight increase. This could have resulted from the
rise in the surge and pitch motions. The finding in this study confirmed the impact of
wave-structure interaction effects on the FOWT structure. The FOWT responses were
generally more significant as the wave-structure interaction was taken into account.
The conclusion is that if the stable form of the solitary waves are used for analysis, the
FOWT responses would be underestimated.

7.2 Recommendations for Further Research

The results provided in this thesis has led to some valuable conclusions on the application
of large-amplitude waves in analysing the dynamic response of FOWTs. However, it has
also uncovered many areas that require additional study. The objective of this section
is to identify and discuss the need for further research in these areas.

The FOWT structural dynamic models developed in this thesis could be extended. Basu
et al. [291] showed the impact of grid-induced vibrations on the mechanical/structural
vibrations of the turbine. A future study including the generator, the electrical and me-
chanical sub-systems could be examined further. Moreover, installing vibration control
devices in wind turbines would be of great interest in determining the effect of control
during operation and on power production. Active structural control of wind turbines
[34] and actuator control of wind turbine blades are potential area of research [233].

Offshore winds are more substantial in force and less turbulent so that the wind energy
industry focuses on offshore development. However, the harsh offshore conditions make
accessibility and maintenance difficult for offshore wind farms. A study investigating the
application of the irregular large-amplitude wave loading, and its interaction with the
current and the aerodynamic loads to offshore wind turbines would be relevant research
direction. However, there is a fundamental gap in the knowledge with regard to irregular
large-amplitude waves and their effect on FOWT. This is a promising area for future
research.

The vortex-induced-motions is another area of extension that could be examined further
to account for the vertical hydrodynamic loads. There is sparse literature on this topic
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and more studies are required in both dynamics and control of vortex-induced-motions
in FOWTs [292, 293].
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A1 Appendix

A1.1 Generalized matrices

A1.1.1 Generalized mass matrix

Mstructuralmass =



M11 0 0 M14 0 M16 M17 M18 0 0

0 M22 0 M24 0 M26 M27 M28 0 0

0 0 M33 M34 0 M36 M37 M38 0 0

M41 M42 M43 M44 0 0 0 0 0 0

0 0 0 0 M55 0 0 0 0 0

M61 M62 M63 0 0 M66 0 0 0 0

M71 M72 M73 0 0 0 M77 0 0 0

M81 M82 M83 0 0 0 0 M8,8 0 0

0 0 0 0 0 0 0 0 M99 0

0 0 0 0 0 0 0 0 0 M1010


(A1.1)

The matrix elements in Eq.A1.1 are expressed by

M11 = Mb,e (A1.2a)

M22 = Mb,e (A1.2b)

M33 = Mb,e (A1.2c)

M44 = Mt,e (A1.2d)

M55 = Ms (A1.2e)

M66 = Ms (A1.2f)

M77 = Ms (A1.2g)

M88 = Is,1 + Ms ∗ d(d = 0) (A1.2h)

M99 = Is,2 + Ms ∗ d(d = 0) (A1.2i)

M1010 = Is,3, (A1.2j)

where, Ms is the spar mass, Is,1, Is,2, Is,3 are the mass moment of inertia of the spar. d
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is the distance from the depth of spar reference point to the depth of the mass centre
Mt,e =

∫ ht
0
µtφ

2
t (zt)dzt is the tower modal mass. Mb,e =

∫ R

0
µbφ

2
bdr is the blade modal

mass. The total mass of each blade is Mb =
∫ R

0
µb(r)dr . Mt,1 =

∫ ht
0
µtφt(zt)dzt is

tower mass weighted by the mode shape, Mn = Mnac + Mrotor is the nacelle and rotor
mass. The nacelle mass center to tower top is denoted by lm = (1.9, 0, 1.75), the rotor
mass center to tower top is denoted by lr = (−5.0191, 0, 1.96).

The term htc,1 =
∫ ht

0
µtφt(zt)dzt/Mt,1 is the mass center of Mt,1; htc =

∫ ht
0
µtztdzt/Mt

is the tower mass center, It is the tower moment of inertia about its mass center in roll
and pitch directions. The first mode shape of the tower side-to-side vibration is denoted
by φt(zt) where zt is the tower axis upward originating from tower base. Hence, the
tower lateral deformation is denoted as φt(zt)q4(t). The tower height is denoted as
ht measured from the base of the tower and tower mass per unit height is denoted as
µt(zt). Note that the mode shape function φt is normalized so that φt(ht) = 1, which
is thus omitted in the following parts. The total tower mass is Mt =

∫ ht
0
µtdzt .

Mtimevarying =



0 0 0 M14 0 M16 M17 M18 0 0

0 0 0 M24 0 M26 M27 M28 0 0

0 0 0 M34 0 M36 M37 M38 0 0

M41 M42 M43 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

M61 M62 M63 0 0 0 0 0 0 0

M71 M72 M73 0 0 0 0 0 0 0

M81 M82 M83 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0



(A1.3)

where, the blade weighted masses are computed by

Mij = −Mb,1cosΨj , i = 4, 6, j = 1, 2, 3, (A1.4a)

M7j = −Mb,1sinΨj , j = 1, 2, 3, (A1.4b)

M8j = hM4j , j = 1, 2, 3. (A1.4c)

The blade mass weighted by the mode shape is given as Mb,1 =
∫ R

0
µb(r)φb(r)dr .
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Mspar .lumpedmass =



M55 0 0 0 M59 0

0 M66 0 M68 0 M610

0 0 M77 0 M79 0

0 M86 0 M88 0 0

M95 0 M97 0 M99 0

0 M106 0 0 0 M1010


(A1.5)

where, the lumped nacelle mass, rotor mass, and tower mass are taken with respect to
the spar reference point. The matrix elements are given as follows

M55 = Mn + Mn + Mt , (A1.6a)

M66 = Mn + Mn + Mt , (A1.6b)

M77 = Mn + Mn + Mt , (A1.6c)

M88 = Mnac(lm(3) + h)2 + Mnac l
2
m(2) + Mr (lr (3) + h)2+

Mr l
2
r (2) + Mt(h − ht + htc,1) + Inac(1)

, (A1.6d)

M99 = Mnac(lm(3) + h)2 + Mnac l
2
m(1) + Mr (lr (3) + h)2+

Mr l
2
r (1) + Mt(h − ht + htc,1) + Inac(2)

, (A1.6e)

M1010 = Inac(3) + Mr l
2
r (1) + Mr l

2
r (2), (A1.6f)

M68 = −Mnac(lm(3) + h)2 −Mr (lr (3) + h)2 −Mt(h − ht + htc,1), (A1.6g)

M86 = M68, (A1.6h)

M59 = Mnac(lm(3) + h) + Mr (lr (3) + h) + Mt(h − ht + htc,1), (A1.6i)

M95 = M59, (A1.6j)

M610 = Mnac lm(1) + Mr lr (1), (A1.6k)

M106 = M610, (A1.6l)

M79 = −Mnac lm(1)−Mr lr (1), (A1.6m)

M97 = M79, (A1.6n)

where, h = et + dG , et is the elevation of the tower top, dG is the depth of the centre
of spar.
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Added mass coefficient

Mspar .addedmass =



M55 0 0 0 M59 0

0 M66 0 M68 0 0

0 0 0 0 0 0

0 M86 0 M88 0 0

M95 0 0 0 M99 0

0 0 0 0 0 0


(A1.7)

M55 =
N∑
i=1

Cs,a
ρπ

4
dzd2

s (zi), (A1.8a)

M66 =
N∑
i=1

Cs,a
ρπ

4
dzd2

s (zi), (A1.8b)

M59 =
N∑
i=1

Cs,a
ρπ

4
dz(zi − zG )d2

s (zi), (A1.8c)

M95 = M59, (A1.8d)

M68 = −
N∑
i=1

Cs,a
ρπ

4
dz(zi − zG )d2

s (zi), (A1.8e)

M86 = M68, (A1.8f)

M88 =
N∑
i=1

Cs,a
ρπ

4
dz(zi − zG )2d2

s (zi), (A1.8g)

M99 =
N∑
i=1

Cs,a
ρπ

4
dz(zi − zG )2d2

s (zi), (A1.8h)

where, ds(zi) is the diameter of the spar at zi ; dz is the height of the i−th segment
is constant in our study. Note that the heave motions are not considered in the added
mass matrix since the Morison equation does not account for the vertical component.
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The mass matrix is finally given as follows

M =



M11 0 0 M14 0 M16 M17 M18 0 0

0 M22 0 M24 0 M26 M27 M28 0 0

0 0 M33 M34 0 M36 M37 M38 0 0

M41 M42 M43 M44 0 M46 0 M48 0 0

0 0 0 0 M55 0 0 0 M59 0

M61 M62 M63 M64 0 M66 0 M68 0 M610

M71 M72 M73 0 0 0 M77 0 M79 0

M81 M82 M83 M84 0 M86 0 M88 0 0

0 0 0 0 M95 0 M97 0 M99 0

0 0 0 0 0 M106 0 0 0 M1010



(A1.9)

A1.1.2 Generalized damping matrix

The general damping matrix is given by

C =



0 0 0

0 0 0

0 0 0

−2ΩM71 −2ΩM72 −2ΩM73

0 0 0

−2ΩM71 −2ΩM72 −2ΩM73 010×7

2ΩM41 2ΩM42 2ΩM43

2ΩhM71 2ΩhM72 2ΩhM73

0 0 0

0 0 0



(A1.10)
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where, 010×7 denotes a zero matrix of size 10× 7. The time invariant damping matrix
is diagonal with the nonzero components are given in the following expressions by

Ctimeinvariant =



C11 0 0 0 0 0 0 0 0 0

0 C22 0 0 0 0 0 0 0 0

0 0 C33 0 0 0 0 0 0 0

0 0 0 C44 0 0 0 0 0 0

0 0 0 0 C55 0 0 0 0 0

0 0 0 0 0 C66 0 0 0 0

0 0 0 0 0 0 C77 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 C1010



(A1.11)

Cii = Cb, i = 1, 2, 3, (A1.12a)

C44 = Cn + Ct , (A1.12b)

C55 = 1e5, (A1.12c)

C66 = 1e5, (A1.12d)

C77 = 1.3e5, (A1.12e)

C1010 = 1.3e7, (A1.12f)

where, Cb is the blade damping coefficient, Ct is the tower damping coefficient, Cn

is the nacelle damping coefficient, and Cs is the additional damping coefficient of the
spar from additional damping in FAST input file: NRELOffshrBsline5MW-OC3Hywind-
HydroDyn.dat.

The time varying damping matrix is obtained from the unit velocity at the blade and
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the damping forces are generated at the spar as follows

Ctimevarying =



0 0 0

0 0 0

0 0 0

C41 C42 C43

0 0 0

C61 C62 C63 010×7

C71 C72 C73

C81 C82 C83

0 0 0

0 0 0



(A1.13)

where,

Cii = 2ΩMb,1sinΨjΩ, i = 4, 6, j = 1, 2, 3, (A1.14a)

C7j = −2ΩMb,1cosΨjΩ, j = 1, 2, 3, (A1.14b)

C8j = −2hΩMb,1sinΨjΩ, j = 1, 2, 3. (A1.14c)

A1.1.3 Generalized stiffness matrix

It is worth to note that the only non-zero elements in the stiffness matrix correspond
to the tower stiffness, the diagonal elements for the blade mode shape and the blade
related elements. The spar restoring stiffness elements Kii(i = 7, 8, 9, 10) are provide
from the NREL Offshore Baseline 5MW-OC3 Hywind Hydrodynamic model (provided
in NRELOffshrBsline5MW-OC3Hywind-HydroDyn.dat).

The time invariant stiffness matrix is obtained as

Ktimeinvariant =



0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 K44 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 K77 0 0 0

0 0 0 0 0 0 0 K88 0 0

0 0 0 0 0 0 0 0 K99 0

0 0 0 0 0 0 0 0 0 K1010



(A1.15)
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where,

K44 = kt,e , (A1.16a)

K77 = ρwgπd
2
wpa/4, (A1.16b)

K88 = ρwg((hB − hG )Vs + πd4
wpa/64), (A1.16c)

K99 = K88, (A1.16d)

K1010 = 98340000. (A1.16e)

In Eq.A1.16, kt,e is the tower modal stiffness. dwpa, which is the spar diameter at water
plane area, equals to the taper top diameter of the spar. The tower modal stiffness,
kt,e , is given by

kt,e =

∫ ht

0

αt

(
d2φt

d2z

)2

dz . (A1.17)

Similarly, the time-varying stiffness matrix is also obtained with the temporal compo-
nents are illustrated as

Ktimevarying =



K11 0 0 0

0 K22 0 0

0 0 K33 0

K41 K42 K43 0

0 0 0 0 010×6

K61 K62 K63 0

K71 K72 K73 0

K81 K82 K83 0

0 0 0 0

0 0 0 0



, (A1.18)

where,

Kii = kb,e + kb,c − Ω2Mb,e + kbi ,g , i = 1, 2, 3, (A1.19a)

Kij = −Ω2Mij , i = 4, 6, 7, 8, j = 1, 2, 3. (A1.19b)

The term kbi ,g (i = 1, 2, 3) are the blade stiffness arising from gravity with

kb,e = ω2
bMb,e , (A1.20a)

kbi ,g = −gcosΨi

∫ R

0

[∫ R

r

µb(τ)dτ

](
dφb

dr

)2

dr , (A1.20b)

kb,c = Ω2

∫ R

0

[∫ R

r

µb(τ)τdτ

](
dφb

dr

)2

dr , (A1.20c)
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where, kb,e is the blade modal stiffness. The tower distributed bending stiffness is
denoted as αt(zt) and zt is the tower axis upward originating from tower base. The
generalized stiffness coefficients for all the blades are the same because the blades are
assumed to be identical.

Note that the buoyancy force contributes to the hydrostatic restoring stiffness, hence

K =



K11 0 0 0 0 0 0 0 0 0

0 K22 0 0 0 0 0 0 0 0

0 0 K33 0 0 0 0 0 0 0

K41 K42 K43 K44 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

K61 K62 K63 0 0 0 0 0 0 0

K71 K72 K73 0 0 0 K77 0 0 0

K81 K82 K83 0 0 0 0 K88 0 0

0 0 0 0 0 0 0 0 K99 0

0 0 0 0 0 0 0 0 0 K1010



(A1.21)

with K77,K88, and K99 are the element from the adding stiffness matrix.

A1.1.4 Generalized forces

The detail of the general force vector are given as follows

F1 = fw ,1 + fg ,1, (A1.22a)

F2 = fw ,2 + fg ,2, (A1.22b)

F3 = fw ,3 + fg ,3, (A1.22c)

F4 = fw ,4, (A1.22d)

F5 = fw ,5 + fm,5 + fd ,5 + fi ,5, (A1.22e)

F6 = fw ,6 + fm,6 + fd ,6 + fi ,6, (A1.22f)

F7 = fw ,7 + fg ,7 + fm,7 + fb,7 + fi ,7, (A1.22g)

F8 = fw ,8 + fm,8 + fd ,8 + fi ,8, (A1.22h)

F9 = fw ,9 + fg ,9 + fm,9 + fd ,9 + fi ,9, (A1.22i)

F10 = fm,10, (A1.22j)

with fb is equal the spar hydrostatic load.
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A1.1.5 Eigen analysis of the FOWT structure

The solution of equation of motion for natural frequencies and normal modes requires a
special reduced from of the equation of motion. If there is no damping and no applied
loading, the equation of motion in matrix form reduces to

[M]{ü}+ [K ]{u} = 0, (A1.23)

where, [M] is the mass matrix, and [K ] is the stiffness matrix. The above equation
is the equation of motion for undamped free vibration. A harmonic solution of the
form {u} = {φ}sinωt is assumed to solve the quation of motion, in which {φ} is the
eigenvector or mode shape, ω is the circular natural frequency. The harminic form of
the solution physically means that all the degrees of freedom of the vibrating structure
move in a synchoronous manner. The structural configuration does not change its basic
shape during motion but the amplitude.

If differentiation fo the assumed harmonic solution is performed, and substituted into
the equation of motion, the follwoing is obtained

− ω[M]{φ}sinωt + [K ]{φ}sinωt = 0, (A1.24)

which after simplifying becomes

([K ]− ω2[M]){φ} = 0, (A1.25)

thus, non-trivial solution ({φ}) is obtained with

det([K ]− ω2[M]) = 0 (A1.26)

at a set of discrete eigenvalues ω2
i . There is an eigenvector {φi} which satisfies Eq. and

corresponds to each eigenvalue. The i−th eigenvalue ω2
i is related to the i−th natural

frequency as follows:
fi =

ωi

2π
, (A1.27)

hence,
Ti = 1/fi . (A1.28)

Mass and stiffness matrices

The mass matrix of the overall structure and the stiffness matrix are calculated in this
section. It is worth to note that the mass matrix is determined by the real mass of the
spar, nacelle, hub and tower while the stiffness matrix is calculated with respect to the
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hydrostatic stiffness of the spar in heave, roll, pitch, yaw and to the mooring system in
surge and sway directions.

Firstly, the mass matrix is calculated with respect to the center of mass of the system.
The centre of mass of spar is at -89.9155 m. The centre of mass of the whole system
is at (-1.3918E-2, 1.1132E-2, -78.0013). Calculating the mass of the spar with respect
to the centre of the system, we get

Mspar =



m 0 0 0 0 0

0 m 0 0 0

0 0 m 0 0 0

0 0 0 IXX + m ∗ d2 0 0

0 0 0 0 IYY + m ∗ d2 0

0 0 0 0 0 IZZ + m ∗ d2


(A1.29)

whereas, m is the mass of the spar, IXX , IYY , IZZ are moment of inertia about the spar
centre of mass, d = zcentreofmassofsystem − zcentreofmassofspar .

Mass of superstructure is lumped to the centre of mass of the system, which has been
detailed in previous section, Section A1.1.1. Added mass matrix considers the effect of
surrounding water is also given in Section A1.1.1.

To sum up, the overall mass matrix of the system is given as follow

[M]system = [M]spar−structural−mass + [M]spar−added−mass + [M]lumpedmass . (A1.30)

Stiffness matrix is a diagonal matrix which is detailed as follow

[K ]system = [K ]hydrostatic + [K ]mooring , (A1.31)

with

Km =



4.118E4 0 0 0 −2.906E6 0

0 4.118E4 0 2.906E6 0 0

0 0 1.194E4 0 0 0

0 2.906E6 0 3.108E8 0 0

−2.906E6 0 0 0 3.108E8 0

0 0 0 0 0 1.156E7


(A1.32)

We have to consider the impact of the restoring effects of body weight. Hence an
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additional term is added to roll and pitch direction as following

K4,4 = K5,5 =

(
hBVs +

πD2
0

64

)
ρwg −mghG , (A1.33)

with m is mass of spar, hG is the vertical distance from the centre of the system to the
still water level. The hydrostatic stiffness matrix becomes

Kr =



0 0 0 0 0

0 0 0 0 0

0 0 3.335E5 0 0 0

0 0 1.5758E9 0 0

0 0 0 0 1.5758E9 0

0 0 0 0 0 0


(A1.34)

The system stiffness matrix is given by

K =



4.118E4 0 0 0 0

0 4.118E4 0 0 0

0 0 3.335E5 0 0 0

0 0 1.5758E9 0 0

0 0 0 0 1.5758E9 0

0 0 0 0 0 9.834E7


(A1.35)

Natural period of FOWT structure

The natural frequency of the system are listed in reference OC3 report [10]. The FOWT
model natural periods are very close to the published model in reference.

Motion
mode

Natural period
from ref (s)

Natural fre-
quency from ref
(Hz)

Natural period
computed (s)

Natural fre-
quency computed
(Hz)

Surge 125.8 0.0079 124.455 0.0080
Sway 124.9 0.008 124.455 0.0080
Heave 30.9 0.032 30.8978 0.0324
Pitch 30.0 0.033 30.1134 0.0332
Roll 30.0 0.033 30.1134 0.0332
Yaw 8.3 0.12 8.2516 0.1212
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A1.2 Finite element method using MATLAB

The Finite Element Method is a package applied as Matlab toolbox for solving Partial
Differential Equation. The method is widely applicable in various problems from the
structural analysis to the heat transfer problems. The numerical scheme is described
clearly in the book [294] and a selected part is described in the following part including
integral estimation and triangular mesh method. Finally, Matlab code used to compute
the vertical velocity in a half wave length is provided.

A1.2.1 Governing equation

Laplace’s equation is
∇2w = 0 (A1.36)

and the Poisson’s equation is given as

∇2w = g (A1.37)

It can be seen that the Poisson’s equation is more general than the Laplace’s equation,
the solving procedure for Possion’s equation is formulated in the following part.

In two dimensional domain, the Poisson’s equation states

∂2w

∂x2
+
∂2w

∂y 2
= g(x , z) in Ω. (A1.38)

The boundaries conditions are
u = ū on Γe (A1.39)

and
∂u

∂n
= q̄ on Γn (A1.40)

where ū and q̄ represent known variable and flux boundary conditions. n is the normal
vector pointing outward at the boundary. Γe and Γn are the boundaries for essential and
natural boundary conditions. The well-posed problem holds

Γe ∪ Γn = Γ (A1.41)

and
Γe ∩ Γn = ∅, (A1.42)

where ∪ and ∩ are sum and intersecton, respectively. Γ is the total boundary of the
domain Ω.
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The weighted residual of the differential equation and boundary condition is integrated
as

I =

∫
Ω

f

(
∂2w

∂x2
+
∂2w

∂z2
− g(x , y)

)
)dΩ−

∫
Γe

f
∂u

∂n
dΓ. (A1.43)

The weak formulation is introduced by applying integration by part. The objective of
the derivation is to reduce the order of the differentiation within the integral.

The first term of the integration is ∫
Ω

f
∂2w

∂x2
dΩ. (A1.44)

It is rewritten as ∫ z2

z1

(∫ x2

x1

f
∂2f

∂x2
dx

)
dz , (A1.45)

where z1 and z2 are the minimum and the maximum of the domain in z-axis. Integration
by part with respect to x , one obtains

−
∫ z2

z1

∫ x2

x1

∂f

∂x

∂u

∂x
dxdz +

∫ z2

z1

[
f
∂u

∂x

]x2

x1

dz , (A1.46)

rewriting the expression

−
∫

Ω

∂f

∂x

∂u

∂x
dΩ +

∫
Γ2

f
∂u

∂x
nxdΓ−

∫
Γ1

f
∂u

∂x
nxdΓ, (A1.47)

where nx is the x-component of the unit normal vector assumed to be positive in the
outward direction. The two boundary integrals is combined thus

−
∫

Ω

∂f

∂x

∂u

∂x
dΩ +

∮
Γ

f
∂w

∂x
nxdΓ, (A1.48)

where the boundary integral is in the counter-clockwise direction.

Figure A1.1: Computational domain.
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The second term of the integration A1.43 is

−
∫

Ω

∂f

∂z

∂w

∂z
dΩ +

∮
Γ

f
∂w

∂z
nzdΓ. (A1.49)

Adding two terms, Eq.A1.48 and Eq.A1.49, one yields∫
Ω

f

(
∂2w

∂x2
+
∂2w

∂z2

)
dΩ = −

∫
Ω

(
∂f

∂x

∂u

∂x
+
∂f

∂z

∂w

∂z

)
dΩ+

∮
Γ

f

(
∂w

∂x
nx +

∂w

∂z
nz

)
dΓ,

(A1.50)
where

∮
is the line integral around a close boundary. The boundary integral can be

written as
∂w

∂n
=
∂w

∂x
nx +

∂w

∂z
nz (A1.51)

Eq.A1.50 can be rewritten as∫
Ω

f

(
∂2w

∂x2
+
∂2w

∂z2

)
dΩ = −

∫
Ω

(
∂f

∂x

∂u

∂x
+
∂f

∂z

∂w

∂z

)
dΩ +

∮
Γ

f
∂w

∂n
dΓ. (A1.52)

Substituting Eq.A1.52 to Eq.A1.43, the integral becomes

I = −
∫

Ω

(
∂f

∂x

∂u

∂x
+
∂f

∂z

∂w

∂z

)
dΩ−

∫
Ω

fg(x , y)dΩ +

∮
Γ

f
∂w

∂n
dΓ. (A1.53)

The first term is a matrix term. The second and the third term are a vector term. In
physical application, the second term denotes a source or sink within the domain while
the third term represents the flux through the natural boundary.

A1.2.2 Discretization

The domain is discretised using the two-dimensional three nodes triangular element or
linear triangular elements. There is three nodes at the vertices of the triangle. The
variable interpolation within the element is linear in x and z as

w = a1 + a2x + a3z (A1.54)

or

w =
[

1 x z
]a1

a2

a3

 , (A1.55)
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in which ai is the constant to be determined. The interpolation function in Eq.A1.52 is
the nodal variable. Substituting the coordinate of each node, one obtainsw1

w2

w3

 =

1 x1 z1

1 x2 z2

1 x3 z3


a1

a2

a3

 , (A1.56)

where xi and zi are the coordinates of node i while wi is the nodal variable. Therefore,
we find ai bya1

a2

a3

 =
1

2A

x2z3 − x3z2 x3z1 − x1z3 x1z2 − x2z1

z2 − z3 z3 − z1 z1 − z2

x3 − x2 x1 − x3 x2 − x1


w1

w2

w3

 , (A1.57)

where,

A =
1

2
det

1 x1 z1

1 x2 z2

1 x3 z3

 (A1.58)

Magnitude of A is the area of the linear triangular element and its value sign positive as
the element node is numbered counter-clockwise direction and vice versa. The element
nodal sequence must follow the same direction for every element in the discretised
domain.

Figure A1.2: Three nodes triangular element.

Substituting ai back to Eq.A1.52, the nodal variable is given by

u = H1(x , y)u1 + H2(x , y)u2 + H3(x , y)u3, (A1.59)

where, Hi(x , y) is the shape function given as

H1 =
1

2A
[(x2z3 − x3z2) + (z2 − z3) x + (x3 − x2) z ] (A1.60)
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H2 =
1

2A
[(x3z1 − x1z3) + (z3 − z1) x + (x1 − x3) z ] (A1.61)

H3 =
1

2A
[(x1z2 − x2z1) + (z1 − z2) x + (x2 − x1) z ] (A1.62)

The shape function fulfils the conditions

Hi(xj , zj) = δij , (A1.63)

and
3∑

i=1

Hi = 1, (A1.64)

where, δij is the Kronecker delta function, given as follows

δij =

{
1 if i = j

0 if i 6= j

}
(A1.65)

The wave domain is discretized into a number of triangular elements. The curve bound-
ary is approximated by a piecewise linear boundary the finer resolution for closer ap-
proximation of the actual boundary using the linear triangular elements.

Figure A1.3: Two-dimensional domain mesh.
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For a single triangular element, the elements of the matrix is derived as

[K e ] =

∫
Ωe

(
∂f

∂x

∂w

∂x
+
∂f

∂z

∂w

∂z

)
dΩ

=

∫
Ωe



∂H1

∂x
∂H2

∂x
∂H3

∂x

[∂H1

∂x
∂H2

∂x
∂H3

∂x

]
+


∂H1

∂z
∂H2

∂z
∂H3

∂z

[∂H1

∂z
∂H2

∂z
∂H3

∂z

] dΩ

(A1.66)

where, Ωe is the element domain. Substituting the shape function, Eq.A1.63-A1.65,
into the element matrix in Eq.A1.66, one obtains

[K e ] =

k11 k12 k13

k21 k22 k23

k31 k32 k33

 , (A1.67)

where,
k11 =

1

4A
[(x3 − x2)2 + (z2 − z3)2], (A1.68)

k12 =
1

4A
[(x3 − x2)(x1 − x3) + (z2 − z3)(z3 − z1)], (A1.69)

k13 =
1

4A
[(x3 − x2)(x2 − x1) + (z2 − z3)(z1 − z2)], (A1.70)

k21 = k12, (A1.71)

k22 =
1

4A
[(x1 − x3)2 + (z3 − z1)2], (A1.72)

k23 =
1

4A
[(x1 − x3)(x2 − x1) + (z3 − z1)(z1 − z2)], (A1.73)

k31 = k13, (A1.74)

k32 = k23, (A1.75)

k33 =
1

4A
[(x2 − x1)2 + (z1 − z2)2], (A1.76)

The integrand in Eq.A1.66 is constant since ∂Hi

∂x
and ∂Hi

∂z
are constant. The results are

given in Eq.A1.68 to Eq.A1.76.

The second term in Eq.A1.53 is ∮
Ω

f (x , z)Ω. (A1.77)

The computation of this integral over each element yields

∮
Ωe

H1

H2

H3

 f (x , z)Γ. (A1.78)
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Figure A1.4: Triangular domain of one element.

In this thesis, the problem is a value problem. the function g(x , z) = 0 due to the value
of the vertical velocity at boundary.
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