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Summary 

The development and use of clean and renewable modes of power generation is 

essential to address the increasing environmental and health concerns associated with 

fossil fuel consumption. Solid oxide fuel cells (SOFCs) are promising technologies for 

clean and efficient energy generation, as they can directly convert chemical energy into 

electrical power overcoming combustion limitations and utilising a variety of fuels. High 

temperatures are currently required for satisfactory ionic conduction at the electrolyte and 

efficient catalytic activity for the oxygen reduction reaction at the cathode, decreasing the 

lifetime and increasing the device’s cost. Hence, one of the main challenges associated 

with SOFC development is to decrease their operating temperatures to the intermediate 

temperature (IT) range (600-800 °C). Computational modelling is an essential tool in 

developing or improving IT-SOFC components, allowing researchers to predict, 

understand and explain the mechanisms behind experimentally observed properties. This 

thesis focus on the investigation of defect properties of perovskite-based materials and on 

the improvement of their ionic and/or electronic conduction properties, aiming their 

application as IT-SOFC components. 

LaGaO3-based materials have been suggested as suitable electrolytes, as they 

possess high conductivities at lower temperatures when compared to that of currently 

used yttria stabilized zirconia and samarium or gadolinium doped ceria. DFT calculations 

were performed to investigate the potential effects of a range of divalent dopants in the 

ionic conductivity and structure of LaGaO3 aiming to ascertain which dopants are best 

suited for solid electrolyte applications. Quantities such as doping and association 

energies were evaluated, to determine how easily the distinct dopants were accepted into 

the lattice and if there is any tendency of vacancy segregation around them, which could 

be detrimental to ionic transport. Sr(II), Ba(II) and Mg(II) were identified as the most 

suitable dopants, with steric and electronic defects playing a role in how easily these 

cations are accepted into the lattice. The local structural distortion introduced upon 

doping was observed to be an indicator of the tendency of vacancies to be trapped around 

dopants, possibly hindering ionic conductivity.  

The ionic conductivity of Sr and Mg doped LaGaO3 (LSGM) was then examined 

by means of molecular dynamics simulations, as the investigation of the diffusion and 
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dynamics in doped LaGaO3 requires larger simulation cells. An interatomic potential was 

derived from ab initio data, as the currently available force fields are empirically derived 

and lack transferability, and has shown good agreement with experimental structural 

results. The conduction and structural properties of LSGM systems with a range of dopant 

concentrations (between 5 and 50 mol%) were then investigated. The calculated ionic 

conductivity and activation energy values were in good agreement with the available 

experimental data, with a total dopant concentration of around 20 mol% being concluded 

to be optimal. Local structure analysis was carried out to evaluate the tendency of vacancy 

clustering around dopants and vacancy ordering throughout the lattice, and the influence 

of dopant content in such effects. Mg-doping was observed to be more beneficial to ionic 

conduction properties, as vacancies tend to be trapped around Sr cations, deteriorating 

ionic transport. Vacancy ordering occurs independently of dopant identity, more intensely 

in systems with higher dopant content.  

Finally, the defect chemistry of La2NiO4, a layered Ruddlesden-Popper oxide and 

potential cathode material, was investigated. La2NiO4 is a mixed ionic and electronic 

conductor, with A- and B-site doping affecting the material’s transport properties in 

different ways. Usually, a trade-off between ionic and electronic conductivity 

improvements needs to be achieved. Density functional theory calculations were carried 

out to investigate the effects of a range of A- and B-site dopants in the material’s defect 

chemistry and conduction properties. Defect formation energies, transition level diagrams 

and preferable charge compensating mechanisms were investigated under distinct 

chemical environments so the optimal dopants for intermediate temperature cathode 

applications could be determined. The stability of oxygen defects was examined, as the 

Ruddlesden-Popper structure can accommodate both oxygen vacancies and interstitials; 

interstitials were predicted to be the dominant oxygen defect. The introduction of the 

selected A-site dopants is preferably charge compensated by the formation of electron 

holes, and hence could yield p-type electronic conductivity improvements. The calculated 

defect binding energies indicate that A-site dopants should not act as electron hole traps. 

The introduction B-site dopants, on the other hand, is preferably charge compensated with 

the introduction of oxygen interstitials, and hence could result in ionic conductivity 

improvements. Sr(II) and Co(III) were identified as the most suitable dopants for IT-

SOFC applications.  
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Chapter 1   

Introduction 

 

In times of increasing environmental concern, fossil fuels, the current main energy 

source for industrial processes, electricity generation and transport, need to be replaced with 

sustainable and renewable alternatives [1]. Energy generation has been based on the use of 

finite fuel sources since the industrial revolution; the rate of fossil fuel consumption 

increases as the world population and its demand for energy services also does, as a direct 

result of improvements in quality of life and the industrialization of developing countries 

[2]. Considering that fossil fuels reserves are finite and renewable sources are naturally 

replenished in a human timescale, the latter are much more sustainable alternatives to power 

generation. 

Air pollution, climate changes and health problems (such as cardiovascular diseases 

and respiratory illnesses, for example) are inevitably associated with the use of fossil fuels 

and the production of environmentally hazardous gases arising from it. While CO, CO2, NO2, 

SO2 and CH4 are just a few examples of by-products in the combustion of fossil fuels [1,2], 

renewable energy sources can generate power with no or very low emission of air pollutants 

and greenhouse gases. Therefore, the development and use of clean and renewable modes of 

power generation is essential to also address these increasing environmental and health 

concerns [1].  

Despite their environmental benefits, some renewable energy sources such as solar 

and wind power are limited by their variable nature and thus require the use of efficient 

energy storage technologies. Hydro power has geographic limitations and can have 

tremendous impact on the lives of communities that are displaced and on the ecosystems that 

are flooded for the construction of dams. Solid oxide fuel cells (SOFCs), on the other hand, 

are highly efficient energy conversion devices, which can produce electricity anywhere and 

continuously as long as fuel is provided, being a very attractive alternative to fossil-fuel 

based technologies. 

Computational modelling is an essential tool in developing or improving SOFC 

components, allowing researchers to predict, understand and explain the mechanisms behind 

experimentally observed properties. In this thesis, density functional theory and molecular 
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dynamics simulations are performed to investigate, understand and improve the properties 

of SOFC components, aiming to enhance the device’s durability and performance. 

 

1.1 Solid oxide fuel cells  

Solid oxide fuel cells are highly efficient energy conversion devices and can produce 

electrical energy from a variety of fuels. They can directly convert chemical energy into 

electrical power with efficiencies higher than 60% (up to 90% when heat is recovered), as 

the process is not limited by the Carnot cycle [3]. Electricity can be generated from a variety 

of fuels (H2, CO, CH4, other hydrocarbons etc.) [2,3], allowing the SOFC technologies to 

easily adapt to current and future fuel demands. If carbon-based fuels are used, CO2 is an 

inevitable product of power generation. If H2 is the chosen fuel, a viable option in the future 

when problems such as its sustainable production, transportation and storage are overcome, 

water and heat are the only by-products and electricity is generated in an environmentally 

friendly way [2]. These devices consist of two electrodes, cathode and anode, separated by 

a solid-oxide electrolyte, through which ionic transport occurs [4] (Figure 1.1).  

 

Figure 1.1 – Scheme illustrating SOFC operation. Oxygen gas is reduced at the cathode side 

and the resulting oxide ions are transported through the solid electrolyte. Fuel (H2 in this 

case) is provided at the anode side and oxidized. The cathode and anode are electrically 

connected establishing an electron flux outside the cell.  
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At the cathode side, air (O2) is electrochemically reduced to oxide ions (Equation 

1.1), which are then transported through the electrolyte to the anode, to oxidise the fuel 

provided (Equation 1.2). The electrons generated in these redox reactions are transferred 

between the electrodes through an external circuit, generating electricity [5]. 

𝑂2(𝑔) + 4 𝑒− → 2 𝑂2−                                                  (1.1) 

2 𝐻2(𝑔) + 2 𝑂2− → 2 𝐻2𝑂(𝑔) + 4 𝑒−                                      (1.2) 

Cathode materials should present good catalytic activity to the oxygen reduction 

reaction (ORR), which consists of the adsorption and dissociation of O2 molecules, followed 

by the transport of O2- ions through the cathode to the solid electrolyte. These materials can 

be either pure electronic or mixed ionic-electronic conductors (MIEC). If only electronic 

conduction is present, the ORR will occur exclusively at the triple-phase boundary (TPB), 

i.e., the region where cathode, electrolyte and gas meet (Figure 1.2a). MIEC is therefore 

extremely beneficial as the ORR stops being restricted to the TPB and can occur at the 

electrode-air interface, since oxide ions are able to diffuse through the cathode [6,7] (Figure 

1.2b). For both cases, the use of highly porous materials is an advantage, so oxygen gas can 

be efficiently transported throughout the cathode [8].  

 

Figure 1.2 - ORR at (a) the TPB of a pure electronic conducting cathode, and (b) at the 

surface of a mixed ionic-electronic conducting cathode. 

Electrolyte materials, through which ionic transport occurs, must possess high oxide 

ion conductivity and negligible electronic conduction to avoid the short circuit of the cell 

[5]. An ideal solid electrolyte must be stable in both oxidising and reducing environments, 

as it is in direct contact with both electrodes. Anode materials should present good catalytic 

activity for fuel oxidation, along with good electronic conduction. Ideally, the anode should 
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also be porous, with suitable candidates having a minimum of 30% porosity to guarantee 

sufficient catalytic activity [9]. 

In a SOFC, all components are solid and hence should have similar thermal 

expansion coefficients to avoid mechanical fracture due to volume changes. Electrodes and 

electrolyte should also be chemically inert to each other to avoid decomposition and 

formation of secondary phases. These properties must be observed under SOFC operating 

conditions, i.e., over a wide range of oxygen partial pressures (10-21 to 1 atm) and 

temperatures (673-1273 K) [10]. High temperatures (1073-1273 K) are currently required 

for satisfactory ionic conduction in the electrolyte and efficient catalytic activity to the ORR 

on the cathode [10,11], increasing the cost, since expensive materials are required as 

components, and decreasing the life-time of the device due to its fast degradation [12–14]. 

Therefore, one of the main challenges in SOFC design is to decrease the operating 

temperatures through the optimization or development of electrolyte and electrode materials 

with satisfactory conduction and catalytic properties in the intermediate temperature (IT) 

range (673 to 1073 K) [15,16].  

 

1.2 Solid oxide electrolysis cells 

Solid oxide electrolysis cells (SOECs) operate reversibly to SOFCs, converting 

electricity into chemical energy [17,18]. Steam (H2O) provided at the cathode side is 

electrolysed to H2 and O2- (Equation 1.3). Hydrogen, a clean fuel, can act as energy carrier, 

while oxide ions can travel through the electrolyte and reach the anode, to be oxidised to air 

(Equation 1.4). While in SOFCs cathode and anode are the oxygen and fuel electrodes, 

respectively, in SOECs fuel is supplied at the cathode side, while oxygen is produced at the 

anode side. 

2 𝐻2𝑂(𝑔) + 4 𝑒− → 2 𝐻2(𝑔) + 2 𝑂2−                                       (1.3) 

2 𝑂2− → 𝑂2(𝑔) + 4𝑒−                                                     (1.4) 

Ideally, SOFC and SOEC technologies would be coupled in solid oxide reversible 

cells (SORCs), devices which can act as both fuel cell and electrolyser [19], being able to 

convert chemical energy (fuel) into electricity and vice-versa. SORCs could be integrated 
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with other (intermittent) renewable technologies, to store their produced energy as H2 and 

convert it back to electricity when required [19,20]. The main problem associated with 

SORCs is developing suitable materials that can act as both fuel and oxygen electrodes under 

the two operation modes. Still, electrolyte materials would have the same function in SOFC 

and SOECs, i.e., to efficiently transport oxide-ions between the electrodes. Hence, any 

developments in electrolyte materials aiming SOFC applications would also apply to 

SORCs. 

 

1.3 Mechanisms for oxide ion diffusion  

Ionic diffusion is the movement of ions away from their equilibrium lattice positions.  

Oxide ion diffusion, a central theme in this thesis, is a fundamental mechanism in SOFC 

operation and the main barrier to decreasing operation temperatures to the IT range. This 

section discusses three different mechanisms for oxide ion transport – the vacancy, 

interstitial, and interstitialcy mechanisms – commonly observed in electrolyte and cathode 

materials. The mechanism through which ionic diffusion occur will depend on the material’s 

structure and composition (e.g. oxygen stoichiometry and which type of point defects are 

present within the lattice) [21].  

For oxygen deficient materials possessing intrinsic or extrinsic mobile oxygen 

vacancies, ionic diffusion generally occurs via a vacancy mechanism, in which oxide ions 

jump to a neighbouring vacancy, leaving another vacancy behind, as depicted in Figure 1.3a. 

This mechanism is thermally activated and the high temperatures currently needed for SOFC 

operation are partly due to the high energy barriers for oxide ion hopping. Temperatures 

above 873 K are necessary for satisfactory ionic conduction (σ > 0.01 S cm-1) [21].  

Oxygen transport via a vacancy mechanism can be improved through aliovalent 

doping, which can add extrinsic vacancies to a system as a charge compensation mechanism. 

The ionic conductivity will increase with vacancy concentration up to a limit, after which 

long-range vacancy ordering or vacancy trapping around dopants will occur, hindering their 

mobility and significantly increasing the activation energy of oxide ion diffusion. Vacancy 

ordering also occurs at low temperatures [22], and hence is another reason for the high 

temperatures needed during SOFC operation. The vacancy mechanism is commonly 
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observed in fluorite- and perovskite-structured materials, which will be discussed in the 

following sections. 

 

 

Figure 1.3 – (a) Vacancy, (b) interstitial and (c) interstitialcy oxide ion diffusion mechanisms  

 

In chemical systems possessing excess oxygen, oxide ion diffusion can occur via the 

interstitial or the interstitialcy mechanisms. In the interstitial mechanism, interstitial oxide 

ions will jump to a neighbouring interstitial site, without permanently displacing any other 

ionic species from their lattice sites (Figure 1.3b) [21]. In the interstitialcy mechanism, the 

interstitial oxygen will displace a lattice oxygen from its site, which will then move to a 

neighbouring interstitial site (Figure 1.3c) [21]. These mechanisms are commonly observed 

in Ruddlesden-Popper oxides (Section 1.5.2), which can easily accommodate over-

stoichiometric oxygen in interstitial sites due to their layered structure. 

Fluorite- and perovskite-structured materials can be excellent pure oxide ion 

conductors or mixed ionic and electronic conductors, and hence are commonly used as 

electrolyte and cathode materials in SOFCs. Sections 1.4 and 1.5 will discuss their main 

structural properties, which allow their use as SOFC components.  

 



Chapter 1: Introduction  7 
 
 

 
 

1.4 Fluorite-structured materials 

Fluorite-structured oxides have general formula AO2, with A being a large tetravalent 

cation, such as Zr4+ or Ce4+ [23]. Zirconia, however, is too small to sustain the cubic fluorite 

structure at low temperatures, which can be stabilized via doping with larger species. The 

fluorite structure consists of oxygen atoms arranged in a cubic lattice, tetrahedrally 

coordinated to the cations, which assume a face-centred cubic arrangement (Figure 1.4) [16].  

 

Figure 1.4 – The cubic fluorite structure, with general formula AO2 and Fm-3m cubic space 

group. Blue and red spheres represent A4+ and O2- ions. 

 

Ionic diffusion in fluorite-structured materials occurs via a vacancy mechanism; 

oxygen vacancies are positioned in energetically equivalent lattice sites, decreasing the 

energy barrier for oxide ion transport. In less symmetric phases, ionic diffusion is hindered 

by the presence of energetically different oxygen sites; the energy difference might too high 

to overcome, resulting in the trapping of oxygen vacancies in lower energy sites [23].  

Extrinsic vacancies can be introduced to the fluorite-structured materials via 

aliovalent doping, with dopant concentrations as high as 40% being accommodated due to 

the structure’s openness and high tolerance [23]. However, lattice distortions arising from 

doping cause deviations from the cubic symmetry, which can hinder ionic conductivity. 

Dopants with an optimal size, the so-called critical radius (rc), have higher solubility into the 

lattice and yield the highest improvements to ionic conduction properties, as they introduce 

the least amount of structural distortion. For ZrO2 and CeO2, the rc for trivalent ions was 

determined as 0.95 Å and 1.04 Å, respectively [24,25]. Accordingly, the best ionic 

conductivity improvements are observed for scandia- and yttria-stabilized zirconia (ScSZ 
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and YSZ), with the ionic radii of 8-coordinated Sc3+ and Y3+ being 0.87 Å and 1.019 Å [26], 

respectively, and gadolinium or samarium doped ceria (GDC and SDC), with the ionic radii 

of Gd3+ and Sm3+ being 1.053 Å and 1.079 Å [26], respectively. YSZ, GDC and SDC are 

the commercially used SOFC electrolytes and will be discussed in more detail in Section 

1.6.1. 

 

1.5 Perovskite-based materials 

Perovskite-structured materials are described by the general ABX3 formula; A-site 

cations are 12-coordinated and larger in size, while B-site cations are 6-coordinated and 

possess smaller ionic radii. The perovskite structure (Figure 1.5) consists of B-site ions 

located in the middle of corner-sharing BX6 octahedra, which in turn surround A-site cations 

(the A-site is in the centre of a cube formed by eight corner-sharing octahedra) [16]. X is 

usually oxygen or fluorine; still, perovskite chlorides, bromides, hydrides and sulphides have 

been reported [27]. X anions have a coordination number of 6, being 4- and 2-coordinated 

to A and B, respectively. A and B have a combined charge of +6, allowing a variety ionic 

charge combinations to exist, such as A1+ and B5+, A2+ and B4+ or A3+ and B3+. Therefore, 

most metallic elements can be accommodated within the perovskite lattice, resulting in a 

range of compositions and structures, which leads to a variety of dielectric, magnetic, electric 

and optical properties [16,27].  

 

Figure 1.5 – Ideal cubic perovskite structure, with space group Pm3m. Grey, purple and red 

spheres represent A, B and O ions. 
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 Perovskites oxides (ABO3) are generally used as SOFC components [16] due to their 

high structural stability and oxygen transport properties. These ceramics are more flexible 

to doping than other systems due to the existence of two host sites and to their balanced 

geometrical array of atoms, which allows deviation of its stoichiometric composition to a 

considerable extent without the loss of the original perovskite structure [16,28]. If the host 

cations are substituted with lower valence species, oxygen vacancies can be generated as a 

charge compensating mechanism to preserve electroneutrality [29], leading to oxide-ion 

diffusion through the lattice. Electronic conduction can also be improved through aliovalent 

doping due to an increase in the number of charge carriers as a result of an electronic charge 

compensation mechanism [30]. Changes in the ratio between the ionic radii of A and B 

cations lead to structural distortions, lowering the ideal cubic symmetry to hexagonal or 

orthorhombic, which can originate ferromagnetic and ferroelectric properties [16,27]. Most 

deviations from the ideal perovskite structure are due to the tilting of the BX6 octahedra, 

commonly observed for smaller A-site cations [27]. Other possible causes for structural 

distortions are related to electronic instabilities of the B-site cation, such as Jahn-Teller 

distortion of the BX6 octahedral structure (observed in KCuF3, for example) or the 

ferroelectric displacement of the B cation within the octahedron, as seen in BaTiO3 [27].  

 

1.5.1 The Goldschmidt tolerance factor 

The stability of perovskites and deviations from the cubic symmetry can be predicted 

and evaluated from the Goldschmidt tolerance factor (𝑡), given in Equation 1.5, where 𝑟𝑖 is 

the ionic radii of species i. Goldschmidt [31] suggested that in the ideal cubic perovskite 

structure, the ratio between the A-O and B-O bond lengths should be √2 : 1.  If the bond 

length is assumed to be a sum of the ionic radii of the bonded species, a 𝑡 value of 1 is 

obtained for the ideal cubic lattice [32].  

𝑡 =
𝑟𝐴 + 𝑟𝑂

√2(𝑟𝐵 + 𝑟𝑂)
                                                          (1.5) 

Perovskite-structured compounds can possess 𝑡 values between 0.89 and 1.10. Even 

though by definition the ideal cubic structure has 𝑡 = 1, compounds with 0.89 < 𝑡 < 1.01 can 

still be in the cubic phase (e.g. SrTiO3, with 𝑡 = 1.002). For 𝑡 > 1, there is usually an increased 
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stability of the hexagonal (e.g. BaMnO3, with 𝑡 =1.075) and tetragonal (BaTiO3, with 𝑡 = 

1.062) symmetries, due to the bigger size of A-site cations (or to the smaller size of the B-

site species). For smaller 𝑡 values (≈ 0.9), the BO6 octahedra are tilted, resulting in 

orthorhombic or rhombohedral symmetries. The tilting of the octahedra, also known as 

GdFeO3-type distortion, is observed in a number of compounds (e.g. GdFeO3, with 𝑡 = 0.909, 

and YFeO3, with 𝑡 = 0.897) [32]. Oxides with 𝑡 < 0.89 usually crystallize in the ilmenite 

structure, possessing the same ABO3 composition, but with similar-sized A and B-site 

cations, which both occupy octahedral sites [16].  

The tolerance factor can be a useful indicator of the stability of perovskite-structured 

compounds and can be used to roughly predict the material’s structure; however, many 

examples deviate from its predictions (e.g. LaGaO3 is orthorhombic at room temperature and 

has 𝑡 = 0.966). Other factors, such as the presence of intrinsic or extrinsic vacancies, for 

example, can change the expected symmetry due to the incompleteness of the octahedra. 

Furthermore, the nature of the cations, such as their preferable coordination number, 

electronic structure and chemical environment, also plays an important role, in both 

structural and transport properties.  

Similarly to fluorite-structured oxides, ionic transport in perovskites is also related 

to lattice stress, with a higher degree of distortions hindering diffusion. In the ideal (stress-

free) cubic perovskite structure, A-site cations possess the same size as oxide ions (1.40 Å). 

Thus, La3+- (1.36 Å) and Sr2+-containing (1.44 Å) perovskites have the highest oxide-ion 

conductivities among perovskite compounds. Similarly, B-site cations also have an ideal size 

(0.58 Å), which perfectly “fits” within the octahedral hole and hence decreases lattice 

stresses; Ti4+ (0.605 Å)  and Ga3+ (0.62 Å) closely match this radius [23]. Besides steric 

factors, electronic effects also influence conduction properties; as previously mentioned, the 

Jahn-Teller effect and ferroelectric displacements can induce lattice distortions. 

Furthermore, the charge of B-site cations also plays a role; the interaction between Bn+ and 

O2- is expected to increase with n, hindering oxide ion conduction. As a result, A3+B3+O2-
3 

perovskites would possess higher conductivities than A2+B4+O2-
3, which in turn would 

present higher conductivities than A
1+B5+O2-

3 [23]. 
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1.5.2 Ruddlesden-Popper oxides 

The Ruddlesden-Popper (RP) series of layered oxides are perovskite-related 

materials with anisotropic lattices leading to interesting oxygen diffusion and 

superconducting properties. Their general formula is An+1BnO3n+1, with the first members of 

the series (n = 1) possessing K2NiF4-type structures (Figure 1.6). These oxides consist 

perovskite (ABO3) and rock salt (AO) layers, intercalated along the c-axis, resulting in strong 

anisotropic properties. Their structure can accommodate a wide range of oxygen 

stoichiometries (δ), with extrinsic oxide ions being accommodated in interstitial sites. 

Oxygen deficiency, on the other hand, results in oxygen vacancies. Diffusion occurs via the 

interstitial sites, in contrast to the vacancy mechanism predominantly observed in 

perovskites [16]. Even though the K2NiF4 structure is tetragonal, RP oxides usually present 

orthorhombic distortion to alleviate stresses arising from the intercalation of layers and 

oxygen excess [33]. The most extensively studied members of the first series are La2CuO4+δ 

and La2NiO4+δ [34–43], with other lanthanide-based nickelates also having attracted interest 

for energy applications, such as Pr2NiO4+δ and Nd2NiO4+δ [44–49]. 

 

Figure 1.6 – K2NiF4-type structure (tetragonal symmetry with space group I4/mmm), adopted 

by the first members of the Ruddlesden-Popper series (n = 1), with general formula 

An+1BnO3n+1. Blue, grey and red spheres represent A, B and oxygen ions. 
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1.6 SOFC components  

SOFC research focuses on optimising the conduction and catalytic properties of the 

current high-temperature components, or on the development of new materials, which can 

potentially lower operating temperatures to the IT range. The combination of first principle 

calculations and molecular dynamics (MD) simulations can provide an accurate and 

complete description of the chemical systems being investigated — from their electronic 

structure and related properties to the thermodynamic and kinetics behind catalytic reactions 

or diffusion processes. Computational modelling is, therefore, a fundamental asset in the 

development or improvement of SOFC components. The following sections will review the 

recent literature (experimental and theoretical) investigating current and potential SOFC 

components, focusing on the computational modelling of these materials.  

 

1.6.1 Electrolyte materials  

Fluorite-structured zirconia-based ceramics, especially yttria- (YSZ) and scandia-

stabilized zirconia (ScSZ) present excellent ionic conductivities at high temperatures and 

negligible electronic conduction. Optimized compositions with 8 mol% [50–53] Sc2O3 or 

Y2O3 present the highest conductivity values at 1273 K, with ScSZ having ionic conductivity 

more than two times higher than that of YSZ. ScSZ also has satisfactory ionic conduction at 

lower temperatures (1073 K) [54], but problems regarding its low availability, high cost and 

poor stability impair its use. As a result, YSZ is the most widely used high-temperature 

SOFC electrolyte, with theoretical investigations still being done to further optimise its 

conduction properties at lower temperatures. MD simulations suggest that heterolayered 

YSZ/ScSZ show enhanced ionic conductivity when compared to heterogeneously doped 

YScSZ. This is mainly due to the introduction of in-plane biaxial strain [51] although the 

conductivities are still lower than those of YSZ or ScSZ. Regardless, heterointerface 

engineering could still be an interesting alternative to improve conduction properties. 

Reactive force field potential (ReaxFF) [55] MD simulations showed that Fe2O3-doping can 

significantly improve the ionic conductivity of YSZ in the 773-1073 K range, and it is better 

than BaO-, CuO-, ZnO- or MgO-doping. Maximum ionic conductivity was predicted to be 

achieved with a 4 mol% Fe2O3 concentration [56,57].  
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Core-shell structures composed of YSZ cores and carbonate shells present good ionic 

conductivities at IT (773-873 K) and possess multi-ionic nature, meaning that besides oxide-

ion conduction, the diffusion of intrinsic (Li+ and CO3
2-) or extrinsic (H+) species can also 

occur. PBE0 [58,59] calculations indicate that the presence of a space-charge layer at the 

interface appears to be a key element in these materials, facilitating defect formation and 

migration of Li+ as well as extrinsic O atoms [60]. The energy barrier for H+ migration is 

also lowered at the interface, since the formation of proton species is favoured in this region, 

due to their interaction with O atoms in the YSZ surface.  

Ceria doped with trivalent cations, mainly Sm3+ (SDC) and Gd3+ (GDC), present 

ionic conductivities comparable to that of YSZ (0.1 S cm-1) but at lower temperatures 

[2,15,61,62] (1073 K), being one of the main alternatives for its substitution. However, 

CeO2-based systems are not purely ionic conductors – the reduction of CeO2 as a result of 

the formation of intrinsic vacancies can generate unwanted electronic conduction due to the 

presence of Ce(III) ions [63,64], impairing cell performance as a result of electronic leakage 

[2,15,16,64]. From PBE+U calculations, Gd3+ (GDC), Sm3+ (SDC), Nd3+ and Pr3+ were 

predicted to be the best dopant options, with low doping energies, defect association energies 

and do not facilitate reduction. For Sm3+, Nd3+, Pr3+ and La3+ doping, the reduction energy 

is considerably higher than that of pure CeO2, suggesting that reduction would be unlikely 

in the presence of these cations. Yb3+, Tm3+, Er3+, Ho3+, Dy3+ and Tb3+ are also suggested as 

dopants, for the same reasons but to a lesser extent [64]. Kinetic Monte Carlo simulations 

suggest the ionic conductivity to be linearly dependent on the dopant ionic radii, indicating 

that lattice distortions are closely related to oxide-ion conduction [65]. Maximum values 

were obtained for Sm3+ doping. 

PBE calculations suggest that the application of biaxial tensile strain increases the 

lattice spacing in CeO2 and reduces the oxide-ion migration barrier by up to 9%; local lattice 

strain can also promote changes in the local volume, allowing co-doping with bigger cations, 

which can further reduce the migration barrier (down by 26% for La3+ co-doping) [66]. 

However, even though such strain can improve oxide ion conduction, large cations can also 

increase defect association [64] and hence be detrimental to the ionic conductivity.  

LaGaO3-based materials possess high oxide-ion conductivity in lower temperatures 

(973-1073 K) [23,67–69] when compared to traditional fluorite-structured materials, with 

negligible electronic conduction and good chemical stability over a wide range of oxygen 
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partial pressures (10-20 to 1 atm) [68]. LSGM, a LaGaO3-based electrolyte doped with Sr2+ 

(La-site) and Mg2+ (Ga-site), is a pure ionic conductor in the IT range; previous studies are 

in agreement that optimized compositions of LSGM can present ionic conductivity in the 

0.11-0.17 S cm-1 range at 1073 K [2,70–74], higher than those observed for ceramics with a 

fluorite-type structure in the IT range. Islam et al. [75] used interatomic potentials to 

calculate the binding energies between dopants and vacancies in LaGaO3 and determined 

that Ga-site dopants (Mg2+, Co2+, Ni2+ and Cu2+) present considerably higher binding 

energies than La-site dopants (Sr2+ and Ca2+), indicating that charge-compensating vacancies 

would tend to be trapped around Ga-site dopants. Defect interaction can therefore directly 

influence ionic conductivity and hence the suitability of a material as solid-oxide electrolyte.  

 

1.6.2 Cathode materials  

Perovskites oxides and related materials are generally chosen as cathodes [16] due 

to the variety of elements that can occupy the A and B sites as hosts or dopants, and the 

resulting wide range of properties. LaMnO3-based perovskites present good electronic 

conductivity, chemical stability and catalytic activity for the ORR, with Sr-doped LaMnO3 

(LSM) being the most commonly used high temperature SOFC cathode [76]. However, its 

negligible ionic conductivity impairs its use in the IT range. Modelling LaMnO3 is a 

challenge; both Jahn-Teller and GdFeO3-type distortion of the [MnO6] octahedra play a role 

in this perovskite’s structure, and Mn3+ partially filled d-shell leads to the self-interaction 

error (SIE). Accordingly, a range of functionals (PBE [77], PBE+U, PBEsol [78], 

PBEsol+U, B3LYP, HSE [79], B3LYP [80] and HSE06 calculations [7,81–85]) have been 

used in simulations, with PBEsol+U (U(Mn 3d) = 4.5 eV and U(O 2p) = 5.5 eV using the Dudarev 

approach [86]) providing the best description of the structural and electronic properties of 

the orthorhombic perovskite [76].  

Surface calculations indicate that the stability of LaMnO3 surfaces increases in the 

order (010) < (100) < (111) < (110) < (101) < (011) < (001) [7,8,87], with low coordination 

around surface La/Mn atoms resulting in higher surface energies and greater reactivity. 

Oxygen vacancy formation energy was lower at the surfaces [7,8], which results in 

segregation. Sr doping has been shown to enhance this segregation [8] which can be of 

benefit to the ORR. PBE calculations investigating chromium poisoning from the LaCrO3 
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interconnect suggest that the (La,Sr)O-terminated (001) surface [88] is particularly 

vulnerable when compared to the MnO2-terminated one, although the lack of a self-

interaction correction (SIC) method in these calculations call the obtained results into 

question. 

La0.6Sr0.4Co0.2Fe0.8O3-δ (LSCF) is a MIEC used as cathode in IT-SOFCs, possessing 

power densities similar to that of LSM, but at operating temperatures 100 K lower [89,90]. 

PBE+U calculations of LaFeO3 predict Sr2+
, Ca2+ and Mn2+ (A-site) and Co2+, Fe2+ and Mn2+ 

(B-site) to be the best dopants. These defects present low solution energies, vacancy 

compensation at oxygen poor conditions and no preference at oxygen rich conditions. B-site 

dopants present higher binding energies to oxygen vacancies which could result in defect 

clustering [91]. However, the relationship between the unspecified oxygen poor and rich 

conditions and experiment is unclear.  

Sr surface segregation is observed in LSCF under SOFC operating conditions with 

contradictory effects having been reported [92–95]; both performance degradation and 

improvement have been attributed to the formation of Sr-O compounds (SrO, Sr(OH)2 and 

SrCO3). DFT calculations suggest that the presence of SrCO3 nanoparticles enhances O2 

adsorption and dissociation [96]. However, since carbonate formation under CO2-containing 

atmospheres degrades performance [97], SrCO3 might not be the best candidate to exemplify 

the Sr surface segregation phenomenon.  

The spin state in Co-based systems has been shown to impact vacancy formation at 

the surface with DFT calculations favouring the creation of these defects in the 2nd (Co3+ 

high spin) and 3rd layers (low spin) of the LaO-terminated (001) surface, preventing their 

interaction with O2 [98]. DFT phonon calculations also suggest that transition metal doping 

(LaCo0.5A0.5O3, A = Fe, Ni) can be used as strategy to decrease the TEC increasing the 

compatibility of the cathode with electrolytes such as YSZ and GDC [99]. However, a SIC 

was not included in these calculations, calling the results into question. 

PBE+U calculations examining the minimization of the elastic energy of the A-site 

dopants suggest that replacing Sr (1.44 Å [26]) with Ca (1.34 Å [26]) should suppress dopant 

segregation. Larger fractional free volumes are suggested to result in smaller elastic energies 

[100], which may be extended to other perovskite oxides. However, other factors such as 

steric effects due to size mismatch, charging compensating mechanisms, defect-defect 
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interactions, SOFC operating temperatures and partial pressures should have also be taken 

into consideration.  

Ln2NiO4+δ (Ln = La3+, Pr3+, Nd3+) Ruddlesden-Popper oxides have attracted interest 

as cathode materials for IT-SOFCs due to their mixed ionic and electronic conductivity, good 

reactivity with oxygen and compatibility with commonly used electrolyte materials [6]. 

Their p-type electronic conductivity can be associated with nickel’s mixed valence and 

occurs via a polaron hopping mechanism. La2NiO4+δ phases present conductivity of ≈100 S 

cm-1 at 1073 K under high oxygen partial pressures. Furthermore, at lower p(O2) values, 

their electronic conductivities decrease much slower than what is observed in traditional 

perovskite oxides [101]. The ability of these RP oxides to accommodate oxygen interstitial 

ions can lead to an improvement in the ionic conductivity compared to some perovskite 

materials, which could be beneficial to the ORR. MD simulations suggest that the oxide-ion 

transport in tetragonal La2NiO4+δ occurs via an interstitialcy mechanism and is highly 

anisotropic, occurring predominantly along the a-b plane. Furthermore, it was observed that 

oxygen excess did not significantly change the activation energy of oxide-ion diffusion, 

which remained at approximately 0.51 eV [102]. 

A-site doping (A = Ca, Sr, Ba) in Ln2NiO4 increases electrical conductivity due to 

the increased number of charge carriers [103–105]. In Pr2-xSrxNiO4+δ the highest 

conductivity (≈120 S cm-1 in the 773-1173 K range) is obtained for samples with x = 0.5, the 

ones to possess the highest [Ni3+]/[Ni2+] ratio and thus the highest average Ni oxidation state 

(≈2.5+) [106]. However, a decrease in interstitial oxygen content (δ) occurs with the increase 

in dopant concentration, hindering oxygen mobility and hence the ionic conductivity – the 

highest values are observed for undoped Ln2NiO4+δ samples [103–105,107].  

B-site doping has distinct effects in the material’s properties; cobalt substitution can 

increase oxygen content and enhance both the oxygen diffusion and exchange coefficients 

in La2NiO4 [108]. Cu-doping led to an increase in electrical conductivity and a decrease in 

polarization resistance [108,109]. Cu-doped Pr2NiO4 possess higher electrical conductivity 

than Mg-, Zn- or Fe-substituted samples [109], as the Ni/Cu-O bond length in the ab plane 

is shortened, resulting in lattice contraction and hence facilitating polaron hopping from Ni3+ 

to Ni2+/Cu2+ [110]. Lattice expansion along the c direction is observed under Cu-doping and 

facilitates interstitial O2- diffusion to nearby sites, especially in the rocksalt layer via an 

interstitialcy mechanism, increasing ionic conductivity [110]. Iron doping, on the other hand, 
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can be detrimental to the electronic conductivity. Fe3+ is more stable than Ni3+, and hence 

Fe-doped samples have a smaller amount of trivalent Ni when compared to other dopants 

[111]. Therefore, the stability of the trivalent cation with respect to its divalent form also 

plays a role in the conduction properties. 

 

1.6.3 Anode materials 

Ni-based electrodes are the most widely used anodes in SOFCs – a Ni/YSZ electrode 

is paired with YSZ electrolytes, while Ni-doped CeO2 is used with ceria-based electrolytes. 

Even though Ni-systems present excellent catalytic properties for H2 (fuel) dissociation, 

good electronic conductivity and low cost, problems such as low stability towards impurities 

present in the fuel, and low coking resistance [52] still need to be overcome. PBE 

calculations investigating sulphur poisoning of the Ni catalyst suggest that Rh, Pd, Ag, Pt 

and especially Au-doping can weaken the metal/adsorbate interaction, decreasing the 

adsorption strength of HS, H and S species (products of H2S dissociation) on the M/Ni (111) 

surface and supressing the H2S decomposition [112]. PBE also suggests that the presence of 

adsorbed OH lowers the energy barrier for the oxidation of sulphur by O atoms on the surface 

[113]. 

Anodes can also suffer from carbon deposition, which can lead to cell fracture due 

to volume changes [114]. MD simulations show that carbon atoms formed on the Ni (100) 

surface when methane is used as fuel can diffuse into the bulk, with the resulting lattice 

distortion causing volume changes and crystal fracture, impairing SOFC performance [115]. 

PBE calculations indicate that an oxygen-containing reaction media can prevent carbon 

deposition by converting CH (an intermediate of the CH4 decomposition) to CO2. This 

process can be favoured at the TPB due to the presence of oxide ions from the electrolyte, 

but coke formation away from this region can be an issue. A possible solution is to increase 

the concentration of oxy species on the Ni surface away from the TPB [116]. PBE 

calculations also suggest that carbon adsorption is disfavoured when Ni is alloyed with Fe, 

indicating a higher tolerance to carbon deposition. In addition, high H and O binding 

energies are calculated for the Ni/Fe surface, suggesting excellent catalytic performance 

[117].  
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1.7 Thesis Aims and Outline 

SOFCs are attractive alternatives to fossil fuel-based technologies due to their high 

efficiency and fuel flexibility. The main issue is the fact that high temperatures (above 1073 

K) are necessary for the satisfactory ionic transport in the electrolyte and catalytic activity 

to the ORR in the cathode, increasing the cost and decreasing the lifetime of these devices. 

Over the past few years, DFT (mainly PBE+U) and MD methods have been the preferred 

approaches to investigate and understand the properties of SOFC components, aiming to 

decrease SOFC operation temperature to the IT range (673 to 1073 K). Traditional materials 

continue to receive most of the attention – computational modelling has been used to further 

improve their properties and enhance SOFC durability and performance.  

The research presented in this thesis aims to aid in the development of suitable 

electrolyte and cathode materials to IT-SOFCs, by investigating how conduction properties 

can be improved via aliovalent doping. The main objective is to determine which dopants 

yield the best ionic and/or electronic conductivity improvements in LaGaO3 and La2NiO4, 

potential electrolyte and cathode materials, respectively, and investigate the reasons and 

mechanisms behind such improvements. This thesis aims to address the lack of 

comprehensive literature studies on these materials, by systematically investigating a range 

of dopants and hence obtaining consistent results. Furthermore, existing theoretical work 

does not take different chemical environments into consideration; hence their comparison to 

experiment can be called into question.   

The principles behind the operation of SOFCs, the mechanisms of oxygen transport, 

and previous studies investigating materials used as SOFCs components have been presented 

in Chapter 1. In Chapter 2, the theoretical framework behind the computational methods 

used in this thesis are described, such as basic quantum chemistry principles, Hartree-Fock 

theory, density functional theory and interatomic potential methods. Chapter 3 outlines how 

these methods were implemented to calculate and investigate the structural, electronic and 

transport properties of the materials of interest.   

In Chapter 4, DFT calculations are performed to investigate the effects of divalent 

metals (Mg, Zn, Co, Fe, Sn, Ni, Mn, Pt, Pd, Ca, Sr, Pb and Ba) as dopants in LaGaO3 and 

understand their influence in the defect chemistry and ionic conductivity of the perovskite, 

aiming SOFC electrolyte applications. The lowest energy structure for each doped system 

was determined in order to investigate key features that affect the ionic conductivity of the 
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perovskite – the doping energy, the preferable dopant position (La or Ga site) and the 

association energy between vacancies and dopants – as a function of dopant identity and 

chemical environment, aiming to determine which dopants are the most beneficial to 

improve the ionic conductivity of LaGaO3-based perovskites and to understand which aspect 

has the ultimate influence in the ionic transport properties of the perovskite considering IT-

SOFC applications.  

Previous molecular mechanics studies on LaGaO3 are based on empirically derived 

force fields, which are often composed of parameters extracted from different sources. As a 

result, such force fields are non-transferrable and do not satisfactorily describe the system’s 

behaviour in different conditions and thermodynamics states. Chapter 5 outlines the 

theoretical parametrization and validation of an accurate and transferrable DIPole 

Polarizable Ion Model (DIPPIM) interatomic potential, in order to investigate the ionic 

conductivity, the activation energies for oxide ion diffusion and changes in the local structure 

of Sr- (La1-xSrxGaO3-δ), Mg- (LaGa1-yMgyO3-δ) and co-doped (La1-xSrxGa1-yMgyO3-δ) 

lanthanum gallate systems by means of molecular dynamics simulations. In Chapter 6, the 

structural, electronic and defect properties of La2NiO4, a potential IT-SOFC cathode, are 

investigated by means of DFT+U and hybrid DFT (HSE06) calculations, aiming to improve 

its mixed ionic and electronic conductivity. The potential effects of aliovalent doping in 

La2NiO4 A- and B- sites (A = Ca(II), Sr(II), Ba(II) and B = Mn(III), Fe(III) and Co(III)) on 

the ionic and electronic conductivity will be analysed, by investigating properties such as 

the formation energies of defects, their thermodynamic transition levels, and their preferable 

charge compensation mechanism, considering both ionic (formation of oxygen vacancies or 

interstitials) and electronic (localisation of electrons or holes at Ni ions) compensation. This 

will allow us to identify which dopants can improve the performance of the La2NiO4-based 

cathodes and fundamentally understand the mechanisms through which such improvements 

occur. Finally, Chapter 7 outlines the conclusions and summarizes all the work presented in 

this thesis, besides discussing future work to be carried out. 
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Chapter 2 

Theoretical Background  

 

2.1 Introduction 

Computational modelling is an essential tool to gain insight and rationalize 

experimentally observed properties, or to predict the behaviour of materials which are 

challenging to be synthesised or have not been discovered yet. The choice of a suitable 

computational method depends on the level of accuracy required for calculations and on 

which chemical and physical properties are of interest. 

Quantum mechanics describes the behaviour of microscopic systems, composed of 

electrons or other subatomic particles that have both particle- and wave-like characteristics 

[118], and behave differently than classical systems obeying Newton’s laws. While in 

classical systems energy can vary continuously, in quantum systems, energy is quantized 

(e.g. in atoms, electrons are limited to discrete energy levels) [2]. Therefore, quantum 

mechanical methods are suitable to investigate electronic properties, such as density of 

states, band structures, charge densities etc., but are limited to smaller systems due to their 

elevated computational cost. Molecular mechanics methods, also known as interatomic 

potential (IP) methods, on the other hand, do not explicitly consider electrons, but employ 

analytical or numerical force fields to describe particle interaction. As a result, they are less 

computationally expensive and can be used to study larger systems. 

First-principles calculations and molecular mechanics methods are complimentary; 

their combination can provide an accurate and complete description of a chemical system – 

from their electronic structure and related properties, to the thermodynamic and kinetics 

behind catalytic reactions or diffusion processes. In this chapter, some widely used quantum 

and molecular mechanics computational methods are discussed – a brief discussion on 

quantum chemistry and the Schrödinger equation is followed by the description of Hartree-

Fock (HF) theory, Density Functional Theory (DFT), hybrid-DFT and interatomic potential 

methods.  
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2.2 Quantum Chemistry  

2.2.1 The Schrödinger equation  

Quantum chemistry methods aims to calculate approximate solutions to the non-

relativistic time-independent Schrödinger equation (Equation 2.1), which describes the 

quantum mechanical behaviour of a system and its particles. A wave function, Ψ, operates 

upon the Hamiltonian, 𝐻, returning the system’s allowed energy levels, 𝐸, as multiple 

eigenvalues to Ψ  [119,120].  

𝐻𝛹 = 𝐸𝛹                                                                (2.1) 

The Hamiltonian (Equation 2.2) includes kinetic and potential energy components. 

The first two terms on the right-hand side of Equation 2.2 represent the contribution of the 

kinetic energy of electrons (i, j) and nuclei (n, m) to the energy, respectively, with ħ being 

Planck’s constant divided by 2π, 𝑚𝑒 the mass of the electron and 𝑚𝑛 the mass of the nucleus. 

The Laplacian 𝛻2 is a second-derivative operator that acts in all directions (three-

dimensionally), i.e., it returns the sum of three second-derivatives of the function it acts 

upon, as shown in Equation 2.3. As a result, Ψ  is a function of the three Cartesian 

coordinates of all the particles in the system. The last three terms in Equation 2.2 are potential 

energy components; the first two represent the total interaction between electrons, i.e. 

attraction (electron-nucleus) and repulsion (electron-electron and nucleus-nucleus) between 

pairs of charged particles, while the final term, describes the nuclear-nuclear interaction, and 

hence the potential field within which a particle is moving [118]. e is the electron charge, 

𝑍𝑛 the atomic number of nucleus n, and 𝑟𝑥𝑦 the distance between particles x and y.  

𝐻 = − ∑
ħ2

2𝑚𝑒
∇𝑖

2 −

𝑖

∑
ħ2

2𝑚𝑛
∇𝑛

2 −

𝑛

∑ ∑
𝑒2𝑍𝑛

𝑟𝑖𝑛
+ ∑

𝑒2

𝑟𝑖𝑗
+

𝑖<𝑗

∑
𝑒2𝑍𝑛𝑍𝑚

𝑟𝑛𝑚
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           (2.2) 

∇2=  
𝜕2

𝜕𝑥𝑖
2 +

𝜕2

𝜕𝑦𝑖
2 +

𝜕2

𝜕𝑧𝑖
2                                                         (2.3) 

The exact solution of the Schrödinger equation can only be calculated for a single 

electron, as the electron-electron repulsion term cannot be solved analytically. 
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2.2.2 The Born-Oppenheimer approximation  

Protons (1.673x10-27 kg) and neutrons (1.675x10-27 kg) are more than 1800 times 

heavier than electrons (9.109x10-31 kg) [119]. The significantly heavier nuclei move slower 

than the negatively charged particles, and any electronic motion resulting from nuclear 

motion occurs practically instantaneously [119]. Taking that into account, the Born-

Oppenheimer approximation considers electrons to move within a field of fixed nuclei; the 

electron distribution will depend on the nuclear coordinates, which are treated classically, 

but not on the nuclear velocities. This approximation simplifies the solution of the 

Schrödinger equation; in Equation 2.2, the kinetic energy of the nuclei (2nd term on the right-

hand side) can be ignored and the nuclear repulsion term (5th term on the right-hand side) 

becomes a constant for a given electronic configuration. As a result, electronic and nuclear 

terms can be separated and Equation 2.2 can be rewritten as 2.4, in which the electronic 

Hamiltonian (𝐻𝑒𝑙𝑒𝑐), the operator describing the movement of electrons i and j in a field of 

n point charges, has only three components – the electronic kinetic energy, the potential 

energy for the electron-nuclei attraction, and the potential energy for the electron-electron 

interaction, respectively. 

𝐻𝑒𝑙𝑒𝑐 = − ∑
ħ2

2𝑚𝑒
∇𝑖

2 −

𝑖

∑ ∑
𝑒2𝑍𝑛

𝑟𝑖𝑛
+ ∑

𝑒2

𝑟𝑖𝑗
𝑖<𝑗𝑛𝑖

                                      (2.4) 

The solutions of the electronic Schrödinger equation using 𝐻𝑒𝑙𝑒𝑐 as the operator are 

the electronic energies (𝐸𝑒𝑙𝑒𝑐) for a set of fixed nuclear positions, as in Equation 2.5, in which 

𝑉𝑛 is the constant potential energy for nuclear repulsion. 

(𝐻𝑒𝑙𝑒𝑐 + 𝑉𝑛)𝛹𝑒𝑙𝑒𝑐(𝑟𝑖; 𝑟𝑛) = 𝐸𝑒𝑙𝑒𝑐𝛹𝑒𝑙𝑒𝑐(𝑟𝑖; 𝑟𝑛)                                       (2.5) 

From Equation 2.5, the electronic wave function (𝛹𝑒𝑙𝑒𝑐) and energy (𝐸𝑒𝑙𝑒𝑐) depend 

both on the electronic (𝑟𝑖) and nuclear (𝑟𝑛) coordinates, with the latter being fixed 

parameters. Hence, the Born-Oppenheimer approximation allows the construction of a 

potential energy surface (PES) for any chemical system [119]; solving Equation 2.5 for the 

motion of the nuclei, i.e., calculating 𝐸 for different sets of nuclear positions yields a PES 

evaluating the energy over all possible sets of fixed nuclear coordinates.  
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2.2.3 The Hartree model 

The Hartree model further simplifies the Schrödinger equation by considering a 

system of non-interacting electrons. As a result, electron repulsion is ignored and the only 

components of the Hamiltonian are the electronic kinetic energy and the potential energy for 

the electron-nuclei attraction [119]. The one-electron Hamiltonian, ℎ(𝑖), can be written as 

in Equation 2.6, in atomic units, resulting in the fundamental physical constants (Planck’s 

constant, electron charge and electron mass) disappearing. 

ℎ(𝑖) = −
1

2
∇𝑖

2 − ∑
𝑍𝑛

𝑟𝑖𝑛
                                                    (2.6)

𝑛

 

The Hamiltonian operator of a molecular system composed of non-interacting 

electrons, 𝐻, is separable, and can be constructed from the sum of the one-electron 

Hamiltonians (Equation 2.7) [119]. 

𝐻 =  ∑ ℎ(𝑖)                                                             (2.7)

𝑖

 

The corresponding many-electron wave function (Equation 2.8) can then be built 

from one-electron molecular orbitals, 𝜓, and is called the Hartree Product, 𝛹𝐻𝑃 [119]. The 

molecular orbitals in the equation below are a function of the electron position, r, and hence 

are called spatial orbitals. 

𝛹𝐻𝑃(𝑟1, 𝑟, … , 𝑟𝑛) = 𝜓1(𝑟1)𝜓2(𝑟2) … 𝜓𝑖(𝑟𝑖)                                   (2.8) 

In addition to the electronic coordinates, electron spin can also be taken into account; 

If the spatial orbitals are multiplied by the different spin functions (𝛼(𝜔) for spin up and 

𝛽(𝜔) for spin down), spin orbitals 𝜒(𝑥) are obtained (Equation 2.9), which are a function of 

x, describing both spatial (r) and spin (ω) coordinates. Since there are only two possibilities 

for the electron spin, N spatial orbitals can form 2N spin orbitals [120].  

𝜒𝑖(𝑥1) =  𝜓(𝑟)𝛼(𝜔) 

𝜒𝑗(𝑥2) =  𝜓(𝑟)𝛽(𝜔)                                                      (2.9)   
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The Hartree Product of two electrons occupying spin orbitals 𝜒𝑖 and 𝜒𝑗 is given by 

Equation 2.10. If the spatial and spin coordinates of these electrons are interchanged, the 

new Hartree Product can be written as in Equation 2.11.  

𝛹𝐻𝑃(𝑥1, 𝑥2) = 𝜒𝑖(𝑥1)𝜒𝑗(𝑥2)                                                  (2.10) 

𝛹𝐻𝑃(𝑥1, 𝑥2) = 𝜒𝑖(𝑥2)𝜒𝑗(𝑥1)                                                 (2.11) 

 

2.2.4 Limitations of the Hartree Model and Hartree-Fock theory 

The first limitation of the Hartree model is that it considers a system of non-

interacting electrons; hence the multi-electron wave function described by the Hartree 

Product is physically unrealistic. 𝛹𝐻𝑃 is then an uncorrelated electronic wave function, i.e., 

the probability of finding an electron at a given position does not depend on the coordinates 

of other electrons [120]. However, in a real system, electrons do interact and repel each other 

– one electron will avoid areas already occupied by other electrons and two electrons with 

parallel spins will have a correlated motion. Since the inclusion of electron-electron 

interactions make it impossible to solve the Schrödinger equation analytically, such 

limitation can be overcome by assuming that electrons are moving under an average potential 

created by all particles in the system – both nuclei and electrons. For a two-electron system 

(with electrons ei and ej), for example, a one-electron Schrödinger equation can be written 

for ei, considering that ei moves under the influence of ej. On the other hand, ej can be treated 

as a charge distribution, following the Born interpretation of quantum mechanics, which is 

that the probability density is proportional to the square of the wave function. The average 

interaction between ei and all other electrons occupying the molecular orbitals 𝜒𝑗 can be 

written as in Equation 2.12, in which 𝜌𝑗 is the charge density associated with ej, integrated 

over all space [119]. This interaction potential, 𝑉𝑖(𝑗), can be added to the one-electron 

Hamiltonian of Equation 2.6, resulting in Equation 2.13, which defines the Fock operator, 

𝑓(𝑖).  

𝑉𝑖(𝑗) = ∑ ∫
𝜌𝑗

𝑟𝑖𝑗
𝑑𝑟                                                   (2.12)

𝑗≠𝑖
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𝑓(𝑖) = −
1

2
∇𝑖

2 − ∑
𝑍𝑛

𝑟𝑖𝑛
+ 𝑉𝑖(𝑗)                                        (2.13)

𝑛

 

The resulting one-electron Schrödinger equation can be solved with the Hartree self-

consistent field (SCF) method [121–123], which consists of guessing the wave functions for 

all occupied molecular orbitals as a first step, making it possible to calculate the electron-

electron interactions and hence obtain the Fock operator and the HF equations (Equation 

2.14).  

𝑓(𝑖)𝜒(𝑥𝑖) = 𝐸𝜒(𝑥𝑖)                                                  (2.14) 

After solving the equations, a new set of wave functions is obtained, which is used 

to calculate 𝑓(𝑖) more accurately. The iterative cycle goes on until the difference between a 

new calculated set of wave functions and the previous one falls within a certain difference, 

i.e. until the equations are self-consistent. Hence, convergence is reached when the total 

electronic energy reaches a minimum within a certain threshold [118]. Computationally, the 

use of smaller convergence criteria results in more SCF cycles being needed, increasing the 

cost of the calculation [119].  

The second limitation of the Hartree model is that the wave functions presented in 

Equations 2.10 and 2.11 do not obey the antisymmetry principle, which states that a many-

electron wave function must be antisymmetric and change sign if the positions of two 

electrons are interchanged [118]. They also do not reflect the indistinguishability of 

electrons, but instead assign each electron i to an specific spin orbital 𝜒𝑖 [120]. Such 

limitations can be solved by linearly combining the Hartree Products in Equations 2.10 and 

2.11, which results in an antisymmetric wave function [120], as in Equation 2.15, 

𝛹(𝑥1, 𝑥2) = 2−1/2(𝜒𝑖(𝑥1)𝜒𝑗(𝑥2) − 𝜒𝑖(𝑥2)𝜒𝑗(𝑥1))                            (2.15) 

where 2-1/2 is a normalization factor and the negative sign guarantees that the antisymmetry 

principle is obeyed (Equation 2.16).  

𝛹(𝑥1, 𝑥2) =  −𝛹(𝑥2, 𝑥1)                                                  (2.16) 

For an N-electron system, in which N electrons occupy N spin orbitals, a Slater 

determinant in the form of Equation 2.17 can be written to represent the antisymmetric wave 
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function; the use of Slater determinants and the resulting linear combination of spin orbitals 

guarantees that the wave function changes sign when the space and spin coordinates of two 

electrons are swapped [120].  

𝛹(𝑥1, 𝑥2, … , 𝑥𝑁) =
1

√𝑁!
|

𝜒1(𝑥1) 𝜒2(𝑥1)

𝜒1(𝑥2) 𝜒2(𝑥2)
⋮ ⋮

    
⋯ 𝜒𝑁(𝑥1)

⋯ 𝜒𝑁(𝑥2)
⋱ ⋮

𝜒1(𝑥𝑁) 𝜒2(𝑥𝑁) ⋯    𝜒𝑁(𝑥𝑁)

|                (2.17) 

In a Slater determinant, rows describe electrons (first row for electron one, second 

row for electron two etc.) and columns represent spin orbitals (first column for spin orbital 

one, second column for spin orbital two etc.). As a consequence, interchanging two electrons 

is the same as swapping two rows, which changes the sign of the determinant and ensures 

antisymmetry [120]. The obtained wave function also obeys the Pauli Exclusion Principle, 

which states that any two electrons cannot have all same four quantum numbers, i.e., two 

electrons can occupy the same molecular orbital, in which all quantum numbers except spin 

are defined, but cannot possess the same spin; in a Slater determinant, if two electrons 

occupy the same spin orbital, two columns in the determinant will be the same, resulting in 

a determinant (and a wave function) equal to zero [120]. Furthermore, all electrons are 

‘mixed’ with every orbital within the determinant, accounting for their indistinguishability 

and the fact that their location is given by a probability density, which is an improvement 

from Hartree Product wave functions [118,119].    

In Hartree-Fock (HF) theory, both corrections to the limitations of the Hartree model 

are taken into account; an average potential is considered to account for the electron-electron 

interactions and the spin orbitals are linearly combined through the use of Slater 

determinants to ensure that the wavefunction is antisymmetric and electrons are 

indistinguishable. The goal of HF theory is to find approximate solutions to the electronic 

Schrödinger equation, i.e. to find the best possible wave function to describe an N-electron 

system, given by a Slater determinant, that yields the lowest possible energy. Accordingly, 

the calculation of the expectation value for the N-electron Hamiltonian operator through the 

HF self-consistent field method obeys a variational principle: the best set of spin orbitals 

minimize the total electronic energy, which will always be greater than the energy yielded 

from the exact wave function [118,120].  
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The main limitation in HF theory is that since the electron-electron interactions in a 

system are treated as an average effect, instantaneous electron-electron interactions are 

neglected. Hence, correlation effects, arising from the correlated motion of electrons, are 

ignored. As a result, electrons tend to avoid each other more than they would in a real system, 

increasing the system’s energy. If the HF equations were to be solved using an infinite basis 

set, the calculated energy would reach the HF limit i.e., a minimum energy value in which 

the only associated error would be due to correlation effects. Hence, the difference between 

the energy in the HF limit and the true system’s energy yields the correlation energy 

[118,119]. Despite its limitations, HF theory serves as starting point for more sophisticated 

and accurate approximations including correlation effects, the so-called post-HF methods, 

such as configuration interaction (CI), coupled cluster (CC) and perturbation theory, for 

example, which are beyond the scope of this thesis.  

 

 

2.2.5 Density functional theory 

Modern density functional theory (DFT) is an ab initio simulation method based on 

Hohenberg and Kohn [124] mathematical formalism, which describes the interacting 

electron gas under the influence of an external potential in terms of the ground state electron 

density, 𝜌(𝑟). While in HF theory the N-electron wave function is a central quantity, 

determined through the construction of a Slater determinant from N single-electron wave 

functions, DFT uses 𝜌(𝑟) to calculate the overall electronic distribution and total electronic 

energy [119]. The electron density still contains information about the total number of 

electrons – its integration all over space results in N – and is also a function of the three 

spatial coordinates [125]. Its use makes the explicit calculation of the many-electron wave 

function unnecessary, reducing the number of variables to be dealt with. 

In the electron gas, electrons interact with one another and with an external potential 

defined by the charge and position of the nuclei. The first Hohenberg and Kohn theorem 

shows that the electron density uniquely determines the ground state energy of a many-

electron system. The non-degenerate ground state electron density determines the external 

potential, which in turn allows for the Hamiltonian and the electronic wave function to be 

calculated [119], and hence for the ground state total energy to be computed. Their second 

theorem demonstrates that the electronic density obeys a variational principle; the electron 
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density is the variable function, and for the correct 𝜌(𝑟), the energy functional of density 

𝐸[𝜌(𝑟)] corresponds to the total ground state energy of the system [119]. In other words, if 

a well-behaved electronic density – that when integrated over space results in the correct 

number of electrons – is considered, a candidate wave function can be related to it, and the 

energy value associated with that wave function will be equal to or greater than the ground 

state energy. Therefore, if different electron densities are considered, the one resulting in the 

lowest energy is closer to the exact ground state electron density [119].  

The first theorem can be summarized by Equation 2.18, in which the ground state 

energy of a system, 𝐸[𝜌(𝑟)], is written in terms of the external potential acting on the 

electrons, 𝑉𝑒𝑥𝑡, and a unique functional of the electron density, 𝐹[𝜌(𝑟)], which contains 

information about the electronic kinetic energy and electron-electron interactions, but has an 

unknown form [125]. If this universal density functional was known, the total energy of the 

system could be calculated exactly. 

𝐸[𝜌(𝑟)] = ∫ 𝑉𝑒𝑥𝑡(𝑟)𝜌(𝑟)𝑑𝑟 + 𝐹[𝜌(𝑟)]                                   (2.18) 

 Kohn and Sham [126] further developed Hohenberg and Kohn formalism to obtain 

self-consistent equations that include exchange and correlation effects. In an interacting 

system, electrons repel each other and have a correlated motion, which lowers the system’s 

energy. Kohn and Sham included these effects in the universal functional, proposing 𝐹[𝜌(𝑟)] 

to be written as in Equation 2.19, in terms of the electronic kinetic energy (𝑇), classical 

coulombic interactions, containing information on the nuclear-electron attraction (𝑉𝑣𝑒) and 

the electron-repulsion (𝑉𝑒𝑒), and a non-classical portion (𝐸𝑛𝑐) accounting for electronic 

exchange and correlation [118].  

𝐹[𝜌(𝑟)] = 𝑇[𝜌(𝑟)] + 𝑉𝑣𝑒[𝜌(𝑟)] + 𝑉𝑒𝑒[𝜌(𝑟)] + 𝐸𝑛𝑐[𝜌(𝑟)]                    (2.19) 

The practical implementation of DFT is achieved by considering a fictitious system 

of non-interacting electrons as the starting point to calculate the ground state energy. The 

electronic Hamiltonian is simply the sum of one-electron operators, as there are no electron-

electron interactions to be considered. The non-interacting system possess the same ground 

state electron density as the real interacting system of interest – if two systems possess the 

same densities, it follows from the first Hohenberg and Kohn theorem that they will also 

have the same external potential, i.e., the same nuclear positions and atomic numbers, and 
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hence the same ground state energy. Therefore, the total kinetic energy in Equation 2.19 can 

be split in two: the kinetic energy of the theoretical non-interacting electron system (𝑇𝑛𝑖), 

and a correction (∆𝑇) accounting for the electron-electron interactions, as in Equation 2.20. 

This allows the wave function to be reintroduced to the mathematical formalism, as in the 

conventional HF approach; even though such reintroduction makes the calculation more 

costly, a set of one-electron wave functions can now be used to describe the non-interacting 

electrons, allowing 𝑇𝑛𝑖 to be computationally calculated, and transferring the unknown form 

of 𝐹[𝜌(𝑟)] to other terms.  

𝐹[𝜌(𝑟)] = 𝑇𝑛𝑖 + 𝑉𝑣𝑒[𝜌(𝑟)] + 𝑉𝑒𝑒[𝜌(𝑟)] + ∆𝑇[𝜌(𝑟)] + ∆𝑉𝑒𝑒[𝜌(𝑟)]       (2.20) 

The last two terms on the right hand side of Equation 2.20 consist of corrections, 

one for the difference in kinetic energy between the non-interacting and interacting systems 

(∆𝑇), and one to account for the difference between electronic repulsion in classical and 

quantum mechanics, ∆𝑉𝑒𝑒, which contains exchange and correlation effects [119]. These 

correction terms, which cannot be exactly determined (∆𝑇 and ∆𝑉𝑒𝑒) are grouped under 

𝐸𝑋𝐶[𝜌(𝑟)], the exchange-correlation functional, which has an unknown form (Equation 

2.21) [119]. 

𝐹[𝜌(𝑟)] = 𝑇𝑛𝑖 + 𝑉𝑣𝑒[𝜌(𝑟)] + 𝑉𝑒𝑒[𝜌(𝑟)] + 𝐸𝑋𝐶[𝜌(𝑟)]                 (2.21) 

In summary, Kohn-Sham equations reintroduce the wave function to DFT’s 

mathematical formalism and transfer the unknown form of Hohenberg-Kohn universal 

functional, 𝐹[𝜌(𝑟)], to 𝐸𝑋𝐶[𝜌(𝑟)]. Since exchange and correlation effects are key to 

accurately describe the behaviour of interacting particles, approximations to 𝐸𝑋𝐶[𝜌(𝑟)] are 

necessary to make DFT applicable. DFT is an exact theory, but its equations are solved 

approximately, since approximations define the form of 𝐸𝑋𝐶[𝜌(𝑟)]. In contrast, HF theory is 

essentially approximate, since correlation is ignored, but its equations are solved exactly 

[119]. The Kohn-Sham equations can be solved self-consistently similarly to HF theory, i.e., 

from an initial guess of the electronic density, a set of orbitals can be derived. From that, an 

improved value for 𝜌(𝑟) can be obtained and is used in the second iteration, until the total 

ground state energy of the system is calculated within the selected convergence criteria 

[125]. The accuracy of DFT methods depends on the adequate determination of the 

exchange-correlation energy functional. 
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2.2.6 Exchange-correlation functional 

As the exact form of the exchange-correlation functional is not known, 

approximations must be made. The simplest one is known as the local density approximation 

(LDA), also derived by considering the uniform electron gas, which has a uniform electronic 

density at every position in space. The electron density and energy density (𝜀𝑋𝐶) are 

computed locally, hence the name ‘local density approximation’, with the value of 𝜌(𝑟) 

changing for different points in space [119,125]; in Equation 2.22 these quantities are 

integrated to yield 𝐸𝑋𝐶.  

𝐸𝑋𝐶 = ∫ 𝜌(𝑟)𝜀𝑋𝐶(𝜌(𝑟))𝑑𝑟                                             (2.22) 

LDA’s main limitation comes from the fact that it considers the exchange-correlation 

energy to depend only on the local electron density. As a result, this approximation is only 

suitable to describe 𝐸𝑋𝐶[𝜌(𝑟)] for slowly varying densities, which is not the case for strongly 

correlated systems [119]. To account for the inhomogeneity of 𝜌(𝑟), the exchange-

correlation energy in more sophisticated functionals does not depend only on local values of 

the electron density, but also on its gradient, which reflects how the density is locally 

changing and, sometimes, on higher derivatives of the density [118,125], as given in 

Equation 2.23  

𝐸𝑋𝐶 = ∫(𝜌(𝑟), ∇𝜌(𝑟), ∇2𝜌(𝑟) … )𝜀𝑋𝐶(𝜌(𝑟))𝑑𝑟                           (2.23) 

The approximation proposed by Perdew and Wang (PW91 [127]) and its simplified 

and improved version by Perdew, Burke and Ernzerhof (PBE [77]) are the most commonly 

used gradient-corrected or generalized gradient approximation (GGA) based functionals for 

solid state calculations. Meta-generalized gradient approximations (meta-GGAs) include, 

besides the electron density and its gradient, the kinetic energy density to the exchange-

correlation energy functional, i.e. the second derivative of the density (the Laplacian). While 

most meta-GGAs are semi-empirical, with at least part of their derivation fitted to 

experimental properties [128], Sun et al. [129] developed a meta-GGA functional with no 

empirical terms; the non-empirical Strongly Constrained and Appropriately Normed meta-
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GGA (SCAN functional) presents a superior description of geometries and energies of 

diversely bonded systems when compared to LDA and standard PBE GGA results. 

   

2.2.7 The self-interaction error 

The Coulomb electrostatic component of the universal functional (𝑉𝑒𝑒 in Equation 

2.21) accounts for all the coulombic electron-electron interactions, including the interaction 

of an electron with itself. In HF methods, this self-interaction is cancelled by the existence 

of an exact exchange term. In DFT, on the other hand, the exchange term is approximate and 

this cancellation is not exact, which results in a self-interaction error (SIE). As a result, the 

electronic structure of a system, especially those containing highly localised electrons or 

partly filled d and f shells, may not be accurately described by DFT methods, which might 

predict electron delocalisation where localised electrons are expected. To overcome the SIE, 

two approaches are usually adopted. In DFT+U calculations, an empirical correction 

parameter, the Hubbard U, can be added to d or f valence states along with an exchange 

parameter, J, as an attempt to localise the electrons. Another approach consists of the use of 

hybrid functionals, in which a portion of the exact HF exchange is added to the approximate 

DFT exchange-correlation functional. The hybrid approach partially corrects for the SIE in 

some cases, but it ultimately depends on the amount of HF exchange that is included.  

 

2.2.8 DFT+U  

For some transition metal oxides, a LSDA (the spin polarized version of LDA) or 

GGA approach predicts a metallic ground state for systems experimentally observed to be 

insulators [130] – with NiO being the classical example – as a result of the poor description 

of the strong Coulomb repulsion between highly localized electrons by DFT. For uranium 

dioxide, the same problem is observed; while UO2 is experimentally known to be an 

insulator, LSDA predicts the oxide to be metallic, due to uranium’s partially filled f shells 

[131,132]. Dudarev et al. [133] demonstrated that this problem can be solved for NiO by 

combining DFT LSDA with the unrestricted Hartree-Fock (UHF) approximation. Dudarev’s 

approach has the form of Equation 2.24, in which a +U correction (𝑈𝑒𝑓𝑓 = U – J) is applied 

to specific orbitals (e.g. d orbitals) in specific atoms (e.g. Ni in NiO). 𝜆𝑖
𝑗𝜎

 is the orbital 
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occupation for an orthogonal set of localised orbitals i on atom j, with angular momentum 

σ. In DFT, if an extra electron is added to the system, partial orbital occupation resulting in 

charge delocalisation is usually more favourable than the electron being localized in a single 

particle.; the +U correction in Equation 2.24 encourages integer orbital occupation.  

𝐸𝐷𝐹𝑇+𝑈 = 𝐸𝐷𝐹𝑇 +
𝑈𝑒𝑓𝑓

2
∑ ∑ 𝜆𝑖

𝑗𝜎
(1 − 𝜆𝑖

𝑗𝜎
)

𝑖𝑗,𝜎

                                (2.24) 

The amount of self-interaction in a system also depends on the chemical 

environment, which determines the degree of mixing of ionic states with their surroundings. 

To determine appropriate Hubbard U values for a given system, one possible approach is to 

compare valence band features calculated for a range of +U values to experimental data, 

such as X-ray/Ultraviolet Photoelectron Spectroscopy (XPS/UPS). While band gaps are 

frequently used to fit 𝑈𝑒𝑓𝑓, that approach is only appropriate for Mott insulators such as NiO, 

since in those the band gap is a result of how orbitals are split. As a result, while LSDA 

predicts NiO to have a band gap of 0.6 eV, LSDA+U calculates a value of 3.0 eV, 

comparable to the experimental value of 4.2 eV [133]. 

 

2.2.9 Hybrid DFT 

While HF theory treats exchange contributions exactly, DFT introduces correlation 

effects. Since both methods calculate the system’s energy self-consistently, the exchange 

and correlation energies derived from DFT can be linearly combined with the HF energy, 

giving rise to hybrid DFT methods. Hybrid DFT is an improvement of traditional methods, 

as it deals with the SIE by mixing a portion of the HF exact exchange with DFT exchange 

and correlation effects.  

Becke proposed the exchange-correlation energy to be written as in Equation 2.25, 

where λ is a coupling parameter with values between 0 and 1 and 𝑈𝑋𝐶 represents the 

electronic Coulomb repulsion. The value of λ controls the extent of electron-electron 

interactions in a given system; for λ = 0, 𝑈𝑋𝐶 is also zero, indicating no electronic repulsion 

and hence a non-interacting system. In that case, 𝑈𝑋𝐶 consists of exchange effects only, 

resulting from the antisymmetric nature of the wave function [119]. As λ increases, so does 

the electronic repulsion; for λ = 1, a real interacting system is represented [125]. 
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𝐸𝑋𝐶 = ∫ 𝑈𝑋𝐶
𝜆 𝑑𝜆

1

0

                                                       (2.25) 

Equation 2.26 exemplifies the linear combination of HF (𝐸𝐻𝐹
𝑋 ) exchange and DFT 

(𝐸𝐷𝐹𝑇
𝑋𝐶 ) exchange-correlation effects observed in hybrid methods [118]. A range of exchange-

correlation functionals can be used and different amounts of HF exchange (𝑎) can be 

included [119]. PBE0, for example, uses the standard GGA PBE functional and contains 

25% of HF exchange, percentage chosen based on perturbation theory calculations. Its name 

comes from the fact that the hybrid functional was not empirically derived and hence ‘zero’ 

empirical parameters were included. [119] 

𝐸𝑋𝐶 = (1 − 𝑎)𝐸𝑋𝐶
𝐷𝐹𝑇 + 𝑎𝐸𝑋

𝐻𝐹 (2.26) 

 

 

2.3 Interatomic potential methods  

Some systems are too large to be treated by quantum mechanical methods, which 

depend on electronic distribution. Large simulation cells have too many particles to be 

treated by electronic structure approaches, resulting in impractical and computationally 

expensive calculations. Instead, interatomic potential (IP) methods, also known as force field 

methods, can be used to simulate and analyse these large systems for long simulation times, 

with the system’s properties being calculated considering the nuclear positions and the 

attraction/repulsion among particles. 

In IP methods, particle interactions are described by an analytical (or numerical) 

force field, which can be empirically or theoretically derived [134]. It is crucial for these 

force fields to be transferrable, i.e., to be able to satisfactorily describe a system’s behaviour 

in different conditions and thermodynamic states (mixtures, distinct phases of the same 

material, bulk, surface or grain boundary calculations etc.) [135]. Empirical derivation 

consists of parameters being chosen to reproduce specific experimental properties. 

Therefore, the main drawback of the empirical approach is that the derived interatomic 

potentials are not necessarily predictive; the simple reproduction of available experimental 

data diminishes the transferability of the force field if multiple structures and environments 

are not taken into account. Furthermore, reliable experimental data is only available for a 
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limited amount of thermodynamic states [125]. Alternatively, first principles DFT 

calculations allow the theoretical parametrization of a force field, in which observables 

calculated by the interatomic potential (such as forces, stresses and multipoles, for example), 

are fitted to DFT values. This theoretical approach yields force fields of ab initio accuracy, 

with a higher degree of transferability [136,137].  

 

2.3.1 Form of the interatomic potential 

A force field describes how independent particles interact with each other due to non-

bonded forces, which can be divided into electrostatic and van der Waals interactions. These 

interactions occur through space and are influenced by the proximity between two particles; 

as a result, a force field contain terms depending on the inverse power of distance [125]. The 

interaction potential used in this work is the DIPole Polarisable Ion Model (DIPPIM) [138]. 

Its functional form (Equation 2.27) possess charge-charge (𝑈𝐶𝑜𝑢𝑙𝑜𝑚𝑏), overlap repulsion 

(𝑈𝑟𝑒𝑝), dispersion (𝑈𝑑𝑖𝑠𝑝) and polarization (𝑈𝑝𝑜𝑙) contributions [134]. 

𝑈𝑡𝑜𝑡𝑎𝑙 = 𝑈𝐶𝑜𝑢𝑙𝑜𝑚𝑏 + 𝑈𝑟𝑒𝑝 + 𝑈𝑑𝑖𝑠𝑝 + 𝑈𝑝𝑜𝑙                                 (2.27) 

 

2.3.2 Long-range interactions 

The first term in Equation 2.27 is defined by Coulomb’s Law, which describes the 

interaction of two point charges, q, as a function of their separation distance, r (Equation 

2.28). It is a long-range interaction, in which the inverse power of distance (r-1) express the 

slow decay of the interaction with distance [139]. An Ewald summation [140,141], as 

opposed to a direct summation, is needed to compute these long-range interactions 

efficiently, by dividing the interaction into short- and long-range components, which are 

evaluated in real and reciprocal space, respectively. 

𝑈𝐶𝑜𝑢𝑙𝑜𝑚𝑏 = ∑
𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
𝑖<𝑗

                                                  (2.28) 
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2.3.3 Short-range interactions 

2.3.3.1 Overlap repulsion 

The overlap repulsion (𝑈𝑟𝑒𝑝) arises from the quantum nature of electrons and the 

Pauli exclusion principle – if two electrons in a system cannot be in the same quantum state, 

exchange forces come into effect to forbid pairs of electrons to simultaneously occupy the 

same point in space [125]. 𝑈𝑟𝑒𝑝 possess a Yukawa form [134], as shown in Equation 2.29.  

𝑈𝑟𝑒𝑝 = ∑
𝐴𝑖𝑗𝑒−𝑎𝑖𝑗𝑟𝑖𝑗

𝑟𝑖𝑗
+ ∑ 𝐵𝑖𝑗𝑒−𝑏𝑖𝑗𝑟𝑖𝑗

2

𝑖<𝑗𝑖<𝑗

                               (2.29) 

𝐴𝑖𝑗 correlates the amount of overlap to the magnitude of the repulsive energy. The 

second exponential term in Equation 2.29 acts as a steep repulsive wall for lower separation 

distances, and is especially important for anion interactions with highly polarisable cations 

at small separation distances due to the anion hard core [64]. 𝐵𝑖𝑗 controls the magnitude of 

the anion-cation interaction, while 𝑏𝑖𝑗 defines how quickly that interaction decays with 

separation distance, 𝑟𝑖𝑗.  

 

2.3.3.2 Dispersion interactions 

The second-last term in the interatomic potential from Equation 2.27 (𝑈𝑑𝑖𝑠𝑝) 

accounts for dispersion interactions, arising from the correlated motion of electrons [134]. 

When two particles come closer together, their correlated electronic motion results in 

mutually induced instantaneous multipoles. These dispersion interactions are modelled by 

Equation 2.30, where C6 and C8 are the dipole-dipole and the dipole-quadrupole dispersion 

coefficients, f6 and f8 are the Tang-Toennies damping functions, shown in Equation 2.31, 

with n set as 6 and 8 for dipole-dipole and dipole-quadrupole dispersion, respectively.  

𝑈𝑑𝑖𝑠𝑝 = − ∑ [
𝐶6,𝑖𝑗𝑓6

𝑟𝑖𝑗
6 +

𝐶8,𝑖𝑗𝑓8

𝑟𝑖𝑗
8 ]                                         (2.30)

𝑖≤𝑗

 

𝑓𝑛
𝑖𝑗

= 1 − 𝑐𝑖𝑗𝑒−𝑏𝑖𝑗𝑟𝑖𝑗 ∑
(𝑏𝑖𝑗𝑟𝑖𝑗)

𝑘

𝑘!
                                       (2.31)

𝑛

𝑘=0
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The Tang-Toennies damping function (𝑓𝑛
𝑖𝑗

) [142,143] (Equation 2.31) accounts for 

the overlap of charge densities, reducing the over-attraction at short interionic distances 

[134]. The range of the damping and the intensity of the ionic response to the charge overlap 

are given by 𝑏𝑖𝑗 and 𝑐𝑖𝑗, respectively [134]. At large separation distances, the value of 

damping function converges to 1, while at small separation distances it tends to (1 − 𝑐𝑖𝑗). 

The form of the damping function is controlled by n. The behaviour of the Tang-Toennies 

damping function is shown in Figure 2.1, setting 𝑏𝑖𝑗 = 𝑐𝑖𝑗 = 1 a.u.  

 

 

Figure 2.1 – The Tang-Toennies damping function (𝑓𝑛
𝑖𝑗

) as a function of the separation 

distance (𝑟𝑖𝑗), as described in Equation 2.32, for n = 4 (orange), 6 (green) and 8 (blue), and 

𝑏𝑖𝑗 = 𝑐𝑖𝑗 = 1 a.u. 

 

2.3.4 Many-body effects 

Electrostatic and van der Waals interactions are usually evaluated between pairs of 

particles, and hence the total system’s energy possesses a pairwise additive form. This 

simplistic view treats particles as charged hard-spheres, i.e., closed-shell ions with integer 

charge. In reality this is not true – the electron density of a particle can be deformed by their 

local environment, i.e., ions can be polarised (induction effect) or have their size 

(compression) and shape (deformation) affected by their interaction with neighbouring 

particles. In fact, the electron density of anions is more greatly affected by their neighbouring 
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particles in comparison to cations, with their polarizability within a crystal being much lower 

than that of the gaseous ion [144]. The oxide ion, for example, a crucial species in solid-state 

chemistry, is unstable in the gas phase, but exists in the condensed phase, as a result of the 

confining potential applied by neighbouring particles upon its electrons, stabilizing it [134]. 

The magnitude of this confining potential changes among different phases of the same 

material or among different systems, which affects the transferability of force fields not 

taking into account many-body effects [134,135]. Therefore, the inclusion of terms 

accounting for these effects is extremely important for modelling structural and dynamical 

phenomena in ionic systems [136]. Many-body effects are even more important in the 

evaluation of defective systems, which possess a less symmetrical environment when 

compared to bulk, defect-free phases, resulting in distortions of confining potentials and 

induced multipole moments [137]. As a result, an extended force field model including 

effects arising from the many-body character of real systems is more realistic and might be 

necessary to adequately describe a system’s behaviour and increase the transferability of a 

given IP [135].  

Extended models can include dipole polarization (as in DIPPIM), quadrupole 

polarization (as in the QUADrupole Polarisable Ion Model, QUADPIM), compression (as 

in the Compressible Ion Model, CIM) or deformation (as in the QUadrupole Aspherical Ion 

Model, QUAIM) effects [134]. These are all improvements to the Rigid Ion Model (RIM), 

due to the inclusion of environmental effects to their formalisms.  

 

Polarisation effects are included in a force field to describe changes in the electron 

density distribution of a system’s particles due to the presence of an external electric field, 

i.e., a particle’s neighbouring particles. Therefore, they are a result of the uneven charge 

distribution within a system due to distinct species having different electronegativity values 

[125]. This effect is called induction, since a dipole, µ, is induced in the system by its 

environment. The dipole’s magnitude is directly proportional to the intensity of the electric 

field, E, and the polarizability, α, of the neighbouring species (Equation 2.32).  

µ = αE                                                          (2.32) 

DIPPIM includes dipolar effects exclusively to account for the particle’s 

environment. Dipole effects (𝑈𝑝𝑜𝑙 in Equation 2.27) are given by 
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𝑈𝑝𝑜𝑙 = ∑[𝑓4
𝑖𝑗

𝑇(1)(𝑟𝑖𝑗)(𝑞𝑗𝜇𝑖 − 𝑞𝑖𝜇𝑗)] + ∑ 𝜇𝑖𝑇(2)(𝑟𝑖𝑗)𝜇𝑗

𝑁

𝑗≠𝑖

+ ∑
1

2𝛼𝑖

|𝜇𝑖|
2

𝑁

𝑖=1

𝑁

𝑗≠𝑖

      (2.33) 

where the first term on the right-hand side accounts for the charge-dipole interactions 

between atoms i and j, by considering their charges (q), dipoles (µ) and separation distance 

(𝑟𝑖𝑗), the charge-dipole interaction tensor (𝑇(1)), and a Tang-Toennies function (𝑓4
𝑖𝑗

, from 

Equation 2.31). The second term represents the dipole-dipole interactions between atoms i 

and j, with 𝑇(2) being the dipole-dipole interaction tensor. Finally, the third term represents 

the energy required to polarise the ion. 
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Chapter 3 

Computational Methodology   

 

This chapter outlines the computational methods used in this thesis and is divided in 

four parts. In Section 3.1, periodic boundary conditions are discussed, followed by Section 

3.2, where fundamental concepts to solid state simulations using DFT, such as plane wave 

basis sets, pseudopotentials, and the geometric optimisation procedure are introduced. The 

analysis of the electronic structure of a chemical system through band structures and density 

of states is also discussed. All DFT, DFT+U and hybrid DFT calculations were carried out 

using VASP (Vienna Ab initio Simulation Package) [145–147]. Section 3.3 discusses the 

fundamentals of molecular dynamics (MD) simulations, such as integration algorithms and 

thermodynamic ensembles, and methods for analysis of MD data, such as mean square 

displacements and radial distribution functions. All MD simulations were carried out using 

TCD-PIMAIM (Polarisable Ion Model Aspherical Ion Model) [136].  

  

3.1 Periodic boundary conditions  

In a chemical system, the forces operating on an atom located at the surface are 

different from those experienced by atoms in the bulk, as the latter are completely 

surrounded by neighbouring particles. Not taking these surface effects into account when 

modelling a bulk or defective chemical system could result in optimisation problems. To 

overcome this limitation, periodic boundary conditions can be implemented, allowing a 

smaller simulation cell to be modelled as if it was part of a much larger system [149]. A 

“box” containing the smaller cell is replicated three-dimensionally in space, resulting in an 

infinite lattice and hence removing surface effects. When a particle moves within the 

simulation box, its periodic image, present in all neighbouring boxes, moves in the same 

way. If a particle leaves the simulation cell, it is immediately replaced by another particle 

entering the box from its opposite face. As a result, the number of particles within the 

simulation cell is kept constant and the forces acting upon surface atoms are removed.  

Periodic boundary conditions are implemented in both the DFT and IP based 

methods used in this thesis. A suitable simulation cell size needs to be chosen, depending on 

the method being used. In DFT, unit cells are usually enough for geometry optimisation; 
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however, for modelling defective systems, larger supercells (usually containing between 

100-400 atoms) might be necessary to avoid defect-defect interactions (between a defect and 

its periodic image), or to simulate lower defect concentrations. In molecular dynamics, even 

larger supercells are required to properly evaluate time-dependent trajectories and hence the 

system’s dynamics.  

 

3.2 Plane wave DFT simulations 

3.2.1 Plane wave basis sets 

In solid state calculations, periodic crystalline systems can have their wave functions 

mathematically represented by a plane wave basis set, i.e. linearly combined periodic waves 

with varying frequencies. The three-dimensional representation of the wave function, 

𝜓𝑖𝐤(𝑟), in a plane wave basis set is given by Equation 3.1. Plane waves of the form 𝑒𝑖(𝐤+𝐆)∙𝒓 

differ by a reciprocal vector, 𝐺, consisting of a combination of the reciprocal lattice vectors, 

and a k-point. 𝑐𝑗𝐤(𝐺) are plane wave coefficients that need to be optimised to solve the 

Schrödinger equation. 

𝜓𝑗𝐤(𝑟) = ∑ 𝑐𝑗𝐤(𝐺)𝑒𝑖(𝐤+𝐆)∙𝒓

𝐺

                                            (3.1) 

The Fourier transformation of plane waves in reciprocal space yields an infinite 

Fourier series and hence provides a complete description of the solid-state system. However, 

an infinite description cannot be computationally treated. If a plane wave cutoff energy 

(𝐸𝑐𝑢𝑡) is set, a finite and treatable Fourier series (and hence a finite basis set) is obtained. 

The cutoff energy is related to the reciprocal lattice vectors (|𝐺𝑚𝑎𝑥|2 ∝ 𝐸𝑐𝑢𝑡); large 

𝐸𝑐𝑢𝑡values increase the number of reciprocal space lattice vectors (and basis functions) 

included in the basis set and hence adds more terms to the Fourier series, resulting in a more 

accurate description. 𝐸𝑐𝑢𝑡 needs to be large enough to properly describe the rapid spatial 

changes in the wave function due to the varying kinetic energies of the plane waves, which 

rapidly oscillate close to the nucleus (high kinetic energy) and assume a smoother form 

further away. Therefore, the choice of an 𝐸𝑐𝑢𝑡 value is a trade-off between accuracy and 

computational cost.  
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Besides its periodicity, another advantage of a plane wave basis set is that they 

depend only on the size of the simulation cell and not on atomic positions or number of 

atoms, in contrast with localised atomic basis sets, which are system size-dependent. This 

overcomes the basis set superimposition error (BSSE) arising from the incompleteness of 

localised basis sets, which yield a more complex and flexible description to molecules than 

to individual atoms resulting in a poor evaluation of interaction energies. Another advantage 

is that plane wave basis sets are uniquely defined by the cutoff energy, and hence their 

optimisation is more straightforward.  

 

3.2.2 K-points 

There is a set of k values (Equation 3.1) that fully describes the electrons in the 

system and can be found within the 1st Brillouin zone (BZ), i.e. within the system’s uniquely 

defined primitive cell in reciprocal space. These unique and equally spaced representative 

points, used to sample the 1st BZ and approximate the ground state energy of the system, are 

also called k-points and are repeated outside of the 1st BZ throughout reciprocal space due 

to the system’s periodicity. In theory, the wave function should be integrated over reciprocal 

space (the k-space), which is computationally impractical. However, due to the smooth 

variation of the wave function over reciprocal space, a smaller, representative set of k-points 

can be chosen [150]. The amount of k-points needed depends on the system size, with bigger 

systems needing less k-points. Non-metallic materials need a smaller set of k-points, since 

electron occupation is the same across the entire band structure, while for metallic systems, 

a denser k-point mesh is necessary, as the number of occupied bands varies across the BZ. 

In this thesis, k-point meshes for non-metallic systems were calculated by dividing the 

inverse of the lattice vectors by a sampling density of 0.04 A-1, which was previously 

calculated by the Watson group as suitable for large band-gap materials and semiconducting 

oxides. K-point meshes immediately smaller or bigger than the calculated one were also 

tested, to ensure convergence to 0.005 eV per atom.  

Common k-point meshes are composed of sample points that are equally spaced from 

the origin and should be representative of the BZ. They can include Γ (the centre of the 1st 

BZ) or not. Ideally, high-symmetry points would not be included, as they are not 

representative [151]. Still, the inclusion of high-symmetry points might be necessary in some 

situations, such as when the system’s conduction band maximum or the valence band 



Chapter 3: Computational methodology  44 
 
 

 
 

minimum fall on those points. In this work, non-gamma centred Monkhorst-Pack [152] k-

point meshes were used.  

 

3.2.3 Pseudopotentials 

Plane waves behave differently in distinct regions of space; for electron states in the 

nuclear vicinity, the wave function is expected to oscillate rapidly due to the attractive 

potential electrons experience and due to its orthogonality requirement to core electrons. To 

model a rapidly oscillating wave function, a very large number of high kinetic energy plane 

waves (and hence a large basis set with a high 𝐸𝑐𝑢𝑡) is needed to efficiently describe these 

effects, increasing the computational cost of the calculations.  

Pseudopotentials can be used to describe the interaction between valence electrons 

and the combination of nucleus and core electrons, lowering plane wave cutoff energies; the 

contribution of core electrons is pre-calculated in an atomic environment, and their effects 

remain frozen for all calculations. This is done by solving the Kohn-Sham equations, i.e., 

the all-electron system, and deciding which states will be considered as core or valence 

states. Inside the assigned core radius, the all-electron wave function is replaced with a 

smoother non-oscillating wavefunction. Outside the chosen radius, the all-electron wave 

function can be used [153]. This approximation is possible because core electrons do not 

participate in the most relevant chemical processes, such as bonding or ionic diffusion, for 

example, and hence can be effectively removed from the calculation. 

VASP implements the projector-augmented wave (PAW) method [154], which 

projects the effect of core states, represented by localised basis sets, onto the valence 

electrons. As a result, PAW has the numerical advantages of pseudopotential calculations, 

but it is effectively an all-electron approach. VASP possess its own set of PAW 

pseudopotentials, derived to reproduce the behaviour of valence electrons observed in 

relativistic all-electron simulations, and indicates the minimum plane wave cutoff required 

for each element according to the considered electronic configuration of valence states. 
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3.2.4 Structural optimisation 

Experimental structures obtained from crystallographic data are structurally 

optimised before a more detailed study on the system’s properties is carried out. Structural 

optimisation calculations are performed under the constraint of constant volume, with atomic 

positions and cell shape (angles and vectors) allowed to change. Volumes ranging from 

approximately 98% to 102% of experimental values are used. From the variational principle, 

the ground state of a system possesses the lowest energy. Accordingly, the energies for each 

simulation at a given volume are noted and the obtained energy-volume curve (illustrated in 

Figure 3.1) is fitted to the Murnaghan equation of state (Equation 3.2) [155], yielding the 

equilibrium cell volume (𝑉0). This process is done to minimise errors in the calculated stress 

tensors, associated with Pulay stress on plane wave DFT calculations on volume change due 

to the incompleteness of the finite basis set. These errors can also be minimised through the 

use of high plane wave cutoff values, which can be computationally expensive. If left 

unaddressed, Pulay forces will result in an underestimation of volumes.   

𝐸(𝑉) = 𝐸0 +
𝐵0𝑉

𝐵0
′  [(

𝑉0

𝑉
)

𝐵0
′

1

𝐵0
′ − 1

+ 1] −
𝐵0𝑉0

𝐵0
′ − 1

                         (3.2) 

In Equation 3.2, the calculated energies, 𝐸(𝑉), are related to the bulk modulus of the 

material (𝐵0), its pressure derivative (𝐵0
′ ), the equilibrium cell volume (𝑉0) and the ground 

state energy (𝐸0). A series of energy-volume curves can be plotted using distinct plane wave 

cutoff energies and k-point meshes, to test for basis set resolution and k-point sampling 

density. The minimum of an appropriate energy-volume curve should converge to within 

0.005 eV per atom. Once the equilibrium cell volume is calculated from Equation 3.2, a final 

geometry relaxation at the equilibrium lattice constant is performed, yielding the optimised 

structure for the system, which then can then be used to investigate the electronic properties 

of the material, as outlined in the following section. 
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Figure 3.1 – Energy-volume curve for La4Ga2O9 obtained from PBE calculations. The 

obtained points can be fitted to the Murnaghan equation of state (Equation 3.2). The x axis 

corresponds to the ratio between the tested (acalc) the experimental (aexp) lattice constants. 

 

In this thesis, the structural parameters calculated from DFT are compared to 

experimental results, as a way of evaluating the quality and reliability of the chosen 

functionals. However, it is important to note that DFT results are calculated at 0 K, which is 

not the reality of experimentally determined data; hence, some disagreement is expected in 

such comparison as a result of the temperature difference.  

 

 

3.2.5 Electronic structure analysis 

Band structure  

In a band structure, energies (Kohn-Sham eigenvalues) are plotted along k-point 

paths within the 1st Brillouin zone. Such diagrams illustrate the range of energies that the 

electrons in a system can have, and hence contain important information regarding the 

electronic structure of a material. Determining the position (k-point) of the valence and 

conduction band edges yields information about the magnitude and nature (direct or indirect) 

of the band gap, which can be related to the metallic, semiconductor or insulator character 

of a system. These can be directly compared to experimental results and reveal the quality 
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of the theoretical method in evaluating the electronic properties of a system. Data regarding 

the electronic conduction properties (assuming band conduction, and not electron hopping) 

can also be extracted from the band structure; the band curvature is related to the effective 

mass of charge carriers and hence to carrier mobility, which is directly proportional to the 

material’s conductivity. Highly dispersed bands at the top of the valence band (or at the top 

of the conduction band) are related to small electron hole (or electron) effective masses, and 

hence high charge carrier mobility, resulting in good p-type (or n-type) conductivity. The 

variation in the energy of the bands yields information about the type and strength of orbital 

interactions; disperse bands arise from diffuse orbitals and hence stronger interactions, while 

flatter bands are related to localised orbitals, resulting in little mixing and weaker 

interactions. Orbital projected band structures can also be calculated, in which the 

contribution of specific atomic orbitals to a given band is evaluated separately, yielding 

information about orbital hybridization or about the bond character in a system (ionic, 

covalent or mixed), for example.  

The DFT calculation of the band structure includes two steps; a self-consistent 

calculation on the system’s optimised structure using a homogenous k-point mesh to 

accurately calculate the charge density and the wave function. The second step consists of a 

non-self-consistent calculation, during which the obtained charge density in the first step is 

kept constant. In this calculation, energy eigenvalues are obtained along a path between high-

symmetry points in the Brillouin Zone, which depends on the space group of the system of 

interest [156]. 

 

Electronic density of states  

If the band structure is integrated with respect to energy, the electronic density of 

states (EDOS) is obtained. Accordingly, an intense peak in the EDOS usually corresponds 

to an energy range in the band structure containing a large number of adjacent bands. Peak 

intensity depends on band curvature as well; flat bands also yield intense peaks in the EDOS. 

The total EDOS shows the density of eigenvalues (the number of available electron states 

per unit volume) as a function of energy, and hence is an alternative way to depict the 

electronic structure of a system. It contains information about the electronic structure of the 

valence and conduction bands, being useful to study defect systems and its resulting band 

gap states, or to evaluate the metallic, semiconductor or insulator character of the material. 
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The electronic states can be decomposed by element and quantum number (orbital type and 

spin), making it possible to identify which element or orbital contributes to each peak. These 

partial EDOS can be directly compared to experimental spectra – x-ray photoelectron 

spectroscopy (XPS) for valence band features, and bremsstrahlung isochromat spectroscopy 

(BIS) for conduction band features – and also gives information about the bonding in the 

system, which can possess ionic, covalent or mixed character depending on the degree of 

hybridization between states of different ionic species. To calculate the partial electronic 

density of states, spheres of specific radii (the Wigner-Seitz radius) are defined around each 

ionic species, with the electron density within the sphere being attributed to the ion. The 

wave function is projected onto the spherical harmonics within the spheres, to identify which 

orbital is associated with the electron density. Sphere size (usually defaulted to the PAW 

radii in VASP simulations) should be small enough to minimize overlap between adjacent 

spheres and avoid double counting of the electrons, and large enough to encase a 

considerable amount of the charge density. 

 

3.2.6 Defect systems 

The performance of electrolyte and electrode components in SOFCs can be improved 

by the creation and transport of point defects. Aliovalent doping generates charge 

compensating defects, such as oxygen vacancies, oxygen interstitials, electrons or electron 

holes, which can affect the material’s ionic and electronic conductivity. Therefore, 

investigating the formation of such defects is key to understand how the system’s properties 

can be improved considering SOFC applications. In this thesis, supercell expansions of the 

materials’ unit cells were used in DFT calculations, ensuring at least a 15 Å separation 

between defects and their periodic images, aiming to minimize defect-defect interactions.  

 

3.2.6.1 Neutral defect formation 

The formation energies of charge neutral defects, 𝐸𝑓(𝐷), can be calculated from the 

defect calculations and the chemical potential of the species, according to Equation 3.3.  

𝐸𝑓(𝐷) = (𝐸𝐷 − 𝐸𝑃) + ∑ ±𝑛𝑖(𝐸𝑖 + 𝛥𝜇𝑖)𝑖                               (3.3)  
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𝐸𝐷 and 𝐸𝑃 are the DFT energies of the defective and pure stoichiometric systems, 

and n is the number of atoms of type i taken from or added to an external reservoir. The + 

and – signs are used when species are being taken from (e.g. the addition of dopants or O 

upon the formation of oxygen interstitials) or added to (e.g. O removal upon the formation 

of oxygen vacancies) an external reservoir, respectively. 𝐸𝑖 is the elemental reference 

energy, which is the energy of the constituent elements in their standard states (e.g. La(s), 

Ga(s), O2(g)). 𝛥𝜇𝑖 is the chemical potential of species i under equilibrium growth conditions.  

 

3.2.6.2 Charged defect formation  

A defect can possess a range of charge states when introduced to a system. The 

formation energy of defect 𝐷 with charge 𝑞, 𝐸𝑓(𝐷, 𝑞), is calculated as in Equation 3.4, which 

modifies Equation 3.3 by the addition of new parameters that account for the defect charge.  

𝐸𝑓(𝐷, 𝑞) = (𝐸𝐷,𝑞 − 𝐸𝑃) + ∑ ±𝑛𝑖(𝐸𝑖 + 𝛥𝜇𝑖) + 𝑞(𝐸𝐹𝑒𝑟𝑚𝑖 + 𝜀𝑉𝐵𝑀
𝑃 ) + 𝐸𝑎𝑙𝑖𝑔𝑛

𝑖

  (3.4) 

𝐸𝐹𝑒𝑟𝑚𝑖 is the electron chemical potential, ranging from the valence band edge 

(𝐸𝐹𝑒𝑟𝑚𝑖 = 0) to the conduction band minimum (𝐸𝐹𝑒𝑟𝑚𝑖 = the value of the system’s band gap), 

and 𝜀𝑉𝐵𝑀
𝑃  is the valence band maximum eigenvalue for the pure system. The artificial 

interactions between localized charged defects and their periodic images introduces errors 

to the calculation of their formation enthalpy [157]. 𝐸𝑎𝑙𝑖𝑔𝑛 aligns the valence band maximum 

of the pure and defective systems and is calculated using the SXDEFECTALIGN code by 

Freysoldt et al. [157]. The code calculates the interaction of a defect with its periodic images 

using a charge model and the dielectric constant matrix of the pure material, which in turn 

is obtained from Density Functional Perturbation Theory as implemented in VASP. 

 

3.2.6.3 Oxygen partial pressure and chemical potentials 

Defect properties can be analysed under a range of distinct chemical conditions, 

such as oxygen-poor and oxygen-rich environments, or anywhere in between. Taking 

LaGaO3 as an example, its formation enthalpy (∆𝐻𝑓) can be calculated from the difference 
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between its DFT energy (𝐸[𝐿𝑎𝐺𝑎𝑂3]) and the sum of the DFT elemental energies (in this 

case, metallic La and Ga, and molecular O2), as exemplified in Equation 3.5.  

∆𝐻𝑓(𝐿𝑎𝐺𝑎𝑂3) = 𝐸[𝐿𝑎𝐺𝑎𝑂3] − 𝐸[𝐿𝑎] − 𝐸[𝐺𝑎] −
3

2
𝐸[𝑂2]                (3.5) 

The formation energy obtained from Equation 3.5 can then be related to the sum of 

the elemental chemical potentials, ∆𝜇𝑖 (Equation 3.6), which set the conditions under which 

the material is formed. ∆𝜇𝑖 values are limited by the formation energies of LaGaO3 

competing phases (La2O3, Ga2O3 and La4Ga2O9), yielding a set of linear equations (3.6-3.9), 

which can be solved to determine the intersection points of the material’s thermodynamic 

stability field. These intersection points correspond to the range of elemental chemical 

potentials within which the material is stable and hence to the O-rich, O-poor and any other 

relevant chemical conditions under which defect properties should be investigated.  

∆𝐻𝑓(𝐿𝑎𝐺𝑎𝑂3) = ∆𝜇𝐿𝑎 + ∆𝜇𝐺𝑎 + 3∆𝜇𝑂                                 (3.6) 

∆𝐻𝑓(𝐿𝑎2𝑂3) ≤ 2∆𝜇𝐿𝑎 + 3∆𝜇𝑂                                        (3.7) 

∆𝐻𝑓(𝐺𝑎2𝑂3) ≤ 2∆𝜇𝐺𝑎 + 3∆𝜇𝑂                                        (3.8) 

∆𝐻𝑓(𝐿𝑎4𝐺𝑎2𝑂9) ≤ 4∆𝜇𝐿𝑎 + 2∆𝜇𝐺𝑎 + 9∆𝜇𝑂                             (3.9) 

Temperature effects are not considered when chemical potentials are calculated as 

outlined in Equations 3.6-3.9. The temperature and partial pressure dependence of the 

oxygen chemical potential (∆𝜇𝑜), allowing its calculation for distinct chemical environments 

representing IT-SOFC operating conditions, reflecting the different experimental conditions 

experienced by electrolytes and electrodes, is given by Equation 3.10.  

∆𝜇𝑜(𝑇, 𝑝) = ∆𝜇𝑂(𝑇, 𝑝𝑜) +
1

2
𝑘𝑇𝑙𝑛 (

𝑝

𝑝𝑜
)                              (3.10) 

The first term on the right-hand side of Equation 3.10 can be calculated with respect 

to the zero reference state of the oxygen chemical potential, ∆𝜇𝑂(0 𝐾, 𝑝𝑜), which 

corresponds to the total energy of an isolated oxygen molecule at 0 K, and hence is equal to 

zero:  

∆𝜇𝑂(𝑇, 𝑝𝑜) = ∆𝜇𝑂(0 𝐾, 𝑝𝑜) +
1

2
∆𝐺(∆𝑇, 𝑝𝑜 , 𝑂2)                                                         (3.11) 

                            =
1

2
[𝐻(𝑇, 𝑝𝑜 , 𝑂2) − 𝐻(0 𝐾, 𝑝𝑜 , 𝑂2)] −

1

2
[𝑆(𝑇, 𝑝𝑜 , 𝑂2) − 𝑆(0 𝐾, 𝑝𝑜 , 𝑂2)] 
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The temperature-dependent enthalpy (H) and entropy (S) values can be extracted 

from thermochemical tables [158] to calculate the oxygen chemical potential under a range 

of conditions, while taking temperature and pressure effects into account. Table 3.1 lists the 

calculated oxygen chemical potentials corresponding to IT-SOFC operation (600 K ≤ T ≤ 

1000 K) and typical cathodic pressure (po = 1 atm and p(O2) = 0.21 atm). 

Table 3.1 – Oxygen chemical potential at IT-SOFC operating conditions (600 K ≤ T ≤ 

1000 K, po = 1 atm and p(O2) = 0.21 atm), calculated from Equations 3.10 and 3.11. 

T (K) 600 700 800 900 1000 

∆𝜇𝑜 (eV) -0.65 -0.78 -0.90 -1.03 -1.17 

 

 

3.2.6.4  Thermodynamic transition levels 

The formation of intrinsic and extrinsic defects in a system can create charge states 

within the band gap and shift the position of the system’s Fermi level. The thermodynamic 

transition (or ionisation) levels between distinct charge states, 𝜀𝐸(𝑞/𝑞′), can be calculated 

from Equation 3.12 and correspond to the Fermi energy at which the defect goes from one 

charge state to another, i.e., the Fermi energy at which the energies of the two charge states, 

𝑞 and 𝑞′, are equal.  

𝜀𝐸 (
𝑞

𝑞

′

) =
∆𝐻𝑓(𝐷, 𝑞)  −  ∆𝐻𝑓(𝐷, 𝑞′)

𝑞′ − 𝑞
                                       (3.12) 

Transition level diagrams possess information about the formation energies of 

intrinsic and extrinsic defects, showing at which Fermi energy the transition between charge 

states occur. Changes in slope represent the transition/ionisation levels, where 𝑞 and 𝑞′ states 

have equal formation energies and hence are in equilibrium. The transition level diagrams 

of p-type defects will have negative slope, with the slope being equal to the defect charge 

state. Accordingly, n-type defects will have a positive slope, while charge neutral defects 

will have zero slope. These diagrams contain important information about the individual and 

combined contribution of these defects to the electronic conductivity of the host material; if 

a defect is a contributor to p-type conductivity, its first transition level will be located close 
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to the valence band (VB), allowing holes to easily move from acceptor levels to the VB. 

Similarly, if a defect is to contribute to n-type conductivity, its first transition level will be 

close to the conduction band (CB), allowing electrons to readily move from donor levels to 

the CB. On the other hand, the interception of the thermodynamic transition levels of two 

defects with opposite polarity suggests the occurrence of charge compensation i.e., if both 

defects are present in the system, the Fermi level would be pinned at the point of intersection, 

hindering any p- or n-type conductivity that could potentially arise from such impurities. 

Figure 3.2 illustrates the transition level diagrams for (a) p-type and (b) n-type defects. The 

dashed lines represent the distinct charge states for each defect, while the solid lines 

represent the most stable charge state at a given Fermi energy.  

 

Figure 3.2 – Transition level diagrams of (a) p-type (𝐶𝑎𝐿𝑎
′ ) and (b) n-type (𝐹𝑒𝑁𝑖

• ) defects. 

Part (c) illustrates Fermi level pinning when the ±1 charge states of p-type and n-type defects 

cross.  

In Figure 3.2a the transition level diagram of extrinsic calcium as an aliovalent A-

site dopant (𝐶𝑎𝐿𝑎
′  in Kröger-Vink notation) in La2NiO4 is shown. As Ca(II) and La(III), the 

host cation, possess +2 and +3 charges, respectively, calcium is introduced to the lattice in a 

-1 charge state, producing an electron hole, which can potentially contribute to p-type 

conductivity. If the first transition level of such defect is close to the VBM, the dopant is 

said to have a shallow 0/-1 transition level, indicating that its ionisation occurs close to the 

valence band maximum. As the Fermi level is shifted to the VB, electrons can be easily 

excited into the holes associated with the defect, allowing such holes to move into the 
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valence band, contributing to p-type conduction. Indeed, from Figure 3.2a, the first transition 

level of 𝐶𝑎𝐿𝑎
′  (i.e., the first change of slope, from q = 0 to q = -1) lies very close to the VBM.  

In Figure 3.2b, the transition level diagram of extrinsic Fe(III) (𝐹𝑒𝑁𝑖
• ) acting as a B-

site aliovalent dopant in La2NiO4 is shown. This trivalent defect will substitute divalent 

nickel, and hence will be introduced in the lattice in a +1 charge state, with an electron 

associated to it. As a result, the charge states of this n-type defect will have positive slope. 

𝐹𝑒𝑁𝑖
•  also possess shallow 0/+1 transition level, close to the CBM, suggesting that electrons 

formed upon ionisation can readily move from donor levels to the conduction band. Hence, 

Fe-doping potentially contributes to n-type conductivity in the host material. Figure 3.2c 

depicts the transition level diagrams of extrinsic calcium and extrinsic iron (𝐶𝑎𝐿𝑎
′  and 𝐹𝑒𝑁𝑖

• ), 

p- and n-type defects, respectively, so their combined contribution to the electronic 

conduction properties of the host material can be evaluated. The intersection of 𝐶𝑎𝐿𝑎
′  -1 state 

with the +1 charge state of 𝐹𝑒𝑁𝑖
•  will cause pinning of the Fermi level at 0.65 eV into the 

band gap (i.e. further away from the VBM or CBM), hindering any p- or n-type conduction 

that could arise from Ca- or Fe-substitution, respectively, in the co-doped material. 

 

3.3 Molecular dynamics  

In molecular dynamics simulations, Newton’s equations of motion, which describe 

the classical interaction between particles as a function of time, are integrated for the atoms 

in a molecular system, aiming to calculate their time-correlated motion i.e., their trajectory. 

Newton’s second law is presented in Equation 3.13, where the force acting on particle i, 𝐹𝑖, 

is directly proportional to the particle’s mass, 𝑚𝑖 and acceleration, 𝑎𝑖, which in turn is related 

to changes in the particle’s position over time.  

𝐹𝑖 = 𝑚𝑖𝑎𝑖 = 𝑚𝑖

𝜕2𝑟𝑖

𝜕𝑡2
                                                (3.13) 

Statistical mechanical methods allow the calculation of the particles’ positions, 

velocities, forces, energies and other dynamic variables at each timestep in the simulation. 

The obtained information is used to recalculate these same variables at a later time, 𝑡 + 𝛿𝑡, 

allowing the structural, thermodynamic and transport properties of a chemical system to be 

investigated [159]. A variety of algorithms can be used to integrate Newton’s equations of 



Chapter 3: Computational methodology  54 
 
 

 
 

motion, with the Verlet, the Verlet leapfrog and the velocity Verlet algorithms being 

discussed in this section. These three algorithms are numerically equivalent, with the latter 

being used in TCD-PIMAIM. The thermodynamic ensembles that can be used in molecular 

dynamics simulations are also presented, followed by the general methodology used in this 

thesis to generate molecular dynamics data.  

 

3.3.1 Integration algorithms 

After the forces between the atoms in a chemical system have been calculated, 

Newton’s equations of motion can be integrated from time 𝑡 to (𝑡 + 𝜕𝑡), to obtain the 

particles’ time-dependent trajectory. The algorithms used in this integration are usually 

derived from the Taylor series of the function of interest. The Verlet algorithm [160] is 

obtained from two Taylor expansions of the particle’s position, 𝑟𝑖, from time 𝑡 to (𝑡 + 𝜕𝑡) 

and from time 𝑡 to (𝑡 − 𝜕𝑡), which are then added together. It considers that the particle’s 

acceleration, 𝑎𝑖, is constant over timestep 𝜕𝑡. The Taylor series expansion of 𝑟𝑖(𝑡 + 𝜕𝑡) is 

given in Equation 3.14, while the backwards expansion 𝑟𝑖(𝑡 − 𝜕𝑡) is given by Equation 3.15. 

𝑟𝑖(𝑡 + 𝜕𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖(𝑡)𝜕𝑡 +
𝑎𝑖(𝑡)

2!
𝛿𝑡2 +

𝑏(𝑡)

3!
𝛿𝑡3 + ⋯               (3.14) 

𝑟𝑖(𝑡 − 𝜕𝑡) = 𝑟𝑖(𝑡) − 𝑣𝑖(𝑡)𝜕𝑡 +
𝑎𝑖(𝑡)

2!
𝛿𝑡2 −

𝑏(𝑡)

3!
𝛿𝑡3 + ⋯               (3.15) 

The addition of Equations 3.14 and 3.15 removes all odd-order terms and is truncated 

at δt2, yielding the functional form of the Verlet algorithm, as in Equation 3.16.  

𝑟𝑖(𝑡 + 𝜕𝑡) = 2𝑟𝑖(𝑡) − 𝑟𝑖(𝑡 − 𝜕𝑡) + 𝑎𝑖𝛿𝑡2                                (3.16) 

One limitation of the Verlet algorithm is that the addition of Equations 3.14 and 3.15 

eliminates the velocity term (and hence kinetic energy information), which cannot be 

explicitly calculated. Velocities can be approximately calculated as given in Equation 3.17.  

𝑣𝑖(𝑡) =
𝑟𝑖(𝑡 + 𝜕𝑡) − 𝑟𝑖(𝑡 − 𝜕𝑡)

2𝜕𝑡
                                          (3.17) 

To overcome this limitation and calculate the velocity and kinetic energy more 

precisely, the Verlet leapfrog algorithm (Equation 3.18) [161] is derived from Taylor series 
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expansion of the particles’ velocities (instead of positions) at every half timestep (½ 𝜕𝑡), 

updating 𝑣𝑖 before the positions (calculated as in Equation 3.19) change.  

𝑣𝑖 (𝑡 +
𝜕𝑡

2
) = 𝑣𝑖 (𝑡 −

𝜕𝑡

2
) + 𝑎𝑖(𝑡)𝛿𝑡                                   (3.18) 

𝑟𝑖(𝑡 + 𝜕𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖 (𝑡 +
𝜕𝑡

2
) 𝜕𝑡                                       (3.19) 

The system’s total energy conservation cannot be efficiently evaluated throughout 

the simulation with the Verlet leapfrog algorith, as velocities (and hence kinetic energy) and 

positions (and potential energy) are computed at different times due to their distinct 

timesteps (½ 𝜕𝑡 and 𝜕𝑡, respectively). The velocity Verlet algorithm [162], on the other 

hand, computes velocities, positions and accelerations at the same timestep. As a result, the 

total (potential + kinetic) energy can be evaluated throughout the simulations. The velocity 

Verlet algorithm is obtained from the Taylor expansions of position and velocity, given in 

Equations 3.20 and 3.21.  

𝑟𝑖(𝑡 + 𝜕𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖(𝑡)𝜕𝑡 +
𝑎𝑖(𝑡)𝜕𝑡2

2
                                  (3.20) 

𝑣𝑖(𝑡 + 𝜕𝑡) = 𝑣𝑖(𝑡) +
1

2
[𝑎𝑖(𝑡) + 𝑎𝑖(𝑡 + 𝜕𝑡)]𝜕𝑡                             (3.21) 

 

3.3.2 Timestep 

Ideally, a timestep should be one order of magnitude smaller than the fastest process 

in the simulations (for numerical stability and accuracy in the conservation of energy) [163], 

and long enough to allow realistic time frames (and enough atomic motion) to be sampled. 

Still, there is a limit in the precision at which computed values can be stored; this round-off 

error increases with the number of timesteps and the true particle’s trajectory cannot be ever 

traced. Therefore, the choice of a suitable timestep is generally a trade-off between 

tractability and accuracy, and can be done by evaluating energy conservation to a given 

degree of accuracy for different 𝜕𝑡. In this thesis, a timestep of 4 fs was calculated to be 

ideal. Even though it is not possible to completely eliminate errors associated with the 
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timestep choice, such errors could be seen as uncontrolled perturbations that are also 

observed experimentally [164]. 

 

3.3.3 Thermodynamic ensembles 

The choice of an adequate thermodynamic ensemble determines how macroscopic 

observables, such as volume, temperature or pressure will relate to the microscopic data 

obtained in MD simulations from the particles’ positions and momentum. In the 

microcanonical (or NVE) ensemble, the number of particles N, the total energy E and the 

volume V are kept constant during the simulation, representing isolated systems, which do 

not exchange heat (energy) with their surroundings. Pressure and temperature can vary. 

Potential and kinetic energies also fluctuate, while the system’s total energy is fixed as there 

is no heat flow. The Hamiltonian of the system (𝐻𝑁𝑉𝐸) is a function of the N particles’ 

momentum (𝐩𝑁) and position (𝐫𝑁), and hence their kinetic (𝐾) and potential energy (𝑈), 

respectively, as given by Equation 3.22. Since experimental systems are usually not isolated, 

the NVE ensemble is not commonly used in MD simulations.  

𝐻𝑁𝑉𝐸(𝐩𝑁, 𝐫𝑁) = 𝐾(𝐩𝑁) + 𝑈(𝐫𝑁)                                       (3.22) 

The canonical (or NVT) ensemble is more realistic; the number of particles N, the 

volume V and the temperature T are kept constant throughout the simulation, with the latter 

being controlled by a thermostat, usually the Nosé-Hoover thermostat [165–167], with 

modifications as proposed by Martyna et al.[168]. Such modifications extended the Nosé-

Hoover single thermostat to a chain of thermostats, after demonstrating that the Nosé-Hoover 

dynamics did not necessarily result in a canonical distribution. The first thermostat is 

coupled and in equilibrium with the chemical system, while successive thermostats are in 

equilibrium with the previous one. In the canonical ensemble, the system’s Hamiltonian 

(𝐻𝑁𝑉𝑇 in Equation 3.23) is a function of the potential energy (𝑈) and the kinetic energy, 

which is given in terms of momentum (𝐩𝑖) and mass (𝑚𝑖). 𝑁𝑑𝑓is the number of degrees of 

freedom, 𝑄 is the thermostat’s effective mass, 𝑘𝐵 is the Boltzmann constant and 𝜂 and 𝐩𝜂 

are the position and momentum of the thermostat. The last term in Equation 3.23 defines the 

chain of thermostats proposed by Martyna. The demonstration of how Equation 3.23 is 

obtained and further definitions of each of its terms can be found elsewhere [165–168]. 
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𝐻𝑁𝑉𝑇 = 𝑈 + ∑
𝐩𝑖

2

2𝑚𝑖

𝑁𝑑𝑓

𝑖=1

+
𝐩𝜂

2

2𝑄
+ 𝑁𝑑𝑓𝑘𝐵𝑇𝜂1 + ∑ 𝑘𝐵𝑇𝜂𝑗

𝑀

𝑗=2

                (3.23) 

Finally, in the isothermal-isobaric (NPT) ensemble, the number of particles N, the 

pressure P and the temperature T are kept constant. This ensemble is the closest to 

experimental settings, and hence is used in this thesis for simulations investigating ionic 

diffusion in bulk systems. Temperature and pressure are controlled by a thermostat and a 

barostat, as demonstrated by Martyna et al. [169] The extended Hamiltonian for the NPT 

ensemble is given by Equation 3.24, where 𝐩𝜖 and W are the momentum and the effective 

mass of the barostat, and 𝑃𝑒𝑥𝑡 is the external pressure. 

𝐻𝑁𝑃𝑇 = ∑
𝐩𝑖

2

2𝑚𝑖
+

𝐩∈
2

2𝑊
+

𝐩𝜂
2

2𝑄
+ 𝑈 + (𝑁𝑑𝑓 + 1)𝑘𝐵𝑇𝜂

𝑁𝑑𝑓

𝑖=1

+ 𝑃𝑒𝑥𝑡𝑉                (3.24) 

 

3.3.4 Short-range cutoff radius 

Since molecular dynamics depends on the forces acting upon the systems’ particles, 

surface effects would affect the calculations and obtained results if they are not accounted 

for. To solve this limitation, periodic boundary conditions are implemented (Section 3.1) 

and allow a smaller cell to be simulated as if it was part of a much larger system [149]. When 

periodic boundary conditions or very large simulation cells are used, a cutoff radius (rc) 

needs to be set; an atom will only interact with neighbouring particles that are within the 

determined rc, i.e. the cutoff radius sets the limit within which pairwise interactions are 

evaluated. The cutoff radius should be smaller than half of the width of the cell for cubic 

systems, or less than half of the smallest lattice vector for orthorhombic cells. For 

rhombohedral systems, on the other hand, the length across the cell is less than the lattice 

vector. Hence, this should be taken into account when choosing rc for hexagonal systems. 

Setting a cutoff radius guarantees that the minimum image convention is obeyed, i.e., that 

an atom interacts only with one equivalent image of any given particle in the periodic system 

and do not interact with itself [149].  
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3.3.5 Molecular dynamics procedure  

In MD simulations, an equilibration period during which the system reaches the 

desired thermodynamic state needs to be simulated. First, the system undergoes temperature 

scaling, where velocities (and hence kinetic energies) are periodically scaled, guaranteeing 

that the systems’ temperature stays around the target temperature. The initial particle’s 

positions can be taken from experimental structural data. Initial velocities are randomly 

assigned to each particle, obeying the Maxwell-Boltzmann distribution, and resulting in 

appropriate kinetic energies to achieve the desired simulation temperature. Equilibrium runs 

are then performed prior to data collection, so the system can reach thermodynamical 

equilibrium, and usually last for a few hundred picoseconds. Data starts to be collected for 

analysis only after equilibration is over. These data collection (or production) runs are long 

enough (in the order of nanoseconds) to converge the dynamic properties of interest. 

 

3.3.6 MD analysis  

Mean square displacement and ionic conductivity 

Ionic motion can be described as a ‘random walk’; the ion’s path is not a straight 

line, as the particle collides with other ions during its movement. The mean square 

displacement (MSD) of species i, 〈∆𝑟𝑖(𝑡)2〉, is the measurement of the average square 

distance travelled by it within the system (Equation 3.25) and contains information about its 

diffusion.  

〈∆𝑟𝑖(𝑡)2〉 =
1

𝑁𝑖
∑[𝑟𝑖(𝑡) − 𝑟𝑖(0)]2

𝑁𝑖

𝑖=1

                                      (3.25) 

In Equation 3.25, 〈∆𝑟𝑖(𝑡)2〉 measures the displacement of i at time 𝑡 (as 𝑟𝑖(𝑡) is the 

particle’s position at time 𝑡), with 𝑁𝑖 being the number of ions of species i. An MSD vs. time 

plot depicts the average displacement of atoms as a function of time, and hence indicates 

how fast is the ionic diffusion process within a system, with a linear increase in the MSD 

suggesting the presence of ionic diffusion through the solid. MD simulations allow the 

determination of the trajectory of different ionic species, and hence diffusion properties can 

be calculated and analysed individually for anions and cations, for example. 
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Fick’s Law relates diffusion processes to the random ionic motion. It states that the 

flux of the diffusing species is proportional to its gradient of concentration. The 

proportionality constant relating these two quantities is the diffusion coefficient, 𝐷; it 

measures the mobility of the diffusing species [170] and can be related to the MSD, as given 

by Equation 3.26, 

〈𝑟𝑖(𝑡)2〉 = 2𝑁 𝐷𝑡 + 𝑘                                               (3.26) 

where 𝑁 is the dimensionality of the diffusion and 𝑘 is the Debye-Waller factor. While three 

dimensonal diffusion occurs in bulk systems, one-dimensional processes can happen in 

dislocations, and two-dimensional diffusion can occur parallel to surfaces or interfaces, for 

example. Equation 3.26 suggests that for three dimensional systems, a plot of 〈𝑟𝑖(𝑡)2〉 against 

time should result in a straight line with slope 6D. 

The diffusion coefficient can be related to the activation energy of diffusion (𝐸𝑎), 

according to the Arrhenius equation (Equation 3.27) [171], which can also be written in 

terms of natural logarithms (Equation 3.28). 

𝐷 = 𝐷0 exp (−
𝐸𝑎

𝑅𝑇
)                                                   (3.27) 

𝑙𝑛𝐷 = 𝑙𝑛𝐷0 −
𝐸𝑎

𝑅𝑇
                                                      (3.28) 

From Equation 3.28, the activation energy of diffusion can be obtained from the 

Arrhenius plot (𝑙𝑛𝐷 against 1/T), which yields a straight line of slope −𝐸𝑎/𝑅.  

The diffusion coefficient can also be related to the ionic conductivity (σ), which 

indicates how fast charge carriers move through the system under the influence of an external 

electric field. The ionic conductivity is defined by the Nernst-Einstein equation (Equation 

3.29) [172], where 𝜌 is the number of charge carriers per unit volume, q is their effective 

charge, i.e., their ionic charge multiplied by the elementary charge (e = 1.602 x 10-16 C), 𝑘𝐵 

is the Boltzmann constant, T is the temperature at the system and 𝑓 is the Haven coefficient, 

related to the lattice type and diffusion mechanism, usually set as 1 [173]. 

𝜎 =
𝜌𝑞2𝐷

𝑓𝑘𝐵𝑇
                                                               (3.29) 
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In this work, the displacement of particles over time is analysed using multiple time 

origins MSDs. Traditionally, a single time origin is used when computing MSDs, meaning 

that every point in the particle’s trajectory contributes one single time to the calculation of 

ionic conduction properties. To avoid this inefficient use of data points, multiple time origins 

can be considered when calculating the MSD, which also improves statistics, since multiple 

reference states are being considered. Any frame in the particle’s trajectory can be taken as 

an origin, as long as enough frames come after it. However, the averaging of the MSD over 

all possible time origins yields highly correlated data. To avoid this, in this thesis time origins 

are taken every 100 ps, and the final part of the computed MSDs is discarded before 

calculating ionic diffusion properties, since each point should be averaged over the same 

number of data points.    

 

Radial distribution function  

The radial distribution function (RDF), 𝑔𝑖𝑗(𝑟), is a pair correlation function. It 

indicates the probability of finding an atom at a given distance from another atom compared 

to the ideal gas distribution, which is a random distribution of particles with 𝑔(𝑟) = 1. Local 

structural information about the investigated system can be extracted from the RDF, which 

is calculated from the particle’s trajectory and averaged over the MD simulation. The RDF 

describes how atoms are distributed around each other by showing the atomic density 

variation as a function of distance from a given particle, as shown in Equation 3.30  

𝑔𝑖𝑗(𝑟) =
𝑛𝑖𝑗(𝑟)

𝜌𝑗4𝜋𝑟2∆𝑟
                                                   (3.30) 

where 𝑛𝑖𝑗 is the number of particles j located at a distance between 𝑟 and (𝑟 + ∆𝑟) from 

particles i. The RDF can be calculated between the same (𝑗 = 𝑖) or different (𝑗 ≠ 𝑖) species. 

𝜌𝑗 is the number density of particles j. 

The average coordination number (𝑐𝑖𝑗) of an atom in the material can also be 

calculated from RDFs, as in Equation 3.31, obtained from the integration of the RDF up to 

distance 𝑟𝑐. 

𝑐𝑖𝑗 = 4𝜋𝜌𝑗 ∫ 𝑟2𝑔𝑖𝑗𝑑𝑟
𝑟𝑐

0

                                              (3.31) 
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Vacancy analysis  

Oxide-ion conductivity can take place via a vacancy mechanism. Hence, 

investigating the distribution of these defects in a system can be of paramount importance to 

evaluate ionic conduction properties. To locate the vacancies within the simulation cell, the 

bulk pure system, without any dopants or vacancies, is used as a template to designate the 

original lattice sites. Each ionic species in the MD simulation frames are then allocated to 

one of these original lattice sites. Vacancies are assigned to the remaining vacant lattice sites, 

allowing the calculation of vacancy RDFs. Vacancy-vacancy and cation-vacancy RDFs can 

be calculated to investigate the tendency to vacancy trapping around dopant cations 

(suggesting which dopants are beneficial to ionic conduction properties) or to vacancy 

ordering and segregation.  
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Chapter 4 

Defect chemistry of LaGaO3 doped with divalent cations 

 

4.1 Introduction 

Perovskite-based systems are attractive alternatives to fluorite-structured materials 

as solid oxide fuel cell electrolytes, as outlined in Section 1.5. If the host cations are 

substituted with lower valence species, oxygen vacancies can be generated as a charge 

compensating mechanism to preserve electroneutrality [29], leading to oxide-ion diffusion 

through the lattice. LaGaO3-based perovskites have been shown to present high oxide-ion 

conductivity at intermediate temperatures (973-1073 K) [23,67–69], with negligible 

electronic conduction and good chemical stability over a wide range of oxygen partial 

pressures (10-20 to 1 atm) [68]. The electronic insulating properties are a result of both La 

and Ga having only one stable oxidation state and of the large band gap of the material – the 

orthorhombic phase of the perovskite has an optical band gap of 4.4 eV [174]. LaGaO3 

undergoes phase transition from orthorhombic (Pbnm, space group 62) to rhombohedral 

(R3c, space group 161) around 420 K (Figure 4.1). 

LSGM, a LaGaO3-based electrolyte doped with Sr(II) (La-site) and Mg(II) (Ga-site), 

is an ionic conductor in the IT range and over a wide oxygen partial pressure range (from 

105 to 10-25 atm) [16,70–74]. Traina et al. [72] measured an ionic conductivity of 0.11              

S cm-1 at 1073 K for the La1-xSrxGa1-yMgyO3-δ (x = 0.10 and y = 0.20) perovskite. More 

recently, Huang et al. [74] studied the ionic conductivity of LSGM by testing 38 different 

dopant concentrations and determined that oxygen vacancies are mobile above 873 K, but 

condense into clusters at lower temperatures. The highest ionic conductivity of 0.166               

S cm-1 was measured for x = 0.2 and y = 0.17 at 1073 K. Wu and Lee [73] came to a similar 

conclusion with their highest ionic conductivity (0.173 S cm-1) observed when x = 0.15 and 

y = 0.20 at 1073 K. Therefore, previous studies are in agreement that optimized compositions 

of LSGM can present ionic conductivity in the 0.11-0.17 S cm-1 range at 1073 K, higher than 

those observed for ceramics with a fluorite-type structure in the IT range [2,70–74].  
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Figure 4.1– The (a) orthorhombic (Pbnm) and (b) rhombohedral (R-3c) LaGaO3 phases. O 

atoms are shown in red, La atoms are shown in purple and the GaO6 octahedra in green.  

  

Due to their distinct ionic radii when compared to host cations, dopants can 

introduce small distortions to the local perovskite structure and can interact with the 

generated charge compensating vacancies. This leads to the formation of defect clusters, i.e., 

vacancies can be trapped around the dopants, which hinders their mobility and hence oxide-

ion conductivity [73]. Each perovskite system has an optimum vacancy concentration for 

which ionic conductivity is maximum [175,176] and concentrations above the critical value 

lead to defect ordering, decreasing the amount of vacancies available for ionic transport and 

thus the mobility of oxide ions [28].  Islam et al. [75] used interatomic potentials to calculate 

the binding energies between dopants and vacancy in LaGaO3 and concluded that Ga-site 

dopants (Mg(II), Co(II), Ni(II) and Cu(II)) present considerably higher binding energies than 

La-site dopants (Sr(II) and Ca(II)), suggesting that charge-compensating vacancies would 

tend to be trapped around Ga-site dopants. Defect interactions can therefore directly 

influence ionic conduction properties and thus the suitability of a material as SOFC 

electrolyte.  

Another constraint when selecting suitable materials as SOFC components is that 

the electrolyte and electrodes should be compatible both physically, with similar thermal 

expansion coefficients to avoid thermal stresses and mechanical fracture, and chemically, 

being chemically inert to each other [177]. While Ni-YSZ and Ni-CeO2 cermets are 
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commonly used as anodes with YSZ- and CeO2-based electrolytes, Ni reacts with LSGM, 

forming secondary phases at the electrode-electrolyte interface or during synthesis of the Ni-

LSGM cermet, hindering ionic conduction and increasing anode polarization [178,179]. 

Both La1-xSrxCoO3 (LSC) and La1-xSrxMnO3 (LSM) have been suggested as cathodes for 

LSGM-based SOFCs. The first, however, reacts with LSGM and does not have a compatible 

thermal expansion coefficient to that of the electrolyte. LSM, on the other hand, is 

chemically and thermally compatible with LSGM, but possesses negligible ionic conduction 

[180]. Pure electronic conduction limits the oxygen reduction reaction on the cathode to the 

triple phase boundary (TPB), i.e., the regions where cathode, electrolyte and gaseous O2 are 

in contact. Therefore, mixed ionic and electronic conduction is desirable, since it allows the 

ORR to occur at the entire cathode/O2 gas interface due to O2- ions being efficiently 

transported from the cathode’s surface to the electrolyte [180]. 

Transition metal (TM) doped LaGaO3 has been suggested as both cathode and 

anode for LaGaO3-based IT-SOFCs, as this would bypass the chemical and physical 

compatibility problems between electrode and electrolyte, TM doping also increases 

electronic conduction in the perovskite, resulting in MIEC [178]. La0.9Sr0.1Ga0.8M0.2O3-δ     

(M = Co, Mn) [178,180] is suitable as cathode (LSGCo) and anode (LSGMn) in LaGaO3-

based IT-SOFCs. Single cells using these materials as electrodes possess maximum power 

density of 88 mW cm-2 at 1073 K, higher than those presented by cells containing Pt 

electrodes (20 mW cm-2), or LSC and Ni-CeO2 as cathode and anode, respectively (61 mW 

cm-2). TM doped LaGaO3 can have their electronic conduction further improved by 

increasing dopant concentration within the solubility limit of the transition metal in the 

perovskite [178,180]. In LSGMn, for example, ionic conduction dominates in lower Mn 

concentrations (20 mol%), but electronic conduction increases five times with an increase in 

Mn concentration from 20 to 43 mol% [180]. LaGaO3 systems doped with other transition 

metals such as Cr, Fe and V were also investigated as anode materials, but they either 

presented poor chemical stability under reducing conditions or low electronic conduction.  

In this chapter, DFT calculations have been performed to investigate the effects of 

divalent metals (Ni(II), Sn(II), Mg(II), Zn(II), Co(II), Fe(II), Pt(II), Mn(II), Pd(II), Ca(II), 

Sr(II), Pb(II) and Ba(II)) as dopants in LaGaO3 to understand their influence on the defect 

chemistry and ionic conductivity of the perovskite. The lowest energy structure for each 

doped system was determined in order to investigate key features that affect the ionic 
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conductivity of the material – the doping energy, the preferable dopant position (La or Ga 

site) and the association energy between vacancies and dopants – as a function of dopant 

identity and chemical environment. This chapter aims to determine which dopants are the 

most beneficial when improving the ionic conductivity of LaGaO3-based systems and to 

understand which aspect has the ultimate influence in the ionic transport properties of the 

perovskite considering IT-SOFC applications. 

 

4.2 Methodology 

DFT and DFT+U calculations using the SCAN [129] functional were carried out 

with VASP [145–147]. SCAN is a meta-GGA functional which has been suggested to yield 

better results regarding the geometry and energy of diversely bonded materials when 

compared to PBE. A plane wave basis set was used to describe valence electrons, while 

projector augmented wave (PAW) pseudopotentials were used to describe the interactions 

between core (La:[Kr], Ga:[Ar,3d10], O:[He], Mg:[Ne], Zn:[Ar], Co:[Ar], Fe:[Ar], Sn:[Kr], 

Ni:[Ar], Mn:[Ne,3s2], Pt:[Xe,4f14], Pd:[Kr], Ca:[Ne], Sr:[Ar,3d10], Pb:[Xe,4f14], 

Ba:[Kr,4d10]) and valence electrons [181,182]. The ionic and electronic convergence criteria 

were 0.01 eV Å-1 and 10-6 eV, respectively, with a plane-wave cutoff energy of 500 eV, 

converging the energy to 0.003 eV/atom. A +U correction of 4 eV was applied to the 3d 

(Co(II), Fe(II), Ni(II) and Mn(II)), 4d (Pt(II)) and 5d (Pd(II)) states of the transition metals 

using the Dudarev approach [86] to reduce the self-interaction error which favours the partial 

occupation of these states. When using U = 4 eV, the high spin state (partially filled t2g 

orbitals) of Mn2+, Fe2+, Co2+ and Ni2+ in their native oxides [183–188] was accurately 

predicted, as well as the semiconductor character of PdO and PtO (standard GGA-DFT 

erroneously predicts metallic character and no band gap) [189,190]. The suitability of U = 4 

eV was determined after comparison between the obtained SCAN valence band features in 

the electronic density of states and experimental XPS data [191–199]. Furthermore, similar 

U values were previously reported for DFT+U calculations on transition metal oxides 

utilising a range of functionals [200–211]. Table 4.1 summarizes previous theoretically 

calculated U corrections for TM monoxides with a range of different values (2.5–6.1 eV) 

depending on the derivation method. A comparison between the calculated SCAN+U (U = 

4 eV) band gaps and experimental results for these oxides can be found in Table 4.2, while 

Figure 4.2 shows the obtained SCAN+U band structures and electronic density of states for 
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the TM monoxides. VESTA [212] was used to perform visual and structural analysis of the 

systems. 

 

Table 4.1 – Previous theoretical studies deriving a Hubbard U correction (Ueff = U - J in eV) 

to transition metal (Mn2+, Fe2+, Co2+, Ni2+, Pd2+ and Pt2+) 3d/4d states in their monoxides.  

TM Oxide Ueff (eV) Functional Method Ref. 

MnO 2.7 SCAN+U Oxidation energy, lattice constants, electronic structure [213] 

 3.6 LDA+U  Constrained LDA [207] 

 3.9 LDA+U  Constrained LDA [208] 

 4.0 PBE+U  Magnetic ordering, µB, formation energy [214] 

 4.0 PW91+U Oxidation energy, µB [206] 

 4.5 LDA+U  Linear response  [209] 

 4.9 PBE+U  Linear response [210] 

FeO 3.1 SCAN+U Oxidation energy, lattice constants, electronic structure [213] 

 3.7 PBE+U Unrestricted Hartree-Fock molecular orbitals [204] 

 3.9 LDA+U  Constrained LDA [208] 

 4.0 PW91+U  Oxidation energy, µB [206] 

 4.0 PBE+U  Magnetic ordering, µB, B0, band gap, lattice parameters [201] 

 4.1 PBE+U  Linear response [210] 

 4.3 LDA+U  Linear response  [211] 

 4.6 LDA+U  Constrained LDA [207] 

CoO 3.0 SCAN+U Oxidation energy, lattice constants, electronic structure [215] 

 3.3 PW91+U  Oxidation energy, µB [206] 

 4.2 LDA+U  Constrained LDA [208] 

 4.4  PBE+U  Linear response (Co2+ in Co3O4) [200] 

 4.9 PBE+U  Linear response [210] 

 5.0 LDA+U  Constrained LDA [207] 

NiO 2.5 SCAN+U Oxidation energy, lattice constants, electronic structure [215] 

 4.3 LDA+U  Constrained LDA [208] 

 4.6  LDA+U  Linear response [211] 

 5.0 LDA+U  µB and optical properties [202] 

 5.1 LDA+U  Constrained LDA [207] 

 5.3 PW91+U  Electronic structure, µB and lattice parameters [203] 

PdO 5.0 PBE+U µB, electronic structure, band gap [216] 

 6.1 PBE+U Linear response [217] 

PtO 5.9 PBE+U Linear response [217] 

µB: magnetic moment, B0: bulk modulus 
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Table 4.2 – Comparison between the SCAN+U (U = 4 eV applied on transition metal 

3d/4d/5d states) band gaps values (in eV) obtained in this chapter, with previous theoretical 

(utilising DFT+U [206,208,213,217] and hybrid functional frameworks [218–222]) and 

experimental [192,195,199,223–236] results. Previous studies using DFT+U do not 

distinguish between indirect/direct band gaps, but simply report the fundamental band gap 

value.  

TM oxide 
SCAN+U (eV) DFT+U (eV) Hybrid DFT (eV) Exp. 

(eV) Indirect Direct Indirect Direct Indirect Direct 

MnO 2.45 2.71 - 1.2a, 2.2b, 3.2c 2.6d, 2.8e 3.2d, 3.3e 3.6-4.2 

FeO 2.34 2.40 - 0.7a, 2.1b, 2.2c 2.1d, 2.4e 2.2d, 2.7e 2.4 

CoO - 3.16 - 1.9b, 2.0c 3.2d, 2.4e 4.0d, 3.4e 2.5-3.0 

NiO 2.55 2.85 - 3.2b, 3.4c 4.1d, 3.8e 4.5d, 4.1e 3.5-4.3 

PdO - 0.76 - 1.4b - 0.9f 0.8-2.67 

PtO 1.30 1.35 - metallicb, 0.4c 0.85f 0.86f - 

a  SCAN+U [213] (UMn = 2.7 eV, UFe = 3.1 eV)  
b  PBE+U [217] (UMn = 6.4 eV, UFe = 6.3 eV, UCo = 6.3 eV, UNi = 7.7 eV, UPd = 6.1 eV, UPt = 5.9 eV) 
c
  PW91+U [206] (UMn = 4 eV, UFe = 4 eV, UCo = 3.3 eV, UNi = 6.4 eV and UPt = 9 eV [237])  

d  HSE03 [218] 
e  sX-LDA [219] 
f  HSE06 [220–222] 

 

The unit cells of orthorhombic (Pbnm, space group 62) and rhombohedral (R3c, 

space group 161) LaGaO3 (o-LaGaO3 and r-LaGaO3, respectively) were structurally 

optimized using SCAN, considering lattice constants ranging from 98% to 102% of 

experimental values [238–242] and under the constraint of constant volume with atomic 

positions and cell shape being allowed to change. The equilibrium cell volume was 

determined after fitting the resulting energy-volume curve to the Murnaghan [243] equation 

of state, minimising errors associated with Pulay stress and plane-wave DFT calculations on 

volume change due to the incompleteness of the finite basis set [244].  

Defect calculations were performed in 3x3x2 and 3x2x1 expansions (360 atoms) of 

the optimized o-LaGaO3 and r-LaGaO3 unit cells, respectively, ensuring a minimum distance 

of 15 Å between vacancies to minimize vacancy-vacancy interactions. Doped supercells 

were created by replacing two La(III) or Ga(III) ions with two divalent dopant cations 

(Ni(II), Sn(II), Mg(II), Zn(II), Co(II), Fe(II), Pt(II), Mn(II), Pd(II), Ca(II), Sr(II), Pb(II) and 

Ba(II)), resulting in the creation of one charge compensating vacancy (CCV) to preserve the 
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electroneutrality of the system. In Kröger-Vink notation, the formation of a CCV due to M-

doping of the La-site is given by Equation 4.1. 

2𝑀𝑂 + 2𝐿𝑎𝐿𝑎
𝑋 + 𝑂𝑂

𝑋 →  2𝑀𝐿𝑎
′ +  𝑉𝑂

.. + 𝐿𝑎2𝑂3                               (4.1)                                        

 

 

Figure 4.2 – (a) MnO, (b) FeO, (c) CoO, (d) NiO (e) PdO and (f) PtO band structures and 

electronic density of states calculated with SCAN+U (U = 4 eV applied on transition metal 

3d, 4d or 5d states). The valence band maximum is set to zero. Indirect and direct band gap 

values are given in Table 4.2.  
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A range of different locations for the CCV were analysed to determine where it 

would preferentially lie – nearest-neighbour to both dopants (NN), next-nearest-neighbour 

to both dopants (NNN), NN to one of the dopants and NNN to the other (NN/NNN), and far 

away from both dopants (far). When more than one configuration within the same definition 

exists, a subscript (A and B) was used to distinguish them (NNA and NNB, for example).  

In o-LaGaO3, the La sites are not equivalent and the La-La nearest neighbour 

distance changes depending on the crystallographic direction. Two nearest-neighbours La 

atoms can be positioned along the [001] and [110] crystallographic directions, distant 3.906 

Å from each other along the [001] direction, and 3.844 or 3.948 Å along the [110] direction. 

Therefore, two dopant-dopant configurations, corresponding to the two smallest NN 

distances (3.844 and 3.906 Å), were considered and are referred to as LaA (dopants 

positioned along [110]) and LaB (dopants positioned along [001]). The tested configurations 

for La-site doping in o-LaGaO3 (LaA and LaB dopant arrangements, with the CCV located at 

NN, NNN, NN/NNN and far away sites) are shown in Figure 4.3. 

Similarly, for Ga-site doping in o-LaGaO3, the dopants can also be located in two 

different arrangements; the Ga-Ga distances are 3.896 Å and 3.898 Å when Ga atoms are in 

the centre of two octahedra along the [010] (GaA) and [001] crystallographic directions, 

respectively. In addition, Ga-O distances are also different along the axial and equatorial 

plane of the GaO6 octahedra, being 1.983/1.987 and 1.994 Å respectively). Tested 

configurations for Ga-site doping in o-LaGaO3 (GaA and GaB dopant arrangements, with the 

CCV located at NN, NNN, NN/NNN and far away sites) are shown in Figure 4.4.  

When compared to the orthorhombic structure, the rhombohedral lattice has more 

symmetry; all La sites are equivalent (the La-La distance is 3.897 Å). The same is observed 

for Ga and O atoms (the Ga-Ga and the Ga-O distances are 3.897 and 1.985 Å, respectively). 

Consequently, only one dopant-dopant configuration was investigated for each La and Ga-

site doping, as presented in Figure 4.5. 
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Figure 4.3 – Starting configurations for La-site doping of o-LaGaO3. La, Ga, dopants and 

CCVs are shown in purple, green, orange and pink, respectively. Vacancies are located in 

NN, NNN, NN/NNN and far positions. Figures show a subsection of the lattice and O atoms 

are not shown for clarity.  

 

 

Figure 4.4 – Starting configurations for Ga-site doping of o-LaGaO3. La, Ga, dopants and 

CCVs are shown in purple, green, orange and pink, respectively. Vacancies are located in 

NN, NNN, NN/NNN and far positions. Figures show a subsection of the lattice and O atoms 

are not shown for clarity.  
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Figure 4.5 – Starting configurations for (a) La- and (b) Ga-site doping of r-LaGaO3. La, Ga, 

dopants and CCVs are shown in purple, green, orange and pink, respectively. Vacancies are 

located in NN, NNN, NN/NNN and far positions. Figures show a subsection of the lattice 

and O atoms are not shown for clarity. 

 

The doping energy, Edop, which indicates how easily a dopant cation would be 

accepted in the lattice [64], was calculated from the defect calculations and the chemical 

potentials of the species, as described in Equation 3.3. Edop values were analysed under 

distinct chemical environments, as outlined in Section 3.2.6.3. 

To quantify how easily the CCV can move from a NN to a NNN site, we define the 

short-range association energy, 𝐸𝑎𝑠𝑠
𝑆𝑅 , to be the energy difference between the structures in 

which the CCV is in the NN and in the NNN positions with respect to the dopants [64]. In 

real systems with high dopant concentrations (above 35 mol% for LSGM for optimum ionic 

conductivity values, for example), the majority of charge compensating vacancies would be 

in a NN or NNN position with respect to a dopant. Therefore, 𝐸𝑎𝑠𝑠
𝑆𝑅  indicates the tendency of 

vacancies to be trapped around the dopants in regions of realistic and uniform dopant 

concentration. Similarly, the long-range association energy (𝐸𝑎𝑠𝑠
𝐿𝑅 ) between the oxygen 

vacancy and the dopant ions was obtained from the energy difference between the structure 

in which the vacancy is positioned far away from the dopants and the lowest energy structure. 

𝐸𝑎𝑠𝑠
𝐿𝑅  evaluate the tendency of vacancies being trapped around the dopants in regions of non-

uniform or low dopant concentration [64]. Therefore, both 𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅  values should be as 

low as possible, since large values would indicate that vacancies tend to be ordered due to 

defect interactions.  
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4.3 The electronic structure of LaGaO3 

The electronic band structure and the electronic density of states for o-LaGaO3 

obtained with PBE, SCAN and HSE06 are presented in Figure 4.6. The valence band is 

dominated by oxygen 2p orbitals, with some small contribution from La 5d, Ga 4s and 4p 

states. La f orbitals are the main contributors to unoccupied states with some La 5d, Ga 4s4p 

and O 2p contributions. The interaction between Ga s and Ga p states with O p orbitals at 

the bottom (from -5 to -7.5 eV) and middle (-2.5 to -5 eV) parts of the valence band, 

respectively, indicates some covalent character in the Ga-O bonding. The contribution of La 

states to the conduction band and of O states to the valence band indicates the occurrence of 

electron-charge transfer between La and O ions, and thus the ionic character of the La-O 

interaction. Furthermore, there is some level of mixing between La and O states along the 

entire range, indicating some covalency in the La-O interaction. The perovskite’s mixed 

bonding character is in agreement with other theoretical work [245]. These features can also 

be observed in the orbital projected band structures is presented in Figure 4.7.  

The valence band maximum is located at the high-symmetry S point (-0.5, 0.5, 0.0), 

while the conduction band minimum is located at Γ, resulting in an indirect band gap of 3.70 

eV. The VBM and CBM are mainly composed of O 2p occupied levels and Ga 5s unoccupied 

states, respectively (Figure 4.7). The smallest direct energy gap is located at Γ (3.80 eV) and 

is optically active allowing direct comparison with the experimental optical adsorption (4.4 

eV [174]). SCAN therefore underestimates the optical band gap by 13.6%, as expected from 

meta-GGAs, but it is still considerable better than PBE and HSE06; PBE calculates indirect 

and direct band gaps of 3.14 and 3.24 eV (26.4% underestimation), respectively, while 

HSE06 significantly overestimates the indirect and direct band gaps with values of 5.30 and 

5.44 eV (23.6% overestimation), respectively. Even though the three methods yield similar 

features in the electronic band structure and density of states (Figure 4.6), the meta-GGA 

SCAN functional gives rise to superior results when describing the geometry and electronic 

structure of the investigated perovskite when compared to the GGA PBE functional and 

hybrid-DFT (HSE06), and therefore will be used for defect calculations. A direct comparison 

of structural parameters and formation energies of LaGaO3 and related phases calculated 

with SCAN, PBE and HSE06 are presented in Tables 4.3 and 4.4. 
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Figure 4.6 – Electronic band structure and electronic density of states of o-LaGaO3, obtained 

with (a) SCAN, (b) PBE and (c) HSE06, plotted using the sumo [246] package. The valence 

band maximum is set to zero.  
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Figure 4.7 – Orbital projected band structures of o-LaGaO3 to investigate the mixing of (a) 

La f, (b) La d, (c) Ga s, (d) Ga p and (e) O p states in the electronic structure of the perovskite.  
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Table 4.3 – Optimized lattice parameters of orthorhombic (Pbnm) and rhombohedral (R3c) 

LaGaO3 (o-LaGaO3 and r-LaGaO3, respectively) and formation enthalpies obtained from 

theoretical calculations (SCAN, PBE and HSE06) and experiment [240,247,248]. O1 and 

O2 are the axial and equatorial oxygen atoms in the [GaO6] octahedron, respectively. 

Experimental results in ref. [247] were measured at 298 K and 523 K for the orthorhombic 

and rhombohedral phases, respectively. Parameters in ref. [248] were measured at 11 K. The 

percentage difference between calculated results and experimental values is given in 

parenthesis.  

Phase Parameter SCAN PBE HSE06 Exp. 

o-LaGaO3 a (Å) 5.520 (-0.07) 5.567 (+0.78) 5.512 (-0.22) 5.524 [247] 

 b (Å) 5.511 (+0.35) 5.606 (+2.08) 5.523 (+0.56) 5.492 [247] 

 c (Å) 7.795 (+0.27) 7.895 (+1.56) 7.793 (+0.24) 7.774 [247] 

 V (Å3) 237.16 (+0.54) 246.41 (+4.46) 273.27 (+15.85) 235.89 [247] 

 Ga-O1 (Å) 1.990 (+0.61) 2.024 (+2.33) 1.992 (+0.71) 1.978 [248] 

 Ga-O2 (Å) 1.984 (+0.56) 2.019 (+2.33) 1.987 (+0.71) 1.973 [248] 

 Ga-O2 (Å) 1.987 (+0.61) 2.028 (+2.68) 1.992 (+0.86) 1.975 [248] 

 La-O1 (Å) 2.399 (-0.42) 2.411 (+0.08) 2.400 (-0.37) 2.409 [248] 

 La-O1 (Å) 2.605 (-0.72) 2.557 (-2.55) 2.562 (-2.36) 2.624 [248] 

 La-O2 (Å) 2.442 (-1.05) 2.443 (-1.01) 2.440 (-1.13) 2.468 [248] 

 La-O2 (Å) 2.627 (-0.08) 2.650 (+0.80) 2.619 (-0.38) 2.629 [248] 

 La-O2 (Å) 2.808 (+0.36) 2.808 (+0.36) 2.788 (-0.36) 2.798 [248] 

 ΔHf (eV) -15.50 (+1.37) -13.63 (-10.86) - -15.29 [240] 

r-LaGaO3 a (Å) 5.537 (+0.02) 5.610 (+1.34) 5.545 (+0.16) 5.536 [247] 

 c (Å) 13.361 (-0.28) 13.492 (+0.70) 13.347 (-0.38) 13.398 [247] 

 V (Å3) 354.72 (-0.75) 367.78 (+2.90) 355.41 (-0.56) 357.41 [247] 

 ΔHf  (eV) -15.50 -13.60 - - 

 

  



Chapter 5: Molecular dynamics study of Sr- and Mg-doped LaGaO3 77 
 
 

 
 

Table 4.4 – Optimized lattice parameters and formation enthalpies of monoclinic Ga2O3 

(C12/m1, space group 12), hexagonal La2O3 (P63/mmc, space group 194) and monoclinic 

La4Ga2O9 (P121/c1, space group 14) obtained from theoretical calculations (PBE and SCAN) 

and experiment. The percentage difference between calculated results and experimental 

values is given in parenthesis.  

Compound Parameter PBE SCAN Exp. 

Ga2O3 a (Å) 12.507 (+2.40) 12.276 (+0.51) 12.214 [240] 

 b (Å) 3.103 (+2.17) 3.052 (+0.49) 3.037 [240] 

 c (Å) 5.920 (+2.10) 5.838 (+0.69) 5.798 [240] 

 V (Å3) 223.24 (+6.90) 212.35 (+1.68) 208.84 [240] 

 β (º) 103.73 (-0.10) 103.84 (+0.01) 103.83 [240] 

 ΔHf -9.44 (-16.53) -10.94 (-3.27) -11.31 [240] 

La2O3 a (Å) 3.939 (+0.05) 3.923 (-0.36) 3.937 [249] 

 c (Å) 6.183 (+0.86) 6.121 (-0.15) 6.130 [249] 

 V (Å3) 83.13 (+1.01) 81.60 (-0.85) 82.30 [249] 

 ΔHf -17.23 (-7.37) -19.03 (2.31) -18.60 [240] 

La4Ga2O9 a (Å) 8.017 (+0.56) 7.966 (-0.08) 7.972 [250] 

 b (Å) 11.296 (+0.89) 11.209 (+0.12) 11.196 [250] 

 c (Å) 11.781 (+1.40) 11.633 (+0.13) 11.618 [250] 

 V (Å3) 1007.3 (+3.02) 980.18 (+0.24) 977.80 [250] 

 β (º) 109.25 (-0.19) 109.33 (-0.12) 109.46 [250] 

 ΔHf -45.02 (-8.42) -49.77 (+1.24) -49.16 [240] 

 

 

4.4 Thermodynamic stability field of LaGaO3 

The chemical potential limits, which determine the region of thermodynamic 

stability for the two crystallographic phases of LaGaO3 (Figure 4.8, plotted using the code 

developed by Jackson [251]), were calculated using CPLAP [252], as outlined in Section 

3.2.6.3. The coloured lines in Figure 4.8 represent the limits of the LaGaO3 stability field, 

set by the formation energies of the perovskite and its competing phases (La2O3, Ga2O3 and 

La4Ga2O9). A-D are the intersection points of the region of stability determined by these 

limits. The oxygen, lanthanum and gallium chemical potentials and the competing phases in 

each of the intersection points of the stability field for o-LaGaO3 and r-LaGaO3 are presented 
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in Table 4.5 and will be used to calculate the doping energies (Equation 3.3) for the 

considered divalent dopants in different chemical environments.  

 

Figure 4.8 – Region of stability (coloured area) for o-LaGaO3 spanned by ΔµLa and ΔµGa 

obtained from the formation energies calculated using the SCAN functional. A-D are the 

intersection points of the stability field determined by the limits set by the competing phases. 

Due to the similarity of o-LaGaO3 and r-LaGaO3 results, only the o-LaGaO3 stability field 

is shown. The coloured bar on the left indicates how the oxygen chemical potential varies in 

different regions of the stability field.  

 

Table 4.5 – Elemental chemical potentials for O, La and Ga, and competing phases at the A-

D intersection points of the thermodynamic stability field of LaGaO3, determined by the 

formation of its competing phases (Figure 4.8).  

Competing Phases 
o-LaGaO3 r-LaGaO3 

ΔµO (eV) ΔµLa  (eV) ΔµGa (eV) ΔµO (eV) ΔµLa  (eV) ΔµGa (eV) 

A La2O3 -3.989 -3.530 0.00 -3.991 -3.528 0.00 

B Ga2O3 -3.647 -4.557 0.00 -3.647 -4.559 0.00 

C Ga2O3, LaGaO3 0.00 -10.027 -5.470 0.00 -10.029 -5.470 

D La2O3, LaGaO3 0.00 -9.514 -5.983 0.00 -9.514 -5.986 
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4.5 Doping energy   

Edop (Equation 3.3) can be calculated at any point within the stability field of LaGaO3 

(Figure 4.8). Along the red line diagonal (C-D), ΔµO and, consequently, ΔµM are constant, 

(since ΔHf(MO) = ΔµM + ΔµO, as outlined in Section 3.2.6.3). Edop, however, changes, 

depending on the variation of ΔµLa and ΔµGa. Along the blue and purple lines (A-D and B-C 

directions), ΔµO varies proportionally to changes in the ΔµLa and ΔµGa and hence Edop is 

constant as the difference between ΔµLa and ΔµGa is constant along A-D (-5.98 eV) and B-C 

(-5.47 eV), indicating that the defect energy does not depend on ΔµO (vacancy formation is 

not a redox process). 

Edop was calculated for the two sets of conditions determined by the formation of 

La2O3 (A-D direction) and Ga2O3 (B-C direction) as secondary phases, representing the 

limits of the perovskite’s stability field. These chemical conditions will be referred to as La- 

and Ga-rich, respectively. By calculating the lowest energy configurations, it is possible to 

determine the preferable doping site, i.e., if a dopant will preferably go to the La or Ga site, 

and the most stable vacancy configuration with respect to the dopants. Accordingly, the 

lowest obtained Edop values for both o-LaGaO3 and r-LaGaO3 in the distinct chemical 

environments are presented in Tables 4.6 and 4.7, respectively. 

The CCV preferably occupies a NN position for most of the analysed dopants. The 

oxygen vacancy is effectively positively charged, since an anion is missing from the lattice, 

while the divalent dopants are ‘less positive’ than the trivalent host cations. Therefore, the 

vacancy would experience less electrostatic repulsion from the divalent dopant in a NN 

position, than it would from trivalent host cations. Consequently, the NN configuration is 

the most stable due to Coulombic effects. The exception is Ba-doping in o-LaGaO3; the 

vacancy is NN to one of the dopants and NNN to the other. Ba(II) possess the biggest ionic 

radius (1.61 Å) among the analysed dopants, hence the CCV is pushed from a NN to a 

NN/NNN position due to steric effects overcoming electrostatic effects. A similar behaviour 

was observed by Lucid et al.[64] when investigating the doping of CeO2 with trivalent 

cations; the CCV would preferably be in a NN position, except for dopants with ionic radii 

bigger than 1.09 Å. For those, the CCV would preferably be NNN to the dopants, as steric 

effects overcome coulombic effects.  
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Table 4.6 – Doping energies (eV) for o-LaGaO3 under La- and Ga-rich chemical 

environments as a function of ionic radius (Å) [26] for La-site and Ga-site doping, along 

with the preferable doping site and most stable vacancy configuration. The ionic radii for 

Ga(III) (6-coordinated) and La(III) (12-coordinated) are 0.62 and 1.36 Å, respectively. 

Dopant 
Ionic Radius (Å) 

6-/12-coord. 

Edop (La-site dop.) Edop (Ga-site dop.) Doping 

Site 

CCV 

config. La-rich Ga-rich La-rich Ga-rich 

Ni(II) 0.69 - 7.09 6.06 2.98 4.01 Ga NN 

Sn(II) 0.69 - 4.48 3.45 3.43 4.46 
Ga (La-rich) 

La (Ga-rich) 

NN 

NNA 

Mg(II) 0.72 - 4.92 3.89 1.38 2.40 Ga NN 

Zn(II) 0.74 - 4.61 3.59 1.26 2.28 Ga NN 

Co(II) 0.74 - 4.68 3.65 1.12 2.15 Ga NN 

Fe(II) 0.78 - 4.30 3.28 1.08 2.11 Ga NN 

Pt(II) 0.80 - 6.74 5.71 1.56 2.59 Ga NN 

Mn(II) 0.83 - 3.83 2.80 1.45 2.48 Ga NN 

Pd(II) 0.86 - 6.30 5.27 1.67 2.70 Ga NN 

Ca(II) 1.00 1.34 2.25 1.22 3.92 4.95 La NNA 

Sr(II) 1.18 1.44 1.33 0.30 6.32 7.34 La NNA 

Pb(II) 1.19 1.49 3.13 2.11 4.76 5.78 La NNA 

Ba(II) 1.35 1.61 1.34 0.31 8.63 9.66 La NN/NNN 

 

Steric effects also influence the preferential doping site; for both o-LaGaO3 and r-

LaGaO3, dopants with smaller ionic radii (up to 0.86 Å) go to the Ga(III) (0.62 Å) site and 

dopants with bigger ionic radii go to the La(III) (1.36 Å) site. According to these criteria, 

Sn(II), with ionic radius of 0.81 Å, should preferably occupy the Ga site. However, the cation 

presents a distinct behaviour with its preferable doping site depending on the chemical 

environment, i.e., Sn(II) goes to the Ga site in La-rich environments, and to the La site under 

Ga-rich conditions. Even though tuning the thermodynamic conditions could influence its 

site selectivity, the observed Edop values for Sn(II) are comparatively high, indicating the 

cation is not easily accepted into the perovskite lattice, which will lead to dopant segregation 

and hence would not be a good dopant choice.  
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Table 4.7 – Doping energies (eV) for r-LaGaO3 under La- and Ga-rich chemical 

environments as a function of ionic radius (Å) [26] for La-site and Ga-site doping, along 

with the preferable doping site and most stable vacancy configuration. The ionic radii for 

Ga(III) (6-coordinated) and La(III) (12-coordinated) are 0.62 and 1.36 Å, respectively. 

Dopant 
Ionic Radius (Å) 

6-/12-coord. 

Edop (La-site dop.) Edop (Ga-site dop.) Doping 

Site 

CCV 

config. La-rich Ga-rich La-rich Ga-rich 

Ni(II) 0.69 - 7.17 6.13 2.96 3.99 Ga NN 

Sn(II) 0.69 - 3.72 2.69 3.30 4.33 
Ga (La-rich) 

La (Ga-rich) 

NN 

NNB 

Mg(II) 0.72 - 4.83 3.79 1.33 2.36 Ga NN 

Zn(II) 0.74 - 4.67 3.63 1.24 2.27 Ga NN 

Co(II) 0.74 - 4.70 3.67 1.09 2.13 Ga NN 

Fe(II) 0.78 - 4.12 3.09 1.08 2.11 Ga NN 

Pt(II) 0.80 - 6.89 5.85 1.62 2.65 Ga NN 

Mn(II) 0.83 - 3.73 2.70 1.47 2.50 Ga NN 

Pd(II) 0.86 - 6.10 5.07 1.70 2.73 Ga NN 

Ca(II) 1.00 1.34 2.23 1.20 3.95 4.98 La NNB 

Sr(II) 1.18 1.44 1.23 0.19 6.43 7.46 La NNB 

Pb(II) 1.19 1.49 2.96 1.93 4.66 5.70 La NNB 

Ba(II) 1.35 1.61 1.19 0.16 8.40 9.43 La NNB 

 

The existence of an ideal ionic radius for dopants in perovskites and fluorite-

structured materials has been previously suggested in literature [24,25,253]. Ideally sized 

dopants do not necessarily have the same ionic radius as the host cation, but rather a critical 

value, which is system dependent. For example, Kim [253] determined 1.04 Å as the critical 

ionic radius (rc) for dopants in CeO2, which would result neither in the contraction nor in the 

expansion of the host lattice. This value is larger than the ionic radii of 8-coordinated Ce(IV) 

(0.97 Å), showing that the critical value indeed differs from the size of the host cation. For 

ZrO2, rc = 0.95 Å, which is also bigger than the ionic radius of 8-coordinated Zr(IV) (0.84 

Å) [24,25]. Accordingly, the magnitude of the doping energies presented in Tables 4.6 and 

4.7 can be related to dopant size and the resulting distortions to the local structure. 

For A-site dopants, the doping energy increases in the order Ba(II) < Sr(II) < Ca(II), 

with their ionic radii decreasing in the same order, confirming the relationship between 

doping energy and dopant size. Sr(II) and Ba(II) possess the lowest Edop values, suggesting 

that the critical radius for A-site dopants in LaGaO3 lies between 1.44 and 1.61 Å. Pb(II) 
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does not follow the observed steric trends due to electronic effects; while alkaline earth 

metals are spherical, Pb(II) has an asymmetric electron density. In fact, Pb(II) and Sn(II) 

present the highest doping energies among A- and B-site dopants, respectively. Their 

asymmetric electron density arises from the formation of a sterically active “lone pair” of 

electrons (ns2 electron configuration). This effect is not actually a lone pair, but a result of 

the mixing between Sn 5s, 5p (or Pb 6s, 6p) and O 2p states, which can be observed in the 

total and partial electronic density of states for Sn-doped o-LaGaO3 (Figure 4.9). Sn(II) 5s 

orbital at the top of the valence band interacts with O 2p states of same energy, resulting in 

bonding and antibonding combinations. The antibonding Sn(5s)-O(2p) orbital, can undergo 

further hybridization with Sn pz states, resulting in the projection of the density one side of 

the Sn(II) forming the so called lone-pair [254–257]. The resulting asymmetric electron 

density contributes to the distortion of the lattice structure, and hence higher doping energies. 

This effect can be also observed in the valence charge density of a Sn(II) ion (Figure 4.10), 

where the asymmetric electron density around the Sn(II) cation points towards the vacancy.  

 

 

Figure 4.9 – (a) Total and partial electronic density of states for Sn-doped o-LaGaO3 and (b) 

partial EDOS for Sn and O. Sn(II) 5s states are positioned at the top of the valence band, 

hybridizing with O 2p states of same energy, forming bonding and antibonding states. The 

mixing of these antibonding states with Sn(II) 5p orbitals results in lone pair formation and 

asymmetric electron density.  
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Figure 4.10 – Charge density at the top 1.5 eV of the valence band around a Sn(II) cation 

occupying a La-site in doped o-LaGaO3. The vacancy is positioned right above the ion and 

the dopant asymmetric electron density due to lone-pair formation points towards the CCV. 

The charge density plot ranges from 0 (blue) to 0.15 e/Å3 (red). 

 

For B-site dopants, a steric trend in the doping energy magnitude is observed for 

some of the dopant ions; Edop increases in the order Fe(II) < Co(II) < Zn(II) < Mg(II) < Ni(II), 

with their ionic radii decreasing in the same order. Since Fe(II) and Co(II) possess the lowest 

Edop values, the ideal ionic radii for B-site dopants should be close to 0.74-0.78 Å. Mn(II), 

however, is larger than Fe(II) and hence possess ionic radius larger than rc, presenting a 

higher doping energy as a result. Transition metals are not spherical due to their partially 

filled d orbitals, and hence small deviations from Edop size dependence would be expected, 

as different metals have different d orbital filling. Even though Zn(II) and Co(II) have the 

same ionic radius (0.74 Å), different orbital occupations (they are d10 and d7 ions, 

respectively) result in distinct doping energies. Furthermore, high Edop values are observed 

for Pd(II) and Pt(II); they are d8 ions which favourably adopt square planar structures due to 

crystal field effects (as previously seen in doped CeO2 [258,259]) and hence would not 

favour octahedral coordination. Therefore, our results suggest that while steric effects are 

important, they do not fully describe the Edop magnitude for B-site dopants, as these 3d 

metals are not perfectly spherical and doping energies are also influenced by electronic 

structure effects.  

In summary, from the values presented in Tables 4.6 and 4.7, Sr(II) and Ba(II) 

possess the lowest Edop values among La-site dopants, while Fe(II) and Co(II) present the 

lowest energies among Ga-site dopants, indicating that these cations would be easily 

accepted into the lattice and dopant segregation would be low. However, a low doping 
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energy alone does not characterize a good dopant, since doping also affects the mobility of 

CCVs, i.e., the metal cations could still trap vacancies around them due to defect-defect 

interactions and hence negatively affect vacancy mobility. Therefore, the short- and long-

range association energies (𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅 , respectively) were calculated to evaluate the 

tendency of the CCVs to be trapped around the dopants. 

 

4.6 Association energy 

The short- (𝐸𝑎𝑠𝑠
𝑆𝑅 ) and long-range (𝐸𝑎𝑠𝑠

𝐿𝑅 ) association energies indicate the tendency of 

CCVs to be trapped around the dopants in regions of uniform or non-uniform/low dopant 

concentrations, respectively [64]. While 𝐸𝑎𝑠𝑠
𝑆𝑅  quantifies how easily the CCV can move from 

a NN to a NNN site, 𝐸𝑎𝑠𝑠
𝐿𝑅  is calculated from the energy difference between the structure in 

which the vacancy is positioned far away from the dopants, i.e. in a pure LaGaO3 region, 

and the lowest energy NN configuration (NNN for Ba). The obtained 𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅  values 

for o-LaGaO3 and r-LaGaO3 are presented in Table 4.8. Since 𝐸𝑎𝑠𝑠
𝑆𝑅  and 𝐸𝑎𝑠𝑠

𝐿𝑅  are calculated 

by the difference between Edop values for distinct vacancy configurations, they do not depend 

on chemical environment, i.e., they are the same for both La- and Ga-rich environments. 

𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅  values do not necessarily increase/decrease with ionic radii, i.e., no 

trend related to steric effects was observed. For La-site doping, Sr(II), Ba(II) and Ca(II) 

possess the lowest 𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅 , indicating that vacancies do not tend to be trapped around 

these metals. Short-range association energies are lower than the long-range values, 

revealing that vacancies are more likely to be trapped around dopants in regions of non-

uniform or low dopant concentration. Pb(II) and Sn(II) possess the highest 𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅  

values, meaning that vacancies would be trapped, which could negatively affect the ionic 

conductivity of the perovskite. For Ga-site doping, Mg(II) possess the lowest 𝐸𝑎𝑠𝑠
𝑆𝑅

 and 

𝐸𝑎𝑠𝑠
𝐿𝑅 values, followed by Ni(II), Co(II), Fe(II), Zn(II) and Mn(II). Those could all be good 

Ga-site dopant choices, since they are not expected to negatively affect the mobility of 

vacancies. Sn(II), Pd(II) and Pt(II) have the highest 𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅 values, indicating a higher 

tendency to vacancy trapping.   
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Table 4.8 – Short- and long-range association energies (𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅 , respectively) in eV 

for the considered dopants in o-LaGaO3 and r-LaGaO3 

 
Dopant 

o-LaGaO3 r-LaGaO3 

 𝑬𝒂𝒔𝒔
𝑺𝑹  𝑬𝒂𝒔𝒔

𝑳𝑹  𝑬𝒂𝒔𝒔
𝑺𝑹  𝑬𝒂𝒔𝒔

𝑳𝑹  

Ga-site dopants Ni(II) 0.39 0.58 0.38 0.65 

 Sn(II) 2.92 3.28 3.11 3.43 

 Mg(II) 0.25 0.44 0.25 0.52 

 Zn(II) 0.95 1.22 0.99 1.33 

 Co(II) 0.63 0.86 0.69 0.98 

 Fe(II) 0.90 0.90 0.90 0.89 

 Pt(II) 4.67 4.66 4.70 4.67 

 Mn(II) 0.91 1.28 1.31 1.76 

 Pd(II) 4.68 4.65 4.67 4.66 

La-site dopants Sn(II) 1.06 1.08 1.70 1.77 

 Ca(II) 0.46 0.53 0.51 0.60 

 Sr(II) 0.36 0.42 0.35 0.41 

 Pb(II) 0.74 0.80 0.75 0.82 

 Ba(II) 0.40 0.43 0.36 0.38 

 

4.7 Structural distortions 

Doping introduces distortions to the local structure of the perovskite as a result of 

both steric and electronic effects, which can affect the magnitude of the calculated doping 

and association energies. Lucid et al. [64] observed that distortions in the local structure of 

doped CeO2 are mainly a result of dopants trying to reach similar M(III)-O bond lengths and 

coordination environments to those observed in their native oxides. Here, comparable 

structural distortion occurs, which can result in higher 𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅 values, increasing the 

likelihood of vacancies being trapped. Figure 4.11 shows the distortion in the local structure 

around the dopants due to changes in the M-O bond length when compared to the pure o-

LaGaO3 structure. The calculated M(II)-O distances for Ga-site dopants in a NN 

configuration in o-LaGaO3 are presented in Table 4.9, along with the bond distances 

observed in the metals’ native oxides. Figure 4.11a clarifies the nomenclature used in Table 

4.9.  
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Figure 4.11– a) Local GaO6 structure in pure o-LaGaO3, with Ga(III) ions in green and 

oxygen ions in red, and schematic representation of the structural distortion when b) Mg(II), 

Ni(II), Zn(II) (in orange), c) Co(II), Fe(II), Mn(II) (in purple), d) Pd(II), Pt(II) (in grey) and 

e) Sn(II) (in blue) are used as dopants. The schemes display the NN vacancy configuration, 

in which the charge compensating vacancy is located between two dopant cations. 

 

Mg(II) and Ni(II) are the dopants that introduce the least amount of distortion in the 

local structure of the perovskite, and hence present the lowest association energies. The 

equatorial M-O bond lengths in these systems are similar to those observed for Ga-O, while 

the axial M-O bond length decreases (1.92 Å and 1.94 Å for Mg(II) and Ni(II), respectively) 

when compared to the original Ga-O distance, as a way of compensating for the oxygen 

vacancy in the opposite axial position of the octahedron. The shortening of the axial bond in 

these systems can be observed in Figure 4.11b. Zn(II), on the other hand, despite possessing 

similar ionic radius to Mg(II) and Ni(II), presents higher association energy values; while 

both Mg(II) and Ni(II) have the octahedral coordination environment of their native oxides 

reproduced in the perovskite, zinc is tetrahedrally coordinated in ZnO. The distortion around 

Co(II) and Fe(II) is more substantial; their longest M-O distances are 2.04 Å and 2.06 Å 

(Figure 4.11c) resulting in slightly bigger 𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅 . Nonetheless, their association 

energy values are still lower than 1.00 eV, since the octahedral geometry expected for d6 

(Fe(II)) and d7 (Co(II)) metals is being reproduced in this system. Mn(II) is a d5 ion and 

hence does not favour a particular coordination arrangement – the observed distortions are 

similar to those in Fe- and Co-doped systems (Figure 4.11c). However, Mn(II) presents 
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higher association energies, likely due to the difference in size in comparison to the host 

cation.  

 

Table 4.9 – M-O bond lengths within the MO6 octahedra (in Å) for Ga-site dopants in a NN 

configuration in o-LaGaO3, along with experimental bond lengths in their native MO oxides.  

Dopant O1  O2  O3  O4  O5  
M-O bond length 

in native oxide 

M(II) coordination 

in MO 

Ga 1.98 1.98 1.99 1.98 1.99 - - 

Ni1 1.94 1.99 2.00 2.00 2.00 2.09 Å [260] 6-coordinated  

Ni2 1.94 2.00 2.01 1.99 1.99  octahedral 

Sn1 2.18 2.18 2.21 2.19 2.17  2.21 Å [261] 4-coordinated  

Sn2 2.17 2.17 2.19 2.16 2.16   pyramidal 

Mg1 1.92 2.00 2.00 2.00 2.01 2.11 Å [262] 6-coordinated  

Mg2 1.92 2.00 2.01 2.00 2.00  octahedral 

Zn1 1.96 2.01 2.02 2.02 2.03 1.98 Å [263] 4-coordinated  

Zn2 1.96 2.03 2.04 2.02 2.02  tetrahedral 

Co1 2.00 1.99 2.02 2.03 2.00 2.12 Å [264] 6-coordinated  

Co2 2.02 2.00 2.04 2.00 1.98  octahedral 

Fe1 2.05 2.06 2.02 2.04 2.00 2.15 Å [265] 6-coordinated  

Fe2 2.10 1.99 2.00 1.99 1.99  octahedral 

Pt1 2.45 2.01 2.03 2.03 2.01 2.02 Å [261] 4-coordinated  

Pt2 2.45 2.01 2.03 2.02 2.01  square planar 

Mn1 2.04 2.05 2.06 2.06 2.06 2.25 Å [266,267] 6-coordinated  

Mn2 2.04 2.05 2.06 2.06 2.06  octahedral 

Pd1 2.39 2.00 2.02 2.01 2.01 2.02 Å [268,269] 4-coordinated  

Pd2 2.39 2.00 2.02 2.01 2.01  square planar 

 

Pd(II), Pt(II) and Sn(II), which possess the highest association energy values, are the 

dopants that introduce the biggest local distortions to the perovskite lattice. While the longest 

Ga-O distance within the GaO6 octahedron in pure o-LaGaO3 is 1.99 Å, the Pd-O, Pt-O and 

Sn-O distances can be as high as 2.39, 2.45 and 2.21 Å, respectively (Table 4.9). The 

observed structural distortions in Pd- and Pt-doped o-LaGaO3 are due to the elongation of 

the axial M-O bonds, a result of Pt/Pd ions moving out of the plane towards the CCV as an 

attempt to assume a square planar geometry (Figure 4.11d). For these systems, the NNN and 
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far configurations are energetically unfavourable, since the presence of all NN oxygen ions 

in the octahedra impedes the formation of the stable square planar structure commonly 

observed for the d8 metal cations. The equatorial Pt/Pd-O bond distances remain at around 

2.00-2.03 Å (Table 4.9), similar to those observed in their native oxides, PtO and PdO (2.02 

Å [261,266,267]). 

The local structure around Sn(II) ions (Figure 8e) have similar bond lengths to that 

observed in its native oxide, SnO (2.21 Å [261,270]); the cation moves considerably within 

the octahedron towards the CCV, resulting in the elongation of the Sn-O bond. The observed 

lattice distortion and the decreased mobility of vacancies is also due to electronic effects; 

Sn(II) possesses an asymmetric electron density pointing towards the vacancy (Figure 4.10), 

which stabilizes the Sn-O bonds and decreases the mobility of the oxygen vacancy, resulting 

in comparatively high association energies. Our results suggest that the distortion of the local 

structure, displayed in Figure 4.11, which in turn is related to the metal’s electronic structure 

and preferential coordination environment, can be a good indicator of the magnitude of 𝐸𝑎𝑠𝑠
𝑆𝑅

 

and 𝐸𝑎𝑠𝑠
𝐿𝑅  values and hence the tendency for vacancies to be trapped. 

At the 12-coordinated La-site, the spherical alkaline earth metals, Sr(II), Ca(II) and 

Ba(II) introduce similar and small distortions to the local structure of the perovskite with the 

M-O bond lengths slightly elongated when compared to the original La-O bonds, due to their 

difference in size to the host cation. Pb(II) (6s2 electron configuration), on the other hand, 

possesses an asymmetric electron density due to lone pair formation pointing towards the 

CCV, resulting in bigger distortions and hence high association energy values in comparison 

to other La-site dopants.  

Tables 4.10 and 4.11 summarize the obtained results for o-LaGaO3 and r-LaGaO3, 

respectively. The doping energy indicates how easily a dopant cation would be accepted in 

the perovskite lattice and was calculated under distinct chemical environments. The short- 

and long-range association energies quantify how easily the CCV can move from NN to 

NNN or to a far away site, respectively, indicating the tendency of vacancies to be trapped 

around the dopants. Accordingly, the best-suited dopants are those with low Edop, 𝐸𝑎𝑠𝑠
𝑆𝑅

 and 

𝐸𝑎𝑠𝑠
𝐿𝑅  values. Cations with Edop smaller than 1.4 eV, associated with 𝐸𝑎𝑠𝑠

𝑆𝑅
 and 𝐸𝑎𝑠𝑠

𝐿𝑅  smaller 

than 0.6 eV were considered the best dopant choices when considering SOFC applications. 

These criteria were selected to provide a suitable framework for comparing the analysed 

dopants.  
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Table 4.10 – Summary of the ionic radii (in Å), doping energies (Edop, in eV), short- and 

long-range association energies (in eV) for o-LaGaO3. Values in bold correspond to results 

within selected criteria. The ionic radii for Ga(III) (6-coordinated) and La(III) (12-

coordinated) are 0.62 and 1.36 Å [26], respectively. 

Dopant 

site 
Dopant 

Ionic Radius 

6-/12-coord. 

Edop 

La-Rich 

Edop 

Ga-Rich 
𝑬𝒂𝒔𝒔

𝑺𝑹  𝑬𝒂𝒔𝒔
𝑳𝑹  

Ga-site 

dopants 

Ni(II) 0.69 - 2.98 4.01 0.39 0.58 

Sn(II) 0.69 - 3.43 4.46 2.92 3.28 

Mg(II) 0.72 - 1.38 2.40 0.25 0.44 

Zn(II) 0.74 - 1.26 2.28 0.95 1.22 

 Co(II) 0.74 - 1.12 2.15 0.63 0.86 

 Fe(II) 0.78 - 1.08 2.11 0.9 0.9 

 Pt(II) 0.80 - 1.56 2.59 4.67 4.66 

 Mn(II) 0.83 - 1.45 2.48 0.98 1.28 

 Pd(II) 0.86 - 1.67 2.70 1.94 4.65 

La-site 

dopants 

Sn(II) 0.69 - 4.48 3.45 1.06 1.08 

Ca(II) 1.00 1.34 2.25 1.22 0.46 0.53 

Sr(II) 1.18 1.44 1.33 0.30 0.36 0.42 

Pb(II) 1.19 1.49 3.13 2.11 0.74 0.8 

 Ba(II) 1.35 1.61 1.34 0.31 0.40 0.43 
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Table 4.11 – Summary of the ionic radii (in Å), doping energies (Edop, in eV), short- and 

long-range association energies (in eV) for r-LaGaO3. Values in bold correspond to results 

within selected criteria. The ionic radii for Ga(III) (6-coordinated) and La(III) (12-

coordinated) are 0.62 and 1.36 Å [26], respectively. 

Dopant 

site 
Dopant 

Ionic Radius 

6-/12-coord. 

Edop 

La-Rich 

Edop 

Ga-Rich 
𝑬𝒂𝒔𝒔

𝑺𝑹  𝑬𝒂𝒔𝒔
𝑳𝑹  

Ga-site 

dopants 

Ni(II) 0.69 - 2.96 3.99 0.38 0.65 

Sn(II) 0.69 - 3.30 4.33 3.11 3.43 

Mg(II) 0.72 - 1.33 2.36 0.25 0.52 

Zn(II) 0.74 - 1.24 2.27 0.99 1.33 

 Co(II) 0.74 - 1.09 2.13 0.69 0.98 

 Fe(II) 0.78 - 1.08 2.11 0.9 0.89 

 Pt(II) 0.80 - 1.62 2.65 4.70 4.67 

 Mn(II) 0.83 - 1.47 2.50 1.31 1.76 

 Pd(II) 0.86 - 1.70 2.73 4.67 4.66 

La-site 

dopants 

Sn(II) 0.69 - 3.72 2.69 1.70 1.77 

Ca(II) 1.00 1.34 2.23 1.20 0.51 0.6 

Sr(II) 1.18 1.44 1.23 0.19 0.35 0.41 

Pb(II) 1.19 1.49 2.96 1.93 0.75 0.82 

 Ba(II) 1.35 1.61 1.19 0.16 0.36 0.38 

 

The best Ga-site dopant for both perovskite lattices according to the selected criteria 

would be Mg(II). This is the only dopant to present low Edop (under Ga-poor conditions) 

associated with small 𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅  values, indicating that it would be easily incorporated 

into the Ga site of the lattice and that vacancies would not be trapped around the cation. 

Ni(II), Co(II), Fe(II) and Zn(II) also possess low association energies. This indicates low 

tendency to vacancy trapping and hence could yield some improvement to the ionic 

conduction properties of the perovskite considering electrode applications, since transition 

metal doping in LaGaO3 has been reported to generate mixed ionic and electronic conduction 

[178,180]. These metals possess lower doping and association energy values when compared 

to Mn(II), which has been previously suggested as a suitable co-dopant (LSGMn) for anode 

applications [178]. Zn(II) and Fe(II) also possess doping energies lower than those of Mg(II). 

Ni(II), however, presents high Edop values when compared to the other transition metals. 
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Sn(II), Pt(II) and Pd(II) are the dopants to introduce the biggest distortions to the perovskite 

lattice, hence possessing high Edop, 𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅 , and being poor dopant choices. 

The best La-site dopants would be Ca(II), Sr(II) and Ba(II), with Sr(II) and Ba(II) 

presenting the lowest Edop, 𝐸𝑎𝑠𝑠
𝑆𝑅

 and 𝐸𝑎𝑠𝑠
𝐿𝑅  values for o-LaGaO3 and r-LaGaO3, respectively. 

Sr(II) and Ba(II) are also the only dopants observed to have low Edop under both La-rich and 

Ga-rich chemical environments. Since the chosen environments correspond to the extremes 

in the LaGaO3 stability field, these cations would be good dopant choices in all chemical 

conditions under which the perovskite is stable.  

 

4.8 A-site co-doping 

Co-doping of the same cation site has been suggested to improve the ionic 

conductivity in CeO2-based systems [271–276] when compared to singly doped phases. This 

co-doping effect has been related to the correspondence between the average ionic radius of 

the chosen dopants to an ideal dopant ionic radius [272,274,276,277], i.e., dopants are 

chosen purposefully to reproduce rc, which minimizes local strains, distortions and hence 

defect interactions, driving the improvement of ionic conduction properties [278,279]. To 

gain more insight into the critical radius for La-doping in the LaGaO3 system, SCAN 

calculations were performed for both the Ca/Sr co-doped system, considering the ionic radii 

of the dopants are smaller/bigger than that of La(III), and the Sr/Ba co-doped perovskite, as 

these resulted in the lowest Edop, 𝐸𝑎𝑠𝑠
𝑆𝑅  and 𝐸𝑎𝑠𝑠

𝐿𝑅  values for singly doped systems. The 

calculated doping and association energies for both o- and r-LaGaO3 are presented in Table 

4.12. 

The doping and association energies of Ca/Sr phases are in between Sr-doped and 

Ca-doped values. Therefore, Ca/Sr co-doping does not yield significant improvements, 

confirming that selecting dopants according to the closeness of their average ionic radii to 

the host cations is not the most appropriate strategy for the improvement of ionic conduction 

properties of LaGaO3-based systems. Sr/Ba co-doped o-LaGaO3 adopts the same vacancy 

configuration as the Ba-doped perovskite (NN/NNN) rather than that of the Sr-doped system, 

due to steric effects, i.e., the bigger size of Ba(II) pushes the vacancy away. No significant 



Chapter 5: Molecular dynamics study of Sr- and Mg-doped LaGaO3 92 
 
 

 
 

difference was observed among doping energies for the Sr/Ba-, Sr- and Ba-doped o-LaGaO3 

systems; Edop values remained in the already low 0.30-0.32 eV range for co-doped systems. 

Table 4.12 – Ionic radii (in Å), doping energies (Edop, in eV), short- and long-range 

association energies (in eV) for singly and co-doped o-LaGaO3 and r-LaGaO3. The ionic 

radii for La(III) (12-coordinated) is 1.36 Å [26]. 

System Dopant 
Ionic Radius 

12-coordinated 

Edop 

Ga-Rich 

Vacancy 

Position 
𝑬𝒂𝒔𝒔

𝑺𝑹  𝑬𝒂𝒔𝒔
𝑳𝑹  

o-LaGaO3 Ca(II) 1.34 1.22 NNA 0.46 0.53 

 Sr(II) 1.44 0.30 NNA 0.36 0.42 

 Ba(II) 1.61 0.31 NN/NNN 0.40 0.43 

 Ca(II)/Sr(II) 1.39 (average) 0.74 NNA 0.44 0.51 

 Sr(II)/Ba(II) 1.52 (average) 0.32 NN/NNN 0.27 0.36 

r-LaGaO3 Ca(II) 1.34 1.20 NNB 0.51 0.60 

 Sr(II) 1.44 0.19 NNB 0.35 0.41 

 Ba(II) 1.61 0.16 NNB 0.36 0.38 

 Ca(II)/Sr(II) 1.39 (average) 0.74 NNB 0.38 0.46 

 Sr(II)/Ba(II) 1.52 (average) 0.09 NNB 0.45 0.50 

 

For r-LaGaO3, the same vacancy configuration (the NNB position) is the most 

energetically stable for Sr/Ba-, Sr- and Ba-doped systems, and a significant decrease in the 

doping energy was observed for the co-doped perovskite. The calculated association 

energies for the Sr/Ba co-doped o-LaGaO3 system are smaller than the values observed for 

the singly doped phases, indicating less tendency to trap vacancies in the co-doped 

perovskite in comparison to Sr- and Ba-doped systems. This suggests that the critical ionic 

radius for La-site doping in the o-LaGaO3 system is close to the average size between Sr(II) 

and Ba(II) (1.52 Å). The same trend was not observed for 𝐸𝑎𝑠𝑠
𝑆𝑅  and 𝐸𝑎𝑠𝑠

𝐿𝑅  values in Sr/Ba co-

doped r-LaGaO3, indicating that the rhombohedral system might possess a different critical 

ionic radius for doping.  

These results indicate that simply reproducing the ionic radius of the host cation 

through co-doping does not improve ionic conduction; a larger ionic radius might be ideal, 

due to the presence of an oxygen vacancy nearest neighbour to the dopants. Our results 

suggest that if the average size of the chosen dopants does not match the ideal ionic radius, 
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a simple average of the properties of singly doped systems will be observed, as in the Ca/Sr 

co-doped perovskite. However, if the average dopant size is indeed close to the ideal value, 

as in Sr/Ba co-doped o-LaGaO3, association energies should be improved in comparison to 

singly doped systems, improving ionic conduction properties.  

 

4.9 Conclusion 

DFT calculations were performed to investigate the effects of a range of divalent 

dopants (Ni(II), Sn(II), Mg(II), Zn(II), Co(II), Fe(II), Pt(II), Mn(II), Pd(II), Ca(II), Sr(II), 

Pb(II) and Ba(II)) in the defect chemistry of the LaGaO3, aiming to determine which dopants 

would yield the greatest ionic conductivity improvements in the perovskite and the reasons 

behind such improvements. The lowest energy structure for each doped system was used to 

determine the preferable dopant position (La or Ga site), the preferable vacancy position, 

and calculate the association energy between vacancies and dopants. Steric effects determine 

the preferential doping site for most dopants, with Ca(II), Sr(II), Pb(II) and Ba(II) preferably 

occupying the La site of the perovskite, and Mg(II), Zn(II), Co(II), Fe(II), Ni(II), Mn(II), 

Pt(II) and Pt(II) preferably going to the smaller Ga site. Sn(II) presents dual behaviour, i.e. 

it can go to both La and Ga sites depending on the chemical environment due to electronic 

effects. The preferred vacancy configuration for the investigated divalent dopants is a NN 

position, as a result of coulombic effects. For A-site dopants, the majority of the doping 

energies were observed to vary according to the dopants’ ionic radii, with the lowest values 

being observed for Sr(II) and Ba(II). In the case of Pb(II), electronic factors associated with 

its lone pair result in a higher doping energy. For B-site dopants, the magnitude of the doping 

energies is strongly influenced by steric effects; however, electronic effects also play a role, 

as transition metals are not perfectly spherical due to their partially filled d orbitals. In 

particular, Sn(II) lone pair formation results in much higher doping energies than its size 

would suggest. For Pd(II) and Pt(II), their electronic structure strongly favours a square 

planar configuration, which results in a high doping energy as the lattice is strongly distorted. 

Among the B-site dopants, Fe(II) and Co(II) presented the lowest values. Pd(II), Sn(II) and 

Pt(II) are the dopants to introduce the most significant local distortions to the perovskite 

lattice and hence present the highest association energies, indicating that vacancies would 

be trapped around these metals, maintaining the stabilizing distortion around the dopant. 

Transition metal doping (Ni(II), Co(II), Fe(II) and Zn(II)) can potentially generate mixed 



Chapter 5: Molecular dynamics study of Sr- and Mg-doped LaGaO3 94 
 
 

 
 

ionic and electronic conduction in the perovskite, making it suitable as electrode instead of 

electrolyte. However, despite its good association energies, Ni(II) presents high doping 

energy values. Among the investigated cations, Sr(II), Ba(II) and Mg(II) doping should 

result in the greatest improvements to the ionic conductivity of LaGaO3 according to the 

selected criteria, considering electrolyte applications. Sr/Ba co-doping was observed to 

further decrease the tendency of o-LaGaO3 systems to vacancy trapping, which might be 

beneficial to ionic conduction properties. To the best of our knowledge, co-doping of a single 

site in LaGaO3 has not been previously investigated by means of DFT calculations. Even 

though the most utilized dopants in literature are Sr and Mg, our results indicate that Sr and 

Ba co-doping of the A-site, along with Mg-doping on the B-site could potentially have a 

more positive influence in ionic conduction properties.  
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Molecular dynamics study of Sr- and Mg-doped 

LaGaO3 

 

5.1 Introduction 

LaGaO3-based systems are an attractive alternative to fluorite-structured electrolyte 

materials in SOFCs (such as YSZ and doped CeO2), as outlined in Chapter 4. LaGaO3 co-

doped with Sr(II) and Mg(II)  in the La- and Ga-sites (LSGM), respectively, is a pure ionic 

conductor in the intermediate temperature SOFC operation range (873-1073 K) and over a 

wide oxygen partial pressure interval (from 1 to 10-22 atm) [16,70–74]. Molecular dynamics 

can provide a detailed understanding of LSGM dynamical properties, such as ionic 

conductivity, activation energies of diffusion and defect interactions, in contrast to quantum 

mechanical methods, which investigate attributes arising from the system’s electronic 

structure. MD simulations generally rely on the use of interatomic potentials (IPs, also 

known as force fields), i.e. a mathematical model that describes the interactions between the 

system’s particles, as described in Section 2.3. Hence, the accuracy of molecular dynamics 

results strongly depends on the IP’s functional form and on how well it describes the 

interaction between distinct atomic species.  

The force fields available in literature to study LaGaO3-based systems are 

empirically derived, i.e. parameters are chosen to reproduce specific experimental 

properties, such as lattice constants within a specific temperature range [280], and take into 

account a single crystallographic phase of the material, usually the orthorhombic (Pbnm) 

[11]. Furthermore, these IPs are often composed of parameters extracted from different 

sources [281], resulting in force fields that are inconsistent and incapable of correctly 

reproducing effects arising from the different coordination environments experienced by the 

atoms. Due to their lack of transferability, such IPs do not satisfactorily describe the system’s 

behaviour in different conditions and thermodynamics states, such as distinct 

crystallographic phases (LaGaO3 undergoes phase transition from orthorhombic to 

rhombohedral around 420 K and from rhombohedral to cubic above 1200 K, with space 

groups Pbnm, R3c and Pm3m, respectively), bulk systems, surfaces or grain boundaries, for 



Chapter 5: Molecular dynamics study of Sr- and Mg-doped LaGaO3 96 
 
 

 
 

example. Alternatively, first principles DFT calculations can be used to theoretically 

parametrize a force field through a force-matching procedure, in which the forces, stresses 

and multipoles calculated by the interatomic potential are fitted to DFT values. The inclusion 

of DFT dipoles from maximally localised Wannier functions in the IP parametrization, 

allows the incorporation of polarizability effects to the force field. Furthermore, the 

consideration of non-equilibrium DFT structures can account for the range of coordination 

environments present within the system. This theoretical parametrization approach yields 

force fields of ab initio accuracy, with a higher degree of transferability [136,137].  

 

5.1.1 Previous studies 

Experimentally, there is some debate regarding which dopant concentration yields 

the highest ionic conductivity (σ) values for LaGaO3-based systems. Still, LSGM presents 

the highest conductivities among oxide-ion conductors for solid electrolyte applications. 

There is also some disagreement regarding LSGM crystal structure, which has been reported 

as orthorhombic [68,282–286], cubic [74,282,287,288], rhombohedral [282,286] and 

monoclinic [285,289] under IT-SOFC operating conditions. Even though no clear 

correlation between dopant concentration and crystal structure has been consistently 

observed, some studies have proposed that increasing dopant (and hence vacancy) 

concentration changes the structure from orthorhombic to rhombohedral and from 

rhombohedral to cubic [282], as an increased dopant content results in the presence of more 

oxygen deficient GaO6 octahedra, affecting their tilting and hence the perovskite’s 

crystallographic phase. 17O NMR chemical shifts are sensitive enough to distinguish 

between oxygen atoms in equatorial and axial positions, revealing that oxygen deficient 

octahedra adopt a heavily distorted square pyramidal geometry (with the Ga-O axial bond 

length opposite to the vacancy being shortened), which might influence on structural 

transitions [282]. 

The ionic conductivity of LSGM is experimentally observed to increase with dopant 

content [290]. Drops in σ values are due to the formation of secondary phases at higher 

dopant concentrations; the formation of LaSrGaO4 [74,283] and LaSrGa3O7 

[74,284,290,291] have been reported for Sr-doped samples, while La4Ga2O9 [284] has been 

observed for Mg-doped samples. In contrast, the ionic conduction properties of fluorite-

structured materials is known to be influenced by vacancy ordering [11,68,292]. The 
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solubility limit of Sr(II) and Mg(II) in the A- and B-site sublattices of singly-doped LaGaO3 

is 10 mol% and 20 mol%, respectively. Sr(II) solubility is enhanced to 20 mol% through co-

doping with Mg(II) due to the lattice expansion resulting from Mg-substitution [291]; single 

phase LSGM2020 was successfully synthesized [290]. Optimized compositions of LSGM 

present ionic conductivity in the 93-166 S cm-1 range at 1073 K, higher than those observed 

for ceramics with a fluorite-type structure at the same temperature [2,70–74]. The magnitude 

of σ values is strongly influenced by the variety of synthetic methods and sintering 

temperatures used in literature [283]. Sintering temperatures in the 1573-1873 K interval 

yield LSGM1020 samples with densities in the 5.01-6.58 g cm-3 range (lower than the 

theoretical density of 6.849 g cm-3), which in turn present ionic conductivity values between 

33.9 and 107 mS cm-1 at 1073 K, with higher σ values being obtained for higher sample 

densities [293].  

The dopant concentrations yielding the highest ionic conductivity values are 

observed to change with temperature. At 1073 K, the highest σ values are obtained for both 

x and y ranging between 12.5 and 25 mol% [74]. When the temperature is lowered to 973 K, 

the optimal dopant concentration range shrinks differently for Sr and Mg; optimal x values 

are between 15 and 20 mol%, while optimal y values are between 12.5 and 17.5 mol%. At 

878 K, these ranges diminish further, with optimal x ranging between 14.5 and 16 mol%, 

and y between 0 and 6 mol%. Such anisotropic shrinkage reveals that the ionic conductivity 

and the activation energy of diffusion depend differently on x and y [74]. Activation energy 

(Ea) values are believed to depend on the ionic radius of dopant cations, which can change 

the space available to oxide-ion transport [290]. Higher values are usually measured for 

higher dopant concentrations, as their bigger ionic radius with respect to the host cations 

decrease the space available for oxide-ion transport [290]. Ea is observed to increase with 

increasing Mg content, due to the larger ionic radius of 6-coordinated Mg(II) (0.72 Å [26]) 

when compared to Ga(III) (0.62 Å [26]) [290,291]. For a fixed Mg concentration, Ea did not 

change significantly with varying Sr content (less than 0.06 eV variation among samples 

with x = 0.00, 0.10 and 0.20). This is a result of the smaller difference between the ionic 

radii of 12-coordinated Sr(II) (1.44 Å [26]) and La(III) (1.36 Å [26]) [74,290], and to the 

fact that a bigger A-site cation increases the perovskite’s Goldschmidt tolerance factor 

(Equation 1.5), influencing octahedra tilting and relieving the compressive strain on nearest 

neighbour Ga-O-Ga bonds.  
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There are two distinct activation energy regimes, below and above a critical 

temperature (T*), which has been reported to be within the 700-873 K range [74,282]. It was 

believed that below T*, vacancies were condensed into clusters, which would be detrimental 

to the ionic conductivity and increase the activation energy, with both LSGM dopants having 

been reported to act as nucleating centres to the formation of such clusters with decreasing 

temperature [74]. However, a more recent study [282] analysing the first order quadrupole 

splitting of  71Ga, 25Mg and 17O NMR spectra in the 100-670 K range for LSGM (with x = y 

= 0, 5, 10, 15, 20 mol%) has revealed that below T* vacancies (VO) are preferentially trapped 

in Ga-VO-Ga sites, with the presence of two adjacent vacancies being highly unlikely. Hence, 

vacancy clustering does not occur, but instead they are trapped between oxygen deficient 

octahedra [282]. Another combined experimental (15Mg and 71Ga NMR) and theoretical 

(DFT PBE doping energies) study confirmed that at room temperature, vacancies are 

preferably located in nearest neighbour sites to Ga atoms, with the Ga-VO-Ga environment 

being more favourable than Ga-VO-Mg and Mg-VO-Mg arrangements for LGM with 6.25, 

12.5 and 25 mol% of Mg. In those systems, more than 70% of the vacancies in all systems 

only got as close as NNN position to Mg ions [294]. The difference in Ea between the low 

and high temperature regimes is 0.3 eV; with values between 0.60 and 1.40 eV having been 

reported depending on temperature and dopant concentration 

[71,74,282,283,287,290,295,296]. 

Khan et al. [11] used a shell model in static lattice simulations to investigate the 

formation of dopant-vacancy clusters for doped LaGaO3 systems, considering Sr-doping in 

the La-site, and Cu-, Mg- and Hg-doping on the Ga-site. The shell model parameters were 

empirically fitted to lattice parameters of the orthorhombic LaGaO3 structure, with La-O and 

O-O potential parameters being the same as those used in a range of perovskite studies, such 

as LaCrO3, LaMnO3, LaFeO3 and LaCoO3. The IP parameters for the dopant ions were 

reproduced from studies on their binary oxides. The lowest binding energy was calculated 

for the Sr-VO pair, while the migration energy of oxygen vacancies was calculated to be 0.73 

eV. For the orthorhombic perovskite, dopant-vacancy binding energies increase in the 

dopant order Sr (-0.37 eV) < Cu (-1.50 eV) < Mg (-1.77 eV) < Hg (-1.90 eV). Even though 

the shell model parameters were derived for the orthorhombic LaGaO3 structure, the authors 

also used the IP to calculate binding energies for the cubic perovskite, which increased in 

the dopant order Sr (-0.02 eV) < Cu (-1.34 eV) < Hg (-1.76 eV) < Mg (-1.83 eV) [11,75]. 
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Another study using the same IP calculated the binding energy for the Sr-vacancy pair to be 

nearly zero and for the Ga-site dopants (Mg, Ni, Cu, Zn, Co, Fe) to be significant, indicating 

the trapping of oxygen vacancies around them [297]. This, however, is in disagreement with 

recent 71Ga, 25Mg and 17O NMR studies revealing that vacancies are preferably localized 

near Ga(III) ions, forming oxygen deficient GaO6 octahedra, while Mg(II) ions retain their 

octahedral coordination [282]. 

In this chapter, we parametrize a highly accurate DIPole Polarizable Ion Model 

(DIPPIM) force field (as outlined in Section 2.3), which will be used to predict the ionic 

conduction behaviour of two LSGM crystallographic phases (orthorhombic and 

rhombohedral). The force fields that are currently available in literature to study LaGaO3-

based systems [11, 280, 281] were empirically derived and have parameters extracted from 

different sources; hence, they lack transferability to accurately study the material in its 

different crystallographic phases and thermodynamic states. DIPPIM is less computationally 

expensive than ab initio MD, allowing bigger cells and/or time scales to be simulated. It has 

also been shown to depict an accurate description of defects and their effect on the ionic 

transport in doped ceria [139]. Section 5.5 consists of a classical molecular dynamics study 

of the bulk properties of La1-xSrxGa1-yMgyO3-δ systems, referred to as LSGMXY, where X 

and Y are the mole percentages (mol%) of Sr(II) and Mg(II), i.e. a sample with x = 10 mol% 

and y = 15 mol% will be referred to as LSGM1015. The influence of dopant concentration 

on ionic conduction properties will be investigated, aiming to address the disagreement 

between experimentalists on which dopant content yields the best ionic conductivity values. 

The separate contributions of dopants to ionic conductivity will also be evaluated, by 

comparing the properties of singly doped and co-doped systems. To the best of our 

knowledge, there is no previous work in literature presenting a comprehensive and 

systematic analysis on the ionic conduction properties (diffusion coefficients, ionic 

conductivities, activation energies of diffusion and structural analysis) of LSGM systems, 

using the same methodology and hence obtaining consistent results, considering a range of 

temperatures (873-1273 K) and total dopant concentrations varying from 5 to 50%. 
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5.2 Derivation of the force field 

This section describes the methodology employed to theoretically derive a DIPPIM 

force field aiming to investigate ionic conduction properties of LSGM systems by means of 

molecular dynamics simulations, and is divided in three parts:  

(1) The generation of non-equilibrium configurations of orthorhombic (Pbnm), 

rhombohedral (R3c) and cubic (Pm3m) LaGaO3-based systems using ab initio MD 

simulations (aiMD);  

(2) DFT (using the SCAN functional) calculations on the obtained structures and 

extraction of the ab initio observables (forces, dipoles and stresses);  

(3) Parametrization of the IP using a force-matching procedure, through 

minimization of an objective function (χ2). 

After that, details about the molecular dynamics simulations using PIMAIM, 

performed to validate the IP and investigate the ionic conduction properties of the material, 

will be presented. 

 

5.2.1 Ab initio MD simulations 

The force field was fitted to non-equilibrium structures generated from ab initio 

molecular dynamics simulations, allowing for a variety of geometries corresponding to 

different points in the system’s potential energy surface to be considered. aiMD simulations 

were carried out using VASP and the meta-GGA SCAN functional, at constant volume and 

temperature (NVT ensemble), with the latter being controlled by the Nosé–Hoover 

thermostat (Section 3.3.3). The target temperatures were set as 300 K, 600 K and 900 K for 

the Pbnm, R3c and Pm3m cells, respectively, and the simulations were carried out for 20 ps 

with a timestep of 5 fs. The supercells contained 160 (Pbnm), 120 (R3c) and 135 (Pm3m) 

atoms, corresponding to 2x2x2, 2x1x1 and 3x3x3 expansions of the respective unit cells. 

The R3c supercell consisted of an orthogonal representation of the hexagonal cell. 

Calculations were performed in the pure and doped LaGaO3 systems. Doped systems were 

randomly substituted with equal concentrations of Sr and Mg at the La- and Ga-sites 
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(LSGM), respectively, with four total dopant concentrations being considered (~25%, ~35%, 

~45% and ~55%, varying slightly among the three phases due to the different cell sizes). 

Projector augmented wave (PAW) pseudopotentials were used (La:[Kr,4d10], Ga:[Ar], 

O:[He], Sr:[Ar,3d10] and Mg:[He]), with plane wave cut-off energy of 400 eV. 

 

5.2.2 Generation and extraction of ab initio observables 

Four structural frames were extracted from each ab initio MD simulation. Single-

point DFT calculations using the SCAN functional were performed on these frames, with 

plane wave cut-off energy of 600 eV and electronic convergence criteria of 10-6 eV, so the 

ab initio observables used for the IP parametrization could be obtained. The forces acting 

upon each atom and the stresses were directly extracted from the DFT calculations, while 

Wannier analysis of the wave function was carried out for calculating the dipoles. 

Wannier analysis, performed using the Wannier90 package [298], transforms the 

delocalized Kohn-Sham orbitals into a localised representation of the electron distribution. 

This is done by the generation of maximally localized Wannier functions (MLWFs) 

[299,300], which are a more suitable representation of the electronic density for dipole 

extraction, since it associates the Wannier functions to individual atoms. MLWFs are 

obtained from unitary transformations of the Kohn-Sham eigenvectors, as in Equation 5.1. 

|𝜓𝑛𝑅
𝑤 ⟩ =

𝑉

(2𝜋)3
∫ ∑ 𝑈𝑚𝑛

(𝒌)
|𝜓𝑚𝒌⟩𝑒−𝑖𝒌.𝑹𝑑𝒌

𝑁

𝑚=1

.

𝐵𝑍

                               (5.1) 

In Equation 5.1, a Wannier function (𝜓𝑛𝑅
𝑤 ) associated with the lattice site R, is 

determined for every wave vector k, from the transformation of N Kohn-Sham orbitals 

(𝜓𝑚𝒌) by a unitary operator (𝑈𝑚𝑛
(𝒌)

). The evaluation is done over the Brillouin zone (BZ), 

with 𝑉 being the volume of the primitive cell. 𝑈𝑚𝑛
(𝒌)

 is determined from the minimization of 

the Wannier spread (𝛺), i.e., from the spread of the Wannier function about its centre that 

yields “maximum localisation”, as given in Equation 5.2 [301], where  〈𝑟2〉𝑛 and |𝑟̅𝑛|2 are 

related to the position of Wannier centres, which in turn can be associated to the dipole 

moment (Equation 5.3). In Equation 5.3, the α Cartesian component of the dipole moment 

of ion i (𝜇𝑖
𝛼) is calculated from the position of the Wannier centres (𝑟𝑛

𝛼).  
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𝛺 = ∑(〈𝑟2〉𝑛 −  |𝑟̅𝑛|2)

𝑁

𝑛=1

                                                   (5.2) 

𝜇𝑖
𝛼 = −2 ∑ 𝑟𝑛

𝛼

𝑛∈𝑖

                                                         (5.3) 

 

5.2.3 Fitting Process 

In the fitting process, an educated guess at the interatomic potential parameters is 

initially taken, based on previous experimental results or theoretical literature values, 

generating a trial potential. PIMAIM is then used to perform single-point MD calculations 

at 0 K on the LaGaO3-based systems using such trial potential. The obtained observables 

(forces, dipoles and stresses) can be fitted to ab initio values extracted from single-point 

SCAN calculations on the Pbnm, R3c and Pm3m phases of pure and doped LaGaO3, with 

the quality of the fit being evaluated by an objective function (𝜒2), as given in Equation 5.4.  

𝜒2 =
1

𝑋
∑ {

𝑥𝑖

𝑁𝑖
[∑

|𝑓𝑝𝑜𝑡(𝑗, 𝑖) − 𝑓𝑟𝑒𝑓(𝑗, 𝑖)|2

𝑓𝑟𝑒𝑓(𝑗, 𝑖)2

𝑁𝑖

𝑗=1

]}

𝑖∈{𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑏𝑙𝑒𝑠}

                   (5.4) 

In the calculation of the weighted objective function (𝜒2), each type of observable 

can have a different weight, 𝑥𝑖, with 𝑋 being the sum of weights and 𝑁𝑖 being the number of 

values considered for each observable. The objective function reflects the difference 

between the observable value calculated from DFT (𝑓𝑟𝑒𝑓(𝑗, 𝑖)) and the value obtained from 

the trial potential (𝑓𝑝𝑜𝑡(𝑗, 𝑖)), with each i observable being evaluated for every j element. 

Hence, small 𝜒2 values are an indication of a good fit.  

In this thesis, the minimization of 𝜒2 was initially done using a modified evolutionary 

algorithm (ESCH) [302,303] for global optimization as implemented in NLopt [304]. The 

resulting 𝜒2 was then minimized using a non-gradient simplex method [305] followed by a 

MIGRAD method [306,307], as implemented in MINUIT [308], bringing the system to a 

local minimum, i.e. the algorithm searches for a local minima in the potential energy surface, 

in a region that was previously narrowed down during a global optimization. The forces, 

dipoles and stresses obtained after the local minimization can be compared to the DFT 
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values; if the objective function is small enough, meaning that the trial potential provided a 

good description of the ab initio data, the fitting process is considered complete. The 

considered parameters in the fitting process are listed in Table 5.1, along with the Equations 

where they can be found.   

Table 5.1 – Parameters included in the force field parametrization and reference equations.  

Parameter Description Ref. equation 

𝐴𝑖𝑗 Yukawa pre-exponential factor for short-range repulsion  2.29 

𝑎𝑖𝑗 Yukawa exponential factor for short-range repulsion 2.29 

𝐵𝑖𝑗  Gaussian pre-exponential factor for short-range repulsion 2.29 

𝑏𝑖𝑗 Gaussian exponential factor for short-range repulsion 2.29 

𝑏6,𝑖𝑗 Dispersion (Tang-Toennies) damping factor for 𝐶6,𝑖𝑗* 2.32 

𝛼𝑂2− Oxide-ion dipole polarizability 2.30 and 2.31 

𝑏𝐷,𝑖𝑗 Dipole damping exponent 2.32 

𝑐𝐷,𝑖𝑗 Dipole damping coefficient for ij interaction 2.32 

𝑐𝐷,𝑗𝑖 Dipole damping coefficient for ji interaction 2.32 

        *𝐶6,𝑖𝑗 are the dipole-dipole dispersion coefficients, given in Equation 2.33. 

Global optimization becomes exponentially harder with an increase in the number of 

parameters being considered [304]. Since the objective function (Equation 5.4) can be 

separately calculated for each observable, dipole-related terms were parametrized first 

(global optimization followed by local optimization), as a way of facilitating the 

optimization process. Educated guesses for 𝑏𝐷,𝑖𝑗, 𝑐𝐷,𝑖𝑗 and 𝑐𝐷,𝑗𝑖 parameters were taken, 

considering all cation-anion interactions (cation-cation terms were not included in the fit, as 

cations-cation short-range interactions are not significant). As the dipole polarizability of 

anions is environment dependent, a starting value for 𝛼𝑂2− was calculated from the 

material’s refractive index (or the high frequency dielectric constant) as described by 

Dimitrov and Sakka [309], and is listed in Table 5.2. The dipole polarizabilities of cations 

(𝛼𝑖) were not fitted, with experimental values being used (Table 5.2) and being kept fixed 

throughout the fitting process. Dipole-dipole dispersion coefficients (the 𝐶6,𝑖𝑗 term in 

Equation 2.33) were also not fitted, but calculated during the fit from the Slater-Kirkwood 

relationship [310], given in Equation 5.5; since the oxygen polarizability was allowed to 

vary during the fit, 𝐶6,𝑖𝑗 was then indirectly fitted, as it was calculated from it. In Equation 
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5.5, 𝑝𝑖 and 𝑝𝑗 are the effective electron numbers of interacting ions i and j, obtained from 

isoelectronic literature values [311,312] for the ionic species, also presented in Table 5.2.  

Table 5.2 – Dipole polarizabilities (𝛼𝑖) used in the fitting process (cation values were kept 

fixed throughout the process, while 𝛼𝑂2− is simply a starting guess calculated from LaGaO3 

refractive index) and effective electron numbers (𝑝𝑖) used to calculate the dipole-dipole 

dispersion coefficient (𝐶6,𝑖𝑗).  

Species 𝛼𝑖 (Bohr3) 𝑝𝑖 

O2- 13.210 4.455 [311] 

La3+ 7.018 [313] 7.901 [311] 

Ga3+ 1.316 [309,313] 5.477 [312] 

Sr2+ 5.800 [309,313] 7.305 [311] 

Mg2+ 0.630 [309,313] 4.455 [311] 

 

𝐶6(𝑖, 𝑗) =

3
2

𝛼𝑖𝛼𝑗

√
𝛼𝑖

𝑝𝑖
+ √

𝛼𝑗

𝑝𝑗

                                                      (5.5) 

It is important to note that DFT does not accurately describe van der Waals 

interactions [314], with only approximately 25% of dispersion being accounted for [315]. 

Even though these interactions contribute to a small fraction of the system’s total energy, 

they have a substantial influence on the stress tensor and the material’s density. Therefore, 

the calculated 𝐶6,𝑖𝑗 values were scaled back by 25% during the parametrization and scaled 

back up for subsequent MD simulations. All 𝐶6,𝑖𝑗 values presented in this chapter correspond 

to the full value of dispersion coefficients (100%). Finally, the initial guess for the dispersion 

and the dipole damping factors (𝑏6,𝑖𝑗 and 𝑏𝐷,𝑖𝑗, respectively) was taken to yield a value of 

0.5 for the Tang-Toennies function (Equation 2.31, for n = 6) at the bond distance for the 

considered ij atom pair, estimated from the ionic radii of i and j. 

After the objective function for dipoles was minimized, dipole parameters were kept 

fixed and short-range repulsion terms (𝐴𝑖𝑗, 𝑎𝑖𝑗) were fitted (global followed by local 

optimization), so objective functions for forces and stresses could be obtained. Finally, after 

reasonable values, close to the local minima of the potential energy surface, were obtained 
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for the short-range repulsion terms, all parameters listed in Table 5.1 were allowed to vary, 

yielding the force field used in the remainder of the chapter.  

5.3 Interatomic potential for pure LaGaO3 and LSGM phases 

The force field was fitted to DFT data calculated for pure and co-doped LaGaO3 

phases (Pbnm, R3c and Pm3m). Eight frames were analysed for each crystallographic phase; 

from those, four frames corresponded to pure LaGaO3 systems, with cells containing 160, 

240 and 135 atoms for Pbnm, R3c and Pm3m LaGaO3, respectively. The remaining four 

frames corresponded to doped LSGM phases with equal amounts of Sr and Mg, representing 

total dopant concentrations of ~25%, ~35%, ~45% and ~50%. As a result, a total sample size 

of 4197 atoms was used to fit dipoles and forces. These observables were evaluated for each 

ion, on the x, y and z directions. Stress tensors, on the other hand, have six components per 

frame, resulting in a sample size of 144. The objective functions obtained for each observable 

(dipoles, forces and stresses) and the total 𝜒2 value, along with the sample sizes for the 

LSGM system are presented in Table 5.3. 

 

Table 5.3 – Objective functions for each observable taken in isolation and overall 𝜒2 value, 

obtained for LSGM systems, considering Pbnm, R3c and Pm3m phases. 

Observable 
LSGM 

𝝌𝟐 Sample size 

Dipoles 0.344 4197 

Forces 0.264 4197 

Stresses 0.112 144 

Total 𝝌𝟐 0.240  

 

The 𝜒2 value for the LSGM system is low (Total 𝜒2 = 0.24), suggesting the good 

quality of the fit to DFT data. For comparison, objective functions of 0.383 [139] and 0.217 

[164] were obtained for doped CeO2 using rigid-ion model (RIM) and DIPPIM interaction 

potentials, respectively. The quality of the force field could likely be improved by the 

addition of SrO and MgO phases to the parametrization process, to include other Sr/Mg-O 

environments than those encountered in LSGM and hence achieve a better description of the 

interaction between dopants and oxide ions.  



Chapter 5: Molecular dynamics study of Sr- and Mg-doped LaGaO3 106 
 
 

 
 

 The obtained short-range, dispersion and polarizability parameters are listed in 

Tables 5.4 and 5.5, in atomic units. All symbols correspond to those listed in Table 5.1. 𝐴𝑖𝑗 

was set as zero for all cation-cation pairs.  

Table 5.4 – Short-range repulsion and dispersion parameters of the DIPPIM potential 

obtained for pure LSGM phases (Pbnm, R3c and Pm3m). All values are in atomic units. 

Interaction 𝐴𝑖𝑗 𝑎𝑖𝑗 𝐵𝑖𝑗 𝑏𝑖𝑗 𝐶6,𝑖𝑗 𝑏6,𝑖𝑗 

O2- – O2- 0.00 0.00 0.00 0.00 66.67 2.49 

La3+ – O2- 167.04 1.40 0.00 0.00 49.19 1.17 

Ga3+ – O2- 44.17 1.26 50000 1.60 11.17 4.00 

Sr2+ – O2- 256.78 1.59 0.00 0.00 41.47 1.26 

Mg2+ – O2- 140.97 1.72 0.00 0.00 5.65 2.00 

La3+ – La3+ 0.00 0.00 0.00 0.00 39.20 1.50 

La3+ – Ga3+ 0.00 0.00 0.00 0.00 9.67 1.83 

La3+ – Sr2+ 0.00 0.00 0.00 0.00 33.30 1.42 

La3+ – Mg2+ 0.00 0.00 0.00 0.00 5.03 1.74 

Ga3+ – Ga3+ 0.00 0.00 0.00 0.00  2.65 2.32 

Ga3+ – Sr2+ 0.00 0.00 0.00 0.00 8.29 1.70 

Ga3+ – Mg2+ 0.00 0.00 0.00 0.00 1.44 2.18 

Sr2+ – Sr2+ 0.00 0.00 0.00 0.00 28.31 1.34 

Sr2+ – Mg2+ 0.00 0.00 0.00 0.00 4.32 1.62 

Mg2+ – Mg2+ 0.00 0.00 0.00 0.00 0.79 2.05 

 

Table 5.5 – Polarisability parameters of DIPPIM potential obtained from LSGM phases 

(Pbnm, R3c, Pm3m). All values are in atomic units. 

Species 𝛼. 𝑏𝐷,(𝑂2−−𝑋) 𝑐𝐷,(𝑂2−−𝑋) 𝑐𝐷,(𝑋−𝑂2−) 

O2- 12.10 2.48 3.00 0.00 

La3+ 7.018 1.63 0.00 1.59 

Ga3+ 1.316 2.04 1.46 2.03 

Sr2+ 5.80 1.60 0.26 1.67 

Mg2+ 0.63 2.09 0.53 2.59 
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We tried to fit 𝐴𝑖𝑗 and 𝑎𝑖𝑗 for the O2-– O2- interaction, however, no sensible values 

were obtained, so these terms were set to zero; although short-range parameters have been 

previously published for O2-– O2-, their examination (through calculation of Urep as in 

Equation 2.29) reveals that such parameters yield no significant interactions at normal 

interatomic separations. Figure 5.1 shows that the 𝐴𝑖𝑗 and 𝑎𝑖𝑗 parameters empirically derived 

by Cherry et al. to study LaBO3 (B = Cr, Mn, Fe and Co) oxides [148] yield no physically 

significant interaction for separation distances higher than 0.8 Å. Such parameters were also 

used by Khan et al. [11] to investigate oxide-ion migration in LaGaO3. Furthermore, 

Burbano et al. [385] has parametrized a DIPPIM potential to investigate the solid lithium-

ion electrolyte Li7La3Zr2O12 (LLZO) using a similar methodology to that presented in this 

chapter, fitting forces, dipoles and stresses to Hybrid DFT data. In their work, the short-

range 𝐴𝑖𝑗 and 𝑎𝑖𝑗 parameters for the O2-– O2- interaction were also set to zero. The obtained 

value for 𝛼𝑂2− in LSGM systems (12.10 Bohr3) is close to the initial guess of 13.21 Bohr3 

calculated from the material’s refractive index, indicating that this force-matching procedure 

can satisfactorily determine anion dipole polarizabilities. 

 

Figure 5.1 – Graphical representation of the short-range repulsion term (𝑈𝑟𝑒𝑝) for the for O2-

– O2- interaction, calculated as in Equation 2.29, utilising the 𝐴𝑖𝑗 and 𝑎𝑖𝑗 (22764.3 eV and 

0.149 Å, respectively) parameters empirically derived by Cherry et al. [148] to study LaBO3 

(B = Cr, Mn, Fe and Co) oxides. As no interactions are calculated for separation distances 

higher than 0.8 Å, such parameters are not physically significant. 
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  A visual representation of the quality of the fit is given in Figure 5.2, which shows 

the match between forces, dipoles and stresses obtained from DIPPIM and DFT. The general 

agreement between DFT and PIMAIM values indicates that the force field can satisfactorily 

reproduce ab initio data for all three LaGaO3 phases, suggesting good transferability of the 

IP. The biggest discrepancies occur for forces, dipoles and stresses of larger magnitudes. 

DIPPIM overestimates the absolute values of forces and stresses of higher magnitudes. Such 

overestimation of forces was also observed by Burbano [164] and Lucid [139], when 

parametrizing force fields for CeO2-based systems using a similar force-matching approach, 

and might be related to the fitting procedure or to a more intricate force field being necessary 

to accurately describe forces. The absolute values of dipoles of higher magnitudes, on the 

other hand, are underestimated by DIPPIM. Despite this, the observables’ objective 

functions (Table 5.3) are still low and the transferability of the potential between phases was 

achieved.  
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Figure 5.2 – Comparison between (a) forces, (b) dipoles1 and (c) stresses values (in atomic 

units) calculated from DFT (x axis) and the DIPPIM force field (FF, y axis). 

 

5.4 Potential validation 

To evaluate the validity of the parametrized force field, the reproduction of 

experimental properties (such as thermal expansion coefficients and structural parameters) 

was evaluated. The linear and volumetric thermal expansion coefficients were investigated 

for the pure LaGaO3 phases in the 300-2100 K temperature range, while the structural 

parameters of the Pbnm, R3c and Pm3m phases, were evaluated at 300 K, 600 K and 1200 

K, respectively.  

 
1 The match between DFT and FF dipoles for Pbnm and Pm3m frames with total dopant content of 50 mol% 

are not included in Figure 5.2b, as unrealistic dipole values were obtained from the DFT data, most likely due 

to an error during Wannier analysis. The dipoles values obtained for these frames are shown in Figure A.1 (see 

Appendix) and compared to the R3c 50 mol% phase, which possesses more realistic values. 
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5.4.1 Structural parameters of pure LaGaO3 phases 

The crystal structures of the Pbnm, R3c and Pm3m phases were optimized at 300 K, 

600 K and 1200 K, respectively and the obtained structural parameters (a, b, c, V) are listed 

in Table 5.6, and compared to experimental results at 298 K (Pbnm), 573 K (R3c) and 1200 

K (Pm3m). DFT lattice parameters calculated using the SCAN functional are also presented.  

Table 5.6 – Optimized lattice parameters of orthorhombic (Pbnm), rhombohedral (R3c) and 

cubic (Pm3m) LaGaO3 obtained from theoretical calculations (DFT/SCAN and DIPPIM) 

and neutron powder diffraction results. DIPPIM calculations were performed at 300 K, 600 

K and 1200 K for the Pbnm, R3c and Pm3m phases, respectively. The percentage difference 

between the calculated results and experimental values is in parenthesis. DFT and DIPPIM 

results for the Pbnm phase where compared to experimental values at 11 K [248] and 298 K 

[316], respectively, while results for the R3c system were compared to experimental data 

measured at 573 K [316]. It is not clear at which temperature measurements from reference 

[317] were taken. 

Phase Parameter DFT (SCAN) DIPPIM Experiment 

Pbnm a (Å) 5.520 (0.09%) 5.474 (-0.96%) 5.515 [248], 5.527 [316] 

 b (Å) 5.511 (0.44%) 5.456 (-0.69%)  5.487 [248], 5.494 [316] 

 c (Å) 7.795 (0.37%) 7.718 (-0.75%) 7.766 [248], 7.777 [316] 

 V (Å3) 237.16 (0.90%) 230.55 (-2.38%) 235.04 [248], 236.17 

[316]  

R3c a (Å) 5.537 (-0.04%) 5.474 (-1.17%) 5.539 [316] 

  c (Å) 13.361 (-0.35%) 13.399 (-0.07%) 13.409 [316] 

 V (Å3) 354.72 (-0.43%) 347.496 (-2.45%) 356.25 [316] 

Pm3m a (Å) 3.888 (0.05%) 3.893 (0.18%) 3.886 [317] 

 V (Å3) 58.77 (0.15%) 58.70 (0.03%) 58.68 [317] 

 

DIPPIM underestimates Pbnm and R3c lattice parameters when compared to 

experimental results, while DFT overestimates the first and underestimates the latter. DFT 

results are closer to experimental values, especially considering that DFT calculates 

parameters at 0 K, while the experimental information for R3c and Pm3m phases were 

measured at high temperatures. Both methods slightly overestimate Pm3m parameters. 
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Overall, the percentage differences of the DIPPIM and DFT results from experimental values 

are small, indicating excellent agreement from both methods to experiment, and indicating 

the high quality of the IP. DIPPIM yields lattice parameters within ~1% of experimental 

results, and volumes with deviation lower than 2.5%. 

The La-O, Ga-O and O-O radial distribution functions of orthorhombic (Pbnm) 

LaGaO3 at 300 K were also calculated and are presented in Figure 5.3. DIPPIM calculates 

the nearest neighbour (NN) La-O distance to be within the 2.45-3.08 Å range, and the Ga-O 

and O-O NN distances to be 1.95 Å and 2.75 Å, respectively. Neutron powder diffraction 

measurements at 298 K [248] reveal the existence of five NN La-O (2.409, 2.468, 2.624, 

2.629 and 2.7982 Å) and three NN Ga-O distances (1.973, 1.975 and 1.978 Å), as presented 

in Table 4.3. Therefore, DIPPIM predicts bond distances to be within the expected range, 

overestimating La-O distances in 1.7-10.0%, and underestimating the Ga-O distance in 

1.02%.  

 

Figure 5.3 – (a) La-O, (b) Ga-O and (c) O-O DIPPIM radial distribution functions of 

orthorhombic (Pbnm) LaGaO3 calculated at 300 K.  
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5.4.2 Thermal expansion of pure LaGaO3 phases 

The DIPPIM was used to investigate the thermal expansion of the three 

crystallographic phases of pure LaGaO3, which was compared to experimental results as a 

way of validating and evaluating the quality of the IP. Thermal expansion can be investigated 

with respect to the material’s lattice constants, along the three crystallographic directions, as 

shown in Equation 5.6, where changes in the cell length, 𝐿, are proportional to the linear 

thermal expansion coefficient (TEC), α, and temperature variations. 

∆𝐿 = 𝛼𝐿∆𝑇                                                            (5.6) 

Thermal expansion can also be evaluated with respect to the cell volume (V), as 

shown in Equation 5.7; changes in V with temperature are proportional to the volumetric 

TEC, β. The linear and volumetric TECs, which have units of reciprocal temperature, can be 

approximately correlated as shown in Equation 5.8. 

∆𝑉 = 𝛽𝑉∆𝑇                                                             (5.7) 

𝛽 ≈ 3𝛼                                                                  (5.8) 

Equations 5.6 and 5.7 can be rearranged, and rewritten as Equations 5.9 and 5.10, 

where 𝐿0 (𝑉0) is the cell length (volume) at the initial temperature 𝑇0, and 𝐿 (𝑉) is the cell 

length (volume) at the final temperature 𝑇, under which the TEC is being evaluated. 

Therefore, a plot of (𝐿 − 𝐿0)/𝐿 (or (𝑉 − 𝑉0)/𝑉) vs (𝑇 − 𝑇0) (or ∆𝑇) should result in a 

straight line of slope 𝛼 (or 𝛽), in units of reciprocal temperature 

(𝐿 − 𝐿0)

𝐿
= 𝛼(𝑇 − 𝑇0)                                              (5.9) 

(𝑉 − 𝑉0)

𝑉
= 𝛽(𝑇 − 𝑇0)                                            (5.10) 

 MD simulations were performed at six different temperatures (300, 600, 900, 1200, 

1500 and 1800 K), with the average volume being used to estimate the volumetric TECs for 

the different phases. The plot of (𝐿 − 𝐿0)/𝐿 vs 𝑇 and of (𝑉 − 𝑉0)/𝑉 vs 𝑇 for the three phases 

of LaGaO3 (Pbnm, R3c and Pm3m) is presented in Figures 5.4 and 5.5, respectively. For the 

cubic structure, only the lattice parameter a was considered, as in the cubic phase a = b = c. 

Similarly, for the rhombohedral phase, the lattice parameter b is not shown, as a = b. The 
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linear and volumetric TECs calculated from the linear fit of these plots in the 300-1800 K 

temperature range, along with the available experimental data, are listed in Table 5.7. 

 

Figure 5.4 – Plot of (𝐿 − 𝐿0)/𝐿 vs 𝑇 for the orthorhombic (Pbnm, in orange), rhombohedral 

(R3c, in green) and cubic (Pm3m, in blue) perovskite in the 300-1800 K temperature range, 

considering the (a) a, (b) b and (c) c crystallographic directions. The linear thermal expansion 

coefficients (αa, αb, αc) is equal to the slope of these plots as given by Equation 5.9. 

.  

Figure 5.5 – Plot of (𝑉 − 𝑉0)/𝑉 vs 𝑇 for the orthorhombic (Pbnm, in orange), rhombohedral 

(R3c, in green) and cubic (Pm3m, in blue) perovskite in the 300-1800 K temperature range. 

The volumetric thermal expansion coefficients (βa, βb, βc) is equal to the slope of these plots 

as given by Equation 5.10. 
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Table 5.7 – Linear (α) and volumetric (β) thermal expansion coefficients for the three 

LaGaO3 phases, calculated from the linear fits of the plots presented in Figure 5.4 and 5.5. 

Experimental data measured in the 11-413 K (Pbnm phase) and 420-1200 K (R3c phase) 

temperature range are also listed. There are no experimental results available for the Pm3m 

phase. 

Space Group Pbnm R3c Pm3m Exp. (Pbnm) Exp. (R3c) 

αa (10-6 K-1) 7.99 7.89 7.94 10.2 [248], 11.16 [318], 12.1 [316] 10.3 [316] 

αb (10-6 K-1) 6.14 7.48 - 7.0 [248], 6.98 [318], 9.7 [316] - 

αc (10-6 K-1) 8.00 6.97 - 7.2 [248], 7.66 [318], 11.0 [316] 18.4 [316] 

β (10-6 K-1) 21.89 22.10 23.07 24.9 [248], 25.8 [318], 33.0 [316] 32.6 [318], 39.5 [316] 

 

There is significant variation among the available experimental parameters. In 

general, DIPPIM underestimates the linear TECs. For orthorhombic LaGaO3, αa and αb are 

underestimated with respect to experimental results, while αc is an overestimation of some 

of the available experimental data. Still, DIPPIM predicts αb to be smaller than αa, in 

agreement to experimental observations. The volumetric thermal expansion coefficient for 

the orthorhombic phase is in good agreement with the lower range of experimentally 

reported values. The volumetric thermal expansion coefficient obtained in other molecular 

dynamics study (β = 22.8 x 10-6 K-1 [319]) using an interatomic potential including charge-

charge, overlap repulsion and dispersion contributions were also an underestimation of 

experimental results. For the rhombohedral phase, while the DIPPIM αa value is in 

agreement with experimental data, αc is strongly underestimated. As a result, so is the 

volumetric TEC. Hence, the description of the orthorhombic phase’s thermal expansion is 

superior to that of the rhombohedral structure, while no experimental data is available for 

the cubic phase. DIPPIM was also observed to underestimate the thermal expansion 

coefficients of doped ceria in 15-20% [164]; however, it still yields a smaller 

underestimation in comparison to other IPs available in literature, which calculate TECs 37-

89% lower than experimental values [320–322]. Therefore, the discrepancy between our 

results and literature values are within expected, especially considering that out IP was 

theoretically parametrized, i.e. it was fitted to DFT results calculated at 0 K without the 

inclusion of any empirical data, and was not manually optimized to reproduce the material’s 

thermal expansion behaviour.  
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5.5 Molecular dynamics simulations 

Sr (La1-xSrxGaO3-δ), Mg (LaGa1-yMgyO3-δ) and co-doped (La1-xSrxGa1-yMgyO3-δ) 

LaGaO3 systems were investigated by means of molecular dynamics simulations, using the 

DIPPIM force field presented in Section 5.3. x and y values between 0 and 0.35 (35 mol%) 

were considered, with dopants and vacancies being randomly added to the structure. All MD 

simulations were performed using TCD-PIMAIM [96]. 6x6x6, 6x6x4 and 8x8x8 unit cell 

expansions were used for the Pbnm (4320 atoms), R3c (4320 atoms) and Pm3m (2560 atoms) 

phases, respectively, resulting in ~33x33x46 Å, ~33x28x56 Å and ~31x31x31 Å supercell 

dimensions. The number of atoms slightly vary for different dopant and vacancy 

concentrations. Calculations to investigate the ionic conduction properties were carried out 

at three temperatures (873 K, 1073 K and 1273 K), chosen to represent intermediate (873 

and 1073 K) and high temperature (1273 K) SOFC conditions. Diffusion coefficients, 

activation energies of diffusion and ionic conductivity values were calculated from multiple 

time origin MSDs, as described in Section 3.3.6.  

All systems were first simulated at 200 K for 0.4 ps, with temperature scaling being 

carried out every 0.04 fs, to remove any excess potential energy in the lattice, especially for 

systems with higher dopant concentrations. Temperature scaling at the target T (873 K, 1073 

K or 1273 K) was then carried out every 0.1 ps for 10 ps. The supercells were allowed 500 

ps to reach equilibrium before data collection began. Data collection runs were 2 ns (873 K), 

1.5 ns (1073 K) or 1 ns (1273 K) long. All runs used an isothermal-isobaric ensemble (NPT) 

[169], with time step of 4 fs, and short-range and real space Ewald cut-offs of 13 Å. Two 

randomized defect configurations were considered for each dopant concentration to account 

for the statistical nature of molecular dynamics. Therefore, the diffusion coefficients, ionic 

conductivities and activation energies presented here are average values with their standard 

errors.  
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5.5.1 Singly doped LaGaO3 systems 

5.5.1.1 Ionic conductivity in LSG and LGM 

The oxide ion-conductivity of La1-xSrxGaO3-δ (LSG) with x = 0.10, 0.15, 0.20, 0.25, 

0.30, 0.35 and LaGa1-yMgyO3-δ (LGM) with y = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35 were 

investigated from the analysis of their mean square displacements at three different 

temperatures (873, 1073 and 1273 K). Here, smaller y values (0.05) were considered when 

compared to x, as in experimental studies, Mg addition to LaGaO3 systems has the primary 

objective of expanding the perovskite lattice and facilitate Sr incorporation, with smaller y 

being sufficient to achieve such results [74,290,291]. Diffusion coefficients were calculated 

from the slope of the linear fit of the MSD (Equation 3.26) and can be used to calculate the 

ionic conductivity from the Nernst-Einstein Equation (Equation 3.29). The obtained 

diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities (σ, in mS cm-1) for 

orthorhombic and rhombohedral Sr-doped LaGaO3 (LSG) for all dopant concentrations and 

temperatures are presented in Tables A.1-A.4 (see Appendix). The variation in ionic 

conductivity values with Sr (x) and Mg content (y) for the orthorhombic and rhombohedral 

phases is shown in Figure 5.6, where the errors bars are given as standard error. Error bars 

are quite large in some cases; the simulation of extra configurations to improve statistics was 

not possible due to time constraints.  
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Figure 5.6 – Ionic conductivity variation with (a) Sr (x = 0.10, 0.15, 0.20, 0.25, 0.30 and 

0.35) or (b) Mg (y = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30 and 0.35) content at 873 K (blue), 1073 

K (orange) and 1273 K (green), for orthorhombic (Pbnm) and rhombohedral (R3c) doped 

LaGaO3 phases, which are represented by solid and dashed lines, respectively.  

The Sr and Mg concentrations at which maximum ionic conductivity is achieved 

increase with temperature; for orthorhombic LSG (solid lines in Figure 5.6a), maximum 

conductivity occurs for LSG10 at 873 K. For higher temperatures (1073 K and 1273 K), 

maximum σ is obtained for LSG20, decreasing for higher dopant contents. Even though 

systems with 30 and 35 mol% of Sr have an elevated vacancy concentration, defect 

interactions might start to play a more significant role at higher dopant content, hindering 

ionic diffusion and resulting in the observed σ decrease. If the calculated standard errors are 

considered, maximum values of ionic conductivity in orthorhombic LSG are achieved at 

0.10 ≤ x ≤ 0.20 at 873 K, 0.15 ≤ x ≤ 0.20 at 1073 K and 0.20 ≤ x ≤ 0.25 at 1273 K. Hence, 

x = 0.20, which is within the optimal range for all analysed temperatures, is likely to be the 

optimal Sr concentration for singly doped orthorhombic systems. For rhombohedral LSG 

(dashed lines in Figure 5.6a), maximum conductivity is observed for LSG10 at 873 K and 

1073 K, and for LSG25 at 1273 K. As the calculated standard errors are smaller when 

compared to the orthorhombic phase, there is no ‘optimal range’ of x values.  
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For orthorhombic LGM (solid lines in Figure 5.6b), on the other hand, maximum σ 

is observed for LGM15 at 873 and 1073 K, and for LGM25 at 1273 K. Interestingly, for all 

analysed concentrations, ionic conductivity is higher in LGM than in LSG samples for the 

same dopant content. If standard errors are taken into account, optimal dopant concentration 

in LGM lies within 0.10 ≤ y ≤ 0.15 at 873 K, 0.15 ≤ y ≤ 0.20 at 1073 K, and 0.20 ≤ y ≤ 

0.25 at 1273 K. Hence, we can suggest that for orthorhombic LGM, y = 0.20 is also the 

optimal dopant concentration, and that oxide-ion mobility is just not high enough at 873 K 

for an accurate prediction of optimal values. For rhombohedral LGM (dashed lines in Figure 

5.6b), ionic conductivity is maximum at y = 0.20, 0.15 and 0.35 at 873 K, 1073 K and 1273 

K, respectively. Considering the calculated standard errors, optimal dopant concentration 

should be between 0.05 ≤ y ≤ 0.20 at 873 K, 0.15 ≤ y ≤ 0.25 at 1073 K and 0.20 ≤ y ≤ 

0.35 at 1273 K. Therefore, similarly to that which was observed for the orthorhombic phase, 

optimal dopant concentration in rhombohedral LGM should also be around y = 0.20. 

In summary, for both orthorhombic and rhombohedral LSG and LGM systems, ionic 

conductivity increases with dopant concentration until it reaches its limit at around 20 mol%, 

decreasing after that, with LGM systems possessing higher σ values. These results indicate 

that vacancies might be somewhat trapped in systems with higher dopant content, resulting 

in the observed decrease in ionic conductivity, even though there are more vacancies present 

in such systems. Furthermore, dopant-vacancy interactions are probably different in LSG 

and LGM systems, as the latter possess higher σ values than the first for the same dopant 

content. Vacancy trapping at higher dopant contents might also lead to an increase in 

activation energy with dopant concentration. These higher activation energies result in larger 

slopes in the system’s Arrhenius plots (lnD vs. 1/T, as outlined in Section 3.3.6), which in 

turn indicates that the effect of temperature on ionic diffusion in such systems is greater. 

Hence, for higher dopant content, the associated high activation energies result in a stronger 

temperature dependence of diffusion processes. As a result, the maximum in ionic 

conductivity as a function of dopant content moves to higher dopant concentrations as 

temperature increases. To confirm this effect, the activation energies of diffusion for LSG 

and LGM will be investigated in the following section. 

Experimental data on diffusion coefficients, ionic conductivities and activation 

energies of diffusion can vary considerably due to different synthesis conditions (synthetic 

method, sintering times and temperatures), the variety of grain sizes and the presence of 
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impurities and secondary phases. Small variations can also be attributed to measurements 

being performed under different environments (usually air or N2); the ionic conductivity of 

doped LaGaO3, however, is practically the same under both chemical conditions [323]. 

Experimental data is also limited; not all dopant concentrations presented here have been 

tested. The ionic conductivity of Sr-doped LaGaO3 has been reported to increase with dopant 

concentration until secondary phase formation (LaSrGa3O7 and LaSrGaO4) at Sr 

concentrations higher than 10 mol% [74,290,291]. Other studies report the appearance of 

secondary phases only at 20 mol% [284], and hence optimal conductivity values at this 

dopant concentration, in agreement to DIPPIM results for the orthorhombic LSG phase. The 

solubility limit of SrO can be increased to 20 mol% through the addition of MgO, which 

results in lattice expansion and hence facilitates Sr incorporation [74,290,291]. Similarly, 

the ionic conductivity of Mg-doped LaGaO3 has also been observed to increase with dopant 

concentration until the formation of secondary phases, which deteriorate conduction 

properties. For both LSG and LGM systems, the ionic conductivity decrease is always 

associated with secondary phase formation, and not with the increase in defect-defect 

interactions suggested from DIPPIM results. The appearance of secondary phases in LGM 

(mainly La4Ga2O9) is reported only at y > 0.20, with 20 mol% being the solubility limit of 

MgO in LaGaO3 [284,290,291]; hence, maximum ionic conductivity is achieved at this 

concentration. Therefore, DIPPIM results for LGM are also in agreement with experiment, 

especially considering that in MD simulations the formation of secondary phases is not 

considered, which explains the high σ values observed for y > 0.20 at 1273 K. Table 5.8 

presents the experimentally measured ionic conductivities for LSG10 at 873 K, 1073 K and 

1273 K, along to DIPPIM results. Table 5.9 lists the experimental ionic conductivities for 

LGM15 at 1073 K, and LGM20 at 873 K and 1073 K.  
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Table 5.8 – DIPPIM (Pbnm and R3c phases) and experimental ionic conductivities (in 

mS/cm) for LaxSr1-xGaO3-δ with x = 0.10 at 873 K, 1073 K and 1273 K. All experimental 

studies report an orthorhombic structure. 

T (K) 
This study - Pbnm 

(mS/cm) 

This study – R3c 

(mS/cm) 

Experiment 

(mS/cm) 
Ref. 

873 7.37 ± 0.42 7.92±0.12 4.2  [290] 

   9 [324] 

   18  [323] 

1073 37.92 ± 0.12 41.19±0.36 25 [286] 

   27 [290] 

   30 [323] 

   36.5 [324] 

1273 100.92 ± 4.88 103.68±2.03 71 [286] 

   79  [323] 

 

Table 5.9 – DIPPIM (Pbnm and R3c phases) and experimental ionic conductivities (in 

mS/cm) for LaGa1-yMgyO3-δ, with x = 0.15 at 1073 K and x = 0.20 at 873 K and 1073 K. 

Both experimental studies report an orthorhombic structure. 

T (K) y 
This study – Pbnm 

(mS/cm) 

This study – R3c 

(mS/cm) 

Experiment 

(mS/cm) 
Ref. 

873 0.20 5.71±0.71 5.72±0.23 5  [290] 

1073 0.15 41.48±0.82 44.40±2.60 45 [286] 

 0.20 40.85±0.61 39.37±0.55 46 [290] 

 

The DIPPIM ionic conductivities for LSG10 are in reasonable agreement with the 

available experimental data; DIPPIM σ values are slightly higher than experimental results. 

This is expected, since at x = 0.10 the formation of secondary phases is already observed 

experimentally, hindering ionic conduction. A better comparison between DIPPIM and 

experimental results cannot be made due to the lack of available experimental data at 

different temperatures and concentrations. DIPPIM predicts maximum conductivity for 

LSG20 at 1073 K and 1273 K, in agreement with the optimum concentration range (0.10 < 

x < 0.20) from experimental studies, depending on secondary phase formation. DIPPIM 

results for LGM, on the other hand, are in excellent agreement with experimental values.  
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5.5.1.2 Activation energy of diffusion in LSG and LGM 

The Arrhenius equation (Equations 3.27 and 3.28) relates the diffusion coefficient to 

the activation energy of diffusion (𝐸𝑎); from Equation 3.28, a plot of 𝑙𝑛𝐷 against 1/T, i.e. an 

Arrhenius plot, should yield a straight line with slope −𝐸𝑎/𝑅. The presence of curvature and 

consequent change on slope in the Arrhenius plot indicates the existence of distinct ionic 

diffusion mechanisms on the different temperature regions. Experimentally, the observed 

change in slope in the Arrhenius plots of Sr- and Mg-doped LaGaO3 systems has been related 

to the occurrence of defect clustering; the existence of a critical temperature (T*) above 

which defects (vacancies) are mobile has been suggested. Under T*, dopants might act as 

nucleation centres for the formation of vacancy clusters, resulting in vacancy ordering and 

hindering ionic conduction [74,325]. Accordingly, activation energies can be calculated 

under two regimes: T < T* and for T > T*. The critical temperature for LSGM is 873 K [74], 

i.e. vacancies are mobile above such temperature. Hence, since simulations were carried out 

in the 873-1273 K range (T > T* regime), DIPPIM results should yield linear Arrhenius 

plots.  

The activation energies of La1-xSrxGaO3-δ (x = 0.10, 0.15, 0.20, 0.25, 0.30 and 0.35) 

and LaGa1-yMgyO3-δ (y = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30 and 0.35) systems were calculated 

from the linear fit of the 𝑙𝑛𝐷 against 1/T plots. The Arrhenius plot for orthorhombic LSG30 

is shown in Figure 5.7 as an example. All obtained plots are linear, with r-squared values 

between 0.982 and 1.000, indicating that the ionic diffusion mechanism does not change in 

the 873-1273 K temperature range. The calculated activation energy values for orthorhombic 

and rhombohedral LSG and LGM phases are presented in Table 5.10 and Figure 5.8.  
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Figure 5.7 – Arrhenius plot (𝑙𝑛𝐷 against 1/T) for orthorhombic (Pbnm) La0.7Sr0.3GaO3-δ 

within the 873-1273 K temperature range, with the calculated activation energy and r-

squared of the linear fit displayed on the graph. 

Table 5.10 – Activation energies (Ea) of oxide-ion diffusion (in eV) for orthorhombic (Pbnm) 

and rhombohedral (R3c) La1-xSrxGaO3-δ (LSG with x = 0.10, 0.15, 0.20, 0.25, 0.30 and 0.35) 

and LaGa1-yMgyO3-δ (LGM with y = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30 and 0.35) systems, 

calculated from 873 K to 1273 K, along with the available experimental results. Errors are 

given as standard errors. 

System 
Dopant 

content 
Ea (eV) - Pbnm Ea (eV) - R3c Experiment (eV) Ref. 

LSG 0.10 0.632±0.025 0.622±0.001 0.82, 0.71 [290], [291] 

 0.15 0.675±0.061 0.725±0.019 - - 

 0.20 0.710±0.016 0.723±0.001 0.72 [290] 

 0.25 0.754±0.046 0.723±0.042 - - 

 0.30 0.832±0.014 0.740±0.001 - - 

 0.35 0.780±0.001 0.805±0.014 - - 

LGM 0.05 0.665±0.042 0.638±0.030 - - 

 0.10 0.681±0.020 0.717±0.030 0.86 [290] 

 0.15 0.697±0.015 0.794±0.056 0.75 [291] 

 0.20 0.768±0.034 0.759±0.001 0.96 [290] 

 0.25 0.755±0.017 0.823±0.013 - - 

 0.30 0.864±0.013 0.814±0.026 - - 

 0.35 0.819±0.052 0.904±0.015 - - 
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Figure 5.8 – Activation energy vs. dopant concentration in orthorhombic (Pbnm, in orange) 

and rhombohedral (R3c, in blue) (a) La1-xSrxGaO3-δ and (b) LaGa1-yMgyO3-δ systems. 

Activation energies were extracted from the Arrhenius plot of the DIPPIM diffusion 

coefficients at high temperatures (873-1273 K). The dashed lines are trendlines and error 

bars are given as standard errors.  

It has been suggested that the magnitude of the activation energy for oxide-ion 

conduction in LaGaO3-based systems depends on the ionic radii of dopants, which can affect 

the available space for oxide-ion transport [74]. Larger dopants tend to result in higher 

activation energies, while smaller dopants decrease the observed values. 12-coordinated Sr2+ 

(1.44 Å [26]) is bigger than La3+ (1.36 Å [26]), and hence an increase in dopant concentration 

should result in an increase in the activation energy for oxide-ion transport [290,291]. From 

Table 5.10 and Figure 5.8, it is possible to observe that activation energies indeed tend to 

increase with Sr concentration. Similarly, 6-coordinated Mg2+ (0.72 Å [26]) is bigger than 

Ga3+ (0.62 Å [26]), and hence an increase in dopant content would also decrease the available 

space for oxide-ion transport [290,291]. Because the difference in ionic radius to the host 

cation is bigger for the Mg(II)/Ga(III) pair than for the Sr(II)/La(III) pair, Mg-doping should 

introduce more lattice strain to the perovskite than Sr substitution. Furthermore, the bigger 

radius of Mg(II) decreases the value of the Goldschimidt tolerance factor (t) (Equation 1.5), 

increasing lattice tension. As a result, for the same dopant concentration, activation energies 

are bigger for LGM than for LSG. In addition, a bigger variation in activation energy values 

with dopant concentration is observed for Mg-doping [74,290]. This can be visualized from 

the trendlines in Figure 5.8 (a) and (b), for both orthorhombic and rhombohedral phases; the 

variation of Ea (y axis) for Sr-doped samples is smaller than what is observed for LGM.  
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For both LSG and LGM, similar Ea values were obtained for the orthorhombic and 

rhombohedral phases, with neither phase tending to possess higher/lower activation 

energies. Our results are also in good agreement to some of the available experimental data. 

Still, the available experimental data is limited, and a better understanding of the quality of 

the data calculated by DIPPIM will be achieved for co-doped samples, for which larger sets 

of experimental data are available. 

 

5.5.1.3 Local structure of singly doped systems 

The local structure in LSG and LGM, the defect interactions (dopant-vacancy and 

vacancy-vacancy), and their influence in the calculated ionic conductivity and activation 

energy values were investigated through the analysis of the partial radial distribution 

functions (RDFs). The two-configuration average Sr-oxygen vacancy (Sr-vac), La-oxygen 

vacancy (La-vac), Mg-oxygen vacancy (Mg-vac), Ga-oxygen vacancy (Ga-vac) and oxygen 

vacancy-oxygen vacancy (vac-vac) RDFs at 1073 K for the orthorhombic (Pbnm) and 

rhombohedral (R3c) LSG and LGM structures were calculated and compared to a random 

distribution of vacancies (La-O, Ga-O and O-O RDFs of the pure LaGaO3 phases at the same 

temperature), where no defect ordering has occurred. The RDFs peaks were integrated, with 

the obtained values corresponding to the number of vacancies surrounding an A-site cation 

(for La-vac and Sr-vac RDFs), a B-site cation (for Ga-vac and Mg-vac RDFs) or another 

vacancy (for the vac-vac RDFs) from a given distance. RDFs were calculated using Equation 

3.30 and its peaks were integrated as in Equation 3.31. 

 

The A-site sublattice in LSG 

The Sr-vac and La-vac partial RDFs were calculated for all dopant concentrations in 

orthorhombic and rhombohedral LSG. The obtained plots for Pbnm LSG20 at 1073 K are 

presented in Figure 5.9, along to the La-O RDF of pure LaGaO3 at the same temperature, 

which represents a random distribution of the same number vacancies, where no defect 

ordering has occurred. The plots for the remaining dopant concentrations and for the 

rhombohedral structure are not shown, as the same features are observed in all of them, with 

the only difference being the intensity of the peaks.  
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Figure 5.9 – Cation-vacancy partial radial distribution functions, gcat-vac(r), obtained from 

MD simulations at 1073 K for orthorhombic (Pbnm) LSG20. Sr-vacancy and La-vacancy 

RDFs are represented by red and green solid lines, respectively. The La-O RDF in the bulk 

LaGaO3 structure at 1073 K is shown in black (dashed) for comparison. 

 

The RDF features in Figure 5.10 can be related to the local structure around La(III) 

and Sr(II) ions; Figure 5.10 shows the oxygen coordination environment around A-site 

cations in the cubic (Pm3m) perovskite lattice, i.e. which oxide-ions are located at the 

cation’s first (nearest-neighbour, NN), second (next-nearest-neighbour, NNN) and third 

(next-next-nearest-neighbour, NNNN) coordination shells. A Pm3m perovskite cell is also 

shown in Figure 5.10 for comparison. The cubic lattice (instead of the orthorhombic) was 

chosen to depict the local structure around La(III) and Sr(II), as the A-site sublattice and 

coordination environment is similar in both Pm3m and Pbnm phases, but more easily 

observed in the first. The tilting of the GaO6 octahedra in the Pbnm and R3c structures simply 

increases the variety of La-O bond distances within the same coordination shell, which might 

split some of the RDF peaks.  
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Figure 5.10 – (a) The cubic (Pm3m) perovskite lattice of LaGaO3, with La and Ga ions in 

dark and light green (and the latter being located at the centre of the octahedra), respectively, 

and O ions in red. (b) The coordination environment around a La ion, represented as the dark 

green ion in the centre of the structure. The first (NN), second (NNN) and third (NNNN) 

coordination shells around the La ion are given by blue, yellow and purple oxide ions, 

respectively. The remaining La in the structure are light green, and oxygen ions that are 

further away than a NNNN position are in red. Ga ions were removed for clarity. 

 

 The three-peak feature in the Sr-Vac and the La-Vac RDFs, located between 2.0-3.5 

Å, describes the occupation of NN sites and arises as thermal vibrations are not taken into 

account for the vacancy RDFs. La(III) and Sr(II) are 12-coordineated in the LaGaO3 

structure, and hence possess 12 NN sites in their surroundings, as shown by the blue oxygen 

ions in Figure 5.10b. While in the cubic lattice the La-O NN bond length is 2.74 Å, in the 

distorted orthorhombic structure there are eight distinct bond distances within La(III) 12-

cordination sphere. The three-peak feature in the RDF reflects such bond lengths, which are 

(in Å) 2.40, 2.44, 2.60 and 2.62 (1st peak), 2.81 and 2.98 (2nd peak), 3.14 and 3.21 (3rd peak). 

The same NN feature corresponds to one broad peak in the La-O RDF, as oxygen atoms 

thermally vibrate. No other significant discrepancies are observed among the three plots. 

The second RDF feature, with maximum around 4.7 Å, corresponds to 24 NNN sites, shown 

as yellow oxygen ions in Figure 5.10b. The intensity of the NNN feature in the Sr-vac and 

La-vac RDFs is higher and lower than the random distribution (La-O), respectively, 

indicating that there are more vacancies around Sr(II) in a NNN site than around La(III). The 

third feature, centred at approximately 6.2 Å, corresponds to the purple oxygen ions and the 
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24-coordinated NNNN shell in Figure 5.10b; the intensity of the NNNN peaks in the Sr-vac 

and the La-vac RDFs seems to be similar to that of a random distribution. The number of 

vacancies surrounding the A-site cations (in orthorhombic LSG) in NN, NNN and NNNN 

sites were calculated through the integration of the RDF peaks (as in Equation 3.31) and are 

presented in Table 5.11. Rhombohedral results, which follow the same trends that will be 

discussed for the orthorhombic structure, are presented in Table A.5 (see Appendix). 

 

Table 5.11 – Number of oxygen vacancies surrounding A-site cations (La and Sr) in 

orthorhombic (Pbnm) La1-xSrxGaO3-δ (x = 0.10, 0.15, 0.20, 0.25, 0.30, 0.35) at 1073 K, 

occupying the nearest-neighbour (NN), next-nearest-neighbour (NNN) and next-next-

nearest-neighbour (NNNN) positions. La-O corresponds to a random distribution of 

vacancies where no defect ordering has occurred.  

x 
La-O  La-vac  Sr-vac 

NN NNN NNNN NN NNN NNNN NN NNN NNNN 

# sites 12 24 24 12 24 24 12 24 24 

0.10 0.198 0.399 0.395 0.208 0.337 0.394 0.122 0.949 0.407 

0.15 0.300 0.604 0.597 0.320 0.483 0.595 0.193 1.274 0.627 

0.20 0.396 0.799 0.790 0.437 0.627 0.797 0.240 1.480 0.781 

0.25 0.498 1.003 0.992 0.570 0.760 1.005 0.290 1.722 0.980 

0.30 0.599 1.207 1.194 0.701 0.881 1.224 0.372 1.954 1.158 

0.35 0.696 1.402 1.386 0.820 1.008 1.416 0.473 2.127 1.370 

 

La(III) ions are surrounded by more oxygen vacancies at a NN site than Sr(II) for all 

dopant concentrations. The number of vacancies around La(III) and Sr(II) in a NN position 

are slightly higher and lower, respectively, than that which is observed in a random 

distribution (La-O), where no defect ordering has occurred. Sr(II) is surrounded by 

considerably more oxygen vacancies at a NNN site, when compared to both La-vac and La-

O, most likely as a result of its bigger ionic radius or of its lower charge, decreasing the 

electrostatic repulsion experienced by vacancies when compared to the host cation. The 

increase in the number of vacancies at NNN sites is significantly higher than the observed 

reduction at NN, suggesting that such NNN occupation is not a result of a simple 

redistribution of vacancies, but an indication of vacancy trapping. Such over-occupation 

could also be the reason for the observed depletion of vacancies around La. The amount of 



Chapter 5: Molecular dynamics study of Sr- and Mg-doped LaGaO3 128 
 
 

 
 

vacancies at NNNN sites is close to that of a random distribution for both La and Sr cations. 

Hence, the total number of vacancies around Sr ions is higher than expected (from the sum 

of NN, NNN and NNNN), with substantially more vacancies in NNN sites, while there are 

less at NN sites and about the expected at NNN sites. These results confirm that vacancies 

are trapped around Sr cations at NNN sites and go against what was predicted in Chapter 4, 

where DFT results suggested that vacancies would be preferably located NN to dopants. 

Such disagreement could be a result of concentration or dynamic effects, considered in MD 

simulations but not taken into account in DFT. Vacancies being trapped at a NNN position 

to the dopant might be a contributing factor to the ionic conductivity drop observed for Sr 

content higher than 25 mol%; if vacancies are trapped at NNN sites and cannot get any closer 

to Sr ions, a conduction channel might be blocked. For higher Sr concentrations, a significant 

portion of the lattice might be blocked, as Sr ions are closer together, leading to a decrease 

in ionic conduction.  

 

The B-site sublattice in LGM 

The Mg-vac and Ga-vac partial RDFs were calculated for all dopant concentrations 

in orthorhombic and rhombohedral LaGa1-yMgyO3-δ. The obtained plots for orthorhombic 

LGM10 at 1073 K are presented in Figure 5.11, along to the Ga-O RDF of pure LaGaO3 at 

the same temperature, representing a random distribution of vacancies. The plots for the 

remaining dopant concentrations and for the rhombohedral structure are not shown, as the 

same features are observed in all of them. Figure 5.12 shows the oxygen coordination 

environment around a Ga(III) cations in a cubic (Pm3m) cell; the first RDF peak (between 

1.5 to 2.5 Å) corresponds to 6 NN sites, shown as blue oxygen ions in Figure 5.12b, all part 

of the same GaO6 octahedron. The second feature in the RDF (between 3.7 and 4.9 Å), 

corresponds to 24 NNN sites, shown as yellow oxide ions in Figure 5.12b. The third feature 

(between 5.2 and 6.5 Å) corresponds to the 30 NNNN sites, shown as purple oxide ions in 

Figure 5.12b.  
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Figure 5.11 – Cation-vacancy partial distribution functions, gcat-vac(r), obtained from MD 

simulations at 1073 K for orthorhombic (Pbnm) LaGa0.9Mg0.10O3-δ. Mg-vacancy and Ga-

vacancy RDFs are represented by orange and purple solid lines, respectively. The Ga-O RDF 

for the bulk LaGaO3 structure at 1073 K is shown in black (dashed) for comparison 

 

 

Figure 5.12 – (a) The cubic (Pm3m) perovskite lattice of LaGaO3, with La and Ga ions in 

dark and light green (and the latter being located at the centre of the octahedra), respectively, 

and O ions in red. (b) The coordination environment around a Ga ion, represented as the 

dark green ion in the centre of the structure. The first (NN), second (NNN) and third (NNNN) 

coordination shells around the Ga ion are given by blue, yellow and purple oxide ions, 

respectively. The remaining Ga in the structure are light green, and oxygen ions that are 

further away than a NNNN position are in red. La ions were removed for clarity. 

 

There are no significant discrepancies between the cation-vacancy and Ga-O partial 

RDFs, except for the splitting of the peaks composing the NNN and NNNN features, which 
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results in double and triple peaks in the Ga-vac and Mg-vac RDFs, as thermal vibrations are 

not included in such plots, and a single broad feature in the Ga-O RDF. Furthermore, Ga-

vac and Mg-vac distances are a bit longer than the Ga-O distances in a random distribution, 

most likely as a result of the experimentally observed lattice expansion arising from Mg(II) 

doping [291] due to its larger ionic radius when compared to Ga(III). The number of oxygen 

vacancies surrounding a B-site cation (Ga or Mg) at NN (between 1.5 to 2.5 Å), NNN 

(between 3.7 and 4.9 Å) and NNNN positions (between 5.2 and 6.5 Å) in orthorhombic 

LGM, calculated through the integration of the RDF peaks are presented in Table 5.12. 

Rhombohedral LGM results follow the same trends that will be discussed for the 

orthorhombic structure and are presented in Table A.6 (see Appendix). 

 

Table 5.12 – Number of oxygen vacancies surrounding a B-site cation (Ga or Mg) in 

orthorhombic (Pbnm) LaGa1-yMgyO3-δ (y = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35) at 1073 

K, occupying the nearest-neighbour (NN), next-nearest-neighbour (NNN) and next-next-

nearest neighbour (NNNN) positions. Ga-O corresponds to a random distribution of 

vacancies where no defect ordering has occurred.  

y 

Ga-O  

(Pbnm) 

Ga-vac  

(Pbnm) 

Mg-vac 

(Pbnm) 

NN NNN NNNN NN NNN NNNN NN NNN NNNN 

# sites 6 24 30 6 24 30 6 24 30 

0.05 0.051 0.203 0.254 0.049 0.188 0.247 0.090 0.504 0.390 

0.10 0.100 0.399 0.499 0.100 0.363 0.481 0.101 0.738 0.673 

0.15 0.149 0.597 0.747 0.147 0.539 0.708 0.168 0.946 0.988 

0.20 0.198 0.792 0.991 0.190 0.710 0.963 0.236 1.145 1.131 

0.25 0.248 0.993 1.243 0.243 0.886 1.201 0.270 1.341 1.403 

0.30 0.299 1.194 1.495 0.287 1.061 1.454 0.333 1.537 1.628 

0.35 0.347 1.388 1.737 0.332 1.204 1.675 0.385 1.765 1.897 

 

The number of oxygen vacancies located at the first coordination shell of Mg(II) is 

somewhat higher than that of Ga(III), probably due to a decreased electrostatic repulsion 

experienced by vacancies, which possess an effective +2 charge, from the divalent dopant. 

At a NNN site, there is a clear preference of vacancies to be around dopant cations instead 

of Ga(III), similarly to that which was observed in Sr-doped samples, where oxygen 
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vacancies are preferably located at the cation’s second coordination shell. The occupation of 

NNNN sites around Mg cations is also higher than that of a random distribution. Since the 

occupation of all coordination shells around Mg is elevated, vacancies can still move among 

the different shells and are presumably not trapped, in contrast to Sr-doped samples, where 

vacancies at NNN sites are unlikely to escape to adjacent shells, as the concentration in NN 

and NNNN are the same or smaller than average, creating a barrier for NNN vacancies. 

Therefore, despite NNN being more elevated than NN and NNNN in LGM, these results 

could be interpreted as less trapping than what was observed in LSG, which could explain 

the higher conductivity values observed for Mg-doped samples.  

 

The oxide-ion sublattice in singly doped phases 

The vacancy-vacancy partial RDFs were also calculated for all dopant concentrations 

in orthorhombic and rhombohedral LSG and LGM. The obtained plots for orthorhombic and 

rhombohedral LSG20 at 1073 K are presented in Figure 5.13, along with the O-O RDF of 

pure LaGaO3 at 300 K and 1073 K, representing a random distribution of vacancies. The 

plots for the remaining dopant concentrations and for LGM are not shown, as the same 

features are observed, with the only difference being the intensity of the peaks.  

 

Figure 5.13 – Oxygen-vacancy and vacancy-vacancy partial radial distribution functions, g 

(r), obtained from MD simulations at 1073 K for (a) orthorhombic (Pbnm) and (b) 

rhombohedral (R3c) La0.8Sr0.2GaO3-δ. Vacancy-vacancy RDFs are represented by purple and 

pink solid lines. The O-O RDFs for the pure LaGaO3 structure at 300 K and 1073 K are 

shown in red and black dashed lines for comparison. 
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The oxygen-oxygen coordination in the orthorhombic and rhombohedral phases is 

intricate and cannot be easily compared to that observed in the cubic structure. The RDF 

features between 2.4 and 3.2 Å correspond to NN sites, while all peaks between 3.2 and 5.6 

Å are associated to NNN sites. NNNN positions are all above 5.7 Å. In the analysis of the 

vacancy-vacancy RDFs, six oxygen-oxygen bond distance intervals, and hence six 

coordination environments, will be evaluated: between 2.4 and 3.2 Å (1st coordination shell), 

3.2 to 3.6 Å (2nd coordination shell), 3.8 to 5.6 Å (3rd coordination shell), 5.7 to 6.0 Å (4th 

coordination shell), 6.0 to 6.6 Å (5th coordination shell) and 6.6 to 7.6 Å (6th coordination 

shell). Hence, the 1st region corresponds to NN sites, the 2nd and 3rd regions represent NNN 

sites, while the 4th, 5th and 6th regions are related to NNNN sites. The number of oxygen 

vacancies surrounding another oxygen vacancy in the six distinct coordination environments 

were calculated through the integration of the RDF peaks and are presented in Tables 5.13 

(orthorhombic LSG) and 5.14 (orthorhombic LGM). Results for the rhombohedral phases 

follow the same trends that will be discussed in this section and are presented in Tables A.7 

and A.8 (see Appendix). 

 

Table 5.13 – Number of oxygen vacancies surrounding another oxygen vacancy in 

orthorhombic (Pbnm) La1-xSrxGaO3-δ (x = 0.10, 0.15, 0.20, 0.25, 0.30, 0.35) at 1073 K, 

occupying sites in six different coordination shells. O-O corresponds to a random 

distribution of vacancies at the same temperature where no defect ordering has occurred.  

x 
O-O  vac-vac  

1st  2nd 3rd 4th 5th 6th 1st 2nd 3rd 4th 5th 6th 

0.10 0.136 0.018 0.508 0.175 0.138 0.569 0.046 0.067 0.177 0.322 0.333 0.262 

0.15 0.205 0.027 0.769 0.264 0.208 0.860 0.083 0.084 0.293 0.490 0.485 0.384 

0.20 0.271 0.036 1.017 0.349 0.275 1.138 0.130 0.135 0.369 0.636 0.573 0.493 

0.25 0.341 0.045 1.278 0.439 0.346 1.429 0.168 0.161 0.447 0.723 0.691 0.621 

0.30 0.410 0.055 1.539 0.529 0.416 1.721 0.208 0.208 0.481 0.794 0.863 0.591 

0.35 0.476 0.064 1.786 0.614 0.483 1.998 0.327 0.229 0.590 0.876 0.988 0.788 
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Table 5.14 – Number of oxygen vacancies surrounding another oxygen vacancy in 

orthorhombic (Pbnm) LaGa1-yMgyO3-δ (y = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35) at 1073 

K, occupying sites in six different coordination shells. O-O corresponds to a random 

distribution of vacancies at the same temperature where no defect ordering has occurred. 

y 
O-O  vac-vac  

1st  2nd 3rd 4th 5th 6th 1st 2nd 3rd 4th 5th 6th 

0.05 0.069 0.009 0.259 0.089 0.070 0.290 0.038 0.052 0.154 0.229 0.312 0.135 

0.10 0.136 0.018 0.508 0.175 0.138 0.569 0.107 0.093 0.255 0.378 0.428 0.262 

0.15 0.203 0.027 0.761 0.262 0.206 0.852 0.144 0.158 0.378 0.511 0.524 0.481 

0.20 0.269 0.036 1.009 0.347 0.273 1.129 0.129 0.186 0.495 0.603 0.629 0.723 

0.25 0.338 0.045 1.266 0.435 0.343 1.416 0.161 0.280 0.647 0.661 0.706 0.976 

0.30 0.406 0.054 1.523 0.523 0.412 1.704 0.174 0.323 0.823 0.772 0.769 1.282 

0.35 0.472 0.063 1.770 0.608 0.479 1.980 0.230 0.383 0.981 0.840 0.874 1.451 

 

In both LSG and LGM systems, the number of vacancies surrounding another 

vacancy at the 1st and 2nd coordination shells is lower and higher than the random 

distribution, respectively. The 1st shell corresponds to vacancy sites that are located within 

the same GaO6 octahedra, while the 2nd shell describes sites located in the adjacent octahedra. 

Hence, these results indicate that vacancies are effectively trying to avoid each other, most 

likely because of their effective positive charge. The shift at around 4 Å in the vac-vac RDF 

with respect to the O-O RDF occurs because the 0 K DFT LaGaO3 structure was used to 

define the oxygen sites for the vacancy analysis (Section 3.3.6), which will then locate the 

oxygen vacancies at the oxygen lattice sites specified by DFT. As a result, some shifts in the 

vac-vac RDF are expected due to structural changes happening during the high temperature 

MD simulations. The 3rd coordination shell is underpopulated with respect to a random 

distribution, while the 4th and 5th shells are overpopulated, revealing that vacancies are 

indeed repelling each other. The number of vacancies in the 6th coordination shell in LSG 

and LGM is smaller than the random distribution, suggesting that vacancy ordering 

continues throughout the lattice in singly doped systems. Interestingly, the 1st, 3rd and 6th 

shells are more depleted in LSG when compared to LGM, while the 2nd, 4th and 5th shells are 

more populated in LSG than in LGM. These results indicate that vacancy ordering occurs to 

a higher extent in Sr-doped samples, which can be related to the lower ionic conductivity 

values observed for LSG.  
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5.5.2 Co-doped LaGaO3 systems 

5.5.2.1 Ionic conductivity in LSGM 

The oxide ion-conductivity of La1-xSrxGa1-yMgyO3-δ (x = 0.10, 0.15, 0.20, 0.25 and y 

= 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35) was also investigated from the analysis of the mean 

square displacements at 873, 1073 and 1273 K. Figures 5.14 and 5.15 are heat maps for the  

ionic conductivity of orthorhombic and rhombohedral systems, respectively, showing the 

variation in σ with Sr and Mg content; higher conductivity values are in green, while the 

lowest results are in red. The diffusion coefficients and ionic conductivities used to build 

these heat maps are presented in Tables A.9-A.16 (see Appendix).  

 

Figure 5.14 – Variation of ionic conductivity values in La1-xSrxGa1-yMgyO3-δ systems with 

dopant concentration, x and y, at (a) 873 K, (b) 1073 K and (c) 1273 K for orthorhombic 

(Pbnm) LaGaO3. Higher ionic conductivities are given in green, and the lowest values are in 

red. 

The best improvements in the ionic conductivity of LSGM are observed for lower 

values of x and y; the highest σ value was obtained for LSGM1010 under all analysed 

temperatures, for both orthorhombic and rhombohedral phases. In orthorhombic LSGM, 

regardless of Sr content 10 mol% is the most favourable Mg concentration for ionic 

conduction, in contrast to singly doped systems in which y = 0.20 is optimal. Considering 

the calculated standard errors, the optimal range of Sr and Mg content is within 0.10 ≤ x ≤ 

0.20 and 0.05 ≤ y ≤ 0.10. 
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Figure 5.15 – Variation on ionic conductivity values with dopant concentration, x and y, at 

(a) 873 K, (b) 1073 K and (c) 1273 K for rhombohedral (R3c) LaGaO3. Higher ionic 

conductivities are given in green, and the lowest values are in red.   

For rhombohedral LaGaO3, the optimal Mg content varies depending on Sr 

concentration; for lower Sr content (x = 0.10, 0.15), y = 10 is ideal. For higher Sr 

concentrations, on the other hand, the highest σ values are obtained for a slightly lower y at 

0.05. If the calculated standard errors are taken into account, the optimal dopant 

concentration range is between 0.10 ≤ x ≤ 0.15, with x = 0.20 presenting comparable σ 

values only at higher temperatures (1273 K), and between 0.05 ≤ y ≤ 0.15.  

The optimal range for dopant concentration (green regions in Figures 5.14 and 5.15) 

is observed to slightly change with temperature, for both orthorhombic and rhombohedral 

LSGM systems. Such anisotropic change might be related to the different dependence of the 

activation energy for oxide-ion conduction on x and y. The same behaviour was reported by 

Huang et al. [74], who observed that at 1073 K the optimal region was within the 0.125-0.25 

range for both x and y, shrinking at lower temperatures (to 0.15 < x < 0.20 and 0.125 < y < 

0.175 at 973 K and to 0.145 < x < 0.16 and 0.0 < y < 0.06 at 868 K).  

Figure 5.16 summarizes the information presented in Tables A.9-A.16. It shows the 

similarity in ionic conductivity values calculated with DIPPIM for the orthorhombic and 

rhombohedral phases, suggesting that the structural differences upon phase transition do not 

influence σ significantly.  
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Figure 5.16 – Ionic conductivity in La1-xSrxGa1-yMgyO3-δ as a function of Mg concentration, 

y, for (a) x = 0.10, (b) x = 0.15, (c) x = 0.20 and (d) x = 0.25. Blue (873 K), orange (1073 K) 

and green (1273 K) solid and dashed lines represent the orthorhombic (Pbnm) and 

rhombohedral (R3c) systems, respectively.  

Experimentally, similarly to singly doped samples, the ionic conductivity in LSGM 

seems to be limited by the formation of secondary phases, i.e. σ increases with dopant 

content until the appearance of impurities, and drops after that. Chen and Fung [290] 

measured the highest ionic conductivity value for LSGM2020 (73 mS/cm at 1073 K), four 

times higher than that of YSZ. A decrease in Mg content (LSGM2010) results in the 

appearance of secondary phase, decreasing σ to 15 mS/cm. Huang et al. [74] analysed a 

wider range of dopant concentrations and determined LSGM2017 to be the optimal 
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composition for ionic transport, obtaining σ = 166 mS/cm at 1073 K. Secondary phase 

formation was observed for y = 0.05 and y > 0.20 regardless of Sr concentration, indicating 

that a small amount of Mg (y = 0.05) might not provide sufficient lattice expansion to 

increase the solubility of Sr. Even though the study conducted by Huang et al. [74] is the 

only complete set of experimental ionic conductivities for 0.05 ≤ x, y ≤ 0.30, the reliability 

of their results can be put into question, as their obtained σ values are considerably higher 

than the other available results in literature. They measured high ionic conductivities even 

for samples containing secondary phases (LaSrGaO4 and/or LaSrGa3O7), while other studies 

[290] report a five-fold decrease in σ for samples containing impurities when compared to 

pure phases. Furthermore, secondary phase formation was observed in more than 70% of 

their analysed samples. Table 5.15 summarizes the available experimental ionic conductivity 

data, along with DIPPIM calculated values. Huang et al. [74] results are also presented, as 

they are only complete set of ionic conductivities in LSGM systems with total dopant 

concentrations ranging from 10 to 60 mol%, and to show the discrepancy between their 

results and the available experimental data.  

Table 5.15 – DIPPIM (Pbnm and R3c phases) and experimental ionic conductivities (in 

mS/cm) for La1-xSrxGa1-yMgyO3-δ, for various dopant concentrations and temperatures. All 

experimental studies report an orthorhombic structure, except for the work of Huang et al. 

[74], which reports a cubic (Pm3m) phase. 

T (K) x y 
DIPPIM – Pbnm 

(mS/cm) 

DIPPIM – R3c 

(mS/cm) 

Huang 

et al. 

[74] 

Exp. 

(mS/cm) 
Ref. 

873 0.1 0.2 5.82±0.47 5.81±0.97 18a 1.6 [293] 

 0.2 0.2 4.45±0.41 5.16±0.03 21 3 [290] 

1073 0.1 0.1 43.02±0.56 39.35±3.38 116 95, 107 [283], [324] 

 0.1 0.2 33.33±1.88 36.85±2.78 132a 107b  [293] 

 0.2 0.1 36.29±6.42 35.72±1.60 133a 15c [290] 

 0.2 0.15 25.95±2.49 30.22±0.16 149a 140 [324] 

 0.2 0.2 27.14±2.35 25.99±0.84 140 73 [290] 

1273 0.1 0.1 130.44±4.91 124.61±2.18 - 190 [283] 

a Samples containing LaSrGaO4 and/or LaSrGa3O7 secondary phases. 
b A range of σ values (33.9-107 mS/cm) were measured for distinct sample densities. 
c Low σ value obtained due to formation of secondary phase. 
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The variation in the existing experimental data is evident and there is little agreement 

in literature on the ionic conductivity values of the LSGM system. Experimental studies 

consistently measure lower σ values when compared to Huang et al. [74], especially at 873 

K. Hence, DIPPIM calculated results are in better agreement with the lower end of 

experimental data. A similar trend (DIPPIM values being in better agreement with the lower 

end of experimental results) was observed by Lucid [139] in a DIPPIM potential derived for 

CeO2. The variability among experimental values could be explained by the fact that 

different experimental techniques yield samples with distinct densities; traditional ceramic 

techniques, for example, result in super-fine powders with higher surface energy, which tend 

to aggregate, while samples prepared by the sol-gel method have lower density [293]. Ionic 

conductivity values were experimentally shown to significantly vary with sample density 

[293]; six LSGM1020 samples prepared by distinct methods and/or at different sintering 

temperatures (ranging from 1573 K to 1823 K), yielded a range of sample densities, varying 

from 4.72 to 6.58 g/cm3. These samples presented σ values within the 33.9-107.0 mS/cm 

range at 1073 K, with ionic conductivity increasing with sample density up to 6.17 g/cm3, 

and decreasing after that, indicating that there is an optimal density for ionic transport, lower 

than the theoretical density for the cubic phase. DIPPIM calculates densities within the 6.96-

7.10 g/cm3 range for the orthorhombic and rhombohedral phases depending on temperature 

and dopant/vacancy content, which could explain the observed discrepancy between 

DIPPIM and experimental results. 

 

5.5.2.2 Activation energy of diffusion in LSGM  

The activation energies of La1-xSrxGa1-yMgyO3-δ systems were calculated from the 

linear fit of the 𝑙𝑛𝐷 against 1/T plots. The obtained plots are linear, with r-squared values 

between 0.980 and 1.000, suggesting that no change in the oxide-ion conduction mechanism 

occurs in the 873-1273 K range, similarly to what was observed in singly doped phases. The 

calculated activation energy values (Ea) for both orthorhombic and rhombohedral phases are 

presented in Table 5.16, along with experimental results, and Figure 5.17. 
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Table 5.16 – Activation energies (Ea) of oxide-ion diffusion (in eV) for orthorhombic (Pbnm) 

and rhombohedral (R3c) La1-xSrxGa1-yMgyO3-δ systems with x = 0.10, 0.15, 0.20, 0.25 and y 

= 0.05, 0.10, 0.15, 0.20, 0.25, calculated from 873 K to 1273 K, along with experimental 

results. 

x y 
Ea (eV) 

Pbnm 

Ea (eV) 

R3c 

Huang et al. 

(eV) [74] 

Other Exp. 

(eV) 
Ref. 

0.10 0.05 0.666±0.004 0.708±0.078 0.783 0.60 [326] 

 0.10 0.680±0.016 0.680±0.013 0.993 0.83, 1.20 [290], [283] 

 0.15 0.730±0.035 0.694±0.021 1.050   

 0.20 0.731±0.033 0.745±0.049 1.111 1.00, 0.74 [290], [327] 

 0.25 0.820±0.001 0.791±0.034 1.146   

0.15 0.05 0.687±0.021 0.730±0.002 0.803 0.52 [326] 

 0.10 0.720±0.013 0.669±0.010 0.930   

 0.15 0.742±0.025 0.705±0.005 0.998 0.79 [328] 

 0.20 0.790±0.007 0.731±0.029 1.073 0.73 [327] 

 0.25 0.813±0.099 0.756±0.002 1.116   

0.20 0.05 0.686±0.035 0.761±0.014 0.815 0.61 [326] 

 0.10 0.701±0.008 0.795±0.016 0.935 0.80, 0.61 [290], [326] 

 0.15 0.738±0.010 0.804±0.079 0.999 0.62, 0.69 [326], [327] 

 0.20 0.737±0.032 0.702±0.017 1.074 1.37, 0.74, 0.78 [290], [326], [327] 

 0.25 0.819±0.058 0.800±0.036 1.140   

0.25 0.05 0.705±0.009 0.786±0.015 0.835 0.59 [326] 

 0.10 0.716±0.054 0.705±0.070 0.976   

 0.15 0.787±0.007 0.807±0.001 1.067   

 0.20 0.769±0.014 0.750±0.026 1.118   

 0.25 0.696±0.044 0.771±0.004 1.167   
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Figure 5.17 – Activation energy in orthorhombic (Pbnm, in orange) and rhombohedral (R3c, 

in blue) La1-xSrxGa1-yMgyO3-δ systems vs. Mg concentration, y, for x = (a) 0.10, (b) 0.15, (c) 

0.20 and (d) 0.25. Activation energies were extracted from the Arrhenius plot of the DIPPIM 

diffusion coefficients at high temperatures (873-1273 K).  

Experimental values between 0.52-1.37 eV have been reported, while DIPPIM 

calculates activation energies to be within the 0.67-0.82 eV range. The discrepancy between 

experimentally reported activation energy values was expected due to the variety of 

experimental methods, sintering times and temperatures, yielding distinct grain sizes and 

sample densities. The presence of secondary phases might be the biggest factor contributing 

to the higher magnitude of experimental values, as impurities would likely hinder oxide-ion 

transport, hence increasing Ea. In general, DIPPIM results are in good agreement with the 

available experimental data.  

From the values presented in Table 5.16 and from Figure 5.17, for a fixed Sr 

concentration, Ea increases with Mg content, up to 0.15 eV when the Mg concentration goes 

from 5 mol% to 25 mol%. For a fixed Mg content, Ea also increases with Sr concentration, 

but to a smaller extent; for fixed y values (0.05, 0.10 or 0.15), the magnitude of Ea increases 

by 0.04 eV in the orthorhombic system when Sr content goes from 10 mol% to 25 mol%. 

These trends are not followed by systems with high total dopant concentrations (above 40 

mol%), as in such systems other effects such as dopant-vacancy interactions and vacancy 



Chapter 5: Molecular dynamics study of Sr- and Mg-doped LaGaO3 141 
 
 

 
 

ordering might play a more significant effect. In summary, Mg doping is observed to have a 

bigger effect on the activation energy, which is also observed experimentally and suggested 

to result from the difference in size between dopant and host cation, and the resulting lattice 

strain for such radii mismatch [74,290,326]. The different dependence of the activation 

energy for oxide-ion conduction on x and y results in the anisotropic shrinkage of the optimal 

ionic conductivity regions in the heat maps presented in Figures 5.14 and 5.15.  

 

5.4.2.3 Local structure of co-doped systems 

To investigate the local structure and defect chemistry of co-doped systems, the 

number of oxygen vacancies surrounding A- (La and Sr) and B-site (Ga and Mg) cations at 

NN, NNN and NNN sites calculated through the integration of the RDF peaks are presented 

in Tables A.17-A.20 (see Appendix). The number of vacancies surrounding another vacancy, 

an indicative of vacancy ordering, was also calculated taking into consideration six O-O 

bond distance intervals, as presented in Tables A.21 and A.22. The Sr-vac, La-vac, Mg-vac, 

Ga-vac and vac-vac partial RDF plots are not shown, as the obtained features for the co-

doped systems are similar to those observed in Figures 5.9, 5.11 and 5.13, with the only 

difference being the intensity of the peaks. 

The obtained results for co-doped systems are in line to what was observed for 

singly-doped phases; for the A-site dopants, the number of vacancies at NN sites around 

La(III) ions is slightly higher than that of a random distribution; hence, these defects are 

preferably located at NN positions to La(III) ions instead of Sr(II). Oxygen vacancies are 

also preferably located at a NNN position to Sr(II) cations, which in turn have their NNNN 

coordination shell depleted, suggesting that vacancies are trapped at NNN sites and unlikely 

to escape to the underpopulated adjacent shells. For B-site dopants, the NN, NNN and 

NNNN sites around Mg ions are overpopulated with respect to a random vacancy 

distribution. However, despite NNN sites possessing the highest number of vacancies 

comparatively, these oxygen defects can still move around among NN, NNN and NNNN 

shells, as none of them is depleted, and are presumably not trapped. Finally, as observed for 

LSG and LGM phases, vacancy ordering also takes place in LSGM; vacancies repel each 

other due to their effective positive charge. Vacancy ordering in these materials consists of 

the 2nd, 4th and 5th shells around a vacancy being overpopulated, while the 1st, 3rd and 6th 
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shells are depleted. Vacancies are unlikely to be positioned within the same GaO6 octahedra 

(1st coordination shell). Such ordering might hinder vacancy movement and hence oxide-ion 

diffusion, which could be related to the ionic conductivity drop observed for samples with 

higher dopant/vacancy concentration.  

In summary, while both dopants favour the presence of vacancies at their NNN sites, 

these oxygen defects are probably trapped around Sr, but able to move among the Mg 

coordination shells. Such results suggest that Mg-doping is presumably more effective than 

Sr-substitution for ionic conduction properties via a vacancy mechanism; LGM samples 

indeed possess higher ionic conductivities and hence diffusion when compared to LSG for 

the same dopant content. Therefore, vacancy trapping is observed to be directly influenced 

by dopant identity. On the other hand, vacancy ordering seems to be independent of dopant 

identity, as it is observed to happen for LSG, LGM and LSGM samples. Our results indicate 

that the ionic conductivity in LaGaO3-based systems can be influenced by dopant identity 

and their tendency to trap vacancies, or by the occurrence of vacancy ordering, which seems 

to occur regardless of which dopant is being added to the system. To further investigate 

which of these effects have the uttermost influence in ionic conduction properties, the ionic 

conductivity, activation energies and local structure of average LaGaO3 systems will be 

investigated in the next sections, where dopant effects are neglected.  

 

5.5.3 Average cation LaGaO3 systems 

In addition to the DIPPIM calculations on singly and co-doped LaGaO3, we also 

performed simulations on average cation LaGaO3-δ systems (ac-LaGaO3), where the charges 

of both La and Ga cations are equally adjusted to account for the charge of all O2- ions (and 

hence vacancies) present in the material. Therefore, it is possible to consider a range of 

vacancy concentrations, δ, corresponding to distinct dopant amounts. This eliminates any 

dopant effects on the material’s conduction properties, such as the influence of their lower 

charges when compared to the host cations or any lattice distortions arising from their 

distinct ionic radii, for example. Hence, dopant-vacancy interactions and ordering effects 

caused by the dopants’ presence are eliminated, and ionic conductivity and vacancy-vacancy 

interactions can be evaluated simply as a result of vacancy content. As a result, it might be 

possible to determine if the ionic conduction properties in LaGaO3-based systems are mostly 
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influenced by dopant identity and the resulting dopant-vacancy interactions, or by vacancy 

ordering (and if such ordering process occurs regardless of dopant identity).  

 

5.5.3.1 Ionic conductivity in ac-LaGaO3 systems 

In LaGaO3 systems, vacancy concentration is equal to half of dopant content, i.e.       

δ = (x + y)/2. Hence, the analysed δ values (0.075, 0.10, 0.125, 0.15, 0.175, 0.20, 0.225 and 

0.25) correspond to total dopant concentrations of x + y = 0.15, 0.20, 0.25, 0.30, 0.25, 0.40, 

0.45 and 0.50.  The 0.15 ≤ (x + y) ≤ 0.50 range was chosen, as the minimum total dopant 

content investigated in co-doped systems was 15 mol% and the maximum ionic conductivity 

in singly doped phases was obtained for 20 mol% of Sr and Mg. Hence, lower dopant 

contents (5 and 10 mol%) were not considered, as vacancy interactions might not be as 

significant in such systems. The diffusion coefficients and ionic conductivities of 

orthorhombic and rhombohedral ac-LaGaO3 systems are given in Tables A.23 and A.24 (see 

Appendix). Figure 5.18 shows the variation in ionic conductivity values with vacancy 

content (δ) for both phases. 

 

Figure 5.18 – Ionic conductivity variation with total dopant content (2δ = 0.15, 0.20, 0.25, 

0.30, 0.35, 0.40, 0.45 and 0.50) at 873 K (blue), 1073 K (orange) and 1273 K (green), for 

orthorhombic (Pbnm) and rhombohedral (R3c) LaGaO3-δ phases, represented by solid and 

dashed lines, respectively.  
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A more pronounced conductivity peak is observed for the average cations systems 

when compared to singly and co-doped phases. DIPPIM σ values for ac-LaGaO3 systems 

are also considerably higher than experimental or simulated results for real LSGM systems 

at the same temperatures, as result of the exclusion of dopant-vacancy interactions. 

Considering the calculated standard errors, for both orthorhombic and rhombohedral ac-

LaGaO3 the optimal vacancy concentration for maximum σ ranges between 0.20 ≤ 2δ ≤ 

0.30 at 873 K, is 2δ = 0.20 at 1073 K and is within 0.25 ≤ 2δ ≤ 0.30 at 1273 K. The 

conductivity peak in Figure 5.18 at 1273 K occurs at a total dopant concentration of 30 

mol%, in contrast to singly and co-doped systems, which possess optimal total dopant 

concentration around 20 mol%; in LSG, LGM and LSGM, dopant-vacancy interactions at 

higher dopant content might result in a decrease in ionic conductivity above 20 mol%, 

despite the increased vacancy concentration at x + y > 0.20.  

 

5.5.3.2 Activation energy of diffusion in ac-LaGaO3 systems 

In the previous sections, Sr and Mg have been observed to affect the activation 

energy of diffusion in LaGaO3-based systems in different ways, with Mg doping resulting 

in higher activation energy values when compared to Sr substitution. To evaluate the effect 

of vacancy concentration without taking into account dopant effects and dopant-vacancy 

interactions, the activation energies of ac-LaGaO3-δ systems were also calculated from the 

linear fit of the 𝑙𝑛𝐷 against 1/T plots. All plots are linear, with r-squared values between 

0.989 and 0.999, suggesting that no change in the ionic diffusion mechanism occurs in the 

873-1273 K range, when dopant effects are eliminated. The calculated activation energy 

values (Ea) for both orthorhombic and rhombohedral phases are presented in Figure 5.19 and 

Table 5.17. 
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Figure 5.19 – Activation energy in orthorhombic (Pbnm, in orange) and rhombohedral (R3c, 

in blue) ac-LaGaO3-δ systems with 2δ = 0.15, 0.20, 0.25, 0.30, 0.35 0.40, 0.45 and 0.50. 

Activation energies were extracted from the Arrhenius plot of the DIPPIM diffusion 

coefficients at high temperatures (873-1273 K).  

Table 5.17 – Activation energies (Ea) of oxide-ion diffusion in eV for orthorhombic (Pbnm) 

and rhombohedral (R3c) ac-LaGaO3-δ systems with 2δ = 0.15, 0.20, 0.25, 0.30, 0.35 0.40, 

0.45 and 0.50, calculated from 873 K to 1273 K. 

2δ Ea (eV) - Pbnm Ea (eV) - R3c 

0.15 0.678±0.001 0.592±0.016 

0.20 0.714±0.055 0.633±0.040 

0.25 0.695±0.037 0.697±0.045 

0.30 0.738±0.012 0.702±0.005 

0.35 0.863±0.001 0.754±0.045 

0.40 0.828±0.027 0.860±0.002 

0.45 0.825±0.018 0.929±0.037 

0.50 0.788±0.089 1.018±0.044 

 

Activation energy increases with vacancy content, suggesting that the ionic radii 

mismatch between dopants and host cations and the resulting lattice strains are not the only 

factor contributing for the observed increase in Ea with vacancy concentration for LSG, 

LGM and LSGM systems, i.e. vacancy ordering might also play a role. From Figure 5.19, a 

bigger variation in Ea values is observed for the rhombohedral phase, suggesting that 
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vacancy ordering might occur more intensely in the R3c phase. To further investigate the 

influence of vacancy interactions on the ionic conductivity of the perovskite, structural 

analysis was carried out by the investigation of radial distribution functions and coordination 

environments. 

 

5.5.3.3 Local structure in ac-LaGaO3 systems 

The A- and B-site sublattices in ac-LaGaO3 

The number of oxygen vacancies surrounding La(III) and Ga (III) ions at NN, NNN 

and NNNN sites in ac-LaGaO3-δ systems at 1073 K, calculated through the integration of the 

RDF peaks, are presented in Table A.25 and A.26 (see Appendix). The partial RDF plots are 

now shown here, as the same features presented in Figures 5.9 and 5.11 were obtained here, 

with the only difference being the intensity of the peaks.  

The number of vacancies surrounding La cations at the 12-coordinated NN site and 

the 24-coordinated NNN and NNNN sites is very similar to that of a random distribution, 

indicating that there is no tendency to vacancy trapping or vacancy ordering around La ions. 

This indicates that the results obtained for singly and co-doped systems, where La ions have 

their NN sites slightly overpopulated and their NNN shells depleted, are mainly due to the 

presence of Sr ions, suggesting that dopant-vacancy interactions are the responsible for the 

organization of vacancies around host cations. A similar effect is observed for Ga cations; 

in singly and co-doped systems, the 6-coordinated NN, the 24-coordinated NNN and the 30-

coordinated NNNN sites are slightly depleted, as vacancies tend to aggregate around Mg 

ions, which could potentially facilitate ionic conduction around such ions, as vacancies are 

not necessarily trapped. In ac-LaGaO3 systems, on the other hand, there is no tendency to 

vacancy ordering around Ga(III), as the B-site dopant and hence dopant-vacancy interactions 

are not present in the structure. Therefore, even though the presence of dopants is paramount 

for good ionic conductivity, as they are responsible for the introduction of oxygen vacancies 

into the system, doping will strongly impact the location of vacancies in the system, with 

dopant-vacancy interactions negatively affecting the ionic conductivity, as the obtained σ 

values for ac-LaGaO3 systems are significantly higher than those calculated for LSG, LGM 

and LSGM.  
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The oxide ion sublattice in ac-LaGaO3 

The number of oxygen vacancies surrounding another vacancy in orthorhombic ac-

LaGaO3-δ systems at 1073 K was also calculated through the integration of the RDF peaks, 

and is presented in Table 5.18. The calculated results for the rhombohedral system follow 

the same trends discussed here and are presented in Table A.27 (see Appendix).  

Similarly to that which was observed for singly and co-doped systems, vacancy 

ordering occurs, as vacancies are trying to avoid each other due to their effective positive 

charge. As a result, the 2nd, 4th and 5th shells are overpopulated, while the 1st, 3rd and 6th shells 

are depleted. In singly and co-doped systems, the number of vacancies at a given shell was 

observed to increase with vacancy concentration, regardless of such shell being depleted or 

not. Accordingly, the number of vacancies at the depleted 6th shell in ac-LaGaO3 systems 

was expected to increase with vacancy content, as more vacancies are being added to the 

system. However, a slightly different behaviour was observed, and the number of vacancies 

in the 6th shell decreases for 2δ ≥ 0.30, i.e. for higher vacancy concentrations the 6th shell 

gets even more depleted, indicating that the more vacancies are present within the system, 

the more ordered they become. To confirm such behaviour, a 7th coordination shell, 

representing O-O bond distances between 7.6 and 8.0 Å, was also analysed, with its sites 

getting more populated as concentration goes up. Hence, the sites surrounding the 6th 

coordination shell get more populated as vacancy concentration goes up, resulting in an 

increased depletion of the 6th shell, confirming that oxygen vacancies are indeed more 

ordered in ac-LaGaO3 systems. These results suggest that vacancy ordering occurs despite 

of dopant identity and gets more intense at higher vacancy concentrations when dopant 

effects are neglected, which might be responsible for the ionic conductivity drop observed 

at 2δ ≥ 0.30. Such heightened ordering is not observed in singly and co-doped samples, as 

dopant-vacancy interactions can also affect the vacancy-vacancy long range arrangement.  

The analysis of the local structure around A-, B- and oxygen sites suggests that, in 

real systems, dopant-vacancy interactions might have a higher influence on ionic 

conductivity values than vacancy ordering, since ac-LaGaO3 systems, in which dopant-

vacancy interactions are neglected, possess considerably higher σ values than LSG, LGM 

and LSGM. Furthermore, the maximum in ionic conductivity in ac-LaGaO3 is achieved at 

higher vacancy concentrations when compared to real systems, indicating that dopant-

vacancy interactions are also responsible for a lower maxima in LSG, LGM or LSGM. 
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Table 5.18 – Number of vacancies surrounding another oxygen vacancy in orthorhombic 

(Pbnm) ac-LaGaO3-δ systems with 2δ = 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45 and 0.50, at 

1073 K. O-O corresponds to a random distribution of vacancies where no defect ordering 

has occurred. 

 2δ 1st 2nd 3rd 4th 5th 6th 7th 

O-O 0.15 0.201 0.027 0.754 0.259 0.204 0.844 0.278 

 0.20 0.266 0.035 0.997 0.342 0.270 1.115 0.367 

 0.25 0.330 0.044 1.239 0.426 0.335 1.385 0.456 

 0.30 0.394 0.053 1.477 0.508 0.400 1.652 0.544 

 0.35 0.457 0.061 1.714 0.589 0.464 1.917 0.631 

 0.40 0.519 0.069 1.946 0.668 0.526 2.176 0.717 

 0.45 0.579 0.077 2.171 0.746 0.587 2.429 0.800 

 0.50 0.638 0.085 2.394 0.822 0.648 2.678 0.882 

vac-vac 0.15 0.125 0.050 0.309 0.412 0.435 0.336 0.425 

 0.20 0.168 0.088 0.410 0.500 0.580 0.446 0.683 

 0.25 0.215 0.128 0.436 0.673 0.652 0.500 0.668 

 0.30 0.318 0.147 0.514 0.783 0.655 0.433 0.921 

 0.35 0.376 0.225 0.480 0.858 0.929 0.238 1.116 

 0.40 0.486 0.214 0.708 1.034 1.029 0.173 1.503 

 0.45 0.796 0.172 1.070 1.136 1.235 0.127 1.876 

 0.50 0.923 0.268 1.498 0.984 1.030 0.142 1.658 

 

5.6 Conclusions 

A DIPole Polarizable Ion Model (DIPPIM) force field was parametrized from DFT 

data to predict the ionic conduction behaviour of orthorhombic (Pbnm) and rhombohedral 

(R3c) LSGM. The parametrization of the IP was done using a force-matching procedure, in 

which the forces, stresses and dipoles calculated by the interatomic potential were fitted to 

DFT values using the SCAN functional; hence, such force field possess ab initio quality. 

This methodology significantly improves the transferability of the IP in comparison to the 

force fields available in literature to study LaGaO3-based systems, which were empirically 

derived to reproduce specific experimental properties [11, 280, 281] and are composed of 

parameters extracted from different sources. As a result, the IP derived in this thesis can be 

used to study different crystallographic phases and thermodynamic states of LaGaO3 
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systems, such as surfaces and grain boundaries, for example. A total objective function of 

0.24 was obtained, indicating the good quality of the IP. DIPPIM underestimated the thermal 

expansion coefficients of orthorhombic and rhombohedral LaGaO3, with the description of 

the thermal expansion of the orthorhombic phase being better than that of the rhombohedral 

structure. DIPPIM also yields lattice parameters within ~1% of experimental results, and 

volumes with deviation lower than 2.5%. 

A classical molecular dynamics study of the bulk properties of La1-xSrxGa1-yMgyO3-δ 

was performed, with total dopant concentrations ranging from 5 to 50 mol%. To the best of 

our knowledge, this is the first theoretical study comprehensively and systematically 

investigating a range of dopant concentrations and temperatures, using the same 

methodology and hence obtaining consistent results. Experimentally, Huang et al. [74] is the 

only study to present a complete set of experimental ionic conductivities for 5 mol%  ≤ x ,y 

≤ 30 mol%. However, the reliability of their results can be questioned as their obtained σ 

values are considerably higher than the other available literature results, with more than 70% 

of their samples presenting secondary phase formation. For singly and co-doped systems, 

ionic conductivity was observed to increase with dopant content until reaching its maximum 

value for samples with a total dopant concentration of about 20 mol% (LSG20, LGM20 and 

LSGM1010), and decreasing after that. This is a result of oxygen vacancies repelling each 

other due to their effective positive charge, being ordered throughout the lattice and 

somewhat trapped in systems with higher dopant content. Such vacancy ordering occurs 

more intensely in systems with higher dopant concentration, leading to the observed decrease 

in ionic conductivity.  

LGM systems were observed to possess higher σ values than LSG at the same dopant 

content, indicating that the dopant-vacancy interactions might be different in the two 

systems; oxygen vacancies are predicted to be trapped at NNN sites to Sr ions, as the NN 

and NNNN coordination shells around the A-site cation are depleted. The local coordination 

around Mg ions is different; all NN, NNN and NNNN coordination shells around the B-site 

cation are overpopulated in comparison to a random distribution of vacancies; hence, 

vacancies are not trapped, as they are free to move among the overpopulated shells, which 

has a positive effect on the ionic conductivity values. As a result, Mg-doping is presumably 

more effective than Sr-substitution for the improvement of ionic conduction properties via a 

vacancy mechanism. Experimentally, Sr-doping is used to improve ionic conduction 
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properties, with Mg being added to the system mainly for the purpose of lattice expansion, 

which increases the solubility limit of Sr. Our results, however, show that Mg-doping yields 

higher ionic conductivity values and less dopant-vacancy interactions, and for the first time 

show how differently vacancy ordering occurs around A- and B-site dopants. Despite 

vacancy trapping being directly influenced by dopant identity, vacancy ordering seems to 

occur regardless of which dopant is present in the system, as it is observed to happen for 

LSG, LGM, LSGM and ac-LaGaO3 samples. The analysis of the local structure around A-, 

B- and oxide-ion sites in ac-LaGaO3 systems suggests that, in real systems, dopant-vacancy 

interactions have a stronger influence than vacancy ordering on ionic conductivity values. 

The calculated ionic conductivities for singly doped systems are in good agreement 

with the available experimental data; DIPPIM σ values are slightly higher, although this is 

likely due to the presence of secondary phases in experimental systems. For co-doped 

systems, comparison to experiment was not as straightforward; there is a large variation on 

the available experimental data on diffusion coefficients, ionic conductivities and activation 

energies of diffusion due to the different synthesis conditions (synthetic method, sintering 

times and temperatures) used, the variety of grain sizes, sample densities and the presence 

of impurities or secondary phases. 

  



 

Chapter 6 

Defect properties of La2NiO4+δ, a potential IT-

SOFC cathode 

 

6.1 Introduction 

The Ruddlesden-Popper (RP) series of layered oxides are perovskite-related 

materials with general formula An+1BnO3n+1. The first members of the series (n = 1) possess 

K2NiF4-type structures (Section 1.5.2), consisting of perovskite (ABO3) and rock salt (AO) 

layers, intercalated along the c-axis, which results in strong anisotropic properties. One 

example of RP oxide with n = 1 is La2NiO4+δ, which has attracted attention as a potential 

cathode material for IT-SOFCs. Its mixed ionic and electronic conduction properties expand 

the possible active areas for the oxygen reduction reaction beyond the triple-phase-boundary 

[329], as outlined in Section 1.1. Furthermore, lanthanum nickelate presents good catalytic 

activity to the ORR [6] and is compatible with commonly used electrolyte materials, such as 

Sr- and Mg-doped LaGaO3 (LSGM) [330] and Gd-doped ceria (CGO) [329].  

Lanthanum nickelate’s K2NiF4-type structure, consisting of LaO rocksalt layers 

separating LaNiO3 perovskite blocks, is presented in Figure 6.1a. Within a LaO layer with 

ideal La-O bond distances, La atoms would be 5.15 Å apart along the a and b directions. 

Similarly, the distance between Ni atoms in a NiO2 layer (the middle part of the perovskite 

block) with ideal Ni-O bond distances would be 5.83 Å [331]. In this RP oxide, LaO and 

NiO2 layers are intergrown and thus will have the same dimensions, which results in the 

stretching of first and compression of the latter, creating structural strain. One way of 

alleviating this tension is to rotate the NiO6 octahedra, lowering the structural symmetry 

from tetragonal to orthorhombic. The addition of interstitial oxygen atoms to the lattice is 

another way of releasing such stress; it increases the oxidation state of Ni(II) to Ni(III) as 

charge compensating mechanism, effectively reducing nickel’s ionic radius [331] from 0.69 

to 0.56 Å [26]. At the same time, the ionic radius of La ions is increased (from 1.22 Å to 

1.27 Å [26]), since the addition of an interstitial oxygen increases their coordination number 

from 9 to 10. La2NiO4+δ easily accommodates excess lattice oxygen and displays a large 

range of oxygen over-stoichiometries (0.00 < δ < 0.25) as a result [332]. In air, the amount 
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of excess oxygen in the undoped material is around 0.14 per formula unit, decreasing down 

to 0.04 with increasing temperature [332]. Samples with δ = 0.18 can be easily synthesized 

under 1 atm of oxygen [333].  

 

Figure 6.1 – La2NiO4 (a) tetragonal I4/mmm, (b) P42/ncm and (c) orthorhombic Bmab unit 

cell structures. La ions presented in green, Ni ions in light grey, O ions in red and an O 

interstitial in blue at the (¼, ¼, ¼) position. 

Brown [331] used a bond valence model to predict the phase transformations in 

stoichiometric La2NiO4, and determined that two structural transitions should be expected 

with decreasing temperature; from tetragonal (space group I4/mmm) to orthorhombic (space 

group Bmab) at 780 K, and from orthorhombic to tetragonal (space group P42/ncm) at 80 K 

[331]. These three crystal structures are shown in Figure 6.1, with La ions in green, Ni ions 

in light grey and O ions in red. Figure 6.1 also distinguishes between axial and equatorial 

oxygen atoms in the NiO6 octahedra, which will be referred to as O1 and O2, respectively, 

in this chapter. Experimentally, there are conflicting reports describing the material’s 

structural transitions, mainly due to the wide range of observed oxygen stoichiometries and 

their influence on structural properties [334]. At high temperatures, the material indeed 

assumes a tetragonal I4/mmm structure, regardless of oxygen content, and transitions to 

orthorhombic at lower temperatures, with the space group depending on the oxygen 

stoichiometry. Jorgensen et al. [333] observed at room temperature the existence of Bmab 

and Fmmm orthorhombic phases for lower (0.00 < δ < 0.02) and higher (0.13 < δ < 0.18) 
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oxygen content, respectively. For intermediate oxygen content (δ = 0.07), the material 

separated into two phases – an oxygen-rich Fmmm region, and an oxygen-poor, nearly 

stoichiometric, Bmab region [333]. In the absence of an oxidizing atmosphere, the transition 

from the I4/mmm tetragonal to the nearly stoichiometric (δ ≈ 0.00) Bmab orthorhombic phase 

takes place at 780 K [335]. For higher oxygen partial pressures, the transition from the 

I4/mmm tetragonal to the over-stoichiometric Fmmm orthorhombic phase occurs 

approximately 423 K [336]. Therefore, both temperature and oxygen content influence 

La2NiO4+δ crystal structure, with higher temperatures yielding a tetragonal phase, and lower 

temperatures resulting in orthorhombic structures, which in turn, vary depending on oxygen 

content. Regarding the material’s low temperature structures, some studies confirm the 

transition between Bmab orthorhombic and P42/ncm tetragonal structures at 56 K [337], 

while other reports show the low temperature symmetry change to be between two 

orthorhombic phases with Bmab and Pccn space groups at 74 K [334]. These low 

temperature phases, however, are not relevant for SOFC operation. 

While in conventional perovskite- and fluorite-structured materials ionic conduction 

takes place mainly via a vacancy mechanism, in RP oxides ionic transport occurs primarily 

through the diffusion of interstitial oxygen ions [12], preferentially within the rocksalt layers 

[329]. Over-stoichiometric oxygen is incorporated at the (¼, ¼, ¼) interstitial lattice site 

[332–334,336,338], as shown in Figure 6.1c, located at the centre of a pseudo-tetrahedron 

composed of La atoms. The addition of an oxygen interstitial displaces four nearby oxygen 

atoms, located at the apical positions of the [NiO6] octahedra, by approximately 0.5 Å 

[333,336], tilting the octahedra and hence favouring an orthorhombic distortion.  

A few different charge compensating mechanisms for excess oxygen uptake have 

been suggested. Force-field calculations on the formation and migration of point defects 

were performed to propose the existence of both O2- (𝑂𝑖
′′) and O- (𝑂𝑖

′) as interstitial species, 

which could either result in the generation of charge compensating electron holes localized 

solely on Ni cations (Equations 6.1 and 6.2, in Kröger-Vink notation), oxidizing Ni(II) to 

Ni(III), or in the formation of electron holes localized on both nickel and oxygen sites 

(Equations 6.3 and 6.4) [339].  

1

2
𝑂2 + 𝑁𝑖𝑁𝑖

𝑋 → 𝑂𝑖
′ + 𝑁𝑖𝑁𝑖

•                                                              (6.1) 

1

2
𝑂2 + 2𝑁𝑖𝑁𝑖

𝑋 → 𝑂𝑖
′′ + 2𝑁𝑖𝑁𝑖

•                                                           (6.2) 
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1

2
𝑂2 + 2𝑂𝑂

𝑋 → 𝑂𝑖
′ + 2𝑂𝑂

•                                                               (6.3) 

1

2
𝑂2 + 2𝑁𝑖𝑁𝑖

𝑋 → 𝑂𝑖
′′ + 𝑁𝑖𝑁𝑖

• + 𝑂𝑂
•                                                      (6.4) 

The mechanisms presented in Equations 6.1 and 6.2 were suggested to occur for low 

δ values, while Equations 6.3 and 6.4 were proposed for higher δ. Hence, the material would 

possess distinct average nickel oxidation states depending on which charge compensation 

mechanism took place, which in turn depends on the magnitude of δ. Experimentally [340], 

X-ray absorption spectroscopy of the near-edge region (XANES) reveals that  nickel’s 

oxidation state indeed lies between (II) and (III), with a value of +2.24 for δ = 0.12 at room 

temperature, suggesting that interstitial oxygen uptake is charge-compensated solely by the 

formation of electron holes located on Ni (Equation 6.2), disproving the mechanisms 

suggested in Equations 6.1, 6.3 and 6.4. A reduction in the average oxidation state was 

observed to occur with increasing temperature, indicating the presence of less Ni(III) as a 

result of oxygen interstitials being released from the structure; average oxidation states of 

+2.15 (in air) and +2.08 (in nitrogen) were measured at 973 K, corresponding to estimated 

δ values of 0.08 and 0.04, respectively [340].  

Neutron powder diffraction experiments show that stoichiometric lanthanum 

nickelate is G-type antiferromagnetically ordered at room temperature, with three-

dimensional Néel temperature (TN) of ~330 K [335,341,342]. The in-plane arrangement of 

magnetic moments consists of nearest-neighbour Ni(II) ions being oppositely polarized, with 

spins oriented along the a axis ([100] direction) [343,344]. Changes in oxygen stoichiometry 

influence not only La2NiO4 structural features, but also its magnetic and transport properties; 

increasing δ results in a decrease on the material’s TN [345].  

The main drawback to the application of lanthanum nickelate as cathode is its low 

electronic conductivity (σ), with a wide range σ values being reported due to the variety of 

methods, sintering temperatures, oxygen partial pressures and conditions under which the 

material is synthesized, which affects its microstructure, oxygen stoichiometry and hence 

charge carrier concentration [346]. Maximum conductivity is reached at approximately 673 

K, with lower σ values reported for the stoichiometric material (32 S cm-1 [346] and 56 S 

cm-1 [347] at 673 K) in comparison to oxygen-rich phases (82 S cm-1 for La2NiO4.15 at 673 

K [336] and La2NiO4.30 at 694 K [348]). Still, suitable electrode candidates should possess  

σ > 100 S cm-1 at SOFC operation temperatures [329]. 
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Below 673 K, the material presents thermally activated electronic conduction, i.e., σ 

increases with rising temperature, likely occurring via hopping of p-type charge carriers 

between Ni(II) and Ni(III) ions [336,347,349]. The smaller electronic conductivity values 

observed for samples with lower interstitial oxygen content confirms that electron holes are 

the predominant carriers for lanthanum nickelates [350]. The high temperature regime 

(above 673 K) is characterized by a change in the electrical conductivity behaviour; σ 

decreases with increasing temperature [336,347]. Electron conduction in La2NiO4 has been 

described as anisotropic and a result of electron hopping along O-Ni-O bonds, with its largest 

component attributed to the Ni-O axial bonds in the [NiO6] octahedron [336,340,351]. 

Neutron powder diffraction results suggest that Ni-O1 (axial distances along c direction) 

interatomic distances contract with temperature, reaching a minimum value at 673 K, 

followed by an increase at higher temperatures. Hence, the transition between the low 

(thermally activated) and high temperature conduction regimes can be associated with the 

contraction/expansion of Ni-O1 bonds, with higher conductivities being achieved for shorter 

bond lengths [336].  

 

Transport properties can be enhanced through aliovalent A- and B-site doping      

(La2-xAxNi1-yByO4+δ). Changes on the equatorial Ni-O distances, for example, can be 

achieved through B-site doping, which could lead to improvement (smaller B-site dopants) 

or deterioration (larger B-site cations) of electrical conduction properties, due to changes in 

the electron hole activation energy. Electronic conduction changes can also be related to 

variations in the electron holes concentration, while changes in ionic transport properties are 

mainly associated to interstitial oxygen content [352].  

Charge compensation for A-site substitution (A = Ca(II), Sr(II), Ba(II)) can be ionic, 

forming an oxygen vacancy (and hence decreasing oxygen content), or electronic, generating 

electron holes. Therefore, the addition of oxygen interstitials is not the only way to increase 

charge carrier concentration in these materials and improve electronic conduction [103–

105,353]. The electronic conductivity of La2-xSrxNiO4+δ increases with dopant content (0.0 

< x < 0.5), from 30 S cm-1 at 673 K for the undoped sample, to 50 S cm-1 in La1.8Sr0.2NiO4+δ 

and 70       S cm-1 in La1.5Sr0.5NiO4+δ [332,350]. Increased Sr concentration also leads to a 

decrease in interstitial oxygen content (δ = 0.14 for La2NiO4.14, δ = 0.11 for La1.8Sr0.2NiO4.11 

and δ = 0.05 for La1.5Sr0.5NiO4.05) due to the formation of oxygen vacancies, which are 
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immediately occupied by the nearest interstitial oxygen. Hence, A-site doping can 

potentially deteriorate ionic conductivity due to a decrease in the number of charge carriers. 

Despite the oxygen loss, samples with x < 0.5 remained over-stoichiometric in the 273-1273 

K range [350]. Sr-doping also decreases the transition between the low and high temperature 

electronic conduction regimes, from 673 K (x = 0.0) to 20 K (x = 1.2) [345].  

Similarly to Sr-substitution, Ca-doping (0.0 < x < 0.5) increases electronic 

conductivity, which reaches a maximum at ~623 K for all La2-xCaxNiO4+δ samples, and 

decreases the amount of oxygen in the structure through the formation of oxygen vacancies 

(La2NiO4.13, La1.9Ca0.1NiO4.09, La1.8Ca0.2NiO4.04, La1.7Ca0.3NiO4.01) [329]. The best 

electronic conductivity results are achieved for x = 0.3; for higher Ca concentrations (x = 0.4 

and 0.5) secondary phases (CaO and NiO) are formed, deteriorating transport properties 

[329]. An electrical conductivity of 111 S cm-1 was achieved at 973 K for La1.7Ca0.3NiO4+δ 

(vs. 70 S cm-1 for the undoped sample) [329], turning the Ca-doped material into a suitable 

candidate for electrode applications in SOFCs.  

Despite the observed oxygen loss in Ca-doped samples, deterioration of ionic 

conduction was not observed for samples with x = 0.1 and x = 0.2; a slight elongation of La-

O bond distances (~0.03 Å) is observed with doping, facilitating oxide-ion migration within 

the LaO layers and decreasing the activation energy for oxide-ion migration (from 1.02 eV 

in the undoped sample to 0.87 eV in La1.8Ca0.2NiO4.01) as a result [329]. Calcium, being a +2 

dopant, will have a weaker pull on the oxygen ions surrounding it when compared to La(III), 

which may result in an increased charge carrier mobility. The ionic conductivity of 

La1.7Ca0.3NiO4.01 does not improve in comparison to the undoped sample, as the substantial 

decrease in oxygen content might surpass the effects of the lower charged dopant on oxygen 

mobility [329]. Therefore, Ca-doping can improve both ionic and electronic transport 

properties for concentrations around 10 and 20 mol%. When comparing systems containing 

the same amount (15 mol%) of either Ca(II), Sr(II) or Ba(II), the maximum conductivity 

value of 85 S cm-1 at 973 K was obtained for the Ca-doped nickelate. Sr- and Ba-doped 

samples presented similar values of ~70 S cm-1, while the undoped system possessed σ = 65 

S cm-1 at the same temperature [351].  

B-site doping with transition metals can also modify transport properties; however, 

the charge compensation mechanism will change depending on the most stable oxidation 

state of the B-site metal. For trivalent dopants, for example, it can occur either ionically or 
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electronically, resulting in excess oxygen or an extra electron, respectively. The generation 

of excess oxygen would lead to improvements in ionic conduction properties through an 

increase in the number of mobile oxygen ions.  

Despite improvements on ionic conduction, B-site substitution usually decreases the 

concentration of B-site cations capable of contributing to a p-type hopping electronic 

conduction mechanism [332,352] and deteriorates the mobility of electron holes in the 

material, which in turn depends on the stability of the trivalent dopant cation with respect to 

its divalent form. Iron co-doping on La1.9Sr0.1Ni1-yFeyO4+δ, for example, decreases electronic 

conductivity from 89 S cm-1 (y = 0.02) to 69 S cm-1 (y = 0.10) at 700 K with increasing Fe 

content. This is a result of an increased stabilization of Fe(III) with respect to its divalent 

form and to Ni(III) in Sr-doped samples; Fe preferably assumes its trivalent state as observed 

in LaSrFeO4, which acts as an electron hole trap and decreases the concentration of 

Ni(II)/Ni(III) available to contribute to electron transport [1]. The same is observed in 

La1.6Ca0.4Ni1-yFeyO4+δ; increasing Fe content decreases the electronic conductivity from ~95 

S cm-1 (y = 0.10) to ~55 S cm-1 (y = 0.20) at 700 K [352], and increases the activation energy 

for electron hole transport from 9.26 kJ mol-1 (y = 0.10) to 11.64 kJ mol-1 (y = 0.20). As 

expected from an ionic charge compensation mechanism, Fe-doping increases the oxygen 

content (δ) in the Ca-substituted samples from 0.03 in La1.6Ca0.4NiO4+δ to 0.04 and 0.09 in 

La1.6Ca0.4Ni1-yFeyO4+δ with y = 0.10 and 0.20, respectively [352].  

When La1.5Sr0.5NiO4+δ is doped with 20mol% of Fe or Co, the Co-doped sample 

possess less excess oxygen (La1.5Sr0.5Ni1.8Co0.2O4.03 and La1.5Sr0.5Ni1.8Fe0.2O4.06) and higher 

electrical conductivities than the Fe-substituted material (~ 87 S cm-1 and ~70 S cm-1 at 750 

K for Co- and Fe-doped samples, respectively). While Fe is predominantly in its +3 form, 

cobalt possess an average oxidation state between +2 and +3 (the concentrations of Co(II) 

and Co(III) were determined to be 0.08 and 0.12, respectively) [3]. Hence, the charge 

compensation mechanisms for the two dopants with distinct average oxidation states will 

not be the same, resulting in more oxygen loss and less deterioration in the electronic 

conduction with Co-doping, since less Co(III) ions are available to act as electron hole traps 

in comparison to Fe(III).  

Cu-doping (La1.6Ca0.4Ni1-yCuyO4+δ with y = 0.10, 0.20 and 0.30), on the other hand, 

would have different outcomes due to Cu distinct oxidation states (+1 and +2) when 

compared to Fe or Co, which are preferably divalent or trivalent. Cu-doping decreases 
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oxygen content (δ) from 0.03 when y = 0.00 to 0.02 when y = 0.10. For higher y values, the 

material is oxygen deficient (La1.6Ca0.4Ni0.8Cu0.2O3.99 and La1.6Ca0.4Ni0.7Cu0.3O3.98). The 

lower average oxidation state of Cu (between +1 and +2, with Mossbauer spectroscopy 

confirming a higher concentration of Cu(II) cations) in comparison to Ni (between +2 and 

+3) allows charge compensation through the formation of oxygen vacancies, as observed for 

lower valence A-site dopants. Cu(II) is also a d8 metal, which favours square planar 

coordination and hence would favourably form oxygen vacancies to achieve such geometry. 

Electron conductivity values still decrease with Cu-doping, from ~130 S cm-1 (y = 0.10) to 

~105 S cm-1 (y = 0.20) and ~100 S cm-1 (y = 0.30), due to the resulting decrease in the 

concentration of nickel ions with copper substitution. However, the activation energy for 

hole transport remains practically unchanged with increasing Cu concentration (7.13 kJ mol-

1
, 7.12 kJ mol-1

 and 7.05 kJ mol-1
 for y = 0.10, 0.20 and 0.30, respectively), as copper do not 

form hole trapping states [352].  

A- and B-site doping have been shown to affect the material’s transport properties in 

different ways, and usually a trade-off between ionic and electronic conductivity needs to be 

achieved. In this chapter, PBEsol+U and HSE06 calculations are carried out to investigate 

the potential effects of A- (Ca (II), Sr (II), Ba(II)) and B-site (Co(III), Fe(III) and Mn(III)) 

doping on the ionic and electronic conductivity of stoichiometric orthorhombic (Bmab) 

La2NiO4. The thermodynamic stability of the orthorhombic phase was investigated, while 

the defect chemistry of the material was evaluated through the investigation of preferable 

compensation mechanisms (ionic or electronic) upon doping and the calculation of defect 

formation energies. The binding energies between dopants and their charge compensating 

defects were also calculated to predict which dopants would be detrimental to conduction 

properties. Transition level diagrams were then used to investigate the origin of charge 

carriers in the material. All properties were evaluated under a range of chemical 

environments, allowing comparison to experimentally obtained results. This work aims to 

suggest which dopants would yield the biggest improvements to the material’s MIEC 

properties aiming IT-SOFC cathode applications. 

 

6.2 Methodology 

DFT+U calculations using the PBEsol [78] functional were carried out with VASP 

[146,354,355]. PBEsol is a revised version of the PBE functional, developed to provide a 
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better description of the equilibrium properties of solids, especially lattice parameters and 

bond distances. A plane wave basis set was used to describe valence electrons, while 

projector augmented wave (PAW) pseudopotentials were used to describe the interactions 

between core (La:[Kr], Ni:[Ar], O:[He], Co:[Ar], Fe:[Ar], Mn:[Ne,3s2], Ca:[Ne], 

Sr:[Ar,3d10], Ba:[Kr,4d10]) and valence electrons [181,182]. The ionic and electronic 

convergence criteria were set to 0.005 eV Å-1 and 10-6 eV, respectively, with a plane-wave 

cut-off energy of 400 eV. VESTA [212] was used to perform visual and structural analysis 

of the systems. 

The self-interaction error is a problem to be considered when simulating materials 

containing transition metals with partially filled d shells; the SIE favours the partial 

occupation of d states, when in fact these electrons have a highly localised nature. In 

La2NiO4, a p-type conductor, the main contributors to the valence band are Ni 3d and O 2p 

states, with standard DFT predicting hole states to be delocalised over all Ni and O atoms, 

instead of promoting the oxidation of Ni(II) to Ni(III). To improve the description of the 

electronic properties of this RP oxide, a +U correction of 5.3 eV was applied to Ni 3d states 

using the Dudarev approach [86]. This value was chosen based on the work of Rohrbach et 

al. [203], who investigated the influence of +U corrections (0-9 eV) on the electronic and 

magnetic structure of NiO. This +U correction was then used in other work involving 

GGA+U calculations [356–360] to investigate a range of properties, such as the lattice 

constant, bulk modulus, band gap and magnetic moment, yielding results that were in 

excellent agreement to experimental data. In this work, a +U correction of 5.5 eV was also 

applied to O 2p states to correct any SIE associated with them. Previous studies have shown 

that an SIE correction needs to be applied on O 2p states in LDA and GGA calculations 

[361–365], especially when modelling oxygen-derived p-type defect states. Keating et al. 

[366] used a Koopmans-like procedure [362,363] to calculate UO2p = 5.5 eV as the optimal 

correction to overcome the SIE, with higher values being observed to overstabilize electron 

holes in CeO2. To the best of our knowledge, no previous computational study on La2NiO4 

have applied +U corrections to O states. Finally, a +U value of 4 eV was applied on 

transition metal dopants, to ensure the localisation of Co(III), Fe(III) and Mn(III) 3d states. 

Similar +U values were previously reported for PBE+U [200,201,204–206] calculations. 

Single point HSE06 [367] calculations were carried out in the optimized PBEsol+U systems, 

to counteract DFT SIE and overcome any band gap issues, and hence determine which 
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approach superiorly describes the geometry, electronic structure and defect chemistry of the 

investigated material. Hybrid calculations were performed with a 400 eV planewave cut-off 

and electronic convergence criteria of 10-6 eV.  

The orthorhombic (Bmab, space group 64) La2NiO4 unit cell was structurally 

optimized considering lattice constants ranging from 96% to 102% of experimental values 

and under the constraint of constant volume with atomic positions and cell shape being 

allowed to change. The equilibrium cell volume was determined after fitting the resulting 

energy-volume curve to the Murnaghan [243] equation of state, minimising errors associated 

with Pulay stress and plane-wave DFT calculations on volume change due to the 

incompleteness of the finite basis set [244] (Section 3.2.4).  

Defect calculations were performed in a 3x3x1 unit cell expansion, resulting 252 

atoms. This supercell size was chosen to ensure a minimum distance of 13 Å between defects 

in the investigation of A- and B-site doping (and the possible charge compensation 

mechanisms), and hence minimize defect-defect interactions. 

Defect formation energies were calculated from the defect calculations and the 

chemical potential of the species, according to Equation 3.3. A- (A = Ca(II), Sr(II), Ba(II)) 

and B-site (B = Co(III), Fe(III), Mn(III)) aliovalent doping of La2NiO4 were investigated, 

with ionic and electronic charge compensation mechanisms being examined. A-site 

substitution with divalent dopants can result in the formation of one oxygen vacancy for 

every two dopants introduced (ionic compensation) or one electron hole localised on a Ni 

site (electron compensation), promoting the oxidation of Ni(II) to Ni(III). These processes 

are described in Equations 6.5 and 6.6, respectively, using Kroger-Vink notation, where M 

represents the divalent dopant.  

2𝐿𝑎𝐿𝑎
𝑋 + 2𝑀𝐸

𝑋 + 𝑂𝑂
𝑋 → 2𝐿𝑎𝐸

𝑋 + 2𝑀𝐿𝑎
′ + 𝑉𝑂

•• +
1

2
𝑂2                           (6.5)                         

𝐿𝑎𝐿𝑎
𝑋 + 𝑀𝐸

𝑋 + 𝑁𝑖𝑁𝑖
𝑋 → 𝐿𝑎𝐸

𝑋 + 𝑀𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•                                     (6.6)                                   

B-site substitution with trivalent dopants can be charge compensated by the 

formation of an oxygen interstitial for every two dopants introduced (ionic mechanism) or 

of an electron localised on Ni (electronic compensation), as in Equations 6.7 and 6.8, 

respectively, where M is the trivalent dopant. B-site dopants were tested in their high and 

low spin states, with the same or opposite spin as the Ni cations they replaced (the most 

stable configurations are reported here). 
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2𝑁𝑖𝑁𝑖
𝑋 + 2𝑀𝐸

𝑋 +
1

2
𝑂2 → 2𝑁𝑖𝐸

𝑋 + 2𝑀𝑁𝑖
• + 𝑂𝑖

′′                                (6.7) 

𝑁𝑖𝑁𝑖
𝑋 + 𝑀𝐸

𝑋 → 𝑁𝑖𝐸
𝑋 + 𝑀𝑁𝑖

• + 𝑁𝑖𝑁𝑖
′                                          (6.8)                                       

 

6.2.1  Chemical Potentials 

The elemental chemical potentials (required to calculate defect formation energies 

in Equation 3.3) were calculated relative to the formation energy of the pure stoichiometric 

La2NiO4 system, and to the limiting conditions determined by the formation of competing 

phases (La2O3, NiO, La3Ni2O7 and La4Ni3O10), using the Chemical Potential Limits Analysis 

Program (CPLAP) [252], as outlined in Section 3.2.6.3. CPLAP sets the sum of the chemical 

potentials to be equal to the formation energies of the compounds, generating a set of linear 

equations (Equations 6.9-6.13), which can be solved to determine the intersection points of 

the thermodynamic stability field of the RP oxide. Therefore, the software calculates the 

range of elemental chemical potentials (ΔµLa, ΔµNi, ΔµO) within which the Bmab phase is 

thermodynamically stable.  

ΔHf (La2NiO4) = 2ΔµLa + ΔµNi + 4ΔµO                                     (6.9) 

ΔHf (La2O3) ≤ 2ΔµLa + 3ΔµO                                            (6.10) 

ΔHf (NiO) ≤ ΔµNi + ΔµO                                                 (6.11) 

ΔHf (La3Ni2O7) ≤ 3ΔµLa + 2ΔµNi + 7ΔµO                                   (6.12) 

ΔHf (La4Ni3O10) ≤ 4ΔµLa + 3ΔµNi + 10ΔµO                                (6.13) 

The oxygen chemical potential obtained from CPLAP can then be used to calculate 

the chemical potential for the divalent or trivalent dopants, M (Equations 6.14 and 6.15, 

respectively). 

ΔHf (MO) = ΔµM + ΔµO                                                 (6.14) 

ΔHf (M2O3) = 2ΔµM +3 ΔµO                                              (6.15) 

The formation enthalpies (ΔHf) were calculated from the difference between the 

DFT energy of a compound and the sum of the DFT elemental energies (e.g. metallic La and 

Ni, and molecular O2), as exemplified in Equation 6.16.  
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∆𝐻𝑓(𝐿𝑎2𝑁𝑖𝑂4) = 𝐸[𝐿𝑎2𝑁𝑖𝑂4] − 2 𝐸[𝐿𝑎] − 𝐸[𝑁𝑖] − 4 𝐸[𝑂2]           (6.16) 

Temperature effects are not considered when chemical potentials are calculated as 

outlined in Equations 6.9-6.16. The temperature and partial pressure dependence of the 

oxygen chemical potential, allowing its calculation for distinct chemical environments 

representing IT-SOFC operating conditions, is given by Equation 3.10 and outlined in 

Section 3.2.6.3. In this chapter, defect properties will be examined at the chemical potential 

environment corresponding to T = 700 K (ΔµO = -0.78 eV, as presented in Table 3.1), 

representing the lower end of the IT range, with the Bmab orthorhombic to I4/mmm 

tetragonal transition occurring at higher temperatures. 

 

6.2.2  Occupation Matrix Control 

Even though the inclusion of a +U correction to standard DFT methods encourages 

integer orbital occupation of d states, electron and electron hole localisation can still be 

problematic; these can get trapped in higher energy orbitals (local minima) instead of their 

true lowest energy configuration, resulting in an incorrect description of the ground state of 

a material. To address that problem and encourage correct orbital occupation, the occupation 

matrix control [368] was used when required, i.e., when systems did not get to their correct 

ground state when treated by standard PBEsol+U calculations. 

Occupation matrices are used to encourage a given orbital occupation by adjusting 

the potential as if the electrons were in a specific orbital, and hence encouraging the 

occupation of these states. Ni 3d orbitals are described by two 5x5 matrices, representing 

spin up and spin down states. Integer occupation of specific orbitals are encouraged by the 

matrix main diagonal elements, while the off-diagonal terms are used to alter the shape and 

rotation of the orbitals. 

First, the system of interest is electronically and ionically optimized with the 

occupation matrix control turned on. This ensures that structural distortions resulting from 

specific orbital occupation are achieved. A second minimization is then performed on the 

optimised structure, starting from the previously calculated wavefunction information and 

with the occupation matrix control turned off. This step allows the obtained orbital states to 

minimize to more stable configurations, and hence for a meaningful DFT+U energy to be 
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obtained. In this chapter, occupation matrix control was mainly used to ensure correct 

localisation of electron holes on Ni sites, and to evaluate the stability of systems with hole 

states positioned on distinct Ni cations.  

 

6.3 Structural properties of La2NiO4 

PBEsol+U calculations predict the orthorhombic Bmab structure to be slightly more 

stable than the tetragonal I4/mmm and the orthorhombic Fmmm phases, by only 0.01 eV. 

HSE06, on the other hand, calculates the Bmab phase to be 0.06 and 0.16 eV more stable 

than the I4/mmm and Fmmm phases, respectively. The Bmab structure will be used in this 

work for three main reasons besides its increased stability; first, such phase is 

thermodynamically stable in the lower end of the intermediate temperature SOFC operation 

range. Considering one of the main goals in the development of SOFCs is to lower the 

device’s operating temperatures, the orthorhombic phase might be of increased interest in 

the future when compared to the tetragonal one. Furthermore, the transition from Bmab 

orthorhombic to I4/mmm tetragonal occurs at 770 K [335], while the change from Fmmm 

orthorhombic to I4/mmm tetragonal occurs at 423 K [336]. Hence, the only stable 

orthorhombic phase at SOFC operation temperatures (673 to 1273 K) is the Bmab one. In 

addition, experimentally, the Fmmm phase possess considerably more excess oxygen than 

the Bmab phase, while the main aim of this study is to investigate the defect properties of 

the stoichiometric material. Table 6.1 presents the equilibrium structural parameters of the 

Bmab orthorhombic unit cell of stoichiometric La2NiO4, obtained after fitting the PBEsol+U 

and HSE06 energy-volume curves to the Murnaghan equation of state (as outlined in Section 

3.2.4), along with experimental data [333] for comparison. 

HSE06 provides a better description of lattice vectors and cell volume than 

PBEsol+U, except for the b lattice vector, which is overestimated by 1.43%. Still, the lattice 

parameters calculated by both methods are in good agreement with experimental values. The 

symmetry independent fractional coordinates x, y and z calculated with PBEsol+U are in 

better agreement with neutron powder diffraction results. The deviation from experiment of 

the HSE06 fractional coordinates might be related to the overestimation of the b lattice 

vector. Overall, HSE06 also provides a better description of interatomic distances. However, 

the orthorhombic distortion of the structure predicted by PBEsol+U, closely related to the 
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Ni-O2-Ni angle, is in better agreement with experimental results, with a deviation of 0.67% 

from the experimental value, while HSE06 underestimates the angle by 1.58%. It is 

important to note that DFT calculates structural parameters at 0 K, while the experimental 

results presented here [333] were obtained at 295 K. Hence, some deviation was already 

expected. Still, both PBEsol+U and HSE06 values are in good agreement with experimental 

observations.  
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Table 6.1 – Structural properties of Bmab stoichiometric La2NiO4, obtained from PBEsol+U 

and HSE06 calculations and experiment [333,335]. O1 and O2 are the oxygen atoms in the 

axial and equatorial positions of the NiO6 octahedra, respectively, according to Figure 6.1. 

The symmetry independent fractional coordinates are given by x, y and z. The percent 

deviation of calculated parameters with respect to experimental results is given in 

parenthesis. 

Lattice Parameter      PBEsol+U HSE06 
    Exp. 

[333] 

  a (Å) 5.387 (-1.45%)      5.457 (-0.16%)      5.466  

  b (Å) 5.486 (-0.85%)      5.612 (1.43%)      5.533  

  c (Å)     12.459 (-0.76%)      12.501 (-0.43%)      12.555  

  V (Å3)     368.18 (-3.02%)      382.82 (0.83%)      379.66  

  La           x 0.0000 (0.00%)      0.0000 (0.00%)      0.0000 

                 y -0.0103 (-4.04%)     -0.0138 (39.39%)     -0.0099 

                 z 0.3639 (0.08%)      0.3635 (0.38%)      0.3636 

  Ni           x = y = z 0.0000 (0.00%)      0.0000 (0.00%)      0.0000 

O1          x 0.0000 (0.00%)      0.0000 (0.00%)      0.0000 

                 y 0.0397 (+9.07%)      0.0542 (48.90%)      0.0364 

                 z 0.1759 (-1.90%)      0.1784 (-0.50%)      0.1793 

O2          x = y 0.2500 (0.00%)      0.2500 (0.00%)      0.2500 

                 z -0.0092 (-5.75%)     -0.0147 (68.96%)     -0.0087 

  Ni-O1 (Å) 2.202 (-2.61%) 2.251 (-0.44%) 2.261  

  Ni-O2 (Å) 1.926 (-1.18%)      1.965 (0.82%)      1.949  

  Ni-O2-Ni (°)      173.17 (0.67%)      169.29 (-1.58%)      172.01  

  La-O1 (Å) - across LaO layer 2.358 (+1.46%) 2.345 (0.90%) 2.324  

                    - within LaNiO3 layer 2.744 (-1.61%) 2.788 (-0.04%) 2.789  

                    - within LaNiO3 layer 2.517 (-2.02%) 2.480 (-3.46%) 2.569  

  La-O2 (Å) - within LaNiO3 layer 2.521 (-0.67%)  2.524 (-0.55%) 2.538  

 2.612 (-1.58%) 2.681 (1.02%) 2.654  

O1-O1 (Å) - across LaO layer 3.294 (0.34%) 3.319 (1.10%) 3.283  

 3.306 (0.58%) 3.328 (1.25%) 3.287  

O2-O2 (Å) 2.694 (-1.43%) 2.728 (-0.18%) 2.733  

 2.752 (-0.94%) 2.830 (1.87%) 2.778  

O1-O2 (Å) - within NiO6 octahedra 2.942 (-1.31%) 2.982 (0.03%) 2.981  
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6.4 Electronic and magnetic properties of La2NiO4 

PBEsol+U and HSE06 calculations predict the G-type antiferromagnetic 

configuration of Ni cations on La2NiO4 to be more stable than the ferromagnetic state by 

0.12 eV and 0.14 eV, respectively, in agreement with experimental observations [335,341–

344].  

The electronic structure of the Bmab phase of stoichiometric La2NiO4 was 

investigated, and the main valence and conduction band features were compared to 

experimental results. The calculated band structures calculated with PBEsol+U and HSE06 

are presented in Figure 6.2, with the top of the valence band set as 0 eV.  

 

Figure 6.2 – Electronic band structure of orthorhombic (Bmab) La2NiO4, calculated with (a) 

PBEsol+U and (b) HSE06, plotted using the sumo package [246]. Valence band and 

conduction band are given in blue and orange, respectively. The valence band maximum is 

set to zero.  

Similar features are observed in the electronic band structures obtained from both 

methods (Figure 6.2). PBEsol+U calculates the valence band maximum to be located at 

(0.00, 0.50, 0.03), immediately before the high symmetry point S (0.00, 0.50, 0.00). The 

conduction band minimum is located at Γ (0.00, 0.00, 0.00), resulting in an indirect band 

gap of 2.00 eV and a direct band gap of 2.63 eV at Γ. Higher band gap values are calculated 

with HSE06; the valence band maximum is located exactly at the high symmetry point S and 

the conduction band minimum is located at Γ, yielding an indirect band gap of 3.44 eV and 

a direct band gap of 4.05 eV at Γ. Experimental studies predict a charge excitation band gap 
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of at least 4 eV from valence band photoemission spectra [36,369], electron energy loss 

spectroscopy [370] and oxygen K-edge X-ray absorption [341]. Hence, HSE06 values are in 

much better agreement with experiment.  

The calculated electronic density of states of Bmab La2NiO4 is presented in Figure 

6.3. For both PBEsol+U and HSE06, the main feature of the valence band, which goes from 

0 to approximately -6 eV, is dominated by O 2p and Ni 3d orbitals, with a small contribution 

from La states. These results are in agreement with the main feature in the material’s valence-

band photoemission spectra [370], which is shown in Figure 6.4 for comparison. Figure 6.4a 

shows the valence band XPS spectrum of La1.85Sr0.15NiO4 [370]. According to the authors, 

the XPS spectrum of pure La2NiO4 is practically identical to the one presented in Figure 

6.4a, apart from the Sr 4p feature observed at ~18 eV. In Figure 6.4b, the comparison 

between the UPS spectra of La2-xSrxNiO4 with varying x, indeed shows that the main valence 

band feature between 0 and 6 eV does not change significantly upon Sr-doping.  

 

 

Figure 6.3 – Total and partial electronic density of states (EDOS) of orthorhombic (Bmab) 

La2NiO4 calculated with (a) PBEsol+U and (b) HSE06, plotted using the sumo package 

[246]. The valence band maximum is set to zero. O p, Ni d, La d and La f states are given in 

green, brown, pink and blue, respectively. The total EDOS is given in black. 

 

The conduction band obtained from PBEsol+U and HSE06 calculations is mainly 

formed of La 4f orbitals, with some La 5d, Ni 3d and O 2p contributions. Bremsstrahlung 

isochromat spectroscopy (BIS) shows that unoccupied states consist of one intense La 4f 

feature, with a La 5d shoulder close to the CBM [370], as presented in Figure 6.4c, with the 

height of the La 4f feature at approximately 9 eV being proportional to the La concentration 
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in the material. Even though PBEsol+U predicts the existence of an intense La 4f feature in 

the conduction band, its position at approximately 4 eV above the Fermi level, is very 

different from what is observed in experiment, where La 4f states are located around 9 eV 

above the Fermi energy. Such discrepancy reflects the smaller band gap size calculated by 

this method in comparison to experiment. HSE06 results, on the other hand, yield a larger 

band gap, with the intense La 4f feature reaching its maximum at around 7 eV above the 

Fermi level, much closer to experimental observations. Therefore, HSE06 provides a better 

description of the electronic structure of the material. Still, as La2NiO4 is a p-type conductor, 

both PBEsol+U and HSE06 seem adequate to study its defect chemistry, as the valence band, 

relevant for p-type conduction, is well described by the two methods.  

 

Figure 6.4 – (a) Valence band XPS spectrum of La1.85Sr0.15NiO4 and, (b) UPS spectra of La2-

xSrxNiO4 for x = 0.00, 0.15, 0.30 and 0.50 and (c) BIS spectra of La2NiO4 and 

La1.85Sr0.15NiO4. Reproduced from Eisaki, H. et al. Electronic Structure of La2-xSrxNiO4 

studied by photoemission and inverse-photoemission spectroscopy. Phys. Rev. B 45, 12513-

12521 (1992) [370]. 

 

The orbital projected band structures calculated from PBEsol+U and HSE06 results, 

presented in Figures 6.5 and 6.6, respectively, confirm that the valence band is primarily 

composed by Ni 3d and O 2p states, with oxygen states (mainly O2) being the main 

contributors at the VBM. Unoccupied states consist essentially of La 5d and 4f orbitals, with 

the first being the principal contributor to the CBM. The main difference between PBEsol+U 

and HSE06 results is the intensity of the La f contribution at the top of conduction band, as 
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observed in the EDOS in Figure 6.3. There is little overlap between La and O states, the 

main contributors to the CB and VB, respectively, indicating the occurrence of electron-

charge transfer (and the charge transfer character of the band gap), and revealing the ionic 

character of the La-O interaction, in agreement to experimental results [36,341,369,370]. 

The interaction between Ni 3d and O 2p orbitals along the valence band indicates orbital 

mixing and hence some covalent character to the Ni-O bonds.  

 

 

Figure 6.5 – Orbital project band structures of Bmab stoichiometric La2NiO4 calculated with 

PBEsol+U to investigate the mixing of (a) La d, (b) La f, (c) Ni d and (d) O p states in the 

electronic structure of the RP oxide.  
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Figure 6.6 – Orbital project band structures of Bmab stoichiometric La2NiO4 calculated with 

HSE06 to investigate the mixing of (a) La d, (b) La f, (c) Ni d and (d) O p states in the 

electronic structure of the RP oxide.  

 

 

6.5 Formation enthalpies of La2NiO4 and competing phases 

The formation enthalpies of stoichiometric La2NiO4 and its competing phases 

(La2O3, NiO, La3Ni2O7 and La4Ni3O10), calculated from the elemental energies (as in 

Equation 6.16) using PBEsol+U and HSE06, with and without the inclusion of corrections 

to the over-binding of an oxygen molecule [371–373] (calculated as -0.60 eV for PBEsol+U 

and -0.17 eV for HSE06), are listed in Table 6.2, along with experimental results for 

comparison. All Ni-containing phases were predicted to preferably have an 

antiferromagnetic ordering of the Ni ions.  
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Table 6.2 – Formation enthalpies (eV) of La2NiO4 and its secondary phases from PBEsol+U 

and HSE06 results, with or without corrections to the over-binding of an O2 molecule (-0.60 

eV for PBEsol+U and -0.17 eV for HSE06). Values in bold are the closest to experimental 

results for a given functional, with their percent deviation given in parenthesis. 

Phase PBEsol+U 
PBEsol+U 

(O correction) 
HSE06 

HSE06 

(O correction) 
Exp. (eV) 

La2NiO4 -18.90 (10.3%) -21.32 (-1.2%) -21.27 (-0.9%) -21.95 (-4.2%) -21.08 [374] 

La2O3 -16.09 (13.4%) -17.90 (3.6%) -18.08 (2.6%) -18.60 (-0.2%) -18.57 [240] 

NiO -2.74 (-10.1%) -3.34 (-34.2%) -3.23 (-29.8%) -3.40 (-36.6%) -2.49 [375], -2.44 [376] 

La3Ni2O7 -29.97 (11.2%) -34.20 (-1.3%) -33.64 (0.3%) -34.84 (-3.2%) -33.76 [374] 

La4Ni3O10 -40.69 (12.0%) -46.74 (-1.1%) -45.60 (1.4%) -47.31 (-2.3%) -46.24 [374] 

 

For PBEsol+U calculations, the formation energies including the correction to the 

over-binding of O2 are in better agreement with literature results. The formation enthalpies 

of La2NiO4, La3Ni2O7 and La4Ni3O10 are underestimated by approximately 1%, while the 

calculated value for La2O3 is overestimated by 3.6%. The largest error is in the calculation 

of the formation enthalpy of NiO; PBEsol+U severely underestimate its value (by 10.1%) 

and the use of an oxygen correction further increases this underestimation to 34.2%. It is 

important to note the challenges associated to the calculation of DFT formation energies; the 

overbinding of the O2 molecule, for example, typically observed in LDA and GGA 

calculations [372,373,377], introduces systematic errors when calculating the formation 

enthalpies of oxides. Furthermore, uncompensated SIE can also introduce errors to the DFT 

total energies, which are more significant in the case of transition metals and their localised 

d states. Here, we tried to correct such errors by adding +U corrections to both Ni 3d and O 

2p states. The +U value of 5.3 eV applied to Ni 3d states was fitted to reproduce the 

electronic and magnetic structure of NiO [203], since such corrections are used to encourage 

correct d orbital occupation. PBEsol+U calculations predict each Ni ion to have a magnetic 

moment of 1.696 μB, in excellent agreement with experimentally reported results (1.7-1.9 μB 

[378–380]), indicating the suitability of this +U correction. However, to correctly reproduce 

experimental formation energies, a different +U value would be necessary. Yu et al. [381] 

carried out PBE+U calculations with UNi3d = 0, 4.3 and 5.3 eV and obtained heats of 

formation of -1.00, -2.64 and -3.05 eV, respectively, suggesting that formation enthalpies 

strongly depend on the magnitude of +U.  
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For HSE06, most values (Table 6.2) are in closer agreement to experimental results 

when the O2 correction is not considered. The formation energy of La2NiO4 is 

underestimated by 0.9%, while La2O3, La3Ni2O7 and La4Ni3O10 have their values 

overestimated by 2.6%, 0.3% and 1.4%, respectively. HSE06 also fails to accurately 

calculate the formation enthalpy of NiO, which is underestimated by ~30% in comparison 

to the experimental value. However, as HSE06 calculations are very computationally 

expensive and a relatively big unit cell (64 atoms) is necessary to correctly describe the 

antiferromagnetic arrangement of Ni ions in NiO, single point HSE06 calculations were 

performed on the optimized PBEsol+U NiO system, i.e. no volume optimization was carried 

out using HSE06. As a result, the obtained formation energies might carry some error from 

the volume optimization carried out with PBEsol+U.  

 

6.6 Thermodynamic stability field of stoichiometric La2NiO4 

The thermodynamic stability of La2NiO4 has been previously evaluated under a range 

of temperatures (305 K to 1673 K) and oxygen partial pressures (10-25 to 1 atm), through the 

calculation of the Gibbs free energy of the material’s possible decomposition reactions from 

experimental thermodynamic data [38,382]. Its decomposition into La2O3 and higher order 

Lan+1NinO3n+1 phases, such as La3Ni2O7 and La4Ni3O10, was found to be thermodynamically 

favourable in the 300-1373 K range at p(O2) = 0.2 atm [38]. It has also been suggested that 

the decomposition of La2NiO4 into La2O3 and NiO is thermodynamically favourable at 

temperatures below 850 K regardless of oxygen partial pressure [382]. Therefore, La2NiO4 

is kinetically stable; despite the thermodynamic favourability of its decomposition reactions, 

the material can still be obtained experimentally, and its complete decomposition is not 

observed. The reason why the material’s decomposition is not experimentally observed is 

still not fully understood; its decomposition reactions might possess a very low rate 

determining step or surface passivation mechanisms might take place [38]. 

The chemical potential limits determining the region of thermodynamic stability for 

stoichiometric La2NiO4 defined by the formation of its competing phases, were calculated 

using CPLAP [252] for PBEsol+U, HSE06 and experimental formation enthalpies, and are 

presented in Figure 6.7. Despite the material’s apparent thermodynamically instability, the 

experimental formation energies (Table 6.2) considered here yield a very narrow 
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thermodynamic stability field, as they were extracted from different sources [240,374,375]; 

the material is calculated to be stable by only 0.019 eV. PBEsol+U results suggest that the 

material is thermodynamically stable. HSE06 results, on the other hand, predict the material 

to be thermodynamically unstable by 0.04 eV, in agreement with previous studies [38,382]. 

The HSE06 thermodynamic stability field presented in Figure 6.8b was obtained by 

adjusting the calculated hybrid-DFT energy by 0.04 eV.  

 

 

Figure 6.7 – Region of stability for La2NiO4 spanned by ΔµLa and ΔµNi obtained from the 

formation energies calculated using (a) PBEsol+U (b) HSE06 and (c) experimental results. 

A-D are the intersection points of the stability field determined by the limits set by the 

competing phases.  

 

The coloured lines in Figure 6.7 represent the limits of the La2NiO4 stability field, 

set by the formation energies of the RP oxide and its competing phases. A-D are the 

intersection points defining the region of thermodynamic stability for this system. For 

HSE06, point A practically coincides with point D, while B is virtually the same as C, since 

the stability field was calculated for the exact energy value at which the material becomes 

stable. Lower hybrid-DFT energies would separate those points, increasing the width of the 

thermodynamic stability field. The oxygen, lanthanum and nickel chemical potentials and 

the competing phases in each of the intersection points of the stability field of La2NiO4, 

calculated from PBEsol+U, HSE06 and experimental results, are presented in Table 6.3 and 

will be used to calculate the material’s defect properties under different chemical 

environments.  
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Table 6.3 – Elemental chemical potentials (in eV) for O, La and Ni, and competing phases 

at the A-D intersection points of the thermodynamic stability field of La2NiO4 (Figure 6.8), 

determined by the formation of its competing phases.  

Competing Phases PBEsol+U HSE06 Experiment 

  ΔµO  ΔµLa   ΔµNi  ΔµO  ΔµLa   ΔµNi  ΔµO  ΔµLa   ΔµNi  

A La2O3, La3Ni2O7 -1.01 -7.44 -2.41 -0.11 -8.88 -3.12 -1.77 -6.63 -0.74 

B La2O3 -3.42 -3.82 0.00 -3.23 -4.20 0.00 -2.51 -5.52 0.00 

C NiO -3.34 -3.97 0.00 -3.23 -4.20 0.00 -2.49 -5.56 0.00 

D La3Ni2O7, NiO -1.09 -7.36 -2.26 -0.11 -8.88 -3.12 -1.79 -6.61 -0.70 

 

The oxygen chemical potential values representing SOFC operating conditions, 

which vary from -0.65 to -1.17 eV in the 600-1000 K range (as outlined in Section 3.2.6.3 

and presented in Table 3.1), fall within the stability field calculated by HSE06, as shown in 

Figure 6.8, but outside PBEsol+U and experimental stability fields. The La and Ni chemical 

potential values calculated from HSE06 results under IT-SOFC operating conditions (600 < 

T < 800K and p(O2) = 0.21 atm) are listed in Table 6.4. While the main focus of this chapter 

is to calculate La2NiO4 defect properties under IT-SOFC conditions (Table 6.4), HSE06 

chemical potential limits will also be used, to investigate how the defect chemistry of the 

material would vary under O-rich (intersection point A with ΔµO = -0.11 eV) and O-poor 

(intersection point B with ΔµO = -3.23 eV) chemical environments.  
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Figure 6.8 – Region of stability for La2NiO4 spanned by ΔµLa and ΔµNi obtained from the 

formation energies calculated using HSE06. A and B are the intersection points of the 

stability field determined by the limits set by the competing phases, corresponding to O-rich 

(ΔµO = -0.11 eV) and O-poor (ΔµO = -0.11 eV) conditions, respectively. Chemical potential 

environments related to IT-SOFC operating conditions (600 < T < 800 K, listed in Table 

6.4) are in red. 

 

Table 6.4 – Elemental chemical potentials (in eV) for O, La and Ni corresponding to IT-

SOFC operating conditions (600 < T < 800 K), calculated from HSE06 results.  

T (K) ΔµLa ΔµNi ΔµO 

600  -8.07 -2.58 -0.65 

700 -7.87 -2.45 -0.78 

800 -7.69 -2.33 -0.90 

 

6.7 Oxygen defects in La2NiO4 

Experimentally, oxygen interstitials are observed to be the dominant intrinsic defect 

in La2NiO4 systems [332]. In this section, PBEsol+U and HSE06 calculations are performed 

to investigate oxygen defect (vacancies and interstitials) formation. The formation energies 

of oxygen vacancies (𝑉𝑂1
••  and 𝑉𝑂2

•• ) and oxygen interstitials (𝑂𝑖
′′) in La2NiO4, under O-rich, 

O-poor and IT-SOFC operating conditions were calculated from Equation 3.3, to determine 
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which oxygen defects are predicted as the most stable by PBEsol+U and HSE06 in different 

chemical environments. Equation 3.3 can be rewritten as Equations 6.17 and 6.18 for an 

oxygen vacancy and an oxygen interstitial, respectively. 𝐸𝐷 and 𝐸𝑃 are the calculated 

energies of the defective and pure La2NiO4 systems, and (𝐸𝑂2
+ 𝛥𝜇𝑂2

) is the oxygen 

chemical potential. The obtained formation energies, 𝐸𝑓, are listed in Table 6.5. The 

introduction of an oxygen vacancy or an oxygen interstitial were charge compensated by 

two electrons or two holes, respectively, localised on Ni ions.  

𝐸𝑓(𝑉𝑂
••) = (𝐸𝐷 − 𝐸𝑃) +

1

2
(𝐸𝑂2

+ 𝛥𝜇𝑂2
)                              (6.17)  

𝐸𝑓(𝑂𝑖
′′) = (𝐸𝐷 − 𝐸𝑃) −

1

2
(𝐸𝑂2

+ 𝛥𝜇𝑂2
)                              (6.18)  

Table 6.5 – Formation energies of oxygen vacancies and interstitials (in eV) in La2NiO4 

under O-rich, O-poor and IT-SOFC operating conditions (600-800 K, with p(O2) = 0.21 atm 

and po = 1 atm), calculated from PBEsol+U and HSE06 results. Each defect was charge 

compensated by the introduction of two electrons (for oxygen vacancies) or two holes (for 

oxygen interstitials) localized on Ni atoms. 

Conditions ΔµO (eV) 
PBEsol+U HSE06 

E(𝑽𝑶𝟏
•• ) E(𝑽𝑶𝟐

•• ) E(𝑶𝒊
′′) E(𝑽𝑶𝟏

•• ) E(𝑽𝑶𝟐
•• ) E(𝑶𝒊

′′) 

O-rich (A) -0.11 5.74 4.70 -0.44 5.35 4.11 -0.69 

O-poor (B) -3.23 2.62 1.57 2.68 2.23 0.99 2.43 

600 K -0.65 5.20 4.15 0.10 4.81 3.57 -0.15 

700 K -0.78 5.07 4.02 0.23 4.68 3.44 -0.02 

800 K -0.90 4.95 3.90 0.35 4.56 3.32 0.10 

 

PBEsol+U and HSE06 predict 𝑉𝑂2
••  to be more stable than 𝑉𝑂1

••  by 1.05 and 1.24 eV, 

respectively, in agreement with experimental reports [339,383]. From PBEsol+U 

calculations, the formation energies of oxygen vacancies are higher than 1.5 eV under all 

analysed chemical potential environments, and hence these defects are unlikely to form or 

will be present in very low concentrations. HSE06 yield slightly lower defect formation 

enthalpies, with 𝑉𝑂2
••   being likely to form under O-poor environments (E(𝑉𝑂2

•• ) = 0.99 eV). 

However, O-poor conditions correspond to an extremely low oxygen chemical potential, 

which is not going to be achieved under SOFC operation.  
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The introduction of 𝑉𝑂1
••  in the axial position of the NiO6 octahedron causes 

significant elongation of the opposite axial Ni-O bond, which goes from 2.20 Å in the bulk 

structure to 2.62 Å, due to the displacement of the nickel cation towards the vacancy. When 

𝑉𝑂2
••  is introduced in an equatorial position, no significant displacement of the nickel cations 

occurs. An elongation of the opposite Ni-O equatorial bond occurs (from 1.92 Å to 2.04 Å), 

but is less significant than what was observed for 𝑉𝑂1
•• . These results suggest that the 

enhanced stability of 𝑉𝑂2
••  might be due to the fact that the inclusion of a vacancy at the O2 

site causes less structural distortion when compared to the O1 site. Furthermore, O1 and O2 

experience distinct chemical environments in the RP structure – while the first oxygen is 

located at the edge of the perovskite/rocksalt layers, the latter is located within the perovskite 

block, further away from the region where oxide-ion transport via an interstitialcy 

mechanism occurs, resulting in increased stability. Electrons arising from charge 

compensation are preferably located on nickel cations that are in a nearest neighbour position 

to the oxygen vacancy, i.e., within the same [NiO6] octahedra. 

The defect formation energies listed in Table 6.5 suggest that oxygen interstitials are 

the dominant defect in this RP oxide, with negative formation energies under some chemical 

potential conditions. In fact, HSE06 predicts its formation to be spontaneous under all 

analysed chemical potential environments, except for the unrealistic O-poor conditions, in 

agreement with the experimental observation of oxygen excess [332]. 𝑂𝑖
′′ is located within 

a tetrahedron formed by La cations, with La-O distances of 2.34 Å. Oxygen interstitials are 

calculated to be less stable than vacancies only under O-poor environments, which are not 

relevant for SOFC operation. 

 

6.8 Aliovalent A- and B-site doping in La2NiO4 

Aliovalent doping and its influence on the conduction properties of La2NiO4 was 

evaluated by performing two types of calculations. A first set of defect calculations was 

carried out by introducing a single charged defect (either a dopant or its charge compensating 

defect) within the simulation cell, assuming a uniform background charge to maintain overall 

charge neutrality. The formation energies of these isolated charged defects were combined, 

yielding charge neutral defect energies. These combined isolated defects represent systems 

where the dopants and their charge compensating defects are far away from each other. In a 
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second set of calculations, neutral defect clusters were considered, in which the dopant and 

its charge compensating defects are located within the same simulation cell. Neutral defect 

clusters represent La2NiO4 systems in which dopants and their charge compensating defects 

are relatively close to each other. The binding energy between dopants and their charge 

compensating defect was then calculated from the difference between the formation energies 

of charged isolated defects and neutral defect clusters, indicating whether the clustered or 

isolated defects are more likely to be present in the material, i.e. if defects are stabilised 

when they are close to or far away from each other.  

Dopants were introduced to the A- and B-sites of the La2NiO4 (A = Ca(II), Sr(II), 

Ba(II), and B = Fe(III), Mn(III), Co(III)), considering both ionic and electronic 

compensation mechanisms. A-site doping with divalent metals can result in the formation of 

an oxygen vacancy (2𝐴𝐿𝑎
′ + 𝑉𝑂

••, in Kröger-Vink notation, where A is the divalent A-site 

dopant), or an electron hole localized on a Ni atom (𝐴𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

• ), as presented in Equations 

6.5 and 6.6, respectively. Similarly, B-site doping with trivalent metals can generate an 

oxygen interstitial (2𝐵𝑁𝑖
• + 𝑂𝑖

′′, where B is the trivalent B-site dopant) or an electron, also 

localized on Ni (𝐵𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′ ), as in Equations 6.7 and 6.8. Defect formation energies were 

evaluated under distinct chemical potential environments, representing O-poor, O-rich and 

IT-SOFC operating conditions. The La, Ni, O and dopant chemical potentials considered are 

listed in Table 6.6. 

Table 6.6 – Chemical potentials of La, Ni, O and the analysed A- (Ca(II), Sr(II), Ba(II)) and 

B-site (Co(III), Fe(III), Mn(III)) dopants (in eV), corresponding to O-poor, O-rich and IT-

SOFC conditions (T = 700 K, p(O2) = 0.21 atm and po = 1 atm) 

Conditions ΔµLa ΔµNi ΔµO ΔµSr ΔµCa ΔµBa ΔµFe ΔµMn ΔµCo 

A (O-rich) -8.88 -3.12 -0.11 -5.65 -6.12 -5.16 -4.48 -5.09 -3.44 

B (O-poor) -4.20 0.00 -3.23 -2.53 -2.99 -2.04 0.20 -0.41 1.24 

600 K -8.07 -2.58 -0.65 -5.11 -5.57 -4.62 -3.67 -4.28 -2.63 

700 K -7.87 -2.45 -0.78 -4.98 -5.44 -4.49 -3.48 -4.09 -2.43 

800 K -7.69 -2.33 -0.90 -4.86 -5.32 -4.37 -3.30 -3.91 -2.25 
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6.8.1  Combined isolated defects 

6.8.1.1 A-site dopants 

Tables 6.7 and 6.8 present the defect formation energies for the different 

combinations of isolated defects in A-site doped La2NiO4 calculated from PBEsol+U and 

HSE06 results, respectively, considering both ionic and electronic charge compensation 

mechanisms. The possible defect combinations presented in Tables 6.7 and 6.8 are written 

in Kröger-Vink notation. A-site dopants were introduced in the La2NiO4 supercell in a 

formal charge state of -1, while oxygen vacancies were added to the system with a +2 charge 

states. The combination of these charged cells results in charge-neutral defects and represent 

systems in which charge compensating defects are far away from dopants.  

There is no variation among the calculated defect formation energies for ionically 

charge compensated A-site doping under distinct chemical potential environments (e.g. 

HSE06 calculations predict a formation energy of 2.83 eV for the  

2𝐶𝑎𝐿𝑎
′ + 𝑉𝑂1

••  defect under all three chemical environments). This is a result of ionic charge 

compensation generating oxygen-containing defects (either vacancies or interstitials). 

Hence, ΔµLa, ΔµA/ΔµB and ΔµO are necessary to calculate the defect formation energies (as 

in Equation 3.3), with changes in the La and O chemical potentials being balanced by 

changes in the dopant chemical potential. For defects generated from electronic charge 

compensation (holes or electrons), only ΔµLa and ΔµA/ΔµB are included in the calculation, 

resulting in distinct values for the different chemical environments. 

  



Chapter 6: Defect properties of La2NiO4+δ, a potential IT-SOFC cathode 180 
 
 

 
 

Table 6.7 – Formation energies (in eV) of the combined isolated defects in A-site doped 

La2NiO4, calculated from PBEsol+U results under distinct chemical potential environments, 

considering both ionic and electronic charge compensation mechanisms. Considered defects 

are written in Kröger-Vink notation. 

Defect O-rich O-poor 600 K 700 K 800 K 

2𝐶𝑎𝐿𝑎
′ + 𝑉𝑂1

••  2.06 2.06 2.06 2.06 2.06 

2𝐶𝑎𝐿𝑎
′ + 𝑉𝑂2

••  1.51 1.51 1.51 1.51 1.51 

2𝑆𝑟𝐿𝑎
′ + 𝑉𝑂1

••  1.07 1.07 1.07 1.07 1.07 

2𝑆𝑟𝐿𝑎
′ + 𝑉𝑂2

••  0.53 0.53 0.53 0.53 0.53 

2𝐵𝑎𝐿𝑎
′ + 𝑉𝑂1

••  1.19 1.19 1.19 1.19 1.19 

2𝐵𝑎𝐿𝑎
′ + 𝑉𝑂2

••  0.64 0.64 0.64 0.64 0.64 

𝐶𝑎𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  -0.69 0.87 -0.42 -0.36 -0.30 

𝑆𝑟𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  -1.18 0.38 -0.91 -0.85 -0.79 

𝐵𝑎𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  -1.13 0.43 -0.86 -0.79 -0.73 

 

Table 6.8 – Formation energies (in eV) of the combined isolated defects in A-site doped 

La2NiO4, calculated from HSE06 results under distinct chemical potential environments, 

considering both ionic and electronic charge compensation mechanisms. Considered defects 

are written in Kröger-Vink notation. 

Defect O-rich O-poor 600 K 700 K 800 K 

2𝐶𝑎𝐿𝑎
′ + 𝑉𝑂1

••  2.83 2.83 2.83 2.83 2.83 

2𝐶𝑎𝐿𝑎
′ + 𝑉𝑂2

••  2.02 2.02 2.02 2.02 2.02 

2𝑆𝑟𝐿𝑎
′ + 𝑉𝑂1

••  2.04 2.04 2.04 2.04 2.04 

2𝑆𝑟𝐿𝑎
′ + 𝑉𝑂2

••  1.23 1.23 1.23 1.23 1.23 

2𝐵𝑎𝐿𝑎
′ + 𝑉𝑂1

••  2.34 2.34 2.34 2.34 2.34 

2𝐵𝑎𝐿𝑎
′ + 𝑉𝑂2

••  1.53 1.53 1.53 1.53 1.53 

𝐶𝑎𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  -0.62 0.94 -0.35 -0.28 -0.22 

𝑆𝑟𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  -1.01 0.55 -0.74 -0.68 -0.62 

𝐵𝑎𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  -0.86 0.70 -0.59 -0.53 -0.47 
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When dopants are far away from each other, the ionic charge compensation of A-site 

dopants will preferably result in the formation of oxygen vacancies on the O2 site rather than 

the O1 site, in agreement to the results presented in Section 6.7. PBEsol+U and HSE06 

predict the 2𝐴𝐿𝑎
′ + 𝑉𝑂2

••  configuration to be 0.54 and 0.81 eV more stable than the 2𝐴𝐿𝑎
′ +

𝑉𝑂1
••  systems, respectively. Still, electronic charge compensation (𝐴𝐿𝑎

′ + 𝑁𝑖𝑁𝑖
• ) possesses 

lower formation energies than the ionic mechanisms and hence is more likely to occur, 

suggesting that aliovalent A-site doping can potentially enhance p-type conduction in the 

material. Both PBEsol+U and HSE06 predict the calculated formation energies to increase 

in the Sr(II) < Ba(II) < Ca(II) order. A-site doping with bigger cations than the host (the 

ionic radii are 1.216 Å for La(III), 1.18 Å for Ca(II), 1.31 Å for Sr(II) and 1.47 Å for Ba(II) 

[26]) can alleviate tensions arising from the mismatch of the intergrown LaO and NiO2 layers 

in this RP oxide; LaO and NiO2 layers are stretched and compressed, respectively, when 

intercalated in the material [331], and the stretching observed in the first can be facilitated 

through A-site doping, releasing part of the stress. Indeed, the A(II)-O bond distances 

increase in the dopant order Ca(II) < Sr(II) < Ba(II), with Ca(II)-O and Sr/Ba(II)-O distances 

being smaller and bigger than La(III)-O in the bulk material, respectively. Ba(II), however, 

is considerably bigger than the host La(III) and hence is probably larger than the ideal ionic 

radii for A-site dopants in this system. Even though the most energetically favourable defect 

combination under SOFC operating conditions was calculated to be 𝑆𝑟𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

• , electronic 

compensation yields negative formation energies for all three dopants, indicating that they 

are easily formed and can all potentially contribute to p-type electronic conduction in the 

material, in line with experimental observations [329,332,350] 

 

 

6.8.1.2 B-site dopants 

Tables 6.9 and 6.10 present the defect formation energies for the different 

combinations of isolated defects in B-site doped La2NiO4 calculated from PBEsol+U and 

HSE06 results, respectively, considering both ionic and electronic charge compensation 

mechanisms. B-site trivalent dopants were introduced in the La2NiO4 supercell in a formal 

charge state +1. Oxygen interstitials were added to the system with a -2 charge state. 

Similarly to what was observed for A-site dopants, there is no variation among the calculated 

defect formation energies for ionically charge compensated B-site doping under distinct 
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chemical potential environments (e.g. HSE06 calculations predict a formation energy of 0.98 

eV for the 2𝐹𝑒𝑁𝑖
• + 𝑂𝑖

′′ defect under all three chemical environments), for the same reasons 

outlined above.  

Both PBEsol+U and HSE06 predict ionic compensation to be more favourable than 

the electronic mechanism, resulting in the creation of an oxygen interstitial, which can 

potentially improve the material’s ionic conduction properties. The calculated defect 

formation energies increase in the Co(III) < Mn(III) < Fe(III) order. Similarly to what was 

observed for A-site dopants, this is a result of steric effects; Fe(III) and Mn(III) are preferably 

in a high spin configuration and have an ionic radius of 0.64 Å, and hence are similar in size 

to 6-coordinate Ni(II) (0.69 Å). Co(II), on the other hand, preferably assumes a low spin 

configuration and has ionic radius of 0.54 Å, facilitating the compression of the NiO2 layer 

and releasing the tension arising from the mismatch between the LaO and NiO2 layers’ ideal 

sizes. Under SOFC operating conditions, PBEsol+U predicts all three dopants to possess 

negative formation energies and potentially contribute to oxide-ion conductivity. HSE06 

calculations, on the other hand, yield a higher positive defect formation energy for the Fe-

doped system (0.98 eV), suggesting that Fe-doping would be the less beneficial than Mn- or 

Co-substitution (-0.24 and -0.32 eV, respectively).   

Table 6.9 – Formation energies (in eV) of the combined isolated defects in B-site doped 

La2NiO4, calculated from PBEsol+U results under distinct chemical potential environments, 

considering both ionic and electronic charge compensation mechanisms. Considered defects 

are written in Kröger-Vink notation. 

Defect O-rich O-poor 600 K 700 K 800 K 

2𝐶𝑜𝑁𝑖
• + 𝑂𝑖

′′ -0.72 -0.72 -0.72 -0.72 -0.72 

2𝐹𝑒𝑁𝑖
• + 𝑂𝑖

′′ -0.14 -0.14 -0.14 -0.14 -0.14 

2𝑀𝑛𝑁𝑖
• + 𝑂𝑖

′′ -0.50 -0.50 -0.50 -0.50 -0.50 

𝐶𝑜𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′  1.52 -0.04 1.25 1.19 1.13 

𝐹𝑒𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′  1.81 0.25 1.54 1.48 1.42 

𝑀𝑛𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′  0.07 1.63 1.36 1.30 1.24 
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Table 6.10 – Formation energies (in eV) of the combined isolated defects in B-site doped 

La2NiO4, calculated from HSE06 results under distinct chemical potential environments, 

considering both ionic and electronic charge compensation mechanisms. Considered defects 

are written in Kröger-Vink notation. 

Defect O-rich O-poor 600 K 700 K 800 K 

2𝐶𝑜𝑁𝑖
• + 𝑂𝑖

′′ -0.32 -0.32 -0.32 -0.32 -0.32 

2𝐹𝑒𝑁𝑖
• + 𝑂𝑖

′′ 0.98 0.98 0.98 0.98 0.98 

2𝑀𝑛𝑁𝑖
• + 𝑂𝑖

′′ -0.24 -0.24 -0.24 -0.24 -0.24 

𝐶𝑜𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′  1.81 0.25 1.54 1.47 1.41 

𝐹𝑒𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′  2.46 0.90 2.19 2.12 2.06 

𝑀𝑛𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′  1.85 0.29 1.58 1.52 1.46 

 

6.8.2  Neutral defect clusters 

6.8.2.1 A-site doping 

The formation energies of neutral defect clusters, in which dopants and charge 

compensating defects are combined within the same supercell, were obtained, and indicate 

the stability of these defects when they are located close to each other. Their binding energy 

can then be calculated from the difference between the formation energies of charged 

isolated defects (Tables 6.7 and 6.8) and neutral defect clusters. Tables 6.11 and 6.12 present 

the formation energies of neutral defect clusters obtained from PBEsol+U and HSE06 

results, respectively, and the resulting binding energy (BE) values. Several defect-defect 

configurations were tested, with the more energetically favourable ones presented here. BE 

indicates whether the clustered (negative values) or isolated defects (positive values) are 

more likely to be present in the material. 
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Table 6.11 – Formation and binding energies (in eV) of the neutral defect clusters in A-site 

doped La2NiO4, calculated from PBEsol+U results, under distinct chemical potential 

environments, considering both ionic and electronic charge compensation mechanisms. 

Defects are written in Kröger-Vink notation. 

Defect O-rich O-poor 600 K 700 K 800 K BE 

2𝐶𝑎𝐿𝑎
′ + 𝑉𝑂1

••  1.60 1.60 1.60 1.60 1.60 -0.46 

2𝐶𝑎𝐿𝑎
′ + 𝑉𝑂2

••  1.37 1.37 1.37 1.37 1.37 -0.15 

2𝑆𝑟𝐿𝑎
′ + 𝑉𝑂1

••  0.74 0.74 0.74 0.74 0.74 -0.33 

2𝑆𝑟𝐿𝑎
′ + 𝑉𝑂2

••  0.53 0.53 0.53 0.53 0.53 0.00 

2𝐵𝑎𝐿𝑎
′ + 𝑉𝑂1

••  0.55 0.55 0.55 0.55 0.55 -0.64 

2𝐵𝑎𝐿𝑎
′ + 𝑉𝑂2

••  0.51 0.51 0.51 0.51 0.51 -0.14 

𝐶𝑎𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  -0.33 1.23 -0.06 0.00 0.06 0.36 

𝑆𝑟𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  -0.82 0.74 -0.55 -0.48 -0.42 0.36 

𝐵𝑎𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  -0.76 0.80 -0.49 -0.43 -0.37 0.36 

 

Table 6.12 – Formation and binding energies (in eV) of the neutral defect clusters in A-site 

doped La2NiO4, calculated from HSE06 results, under distinct chemical potential 

environments, considering both ionic and electronic charge compensation mechanisms. 

Defects are written in Kröger-Vink notation. 

Defect O-rich O-poor 600 K 700 K 800 K BE 

2𝐶𝑎𝐿𝑎
′ + 𝑉𝑂1

••  2.43 2.43 2.43 2.43 2.43 -0.40 

2𝐶𝑎𝐿𝑎
′ + 𝑉𝑂2

••  1.76 1.76 1.76 1.76 1.76 -0.26 

2𝑆𝑟𝐿𝑎
′ + 𝑉𝑂1

••  1.71 1.71 1.71 1.71 1.71 -0.33 

2𝑆𝑟𝐿𝑎
′ + 𝑉𝑂2

••  1.27 1.27 1.27 1.27 1.27 0.04 

2𝐵𝑎𝐿𝑎
′ + 𝑉𝑂1

••  1.70 1.70 1.70 1.70 1.70 -0.64 

2𝐵𝑎𝐿𝑎
′ + 𝑉𝑂2

••  1.43 1.43 1.43 1.43 1.43 -0.10 

𝐶𝑎𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  0.50 2.06 0.77 0.83 0.89 1.13 

𝑆𝑟𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  0.12 1.68 0.39 0.45 0.51 1.12 

𝐵𝑎𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  0.27 1.83 0.54 0.60 0.66 1.13 
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Similarly to what was observed for combined isolated systems, the ionic charge 

compensation of A-site dopants will preferably result in the formation of oxygen vacancies 

on the O2 site. However, when defects are clustered, the difference between the formation 

energies of 𝑉𝑂1
••  or 𝑉𝑂2

••  defects is smaller (between 0.04 and 0.23 eV for PBEsol+U, and 

between 0.26 and 0.67 eV for HSE06). Still, electronic charge compensation is more likely 

to occur than the ionic mechanism, with 𝑆𝑟𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  being the most stable defect, followed 

by 𝐵𝑎𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  and 𝐶𝑎𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  as a result of steric effects. Under IT-SOFC operating 

conditions, PBEsol+U calculations result in negative formation energies for electronically 

compensated Sr(II) (-0.48 eV) and Ba(II) (-0.43 eV), and a value close to zero for Ca(II) 

(0.002 eV), suggesting that these defects are easily accepted into the lattice. Formation 

energies obtained from HSE06 calculations, on the other hand, are positive, but still small 

enough (0.83, 0.45 and 0.60 eV for Ca(II), Sr(II) and Ba(II), respectively). Most 2𝐴𝐿𝑎
′ + 𝑉𝑂

•• 

defects possess negative binding energies, indicating greater stability of the defect cluster, 

while the positive values calculated for 𝐴𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  defects (approximately 0.36 eV and 1.13 

eV for PBEsol+U and HSE06, respectively) suggest that if electronic charge compensation 

occurs, isolated defects will be more stable. These results confirm that A-site doping can 

potentially improve the p-type electronic conductivity in the material, due to the lower 

formation energy and positive binding energies of 𝐴𝐿𝑎
′ + 𝑁𝑖𝑁𝑖

•  defects, suggesting that 

electron holes will not be trapped around the dopants.  

 

6.8.2.2 B-site doping 

The formation energies of neutral defect clusters of B-site dopants and their charge 

compensating defects calculated from PBEsol+U and HSE06 results are presented in Tables 

6.13 and 6.14, respectively. Several defect-defect configurations were tested, with the more 

energetically favourable ones presented here. The binding energy of these defects, obtained 

by the difference in formation energy between charged isolated defects (Tables 6.9 and 6.10) 

and neutral defect clusters (Tables 6.13 and 6.14), is also presented, and indicates whether 

the clustered (negative values) or isolated defects (positive values) are more likely to be 

present in the material. 
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Table 6.13 – Formation and binding energies (in eV) of the neutral defect clusters in B-site 

doped La2NiO4, calculated from PBEsol+U results, under distinct chemical potential 

environments, considering both ionic and electronic charge compensation mechanisms. 

Defects are written in Kröger-Vink notation. 

Defect O-rich O-poor 600 K 700 K 800 K BE 

2𝐶𝑜𝑁𝑖
• + 𝑂𝑖

′′ -0.53 -0.53 -0.53 -0.53 -0.53 0.19 

2𝐹𝑒𝑁𝑖
• + 𝑂𝑖

′′ -0.30 -0.30 -0.30 -0.30 -0.30 -0.16 

2𝑀𝑛𝑁𝑖
• + 𝑂𝑖

′′ -0.40 -0.40 -0.40 -0.40 -0.40 0.10 

𝐶𝑜𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′  0.65 -0.91 0.38 0.32 0.26 -0.87 

𝐹𝑒𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′  1.94 0.37 1.66 1.60 1.54 0.12 

𝑀𝑛𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′  1.76 0.20 1.49 1.42 1.36 0.12 

 

Table 6.14 – Formation and binding energies (in eV) of the neutral defect clusters in B-site 

doped La2NiO4, calculated from HSE06 results, under distinct chemical potential 

environments, considering both ionic and electronic charge compensation mechanisms. 

Defects are written in Kröger-Vink notation. 

Defect O-rich O-poor 600 K 700 K 800 K BE 

2𝐶𝑜𝑁𝑖
• + 𝑂𝑖

′′ -0.21 -0.21 -0.21 -0.21 -0.21 0.11 

2𝐹𝑒𝑁𝑖
• + 𝑂𝑖

′′ 0.69 0.69 0.69 0.69 0.69 -0.29 

2𝑀𝑛𝑁𝑖
• + 𝑂𝑖

′′ -0.17 -0.17 -0.17 -0.17 -0.17 0.07 

𝐶𝑜𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′  2.29 0.73 2.02 1.95 1.89 0.48 

𝐹𝑒𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′  3.04 1.48 2.77 2.70 2.64 0.58 

𝑀𝑛𝑁𝑖
• + 𝑁𝑖𝑁𝑖

′  2.44 0.88 2.17 2.11 2.05 0.59 

 

For B-site dopants, ionic charge compensation with the formation of an oxygen 

interstitial occurs preferably than the electronic mechanism. Under SOFC operating 

conditions, PBEsol+U yields negative defect formation energies for all three dopants (-0.30, 

-0.40 and -0.53 eV for Fe(III) Mn(III) and Co(III), respectively), indicating that they would 

be easily accepted into the lattice, while HSE06 calculations result in a positive (but still 

low) value for Fe(III) (0.69 eV), suggesting that Fe-doping will be more difficult than Mn- 
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or Co-substitution. 2𝑀𝑛𝑁𝑖
• + 𝑂𝑖

′′ and 2𝐶𝑜𝑁𝑖
• + 𝑂𝑖

′′ possess positive biding energies, inferring 

that isolated defects are more stable and hence no trapping of the oxygen interstitial around 

the dopant should occur, which is desirable for ionic conduction. 2𝐹𝑒𝑁𝑖
• + 𝑂𝑖

′′, on the other 

hand, possess negative binding energies (-0.16 eV and -0.29 eV for PBEsol+U and HSE06, 

respectively), indicating the greater stability of the defect cluster, which is likely to inhibit 

ionic conductivity improvements resulting from increased oxygen interstitial content. These 

results suggest that Co(III) would be the most beneficial B-site dopant to the oxide-ion 

conduction in this material, due to its low formation energy (-0.53 and -0.21 eV for 

PBEsol+U and HSE06, respectively) and higher binding energy (0.19 and 0.11 eV for 

PBEsol+U and HSE06, respectively). Since Sr(II) and Co(III) were determined to be the 

most best A- and B-site dopants to improve electronic and ionic conduction in La2NiO4, 

future work will consider the defect chemistry of the co-doped system. 

 

6.9 Thermodynamic transition levels in La2NiO4 

To further investigate the potential contribution of intrinsic and extrinsic defects to 

n- or p-type conductivity in doped and undoped La2NiO4, the thermodynamic transition 

levels (Section 3.2.6.4) of each defect were calculated. The introduction of defects in the 

system can generate distinct charge states in the material’s band gap; their thermodynamic 

transition level consists of the Fermi energy at which the defect changes its charge state. The 

stability of such defects (and their concentration, in the case of intrinsic impurities) can be 

examined by calculating their formation energies under distinct chemical potential 

environments. The origin of charge carriers can also be investigated; if a defect is a 

contributor to band-like p-type conductivity, for example, its first transition level should be 

located close to the valence band (VB), allowing holes to easily move from acceptor levels 

to the VB. Similarly, if a defect is to contribute to band-like n-type conductivity, its first 

transition level will be close to the conduction band (CB), allowing electrons to readily move 

from donor levels to the CB. The interception of the thermodynamic transition levels of two 

defects with opposite polarity suggests the occurrence of charge compensation; i.e. if both 

defects are present in the system, the Fermi level would be pinned at the point of intersection, 

hindering any band-like p- or n-type conductivity that could potentially arise from such 

impurities. In this section, the defect chemistry of La2NiO4 was examined through the 
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analysis of the transition levels between defect charged states, which were calculated from 

Equation 3.12.  

 

6.9.1 Intrinsic defects 

The formation energies of the different charge states and the transition levels of La 

vacancies (𝑉𝐿𝑎
′′′ in Kröger-Vink notation), Ni vacancies (𝑉𝑁𝑖

′′ ), oxygen interstitials (𝑂𝑖
′′), 

oxygen vacancies in both equatorial and apical sites (𝑉𝑂1
••  and 𝑉𝑂2

•• , respectively), and Ni 

cations with a localized electron hole (𝑁𝑖𝑁𝑖
• ) were calculated as in Equations 3.4 and 3.12. 

Defects were considered to have between one and three charged states (q); the oxygen 

interstitial (p-type) can have q = 0, -1 and -2, while oxygen vacancies (n-type) can have q = 

0, 1 and 2. For La and Ni vacancies, q = 0, -1, -2 and -3 were considered. For Ni(III), i.e., an 

oxidized Ni(II) cation containing an electron hole, only q = 0 (corresponding to Ni(II)) and 

q = 1 (corresponding to Ni(III)) were included.  

The transition level diagrams in Figures 6.9 and 6.10 show the formation energy of 

intrinsic defects in La2NiO4 as a function of Fermi energy at the chemical potentials 

corresponding to O-rich, O-poor and IT-SOFC conditions (Table 3.1), obtained from 

PBEsol+U and HSE06 calculations, respectively. As the chemical potential of IT-SOFC 

conditions at 600, 700 and 800 K are close enough to yield transition level diagrams with 

similar features, only chemical potentials equivalent to 700 K will be analysed in this section. 

It is important to note that the O-rich and O-poor chemical potential limits are unrealistic; at 

700 K, an oxygen chemical potential of -3.23 eV (O-poor limit) corresponds to an extremely 

low oxygen partial pressure in the order of 10-36 atm. An oxygen chemical potential of -0.11 

eV (O-rich limit), on the other hand, corresponds to an extremely high oxygen partial 

pressure in the order of 109 atm. Despite their unrealism, such conditions will be analysed to 

show the variability of defect properties between O-poor and O-rich atmospheres. Still, the 

chemical potentials equivalent to IT-SOFC operating conditions are the ones truly relevant 

for the material’s operation as cathode.  

 Changes of slope correspond to the transition levels between charge states, with p- 

and n-type defects having negative and positive slopes, respectively. The formation energy 

of the neutral defects (q = 0), along with their first ionization levels (ε(0/±1)) calculated from 

PBEsol+U and HSE06 are presented in Table 6.15. There is a slight variation between the 

formation energy values of oxygen vacancies and oxygen interstitials presented in Tables 
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6.5 and 6.15, even though both correspond to charge neutral defects; the results presented in 

Table 6.5 were calculated from Equation 3.3, while the formation energies presented in this 

section, were calculated from Equation 3.4. In Equation 3.4, a correction term (𝐸𝑎𝑙𝑖𝑔𝑛) is 

added to the formation energy, aligning the valence band maximum of the pure and defect 

systems. 𝐸𝑎𝑙𝑖𝑔𝑛 is calculated using the SXDEFECTALIGN code by Freysoldt et al. [157], 

which calculates the interaction of a defect with its periodic images using a charge model 

and the dielectric constant matrix of the pure material, which in turn is obtained from Density 

Functional Perturbation Theory as implemented in VASP.  

 

 

Figure 6.9 – Thermodynamic transition level diagrams of intrinsic defects in La2NiO4 under 

(a) O-rich, (b) IT-SOFC (T = 700 K and p(O2) = 0.21 atm) and (c) O-poor operating 

conditions, calculated from PBEsol+U results. Defects are given in Kröger-Vink notation. 

Valence and conduction band regions are represented by the shaded areas, with the band gap 

region between them. 

 

All p-type defects have lower formation energies in O-rich conditions, while n-type 

defects have lower formation energies in O-poor environments, as expected. HSE06 

calculations yield lower formation energies for all defects when compared to PBEsol+U. 

There are no formation energy values for 𝑁𝑖𝑁𝑖
•  presented in Table 6.15, as electron holes 

localized on Ni ions naturally exist in La2NiO4.  
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Figure 6.10 – Thermodynamic transition level diagrams of intrinsic defects in La2NiO4 under 

(a) O-rich, (b) IT-SOFC and (c) O-poor operating conditions, calculated from HSE06 results. 

Defects are given in Kröger-Vink notation. Valence and conduction band regions are 

represented by the shaded areas, with the band gap region between them. 

 

Table 6.15 – Neutral defect formation energies (in eV) for intrinsic defects in La2NiO4 at the 

O-rich (A) and O-poor (B) limits, and under IT-SOFC operating conditions (ΔµO = -0.78 eV, 

ΔµLa = -7.87 eV and ΔµNi = -2.45 eV, corresponding to T = 700 K and p(O2) = 0.21 atm), 

along with their first ionization levels (in eV), calculated from PBEsol+U and HSE06 results. 

Method Defect Type 
O-rich/La-,  

Ni-poor 
IT-SOFC 

O-poor/La-,  

Ni-rich 
ε(0/±𝟏) 

PBEsol+U 𝑉𝐿𝑎
′′′ p-type 0.08 1.08 4.76 -0.12 

 𝑉𝑁𝑖
′′  p-type 0.64 1.31 3.76 0.62 

 𝑂𝑖
′′ p-type -0.12 0.55 3.00 0.32 

 𝑉𝑂1
••  n-type 6.01 5.34 2.89 1.68 

 𝑉𝑂2
••   n-type 4.83 4.16 1.71 1.30 

 𝑁𝑖𝑁𝑖
•  n-type - - - 0.26 

HSE06 𝑉𝐿𝑎
′′′ p-type -0.21 0.80 4.48 0.46 

 𝑉𝑁𝑖
′′  p-type -0.02 0.66 3.11 1.59 

 𝑂𝑖
′′ p-type -0.36 0.31 2.76 1.20 

 𝑉𝑂1
••  n-type 5.93 5.26 2.81 2.52 

 𝑉𝑂2
••  n-type 4.11 3.44 0.99 1.76 

 𝑁𝑖𝑁𝑖
•  n-type - - - 1.50 
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Under O-rich conditions, all examined defects, except for oxygen vacancies, have 

low formation energies and would be likely to form. While PBEsol+U calculates oxygen 

interstitials to have negative formation energies and hence form spontaneously, HSE06 

predicts the spontaneous formation of both cation vacancies and oxygen interstitials. The 

calculated defect formation energies increase (and hence their stability decreases) in the 

order 𝑂𝑖
′′ < 𝑉𝐿𝑎

′′′ < 𝑉𝑁𝑖
′′  < 𝑉𝑂2

••  < 𝑉𝑂1
••  for both methods, indicating that under O-rich 

environments oxygen interstitials would be the dominating intrinsic defect. 

Under O-poor limits, all intrinsic defects (except for 𝑉𝑂2
••  as calculated by HSE06) 

possess formation energies higher than 1.5 eV and hence would not be expected to form. 

Hence, even at extremely low oxygen partial pressures, oxygen vacancies would still not 

exist in significant concentrations within the system. Under these conditions, the calculated 

defect formation energies increase in the order 𝑉𝑂2
••  < 𝑉𝑂1

••  < 𝑂𝑖
′′ < 𝑉𝑁𝑖

′′  < 𝑉𝐿𝑎
′′′, showing that in 

O-poor environments the formation of oxygen vacancies becomes more favourable (but still 

unlikely) than the formation of oxygen interstitials. 

Under IT-SOFC conditions, cation vacancies and oxygen interstitials have low 

formation energies (< 1.5 eV) and hence would be likely to form. Both methods predict 

oxygen interstitials to be the most stable intrinsic defect, with formation energies 0.53 and 

0.35 eV lower than the next most stable defect, respectively. The second most stable defect 

is predicted for be 𝑉𝐿𝑎
′′′ by PBEsol+U and 𝑉𝑁𝑖

′′  by HSE06. The presence of lanthanum 

vacancies in La2NiO4 has been previously reported [335,384], but to a much lesser extent 

than oxygen interstitials. These results suggest that PBEsol+U provides a slightly better 

description of the materials intrinsic defect chemistry. 

Defects with transition states close to the valence band maximum (VBM) and 

conduction band minimum (CBM) are likely to act as sources of band-like p- or n-type 

conductivity in the material. While formation energies depend on the chemical potential, the 

position of the transition levels does not. Among the analysed p-type impurities, PBEsol+U 

predicts 𝑉𝐿𝑎
′′′ to be the only defect to possess a 0/-1 transition level before the VBM, and 

hence not contribute to band-like p-type conduction. HSE06 predicts 𝑉𝐿𝑎
′′′ to have a 0/-1 

transition level 0.46 eV above the VBM, which is probably not shallow enough to result in 

p-type conductivity. While HSE06 predicts all the remaining intrinsic defects to have 

transition levels located deep into the band gap, PBEsol+U calculates the 0/-1 transition level 

of 𝑂𝑖
′′ to be 0.32 eV above the VBM. As a result, the material’s p-type conductivity can be 
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correlated to the presence of excess oxygen in the lattice. Among n-type defects, 𝑉𝑂1
••  has 

shallow 0/+1 transition level 0.32 eV below the CBM; however, due to their high formation 

energies, oxygen vacancies would be unlikely to form or would be present in very low 

concentrations, not playing any significant effect. There is no significant charge 

compensation among intrinsic defects. The 0/+1 transition level of 𝑁𝑖𝑁𝑖
•  represents where, 

in Fermi level terms, holes will be trapped by the Ni cations. The obtained results for both 

methods suggest that no band-like transport will occur, as the holes are trapped above the 

valence band, and that electron hole p-type conduction is likely to occur via a small polaron 

hopping mechanism, in agreement to experimental observations [336,347,349]. 

 

6.9.2 Extrinsic defects 

The formation energies of the different charge states and the transition levels of A-

site divalent dopants (𝐶𝑎𝐿𝑎
′ , 𝑆𝑟𝐿𝑎

′  and 𝐵𝑎𝐿𝑎
′ ) and B-site trivalent dopants (𝐶𝑜𝑁𝑖

• , 𝐹𝑒𝑁𝑖
•  and 

𝑀𝑛𝑁𝑖
• ) were the calculated according to Equations 3.3 and 3.4. For the p-type A-site dopants, 

q = 0, -1 and -2 were considered, while for the n-type B-site dopants, more charge states (q 

= 0, 1, 2 and 3) were examined, since transition metals have more possible oxidation states. 

The transition level diagrams in Figures 6.11 and 6.12 show the formation energy of extrinsic 

neutral and charged defects in La2NiO4 as a function of Fermi energy at the chemical 

potentials corresponding to O-rich, O-poor and IT-SOFC conditions (700 K and p(O2) = 0.21 

atm), obtained from PBEsol+U and HSE06 calculations, respectively. The calculated 

formation energy of the neutral defects (q = 0), along with their first ionization levels 

(ε(0/±1)) is presented in Table 6.16. The slight difference between the neutral defect 

formation energies presented here and in Section 6.8 is due to the inclusion of 𝐸𝑎𝑙𝑖𝑔𝑛 to their 

calculation.  
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Figure 6.11 – Thermodynamic transition level diagrams of extrinsic defects in La2NiO4 

under (a) O-rich, (b) IT-SOFC and (c) O-poor operating conditions, calculated from 

PBEsol+U results. Defects are given in Kröger-Vink notation. Valence and conduction band 

regions are represented by the shaded areas, with the band gap region between them. 

 

 

Figure 6.12 – Thermodynamic transition level diagrams of extrinsic defects in La2NiO4 

under (a) O-rich, (b) IT-SOFC and (c) O-poor operating conditions, calculated from HSE06 

results. Defects are given in Kröger-Vink notation. Valence and conduction band regions are 

represented by the shaded areas, with the band gap region between them. 
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Table 6.16 – Neutral defect formation energies (in eV) of extrinsic defects in La2NiO4 at the 

O-rich (A) and O-poor (B) limits, and under IT-SOFC operating conditions (ΔµO = -0.78 eV, 

ΔµLa = -7.87 eV and ΔµNi = -2.45 eV, corresponding to T = 700 K and p(O2) = 0.21 atm), 

along with their first ionization levels (in eV), calculated from PBEsol+U and HSE06 results. 

Method Defect Type 
O-rich/La-,  

Ni-poor 
IT-SOFC 

O-poor/La-,  

Ni-rich 
ε(0/±𝟏) 

PBEsol+U 𝐶𝑎𝐿𝑎
′  p-type -0.19 0.14 1.37 0.04 

 𝑆𝑟𝐿𝑎
′  p-type -0.69 -0.35 0.87 0.04 

 𝐵𝑎𝐿𝑎
′  p-type -0.64 -0.30 0.92 0.05 

 𝐶𝑜𝑁𝑖
•  n-type 0.77 0.43 -0.79 1.05 

 𝐹𝑒𝑁𝑖
•  n-type 1.45 1.12 -0.11 1.48 

 𝑀𝑛𝑁𝑖
•  n-type 1.65 1.31 0.09 1.85 

HSE06 𝐶𝑎𝐿𝑎
′  p-type -0.33 0.01 1.24 0.36 

 𝑆𝑟𝐿𝑎
′  p-type -0.72 -0.38 0.85 0.35 

 𝐵𝑎𝐿𝑎
′  p-type -0.52 -0.18 1.04 0.31 

 𝐶𝑜𝑁𝑖
•  n-type 0.07 -0.27 -1.49 1.69 

 𝐹𝑒𝑁𝑖
•  n-type 1.27 0.93 -0.30 2.27 

 𝑀𝑛𝑁𝑖
•  n-type 1.36 0.80 -0.20 2.98 

 

HSE06 calculations yield lower formation energies for all defects except 𝐵𝑎𝐿𝑎
′ , when 

compared to PBEsol+U. Under O-rich environments, A-site dopants (p-type defects) are 

calculated to have lower formation energies than B-site dopants (n-type defects), as 

expected. All A-site dopants have negative formation energies, suggesting that they are 

easily accepted into the lattice. PBEsol+U and HSE06 calculate formation energies to 

increase (and hence stability to decrease) in the order 𝑆𝑟𝐿𝑎
′  < 𝐵𝑎𝐿𝑎

′  < 𝐶𝑎𝐿𝑎
′ < 𝐶𝑜𝑁𝑖

• < 𝐹𝑒𝑁𝑖
•  < 

𝑀𝑛𝑁𝑖
• . Under O-rich environments, the n-type defects (B-site dopants) have lower (and 

negative) formation energies, with calculated values increasing in the order 𝐶𝑜𝑁𝑖
• < 𝐹𝑒𝑁𝑖

•  < 

𝑀𝑛𝑁𝑖
•  < 𝑆𝑟𝐿𝑎

′  < 𝐵𝑎𝐿𝑎
′  < 𝐶𝑎𝐿𝑎

′  for both methods. Under IT-SOFC conditions, among the analysed 

p-type defects, 𝑆𝑟𝐿𝑎
′  possesses the lowest formation energies, while 𝐶𝑜𝑁𝑖

•  is the n-type 

impurity to possess the lowest values. Under all analysed chemical environments, all A- and 

B-site dopants possess formation energies lower than 1.5 eV (except for 𝑀𝑛𝑁𝑖
•  under O-rich 
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atmosphere as calculated by PBEsol+U), indicating the selected dopants would be easily 

accepted into the La2NiO4 lattice upon doping under a wide range of chemical environments. 

The origin of charge carriers and the potential contribution of dopants to p- and n-

type conductivity were also investigated. PBEsol+U calculates all A-site dopants to have 

very shallow 0/-1 transition levels (~0.05 eV above the VBM), suggesting their potential 

contribution to band-like p-type conduction. Experimentally, A-site dopants are observed to 

increase the material’s electrical conductivity, but their p-type conduction mechanism has 

not been elucidated [329,332,350]. The contribution of A-site dopants to band conductivity 

occurs especially at O-richer environments, under which these defects are uncompensated. 

Under O-poor and IT-SOFC conditions, the intersection of the -1 state of 𝑆𝑟𝐿𝑎
′  and 𝐵𝑎𝐿𝑎

′  

with the +1 state of 𝐹𝑒𝑁𝑖
•  and 𝑀𝑛𝑁𝑖

•  will cause pinning of the Fermi level at higher energies, 

hindering band-like p-type conduction in the co-doped material. The addition of B-site 

dopants in co-doped systems could then facilitate other conductivity mechanisms, such as 

small polaron hopping. Therefore, the mechanism of p-type conductivity in this material is 

sensitive to the oxygen chemical potential and can change in doped and co-doped systems. 

Among n-type defects, 𝑀𝑛𝑁𝑖
•  has shallow 0/+1 transition level, 0.15 eV below the CBM, and 

hence its introduction could potentially deteriorate p-type conductivity by trapping electron 

holes, in line with experimental observations [329,352]. HSE06, on the other hand, predicts 

all A-site dopants to have their 0/-1 transition levels located deeper into the band gap, at 

approximately 0.3 eV above the VBM. Hence, they are unlikely to contribute to band-like 

p-type conduction. The same is observed for B-site dopants, which suggests that electron 

holes would not be trapped by these species. Under IT-SOFC conditions, the -1 charge state 

of all A-site dopants is compensated by the +1 states of B-site dopants, pinning the Femi 

level further into the band gap, indicating that no band-like p-type conduction would be 

observed in the co-doped material and alternative conduction mechanisms such as polaron 

hopping might be favoured. Therefore, even though PBEsol+U does not satisfactorily the 

thermodynamic stability of the material, it provides a better description of the extrinsic 

defect chemistry of A- and B-site doped La2NiO4, as it predicts A-site dopants to contribute 

to band-like p-type conductivity, and some B-site dopants (𝑀𝑛𝑁𝑖
• ) to act as hole traps, 

hindering electronic conduction, in agreement to experimental observations 

[329,332,350,352]. 
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6.10 Conclusions 

The structural, electronic and defect properties of orthorhombic Bmab La2NiO4 have 

been investigated using PBEsol+U and HSE06 calculations. A +U correction was added to 

O 2p states (in addition to Ni 3d states) to try and correct the SIE, which has not been done 

in previous theoretical work.  Both methods were shown to provide a good description of 

the structural parameters, magnetic properties and valence band features of the material. 

However, while PBEsol+U calculates indirect and direct band gaps of 2.00 eV and 2.63 eV, 

HSE06 results predict indirect and direct band gaps of 3.44 eV and 4.05 eV, in closer 

agreement to valence band photoemission spectroscopy [36,369], electron energy loss 

spectroscopy [370] and oxygen K-edge X-ray absorption measurements [341], which yield 

a charge excitation band gap of at least 4 eV. HSE06 also correctly predicts the material to 

be thermodynamically unstable, while PBEsol+U does not.  

The stability of oxygen defects in La2NiO4 was also investigated, with both 

PBEsol+U and HSE06 predicting oxygen interstitials to be the dominant defect in the RP 

oxide. HSE06 calculations yield negative formation energies for interstitials under all 

relevant chemical potential environments, suggesting the spontaneous uptake of excess 

lattice oxygen, in agreement with experimental results. Both methods predict oxygen 

vacancies to be preferably located at the equatorial site (𝑉𝑂2
•• ) of the NiO6 octahedron rather 

than in an axial position (𝑉𝑂1
•• ), as the introduction of oxygen defects at the O2 site causes 

less structural distortions. The observed results also reflect the distinct chemical 

environments experienced by O1 and O2 oxygens, which are located at the edge of the 

perovskite/rocksalt layers and within the perovskite block, respectively. 

The potential effects of aliovalent A- (Ca(II), Sr(II) and Ba(II)) and B-site (Co(III), 

Fe(III), Mn(III)) doping on the ionic and electronic conduction properties of La2NiO4 were 

also studied. To the best of our knowledge, there is no comprehensive theoretical study in 

the literature systematically investigating a range of dopants. In this thesis, the use of the 

same methodology to analyse a range of different dopants yields consistent results and 

allows an appropriate comparison among dopants to determine which would be the most 

beneficial to MIEC properties. Furthermore, existing theoretical work does not take into 

consideration the material’s defect properties under different chemical environments, hence 

their comparison to experiment is dubious. Here, this is done through the addition of 

chemical potential terms in the calculation of defect formation energies. A-site doping is 
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predicted to preferentially result in the formation of electron holes located at Ni sites through 

an electronic charge compensation mechanism. Sr-substitution yields the lowest defect 

formation energies, as it alleviates tensions arising from the mismatch of the intergrown LaO 

and NiO2 layers in the RP oxide. Still, all analysed dopants possess low formation and 

binding energies and hence would be easily accepted into the lattice and should not act as 

hole traps. The analysis of the transition levels between different charge states obtained from 

PBEsol+U calculations indicate that A-site doping can enhance the material’s p-type 

conductivity under IT-SOFC conditions, due to their shallow 0/-1 transition levels and low 

formation energies. However, these defects are compensated by the +1 state of B-site 

dopants, pinning the Fermi level at higher energies and suggesting that co-doping could 

hinder electrical conductivity or change its mechanism from band-like conduction to small 

polaron hopping. There is no previous theoretical study in literature analysing the transition 

level diagrams of this material; hence, in this thesis it is shown for the first time how co-

doping, despite increasing the number of charge carriers in the system, can be detrimental to 

its conduction properties.  

B-site doping is preferably charge compensated through an ionic mechanism, 

resulting in the generation of oxygen interstitials. Co-substitution yields the lowest defect 

formation energies due to steric effects and the release of stresses in the structure. Co(III) 

and Mn(III) have no tendency to trap oxygen interstitials around them and hence can 

potentially improve ionic conduction properties. Fe-doping, on the other hand, might lead to 

defect trapping, which is likely to inhibit ionic conductivity improvements resulting from 

increased oxygen interstitial content. According to PBEsol+U results, Mn-doping can 

potentially hinder p-type conductivity by trapping electron holes, due to its shallow 0/+1 

transition level and low formation energy.  

The obtained results suggest that Sr(II) and Co(III) would be the most beneficial 

dopants to the electronic and ionic conduction properties of the material, respectively. 

Current experimental work focus on the investigation of Sr(II) and Fe(III) co-doped systems 

[386-388]. In this thesis, in which a range of dopants is analysed and compared using the 

same methodology, Fe(III) was predicted to be detrimental to ionic conduction properties. 

Hence, it is then possible to suggest that a more thorough experimental investigation on 

Sr(II) and Co(III) co-doped systems is needed. Further theoretical work is also necessary to 

determine how Sr(II) and Co(III) co-doping would influence the defect chemistry and 
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conduction properties of the system, since A- and B-site doping have been shown to affect 

the material’s transport properties in different ways. Experimentally, a trade-off between 

ionic and electronic conductivity usually has to be achieved. 



 

Chapter 7 

Conclusions and future work 

 

7.1 Conclusions 

In this thesis, two perovskite-based materials were investigated by means of first 

principles calculations and molecular dynamics simulations. Their defect chemistry and 

conduction properties were evaluated, aiming their application as electrolyte and cathode 

materials in intermediate temperature solid oxide fuel cells.  

Firstly, DFT+U calculations were carried out to investigate the impact of thirteen 

divalent dopants (Ni(II), Sn(II), Mg(II), Zn(II), Co(II), Fe(II), Pt(II), Mn(II), Pd(II), Ca(II), 

Sr(II), Pb(II) and Ba(II)) in the defect chemistry and local structure of LaGaO3. To the best 

of our knowledge, there is no previous theoretical study analysing the potential influence of 

a range of divalent dopants in the conduction properties of LaGaO3 using density functional 

theory calculations. The systematic evaluation of dopants presented here makes it possible 

to rationalize the observed differences in the material’s defect chemistry upon doping with 

distinct divalent cations. Such differences were related to steric factors, electronic effects 

and local structural distortions, which are difficult to be evaluated in such detail 

experimentally and were explained in depth in this thesis. The crystal and electronic structure 

of the perovskite were examined using the GGA PBE, the meta-GGA SCAN and the hybrid 

HSE06 functionals, to determine which method would provide the best description of the 

material’s defect properties. The meta-GGA SCAN was observed to superiorly describe the 

geometry and electronic structure of the perovskite, and hence was used for defect 

calculations. Aliovalent doping in LaGaO3 results in the creation of one charge 

compensating vacancy for every two divalent dopants introduced; the lowest energy 

structure for each doped system was calculated, with vacancies being observed to preferably 

occupy a nearest neighbour site to all dopants, as a result of Coulombic effects. Ba(II), the 

largest analysed dopant, was the only exception; vacancies are preferably located next-

nearest-neighbour to it due to steric effects overcoming electrostatic effects. All dopants 

were tested in both La- and Ga-sites, to determine where they would preferentially lie; 

smaller dopants, with ionic radii up to 0.86 Å preferably occupy the perovskite’s B-site, 
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while bigger dopants go to the A-site. Interestingly, Sn(II), which was expected to be a Ga-

site dopant due to its small size (0.81 Å), presented a dual behaviour, being a Ga-site dopant 

under La-rich chemical environments, and a La-site dopant under Ga-rich atmospheres due 

to electronic effects. The doping energy was calculated for all dopants, to evaluate how easily 

they are accepted into the lattice and if there would be any tendency to dopant segregation 

upon their introduction. For A-site dopants, the magnitude of the doping energies was 

observed to be strictly related to dopant size, with Sr(II) and Ba(II) presenting the lowest 

values. Pb(II) presented the highest doping energy among the A-site dopants, as a result of 

its asymmetric electron density due to the formation of a sterically active “lone pair” of 

electrons. For B-site dopants, on the other hand, steric effects do not fully describe the 

variation of doping energy values; transition metals are not perfectly spherical due to their 

partially filled d orbitals; hence electronic structure effects also play a role. Fe(II) and Co(II) 

presented the lowest doping energies, while Sn(II), Pd(II) and Pt(II) presented the highest 

values. Sn(II) also possesses an asymmetric electron density due to lone pair formation, 

while Pd(II) and Pt(II) d8 electron configuration favours square-planar (and not octahedral) 

coordination. The short- and long-range association energies were also calculated for each 

dopant, to evaluate their tendency to trap charge compensation vacancies around them in 

regions of uniform (high) or non-uniform (low) dopant concentration, respectively. Sr(II), 

Ca(II) and Ba(II) presented the lowest (and very similar) association energy values among 

the A-site dopants. For B-site dopants, distortions to the local structure introduced upon 

doping were observed to be strictly related to the magnitude of association energies. Such 

structural distortions are a result of steric and electronic effects, and of dopants trying to 

reach similar M(II)-O bond lengths and coordination environments to those observed in their 

native MO oxides. Pd(II), Sn(II) and Pt(II) were the dopants to introduce the most significant 

distortions to the perovskite lattice and hence presented the highest association energies, 

indicating that vacancies would likely be trapped around these dopants. Mg(II) and Ni(II), 

on the other hand, are the dopants to introduce the least amount of distortions, and hence 

present the lowest association energies. Mg(II) was predicted as the best Ga-site dopant 

aiming solid oxide electrolyte applications, due to its low doping energy associated to low 

short- and long-range association energies, suggesting it would be easily incorporated into 

the perovskite lattice and would not result in vacancy trapping. Co(II), Fe(II) and Zn(II) also 

possess comparatively low doping and association energies, and hence could be used as 
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dopants aiming cathode applications, as transition metal doping in LaGaO3 has been reported 

to generate mixed ionic and electronic conduction. Among the A-site dopants, Sr(II) and 

Ba(II) should result in the greatest improvements to the ionic conduction properties of 

LaGaO3. Therefore, this chapter provided fundamental understanding on the suitability of 

dopants to enhance the perovskite’s ionic conductivity properties aiming IT-SOFC 

electrolyte applications. The results presented here suggest that co-doping of the A-site with 

Sr(II) and Ba(II) along with B-site doping with Mg(II) might be the most favourable strategy 

to improve ionic conduction properties, and should serve as a guide to future experimental 

work, which can evaluate quantities such as the solubility limits of the individual dopants 

and concentration effects on ionic conductivity and activation energies on such systems, for 

example. 

As Sr(II) and Mg(II) are among the best dopants to improve LaGaO3 ionic 

conduction properties according to DFT results, and the La1-xSrxGa1-yO3-δ (LSGM) system 

attracts considerable interest from experimentalists as IT-SOFC electrolyte, a Dipole 

Polarizable Ion Model (DIPPIM) force field was parametrized from DFT data to predict the 

ionic conductivity behaviour of the LSGM perovskite in the 873-1273 K temperature range. 

This theoretical parametrization is an improvement from previous theoretical work, which 

relied on the empirical derivation of force fields to reproduce specific experimental 

properties, resulting in non-transferable IPs consisting of parameters extracted from 

difference sources. Here, a force-matching procedure to DFT data yields a force field of ab 

initio quality, which can in the future be used to study the different thermodynamic states of 

LaGaO3, such as surfaces and interfaces (e.g. grain boundaries) which are technologically 

important for the further development of SOFCs. Our force field was fitted to forces, dipoles 

and stresses obtained from DFT (SCAN) calculations, with a total objective function of 0.24 

being obtained, indicating the good quality of the IP. Molecular dynamics simulations were 

then carried out to investigate the ionic conductivity, activation energies of diffusion and 

local structure changes in singly- (LSG and LGM) and co-doped (LSGM) systems. There is 

no previous theoretical work in literature comprehensively and systematically analysing the 

influence of a wide range of dopant concentrations and temperatures on the ionic conduction 

properties of LSGM systems, using the same methodology and hence obtaining consistent 

results. A systematic theoretical investigation is also necessary to address the significant 

variation in the existing experimental data, with little agreement on the ionic conductivity 
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values of the LSGM system, due to the different synthesis conditions employed in distinct 

studies, and the resulting variety of grain sizes, sample densities, presence of impurities and 

secondary phases. DIPPIM results are in agreement with the lower end of experimental data. 

Experimental activation energies are usually higher, as the formation of secondary phases, 

not considered in the molecular dynamics simulations presented here, increases the barrier 

for oxide ion transport. 

 Ionic conductivity was observed to increase with dopant content, reaching its 

maximum value for samples with total dopant concentration of around 20 mol% (LSG20, 

LGM20 and LSGM1010), and decreasing after that. The observed ionic conductivity 

decrease is a result of dopant-vacancy and vacancy-vacancy interactions, which are more 

intense for higher dopant content. Vacancies repel each other due to their effective positive 

charge, and hence are ordered throughout the lattice, being trapped in systems with higher 

vacancy content. Strontium is predicted to trap vacancies in its second coordination shell; 

the distribution of oxygen vacancies at NN, NNN and NNNN sites around the A-site dopant 

were evaluated, with NN and NNNN shells being depleted and NNN sites being 

overpopulated with respect to a random distribution of vacancies. These results suggest that 

vacancies are trapped at NNN sites to Sr ions. Magnesium, on the other hand, has a different 

local coordination environment; dopant-vacancy interactions result in all the NN, NNN and 

NNNN coordination shells around the B-site dopant being overpopulated with respected to 

a random distribution of vacancies. As none of these coordination shells are depleted, 

vacancies are free to move among NN, NNN and NNNN sites, which might be beneficial to 

ionic conduction properties. In fact, LGM systems present higher ionic conductivity values 

than LSG samples at same dopant content, due to the distinct dopant-vacancy interactions 

observed in the two systems. Therefore, dopant-vacancy interactions are observed to depend 

on dopant identity. Vacancy ordering, on the other hand, is independent of dopant identity, 

as it occurs in LSG, LGM, LSGM and average cation LaGaO3 systems, in which dopant 

effects are neglected. The analysis of the local structure in ac-LaGaO3 and comparison of 

the obtained results with LSG, LGM and LSGM systems, revealed that dopant-vacancy 

interactions might have a stronger influence than vacancy ordering in ionic conduction 

properties. The magnitude of the activation energy of diffusion is also dopant dependent; 

Mg(II) is expected to introduce more lattice distortions due to its ionic radii; as a result, for 

the same dopant concentration, activation energies are bigger for LGM than for LSG. For 
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co-doped samples, a larger variation in activation energy was observed for varying Mg(II) 

(rather than Sr(II)) content. The preferred strategy of experimentalists is to rely on Sr-doping 

to enhance ionic conductivity; the main purpose of Mg addition is its resulting lattice 

expansion, aiming to increase the solubility limit of Sr. The results presented in this thesis 

show how differently vacancy ordering occurs around A- and B-site dopants, indicating that 

Mg-doping yields more significant ionic conductivity improvements and results in less 

dopant-vacancy interactions, indicating that experimental strategies should prioritize B-site 

doping in the perovskite.  

Finally, the crystal and electronic structure, and the defect chemistry of A- and B-

site doped La2NiO4, a potential IT-SOFC cathode, was also investigated using PBEsol+U 

and HSE06 calculations. While both methods provide a good description of the structural 

parameters, HSE06 superiorly describes the material’s electronic structure (band gap and 

conduction band features), calculating indirect and direct band gaps of 3.44 eV and 4.05 eV, 

respectively, comparable to the experimentally measured charge excitation band gap of 4 

eV, while PBEsol+U calculates indirect and direct band gap values of 2 eV and 2.63 eV. 

The stability of oxygen defects (vacancies and interstitials) was investigated, with oxygen 

interstitials being predicted to be the dominant defect in the material under all investigated 

chemical environments. The impact of A- and B-site doping on the ionic and electronic 

conduction properties of La2NiO4 was also evaluated. To the best of our knowledge, the 

work presented here is the first theoretical study systematically investigating the influence 

of a range of dopants in the material’s defect chemistry, allowing an appropriate comparison 

among dopants to determine which would be the most beneficial to MIEC properties. A-site 

doping with Ca(II), Sr(II) and Ba(II) preferentially results in the formation of electron holes 

located at Ni sites (electron compensation mechanism), rather than the formation of oxygen 

vacancies (ionic compensation mechanism). All analysed A-site dopants present low 

formation enthalpies and binding energies, suggesting that they would be easily accepted 

into the lattice and would not act as hole traps. Sr-doping presents the lowest defect 

formation energies. B-site doping, on the other hand, is preferably charge compensated by 

the formation of oxygen interstitials (ionic mechanism), rather than the formation of an 

electron localized on Ni cations (electronic compensation). Co(II) doping presents the lowest 

defect formation energies. The calculation of binding energies indicate that Fe(III) has a 

tendency to trap oxygen interstitials, which could potentially inhibit any ionic conductivity 
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improvements arising from increased oxygen interstitial content. Co(III) and Mn(III), on the 

other hand, have no tendency to defect trapping. The thermodynamic transition levels of 

intrinsic and extrinsic defects in La2NiO4 were also calculated, aiming to evaluate the origin 

and mechanisms of p-type conductivity if the material. A-site doping is expected to enhance 

the material’s p-type conduction under IT-SOFC conditions according to PBEsol+U results, 

as a result of their shallow 0/-1 transition levels. However, in co-doped systems, A-site 

defects are compensated by the +1 state of B-site dopants, pinning the Fermi level at higher 

energies and hindering band-like p-type conduction. Still, co-doping could lead to a change 

in the p-type conduction mechanism to small polaron hopping. Mn(II) is also predicted to 

hinder p-type conductivity due to its shallow 0/+1 transition level, which could lead to 

electron hole trapping. This study analyses the transition level diagrams of this material for 

the first time, revealing how co-doping, despite increasing the number of charge carriers in 

the system, can be detrimental to its conduction properties. The obtained results indicate that 

Sr(II) and Co(II) would be the most beneficial dopants to the electronic and ionic properties 

of La2NiO4, respectively. As A- and B-site doping affect the material’s transport properties 

in different ways, a trade-off between ionic and electronic conductivity improvement needs 

to be achieved.  

 

 

7.2 Future work 

Co-doping (Ca/Sr and Ba/Sr) of the A-site in LaGaO3 has been investigated by means 

of DFT calculations; it has been concluded that if the average size of the chosen dopants 

does not match the perovskite’s ideal ionic radius, an average of the properties (doping and 

association energies) of the singly doped systems will be observed. If the average dopant 

size is close to the ideal radius, co-doping will then improve ionic conduction properties. 

Future work will also be carried out to determine the ideal ionic radius for B-site dopants; 

as Mg(II), Co(II), Fe(II) and Zn(II) were predicted to have low doping and association 

energies, different combination of B-site dopants will be tested to determine which would 

result in the greatest improvements for ionic conduction properties, aiming both electrolyte 

(where ionic conduction is paramount) and cathode (where mixed ionic-electronic 

conduction is key) applications. 
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As much of the research has focused on optimising the composition of doped-

LaGaO3 systems and evaluating its defect (dopant and vacancy) interactions, the limit of 

chemical optimisation in this field has been quickly approached. Therefore, to further 

improve its ionic conduction properties as an IT-SOFC electrolyte, mechanical optimisation 

routes can also be investigated. As there has been little theoretical investigation on the impact 

of surface terminations and strain on the oxide ion conductivity of LSGM, future work aims 

to use MD simulations with the DIPPIM force field derived in Chapter 5 to investigate 

structural parameters, ionic conductivity and activation energies for oxide diffusion at 

surfaces of LSGM systems for a range of dopant concentrations, temperatures and biaxial 

tensile strain levels. The obtained data will be compared to the bulk LSGM results presented 

in Chapter 5, providing an understanding of the influence of surfaces and strain on the 

perovskite’s ionic conductivity aiming its application as electrolyte in IT-SOFCs.  

The interface between two crystallites with distinct orientations is called a grain 

boundary (GB) and its structure and composition strongly affect the physicochemical 

properties of the material, as interfaces have unique chemistry when compared to the bulk. 

For example, defects and impurities that result from chemical doping can be segregated near 

the GBs, altering its local structure and hence significantly interfere in the ionic properties 

of polycrystalline solids. While most studies are performed to understand the structure of 

GBs focus on pure perovskites and on other materials that are commercially used as 

electrolytes, such as YSZ and doped ceria, there is a lack of understanding on the structure 

and composition of GBs in LaGaO3. Therefore, the DIPPIM force field derived in Chapter 

5 will be used to evaluate the mechanisms of dopant and vacancy segregation at GBs and 

how they affect the physicochemical properties of LaGaO3, aiming to improve its application 

as IT-SOFC electrolyte. MD simulations will be carried out to understand the behaviour of 

impurities, defects and the influence of GBs on the ionic conductivity as a function of 

temperature and vacancy concentration. The obtained results can be compared to those of 

the corresponding surfaces, to evaluate if there is any tendency of vacancy or doping 

segregation at the grain boundary, which could potentially hinder ionic conductivity. 

Finally, as Sr(II) and Co(III) were determined as the best A- and B-site dopants in 

La2NiO4, respectively, further work is necessary to determine how Sr(II) and Co(III) co-

doping would influence the defect chemistry and conduction properties of the system, since 

A- and B-site doping have been shown to affect the material’s transport properties in 
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different ways. The 𝑆𝑟𝐿𝑎
′ + 𝐶𝑜𝑁𝑖

∙  cluster will be investigated, to evaluate the likelihood of its 

formation under IT-SOFC environments, and compared to the  𝑆𝑟𝐿𝑎
′ + 𝐹𝑒𝑁𝑖

ꞏ  cluster, which 

is widely considered experimentally. After the most suitable combination of dopants have 

been determined, ab initio data will be generated, so the theoretical parametrization of a 

Dipole Ion Polarizable Ion Model can be carried out, to model oxygen interstitial diffusion 

in co-doped La2NiO4, with a range of dopant concentration and temperatures.  

When interatomic potentials for both LSGM and La2NiO4 systems have been 

derived, the interfaces between LSGM and LNO can be generated to evaluate their effect on 

SOFC operation, i.e. to investigate oxygen and cation diffusion across the interface, or 

dopant/vacancy segregation at the interface, aiming the development of efficient cathode-

electrolyte systems for IT-SOFC applications.



 

Appendix  

 

Unrealistic dipole values were obtained from the Wannier analysis of the DFT data 

corresponding to the Pbnm and Pm3m phases containing a total dopant concentration of 50 

mol%. From Figure A.1 (b) and (c), it is possible to observe that the calculated DFT dipoles 

cover a much wider range than expected (as presented in Figure A.1(a) for the R3c phase 

with same dopant content, in which Wannier analysis yielded the correct dipoles). This is 

most likely due to an error during Wannier analysis (and not on the DFT data itself), as the 

obtained forces and stresses for these frames are correct. Still, the dipole terms in the force 

field presented in Chapter 5 were fitted to the remaining 22 DFT frames with correct dipole 

terms. It is possible to observe in Figure A.1 (b) and (c) that the magnitude of FF dipoles, 

despite not matching the (inaccurate) Wannier results, are within a sensible range.  

 

 

Figure A.1 – Comparison between dipoles (along the x, y and z axes) obtained calculated 

from DFT (Wannier analysis) and the DIPPIM force field, for the (a) R3c, (b) Pbnm and (c) 

Pm3m phases containing dopant concentration of 50 mol%. Despite the unrealistic values 

obtained from Wannier analysis for the Pbnm and R3c phases, the force field still calculates 

dipoles within a sensible range. 

 

Tables A.1-A.4 show the calculated diffusion coefficients (from the linear fit of the 

MSD) and ionic conductivity (from the Nernst-Einstein Equation) for orthorhombic and 

rhombohedral LSG and LGM systems, for dopant concentrations ranging between 5 mol% 

and 25 mol%, and temperatures in the 873-1273 K interval. Errors are given as standard 

error. 
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Table A.1 – Calculated diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities (σ, 

in mS cm-1) of orthorhombic (Pbnm) La1-xSrxGaO3-δ, with x = 0.10, 0.15, 0.20, 0.25, 0.30, 

0.35, at 873, 1073 and 1273 K. Values in bold are the highest obtained value for a given 

temperature. 

 873 K 1073 K 1273 K 

x 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.10 1.71±0.10 7.37±0.42 8.82±0.03 37.916±0.12 23.61±1.14 100.92±4.88 

0.15 1.70±0.47 7.25±2.00 8.99±0.65 38.337±2.79 27.15±0.95 115.07±4.01 

0.20 1.50±0.09 6.69±0.40 9.60±0.52 40.609±2.22 28.69±0.30 120.59±1.28 

0.25 1.22±0.15 5.13±0.63 8.83±0.35 37.022±1.48 27.68±1.75 115.36±7.29 

0.30 0.84±0.06 3.50±0.24 6.59±0.08 27.384±0.33 26.93±0.30 111.18±1.22 

0.35 0.94±0.02 3.90±0.08 6.11±0.19 25.152±0.80 24.63±0.56 100.79±2.29 

 

Table A.2 – Calculated diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities (σ, 

in mS cm-1) of rhombohedral (R3c) La1-xSrxGaO3-δ, with x = 0.10, 0.15, 0.20, 0.25, 0.30, 

0.35, at 873, 1073 and 1273 K. Values in bold are the highest obtained value for a given 

temperature. 

 873 K 1073 K 1273 K 

x 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.10 1.83±0.03 7.92±0.12 9.58±0.08 41.19±0.36 24.25±0.48 103.68±2.03 

0.15 1.31±0.22 5.60±0.95 8.80±0.35 37.53±1.47 26.37±2.76 111.78±11.68 

0.20 1.41±0.02 5.98±0.10 9.39±0.01 39.72±0.02 28.37±0.57 119.26±2.40 

0.25 1.50±0.25 6.34±1.06 8.76±0.18 36.71±0.77 30.44±0.15 126.82±0.62 

0.30 1.29±0.08 5.38±0.34 7.93±0.12 32.94±0.49 28.38±1.91 117.20±7.88 

0.35 0.94±0.08 3.90±0.32 7.00±0.42 28.83±1.74 27.02±1.02 110.55±4.18 
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Table A.3 – Calculated diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities (σ, 

in mS/cm) of orthorhombic (Pbnm) LaGayMg1-yO3-δ, with y = 0.05, 0.10, 0.15, 0.20, 0.25, 

0.30 and 0.35 at 873, 1073 and 1273 K. Values in bold are the highest for a given T. 

 873 K 1073 K 1273 K 

x 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.05 1.04±0.19 4.50±0.83 6.68±0.60 28.84±2.57 15.93±0.12 68.47±0.50 

0.10 1.50±0.06 6.47±0.26 8.92±0.24 38.14±1.02 25.51±1.08 108.61±4.58 

0.15 1.58±0.06 6.71±0.25 9.80±0.19 41.48±0.82 28.65±0.66 120.71±2.76 

0.20 1.36±0.17 5.71±0.71 9.74±0.14 40.85±0.61 32.83±0.32 136.99±1.32 

0.25 1.46±0.16 6.10±0.68 9.13±0.42 37.91±1.76 34.29±1.49 141.67±6.10 

0.30 0.84±0.04 3.47±0.15 7.01±0.24 28.83±1.01 31.06±0.44 127.06±1.77 

0.35 0.92±0.15 3.76±0.60 9.43±0.20 30.28±8.06 27.57±0.48 111.75±1.96 

 

Table A.4 – Calculated diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities (σ, 

in mS/cm) of rhombohedral (R3c) LaGayMg1-yO3-δ, with y = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30 

and 0.35 at 873, 1073 and 1273 K. Values in bold are the highest obtained value for a given 

temperature. 

 873 K 1073 K 1273 K 

x 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.05 1.19±0.11 5.15±0.46 6.25±0.25 26.99±1.06 16.78±0.50 72.15±2.14 

0.10 1.32±0.18 5.66±0.78 9.56±0.78 40.92±0.34 25.31±0.30 107.76±1.27 

0.15 1.15±0.24 4.90±1.10 10.48±0.61 44.40±2.60 30.04±0.26 126.60±1.11 

0.20 1.36±0.06 5.72±0.23 9.38±0.13 39.37±0.55 32.14±1.32 134.09±5.49 

0.25 1.08±0.03 4.50±0.14 9.66±1.03 40.14±4.27 32.85±0.28 135.71±1.14 

0.30 1.14±0.03 4.69±0.11 9.18±0.34 37.74±1.38 33.74±2.96 137.98±12.03 

0.35 0.80±0.05 3.27±0.22 8.36±1.25 34.06±5.09 34.40±0.37 139.36±1.55 

 

Table A.5 and A.6 present the number of vacancies surrounding A-site and B-site 

cations in rhombohedral LSG and LGM systems, respectively. The number of vacancies 

located at NN, NNN and NNNN sites were calculated through the integration of the RDF 

peaks. Tables A.7 and A.8 present the number of oxygen vacancies surrounding another 

oxygen vacancy in six distinct coordination environments, for rhombohedral LSG and LGM, 

respectively.  
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Table A.5 – Number of oxygen vacancies surrounding A-site cations (La and Sr) in 

rhombohedral (R3c) La1-xSrxGaO3-δ (x = 0.10, 0.15, 0.20, 0.25, 0.30, 0.35) at 1073 K, 

occupying the nearest-neighbour (NN), next-nearest-neighbour (NNN) and next-next-

nearest-neighbour (NNNN) positions. La-O corresponds to a random distribution of 

vacancies where no defect ordering has occurred.  

x 
La-O  La-vac Sr-vac  

NN NNN NNNN NN NNN NNNN NN NNN NNNN 

# sites 12 24 24 12 24 24 12 24 24 

0.10 0.199 0.399 0.395 0.206 0.344 0.391 0.132 0.890 0.449 

0.15 0.302 0.603 0.597 0.322 0.482 0.600 0.182 1.278 0.609 

0.20 0.399 0.798 0.790 0.435 0.616 0.802 0.250 1.519 0.771 

0.25 0.501 1.004 0.992 0.562 0.771 1.013 0.313 1.688 0.966 

0.30 0.603 1.209 1.194 0.689 0.886 1.214 0.399 1.942 1.191 

0.35 0.700 1.403 1.386 0.809 1.011 1.412 0.495 2.118 1.386 

 

Table A.6 – Number of oxygen vacancies surrounding a B-site cation (Ga or Mg) in 

rhombohedral (R3c) LaGa1-yMgyO3-δ (y = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35) at 1073 K, 

occupying the nearest-neighbour (NN), next-nearest-neighbour (NNN) and next-next-

nearest-neighbour (NNNN) positions. Ga-O corresponds to a random distribution of 

vacancies where no defect ordering has occurred.  

y 
Ga-O Ga-vac  Mg-vac  

NN NNN NNNN NN NNN NNNN NN NNN NNNN 

# sites 6 24 30 6 24 30 6 24 30 

0.05 0.051 0.203 0.254 0.050 0.189 0.248 0.069 0.473 0.376 

0.10 0.100 0.399 0.499 0.099 0.364 0.482 0.112 0.724 0.668 

0.15 0.149 0.597 0.747 0.146 0.537 0.719 0.174 0.955 0.928 

0.20 0.198 0.792 0.990 0.192 0.705 0.965 0.227 1.166 1.123 

0.25 0.248 0.993 1.242 0.247 0.877 1.198 0.260 1.367 1.409 

0.30 0.299 1.194 1.493 0.302 1.071 1.447 0.299 1.514 1.642 

0.35 0.347 1.388 1.736 0.346 1.246 1.698 0.359 1.689 1.854 
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Table A.7 – Number of oxygen vacancies surrounding another oxygen vacancy in 

rhombohedral (R3c) La1-xSrxGaO3-δ (x = 0.10, 0.15, 0.20, 0.25, 0.30, 0.35) at 1073 K, 

occupying six different coordination shells. O-O corresponds to a random distribution of 

vacancies at the same temperature where no defect ordering has occurred.  

x 
O-O  vac-vac  

1st  2nd 3rd 4th 5th 6th 1st 2nd 3rd 4th 5th 6th 

0.10 0.136 0.018 0.502 0.192 0.281 0.552 0.052 0.068 0.228 0.290 0.281 0.256 

0.15 0.205 0.027 0.759 0.291 0.388 0.835 0.069 0.082 0.340 0.486 0.388 0.416 

0.20 0.271 0.036 1.004 0.385 0.511 1.105 0.111 0.119 0.444 0.514 0.511 0.525 

0.25 0.341 0.046 1.261 0.483 0.628 1.388 0.149 0.143 0.490 0.657 0.628 0.647 

0.30 0.410 0.055 1.518 0.582 0.731 1.671 0.208 0.188 0.614 0.760 0.731 0.795 

0.35 0.476 0.064 1.763 0.675 0.836 1.940 0.286 0.232 0.727 0.827 0.836 0.919 

 

Table A.8 – Number of oxygen vacancies surrounding another oxygen vacancy in 

rhombohedral (R3c) LaGa1-yMgyO3-δ (y = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35) at 1073 K, 

occupying six different coordination shells. O-O corresponds to a random distribution of 

vacancies where no defect ordering has occurred.  

y 
O-O  vac-vac 

1st  2nd 3rd 4th 5th 6th 1st 2nd 3rd 4th 5th 6th 

0.05 0.069 0.010 0.259 0.063 0.099 0.290 0.038 0.033 0.170 0.224 0.264 0.121 

0.10 0.135 0.019 0.508 0.123 0.195 0.568 0.062 0.043 0.300 0.370 0.350 0.305 

0.15 0.201 0.029 0.761 0.185 0.292 0.851 0.094 0.075 0.480 0.484 0.508 0.573 

0.20 0.267 0.038 1.009 0.245 0.387 1.129 0.111 0.105 0.567 0.579 0.586 0.794 

0.25 0.335 0.048 1.266 0.307 0.486 1.415 0.125 0.130 0.766 0.668 0.700 1.058 

0.30 0.403 0.058 1.522 0.369 0.584 1.702 0.135 0.140 0.951 0.716 0.787 1.370 

0.35 0.468 0.067 1.769 0.429 0.679 1.978 0.148 0.191 1.084 0.782 0.871 1.617 

 

Tables A.9-A.16 present the calculated diffusion coefficients (from the linear fit of 

the MSD) and ionic conductivities (from the Nernst-Einstein equation) for LSGM systems. 

Each table reports diffusion coefficients and ionic conductivity values for a fixed x and 

varying y, i.e., there are separate tables for x = 0.10, 0.15, 0.20 and 0.25. Errors are given as 

standard error. 
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Table A.9 – Calculated diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities (σ, 

in mS/cm) of orthorhombic (Pbnm) La0.9Sr0.1GayMg1-yO3-δ (x = 0.10), with y = 0.05, 0.10, 

0.15, 0.20, 0.25 at 873, 1073 and 1273 K. Values in bold are the highest for a given T. 

x = 0.10 873 K 1073 K 1273 K 

y 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.05 1.75±0.08 7.48±0.34 9.34±0.70 39.74±2.99 28.15±0.61 119.10±2.59 

0.10 1.84±0.18 7.78±0.75 10.22±0.13 43.02±0.56 31.15±1.17 130.44±4.91 

0.15 1.47±0.22 6.16±0.93 8.87±0.17 36.99±0.71 30.69±0.58 127.18±2.38 

0.20 1.40±0.11 5.82±0.47 8.08±0.46 33.33±1.88 29.84±1.56 122.48±6.38 

0.25 0.90±0.07 3.70±0.30 7.68±0.90 31.40±3.66 27.28±2.05 110.83±8.34 

 

Table A.10 – Diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities (σ, in 

mS/cm) of orthorhombic (Pbnm) La0.85Sr0.15GayMg1-yO3-δ (x = 0.15), with y = 0.05, 0.10, 

0.15, 0.20, 0.25 at 873, 1073 and 1273 K. Values in bold are the highest for a given T. 

x = 0.15 873 K 1073 K 1273 K 

y 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.05 1.63±0.21 6.90±0.90 8.72±0.19 36.81±0.81 28.53±1.49 119.73±6.24 

0.10 1.50±0.01 6.32±0.04 9.71±0.34 40.55±1.44 30.11±2.08 125.03±8.60 

0.15 1.29±0.14 5.35±0.58 8.19±0.44 33.86±1.83 28.32±0.13 116.37±0.52 

0.20 0.95±0.02 3.92±0.08 7.40±0.85 30.27±3.49 25.58±0.19 104.09±0.79 

0.25 0.87±0.31 3.56±1.27 7.00±0.10 28.35±0.37 23.86±0.56 96.07±2.24 

 

Table A.11 – Calculated diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities 

(σ, in mS/cm) of orthorhombic (Pbnm) La0.8Sr0.2GayMg1-yO3-δ (x = 0.20), with y = 0.05, 0.10, 

0.15, 0.20, 0.25 at 873, 1073 and 1273 K. Values in bold are the highest D and σ for a given 

T. 

x = 0.20 873 K 1073 K 1273 K 

y 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.05 1.56±0.24 6.55±0.99 8.50±0.01 35.57±0.01 26.92±0.34 111.96±1.40 

0.10 1.53±0.10 6.38±0.39 8.77±1.55 36.29±6.42 28.68±2.32 118.01±9.54 

0.15 1.18±0.03 4.88±0.10 6.33±0.61 25.95±2.49 26.37±0.92 107.40±3.70 

0.20 1.09±0.10 4.45±0.41 6.69±0.58 27.14±2.35 23.61±1.17 95.14±4.75 

0.25 0.74±0.10 3.01±0.40 7.00±0.65 28.32±2.62 21.98±2.19 87.66±8.74 
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Table A.12 – Calculated diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities 

(σ, in mS/cm) of orthorhombic (Pbnm) La0.75Sr0.25GayMg1-yO3-δ (x = 0.25), with y = 0.05, 

0.10, 0.15, 0.20, 0.25 at 873, 1073 and 1273 K. Values in bold are the highest for a given T. 

x = 0.25 873 K 1073 K 1273 K 

y 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.05 1.37±0.08 5.71±0.35 7.54±0.30 31.25±1.25 26.05±0.90 107.35±3.72 

0.10 1.27±0.20 5.23±0.84 6.50±0.22 26.66±0.92 25.31±1.34 103.22±5.48 

0.15 0.79±0.03 3.24±0.12 6.06±0.30 24.61±1.20 21.05±1.66 84.93±6.72 

0.20 0.88±0.03 3.56±0.11 6.03±0.61 24.22±2.47 21.96±1.79 87.67±7.23 

0.25 0.99±0.11 3.95±0.43 4.92±0.92 19.56±3.65 18.27±0.88 72.13±3.41 

 

Table A.13 – Calculated diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities 

(σ, in mS/cm) of rhombohedral (R3c) La0.9Sr0.1GayMg1-yO3-δ (x = 0.10), with y = 0.05, 0.10, 

0.15, 0.20, 0.25 at 873, 1073 and 1273 K. Values in bold are the highest for a given T. 

x = 0.10 873 K 1073 K 1273 K 

y 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.05 1.53±0.45 6.54±1.94 9.47±0.31 40.27±1.33 27.68±0.26 117.09±1.12 

0.10 1.74±0.14 7.37±0.57 9.34±0.80 39.35±3.38 29.75±0.52 124.61±2.18 

0.15 1.61±0.13 6.75±0.55 8.79±0.63 36.63±2.64 29.29±0.37 121.39±1.57 

0.20 1.40±0.23 5.81±0.97 8.93±0.68 36.85±2.78 30.95±0.64 126.91±2.62 

0.25 1.06±0.17 4.36±0.69 7.55±0.39 30.85±1.60 28.46±1.02 115.59±4.13 

 

Table A.14 – Calculated diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities 

(σ, in mS/cm) of rhombohedral (R3c) La0.85Sr0.15GayMg1-yO3-δ (x = 0.15), with y = 0.05, 0.10, 

0.15, 0.20, 0.25 at 873, 1073 and 1273 K. Values in bold are the highest for a given T. 

x = 0.15 873 K 1073 K 1273 K 

y 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.05 1.41±0.10 5.99±0.42 8.62±1.29 36.37±5.43 29.82±2.02 125.11±8.45 

0.10 1.84±0.19 7.73±0.78 10.43±0.90 43.56±3.76 29.64±1.81 123.03±7.50 

0.15 1.54±0.11 6.38±0.46 8.56±1.25 35.37±5.16 29.31±1.13 120.40±4.63 

0.20 1.35±0.24 5.56±0.99 7.65±0.67 31.30±2.74 28.45±1.71 115.70±6.92 

0.25 1.02±0.07 4.15±0.30 6.48±0.03 26.25±0.11 24.02±2.22 97.54±9.79 
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Table A.15 – Calculated diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities 

(σ, in mS/cm) of rhombohedral (R3c) La0.8Sr0.2GayMg1-yO3-δ (x = 0.20), with y = 0.05, 0.10, 

0.15, 0.20, 0.25 at 873, 1073 and 1273 K. Values in bold are the highest D and σ for a given 

T. 

x = 0.20 873 K 1073 K 1273 K 

y 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.05 1.26±0.02 5.30±0.10 8.44±0.07 35.33±0.27 30.34±2.54 126.19±10.56 

0.10 1.07±0.09 4.47±0.36 8.63±0.39 35.72±1.60 29.15±0.73 119.95±2.99 

0.15 1.04±0.24 4.28±1.00 7.37±0.04 30.22±0.16 29.15±2.52 118.76±10.25 

0.20 1.26±0.01 5.16±0.03 6.41±0.21 25.99±0.84 24.18±2.06 97.46±8.25 

0.25 0.81±0.11 3.27±4.44 5.80±0.20 23.30±0.80 22.73±0.12 90.69±0.53 

 

Table A.16 – Calculated diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities 

(σ, in mS/cm) of rhombohedral (R3c) La0.75Sr0.25GayMg1-yO3-δ (x = 0.25), with y = 0.05, 0.10, 

0.15, 0.20, 0.25 at 873, 1073 and 1273 K. Values in bold are the highest D and σ for a given 

T. 

x = 0.25 873 K 1073 K 1273 K 

y 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.05 1.12±0.09 4.65±0.39 8.38±0.66 34.74±2.71 29.31±0.46 120.75±1.90 

0.10 1.46±0.40 6.03±1.67 7.44±0.49 30.52±2.01 26.99±0.01 110.05±0.05 

0.15 0.87±0.01 3.56±0.01 7.43±0.19 30.16±0.75 24.89±0.16 100.38±0.67 

0.20 0.99±0.06 3.98±0.26 6.17±0.21 24.78±0.85 22.59±0.83 90.14±3.33 

0.25 0.80±0.01 3.19±0.03 5.37±0.21 21.38±0.85 19.94±0.25 78.76±0.96 

 

Tables A.17-A.20 present the number of oxygen vacancies surrounding A- (La and 

Sr) and B-site (Ga and Mg) cations in orthorhombic and rhombohedral LSGM. The number 

of vacancies located at NN, NNN and NNNN sites was calculated through the integration of 

the RDF peaks. The number of vacancies surrounding another vacancy, an indicative of 

vacancy ordering, was also calculated taking into consideration six O-O bond distance 

intervals and is presented in Tables A.21 (orthorhombic LSGM) and A.22 (rhombohedral 

LSGM). 
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Table A.17 – Number of oxygen vacancies surrounding A-site cations (La or Sr) in 

orthorhombic (Pbnm) La1-xSrxGa1-yMgyO3-δ (x = 0.10, 0.15, 0.20, 0.25 and y = 0.05, 0.10, 

0.15, 0.20, 0.25) at 1073 K, occupying the nearest-neighbour (NN), next-nearest-neighbour 

(NNN) and next-next-nearest-neighbour (NNNN) positions. La-O corresponds to a random 

distribution of vacancies where no defect ordering has occurred.  

x y 
La-O (Pbnm) La-vac (Pbnm) Sr-vac (Pbnm) 

NN NNN NNNN NN NNN NNNN NN NNN NNNN 

0.10 0.05 0.300 0.604 0.596 0.317 0.524 0.610 0.154 1.297 0.544 

 0.10 0.398 0.802 0.790 0.416 0.711 0.805 0.253 1.594 0.783 

 0.15 0.498 1.003 0.986 0.527 0.888 1.012 0.250 2.000 0.934 

 0.20 0.600 1.209 1.188 0.637 1.077 1.230 0.298 2.351 1.058 

 0.25 0.697 1.404 1.378 0.733 1.258 1.416 0.403 2.656 1.358 

0.15 0.05 0.395 0.797 0.786 0.452 0.640 0.811 0.241 1.270 0.786 

 0.10 0.498 1.003 0.988 0.567 0.823 1.025 0.302 1.535 0.982 

 0.15 0.597 1.204 1.184 0.651 1.030 1.226 0.312 2.148 1.117 

 0.20 0.696 1.402 1.378 0.754 1.194 1.431 0.385 2.535 1.292 

 0.25 0.797 1.607 1.576 0.861 1.401 1.637 0.450 2.686 1.475 

0.20 0.05 0.498 1.003 0.990 0.549 0.794 1.019 0.305 1.824 0.957 

 0.10 0.599 1.207 1.189 0.667 1.008 1.220 0.345 1.979 1.185 

 0.15 0.696 1.402 1.380 0.775 1.156 1.437 0.394 2.372 1.308 

 0.20 0.797 1.607 1.578 0.894 1.345 1.631 0.428 2.617 1.549 

 0.25 0.894 1.802 1.767 0.984 1.513 1.859 0.556 2.926 1.631 

0.25 0.05 0.599 1.207 1.192 0.681 0.930 1.227 0.363 2.027 1.170 

 0.10 0.696 1.402 1.381 0.794 1.096 1.416 0.406 2.287 1.368 

 0.15 0.797 1.607 1.580 0.907 1.285 1.629 0.483 2.550 1.578 

 0.20 0.894 1.802 1.769 1.015 1.472 1.834 0.540 2.748 1.757 

 0.25 0.995 2.006 1.967 1.114 1.658 2.037 0.646 2.984 1.961 
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Table A.18 – Number of oxygen vacancies surrounding A-site cations (La or Sr) in 

rhombohedral (R3c) La1-xSrxGa1-yMgyO3-δ (x = 0.10, 0.15, 0.20, 0.25 and y = 0.05, 0.10, 0.15, 

0.20, 0.25) at 1073 K, occupying the nearest-neighbour (NN), next-nearest-neighbour 

(NNN) and next-next-nearest-neighbour (NNNN) positions. La-O corresponds to a random 

distribution of vacancies where no defect ordering has occurred.  

x y 
La-O (R3c) La-vac (R3c) Sr-vac (R3c) 

NN NNN NNNN NN NNN NNNN NN NNN NNNN 

0.10 0.05 0.301 0.603 0.595 0.315 0.523 0.608 0.175 1.318 0.569 

 0.10 0.400 0.802 0.790 0.423 0.709 0.807 0.188 1.627 0.769 

 0.15 0.500 1.003 0.986 0.527 0.890 1.017 0.260 2.001 0.910 

 0.20 0.603 1.209 1.187 0.635 1.083 1.226 0.316 2.318 1.100 

 0.25 0.700 1.404 1.378 0.740 1.268 1.422 0.343 2.588 1.303 

0.15 0.05 0.397 0.796 0.786 0.443 0.633 0.819 0.268 1.294 0.759 

 0.10 0.500 1.003 0.988 0.563 0.837 1.022 0.322 1.510 0.993 

 0.15 0.600 1.203 1.184 0.650 1.033 1.226 0.320 2.144 1.114 

 0.20 0.699 1.402 1.377 0.754 1.220 1.433 0.391 2.410 1.265 

 0.25 0.801 1.606 1.577 0.863 1.385 1.647 0.453 2.833 1.434 

0.20 0.05 0.500 1.003 0.990 0.547 0.800 1.003 0.313 1.802 1.019 

 0.10 0.602 1.207 1.190 0.672 0.981 1.231 0.327 2.090 1.139 

 0.15 0.699 1.402 1.380 0.768 1.159 1.425 0.423 2.365 1.351 

 0.20 0.801 1.606 1.579 0.880 1.343 1.640 0.486 2.369 1.528 

 0.25 0.898 1.801 1.769 0.991 1.534 1.851 0.527 2.857 1.668 

0.25 0.05 0.602 1.207 1.191 0.667 0.935 1.218 0.407 2.014 1.192 

 0.10 0.699 1.402 1.381 0.785 1.132 1.416 0.443 2.204 1.393 

 0.15 0.801 1.606 1.579 0.889 1.272 1.645 0.539 2.598 1.525 

 0.20 0.898 1.801 1.768 1.007 1.498 1.827 0.575 2.702 1.776 

 0.25 1.000 2.005 1.969 1.124 1.650 2.068 0.630 3.055 1.890 
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Table A.19 – Number of oxygen vacancies surrounding B-site cations (Ga or Mg) in 

orthorhombic (Pbnm) La1-xSrxGa1-yMgyO3-δ (x = 0.10, 0.15, 0.20, 0.25 and y = 0.05, 0.10, 

0.15, 0.20, 0.25) at 1073 K, occupying the nearest-neighbour (NN), next-nearest-neighbour 

(NNN) and next-next-nearest-neighbour (NNNN) positions. Ga-O corresponds to a random 

distribution of vacancies where no defect ordering has occurred.  

x y 
Ga-O  Ga-vac  Mg-vac  

NN NNN NNNN NN NNN NNNN NN NNN NNNN 

0.10 0.05 0.150 0.602 0.753 0.150 0.576 0.744 0.151 1.082 0.918 

 0.10 0.200 0.800 0.999 0.203 0.760 0.976 0.176 1.170 1.218 

 0.15 0.250 1.000 1.247 0.254 0.931 1.221 0.230 1.396 1.415 

 0.20 0.301 1.205 1.502 0.303 1.103 1.476 0.295 1.618 1.635 

 0.25 0.350 1.400 1.742 0.359 1.277 1.685 0.323 1.771 1.945 

0.15 0.05 0.199 0.794 0.994 0.207 0.762 0.974 0.157 0.999 1.140 

 0.10 0.250 1.000 1.249 0.264 0.942 1.214 0.194 1.242 1.416 

 0.15 0.300 1.200 1.497 0.310 1.119 1.469 0.242 1.658 1.681 

 0.20 0.350 1.398 1.742 0.362 1.293 1.688 0.298 1.823 1.994 

 0.25 0.400 1.601 1.993 0.410 1.477 1.930 0.366 1.963 2.205 

0.20 0.05 0.250 1.000 1.252 0.251 0.969 1.241 0.226 1.589 1.444 

 0.10 0.301 1.203 1.504 0.313 1.159 1.477 0.190 1.610 1.775 

 0.15 0.350 1.398 1.745 0.363 1.319 1.699 0.274 1.845 2.032 

 0.20 0.400 1.601 1.995 0.410 1.514 1.961 0.364 1.955 2.180 

 0.25 0.449 1.796 2.234 0.476 1.674 2.177 0.370 2.170 2.469 

0.25 0.05 0.301 1.203 1.506 0.307 1.170 1.490 0.195 1.835 1.811 

 0.10 0.350 1.398 1.746 0.354 1.345 1.711 0.295 1.838 2.050 

 0.15 0.400 1.601 1.997 0.416 1.531 1.957 0.316 2.006 2.290 

 0.20 0.449 1.796 2.236 0.473 1.687 2.172 0.347 2.222 2.535 

 0.25 0.500 1.999 2.487 0.511 1.848 2.428 0.456 2.433 2.701 
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Table A.20 – Number of oxygen vacancies surrounding B-site cations (Ga or Mg) in 

rhombohedral (R3c) La1-xSrxGa1-yMgyO3-δ (x = 0.10, 0.15, 0.20, 0.25 and y = 0.05, 0.10, 0.15, 

0.20, 0.25) at 1073 K, occupying the nearest-neighbour (NN), next-nearest-neighbour 

(NNN) and next-next-nearest-neighbour (NNNN) positions. Ga-O corresponds to a random 

distribution of vacancies where no defect ordering has occurred.  

x y 
Ga-O  Ga-vac  Mg-vac  

NN NNN NNNN NN NNN NNNN NN NNN NNNN 

0.10 0.05 0.150 0.602 0.752 0.148 0.580 0.742 0.186 1.006 0.937 

 0.10 0.200 0.799 0.999 0.205 0.751 0.983 0.149 1.238 1.158 

 0.15 0.249 0.997 1.246 0.252 0.928 1.218 0.235 1.402 1.430 

 0.20 0.300 1.200 1.500 0.315 1.112 1.449 0.247 1.574 1.737 

 0.25 0.348 1.392 1.741 0.348 1.264 1.712 0.354 1.803 1.859 

0.15 0.05 0.199 0.795 0.994 0.207 0.758 0.973 0.152 1.010 1.133 

 0.10 0.250 0.999 1.249 0.267 0.936 1.213 0.184 1.267 1.433 

 0.15 0.299 1.197 1.496 0.306 1.127 1.479 0.267 1.610 1.615 

 0.20 0.348 1.392 1.740 0.363 1.300 1.711 0.292 1.791 1.896 

 0.25 0.398 1.594 1.993 0.409 1.472 1.975 0.374 1.986 2.083 

0.20 0.05 0.250 1.000 1.251 0.252 0.974 1.236 0.200 1.482 1.516 

 0.10 0.301 1.203 1.503 0.306 1.152 1.483 0.251 1.658 1.704 

 0.15 0.349 1.395 1.744 0.356 1.322 1.700 0.308 1.821 2.016 

 0.20 0.399 1.595 1.995 0.417 1.503 1.967 0.332 1.985 2.142 

 0.25 0.447 1.787 2.235 0.461 1.659 2.167 0.410 2.198 2.483 

0.25 0.05 0.301 1.204 1.505 0.304 1.173 1.486 0.231 1.751 1.880 

 0.10 0.349 1.396 1.745 0.361 1.339 1.727 0.242 1.910 1.943 

 0.15 0.399 1.596 1.996 0.416 1.522 1.955 0.305 2.029 2.276 

 0.20 0.447 1.787 2.234 0.477 1.675 2.169 0.330 2.266 2.564 

 0.25 0.497 1.989 2.487 0.520 1.849 2.427 0.436 2.438 2.719 
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Table A.21 – Number of oxygen vacancies surrounding another oxygen vacancy in 

orthorhombic (Pbnm) and La1-xSrxGa1-yMgyO3-δ (x = 0.10, 0.15, 0.20, 0.25 and y = 0.05, 0.10, 

0.15, 0.20, 0.25) at 1073 K, occupying the nearest-neighbour (NN) and next-nearest-

neighbour (NNN) positions. O-O corresponds to a random distribution of vacancies where 

no defect ordering has occurred.  

x y 
O-O  vac-vac  

1st  2nd 3rd 4th 5th 6th 1st 2nd 3rd 4th 5th 6th 

0.10 0.05 0.205 0.027 0.767 0.264 0.208 0.858 0.076 0.081 0.310 0.477 0.501 0.401 

 0.10 0.271 0.036 1.018 0.350 0.275 1.139 0.123 0.096 0.403 0.618 0.612 0.610 

 0.15 0.339 0.045 1.271 0.437 0.344 1.421 0.172 0.117 0.503 0.719 0.697 0.800 

 0.20 0.408 0.054 1.530 0.526 0.414 1.712 0.192 0.158 0.604 0.826 0.849 0.951 

 0.25 0.473 0.063 1.775 0.610 0.480 1.985 0.233 0.189 0.746 0.850 0.910 1.209 

0.15 0.05 0.270 0.036 1.013 0.348 0.274 1.133 0.205 0.096 0.378 0.468 0.550 0.458 

 0.10 0.339 0.045 1.273 0.437 0.344 1.424 0.238 0.132 0.464 0.561 0.618 0.700 

 0.15 0.407 0.054 1.526 0.524 0.413 1.706 0.193 0.153 0.610 0.800 0.793 0.917 

 0.20 0.473 0.063 1.775 0.610 0.480 1.985 0.247 0.187 0.717 0.871 0.955 1.182 

 0.25 0.541 0.072 2.031 0.698 0.549 2.271 0.315 0.201 0.812 0.993 1.019 1.222 

0.20 0.05 0.340 0.045 1.276 0.438 0.345 1.427 0.170 0.160 0.491 0.719 0.756 0.732 

 0.10 0.409 0.055 1.532 0.526 0.415 1.714 0.227 0.125 0.525 0.803 0.913 0.667 

 0.15 0.474 0.063 1.778 0.611 0.481 1.989 0.245 0.197 0.679 0.897 0.921 1.048 

 0.20 0.542 0.072 2.033 0.698 0.550 2.274 0.348 0.177 0.842 0.910 1.076 1.101 

 0.25 0.607 0.081 2.277 0.782 0.616 2.546 0.392 0.229 0.962 1.021 1.123 1.515 

0.25 0.05 0.409 0.055 1.535 0.527 0.415 1.717 0.254 0.199 0.563 0.820 0.787 0.779 

 0.10 0.475 0.063 1.780 0.611 0.481 1.991 0.321 0.196 0.668 0.871 0.941 0.796 

 0.15 0.543 0.072 2.035 0.699 0.550 2.276 0.413 0.193 0.760 0.941 1.105 0.920 

 0.20 0.608 0.081 2.279 0.783 0.616 2.549 0.426 0.237 0.830 1.004 1.106 1.254 

 0.25 0.676 0.090 2.534 0.870 0.685 2.834 0.466 0.256 1.033 1.037 1.127 1.461 
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Table A.22 – Number of oxygen vacancies surrounding another oxygen vacancy in 

rhombohedral (R3c) La1-xSrxGa1-yMgyO3-δ (x = 0.10, 0.15, 0.20, 0.25 and y = 0.05, 0.10, 0.15, 

0.20, 0.25) at 1073 K, occupying the nearest-neighbour (NN) and next-nearest-neighbour 

(NNN) positions. O-O corresponds to a random distribution of vacancies where no defect 

ordering has occurred.  

x y 
O-O  vac-vac 

1st 2nd 3rd 4th 5th 6th 1st 2nd 3rd 4th 5th 6th 

0.10 0.05 0.205 0.027 0.767 0.264 0.208 0.858 0.059 0.079 0.349 0.486 0.414 0.473 

 0.10 0.271 0.036 1.018 0.350 0.275 1.139 0.091 0.090 0.499 0.554 0.558 0.649 

 0.15 0.339 0.045 1.271 0.437 0.344 1.421 0.112 0.130 0.602 0.678 0.655 0.903 

 0.20 0.408 0.054 1.529 0.525 0.414 1.711 0.163 0.148 0.764 0.751 0.788 1.016 

 0.25 0.473 0.063 1.775 0.610 0.480 1.985 0.164 0.222 0.938 0.767 0.902 1.481 

0.15 0.05 0.270 0.036 1.013 0.348 0.274 1.133 0.146 0.104 0.480 0.471 0.470 0.647 

 0.10 0.339 0.045 1.273 0.437 0.344 1.424 0.198 0.119 0.660 0.553 0.543 0.772 

 0.15 0.407 0.054 1.525 0.524 0.413 1.706 0.151 0.141 0.726 0.798 0.710 0.966 

 0.20 0.473 0.063 1.774 0.610 0.480 1.985 0.200 0.164 0.887 0.833 0.836 1.327 

 0.25 0.542 0.072 2.032 0.698 0.550 2.273 0.201 0.208 1.115 0.903 0.943 1.677 

0.20 0.05 0.340 0.045 1.275 0.438 0.345 1.426 0.159 0.138 0.552 0.683 0.625 0.731 

 0.10 0.409 0.055 1.533 0.527 0.415 1.715 0.168 0.171 0.662 0.762 0.721 0.928 

 0.15 0.474 0.063 1.778 0.611 0.481 1.989 0.208 0.182 0.790 0.895 0.820 1.093 

 0.20 0.542 0.072 2.034 0.699 0.550 2.275 0.231 0.200 1.014 0.915 0.910 1.492 

 0.25 0.607 0.081 2.278 0.783 0.616 2.548 0.259 0.243 1.203 1.028 1.023 1.704 

0.25 0.05 0.409 0.055 1.535 0.527 0.415 1.717 0.213 0.179 0.685 0.749 0.739 0.885 

 0.10 0.474 0.063 1.779 0.611 0.481 1.990 0.247 0.172 0.790 0.869 0.828 0.921 

 0.15 0.543 0.072 2.035 0.699 0.550 2.276 0.294 0.210 0.965 0.946 0.945 1.300 

 0.20 0.607 0.081 2.277 0.782 0.616 2.547 0.354 0.212 1.180 0.990 0.972 1.380 

 0.25 0.676 0.090 2.536 0.871 0.686 2.837 0.313 0.253 1.363 1.068 1.097 1.929 
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Tables A.23 and A.24 present the calculated diffusion coefficients (from the linear 

fit of the MSD) and ionic conductivities (from the Nernst-Einstein equation) for 

orthorhombic and rhombohedral ac-LaGaO3 systems. All errors are given as standard errors.  

Table A.23 – Diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities (σ, in 

mS/cm) of orthorhombic (Pbnm) LaGaO3-δ, with 2δ = 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45 

and 0.50 at 873, 1073 and 1273 K. Values in bold are the highest σ for a given temperature. 

 873 K 1073 K 1273 K 

2δ 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.15 3.28±0.18 13.78±0.74 23.09±0.52 96.57±2.15 53.75±2.75 223.54±11.42 

0.20 3.60±0.80 14.39±3.32 27.83±0.30 114.76±1.25 66.48±0.76 272.53±3.12 

0.25 4.30±0.52 17.56±2.10 27.56±0.14 111.99±0.59 76.30±2.32 308.13±9.37 

0.30 3.93±0.03 15.85±0.13 26.02±0.68 104.17±2.71 85.38±5.65 339.60±22.46 

0.35 2.04±0.01 8.09±0.04 19.10±0.50 75.34±1.97 73.92±1.11 289.68±4.38 

0.40 2.02±0.19 7.92±0.72 16.43±0.12 63.83±0.43 63.73±1.16 245.96±4.52 

0.45 1.64±0.20 6.32±0.75 12.86±3.00 49.13±11.52 51.34±1.26 195.09±4.79 

0.50 1.37±0.26 5.16±1.00 9.02±0.53 33.89±1.97 36.82±6.20 137.53±23.28 

 

Table A.24 – Diffusion coefficients (D, in 10-8 cm2 s-1) and ionic conductivities (σ, in 

mS/cm) of rhombohedral (R3c) LaGaO3-δ, with 2δ = 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45 

and 0.50 at 873, 1073 and 1273 K. Values in bold are the highest σ for a given temperature. 

 873 K 1073 K 1273 K 

2δ 
D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

D 

(10-8 cm2/s) 

σ 

(mS/cm) 

0.15 4.72±0.34 19.84±1.45 22.69±0.35 94.91±1.45 55.02±0.64 228.86±2.68 

0.20 5.10±0.69 21.16±2.86 27.07±0.48 111.65±1.96 70.22±1.88 287.87±7.70 

0.25 4.33±0.62 17.69±2.55 25.79±0.42 104.82±1.72 77.84±3.07 314.37±12.39 

0.30 4.36±0.05 17.57±0.22 24.49±3.08 98.04±12.32 82.11±1.64 326.66±6.57 

0.35 3.28±0.58 13.05±2.31 21.02±0.75 82.93±2.96 75.24±0.26 294.87±1.00 

0.40 1.72±0.02 6.74±0.09 18.60±0.08 72.25±0.29 60.61±0.28 233.92±1.08 

0.45 1.13±0.14 4.36±0.52 12.75±0.15 48.77±0.55 53.66±1.54 203.88±5.88 

0.50 6.20±0.15 2.34±0.57 8.58±0.90 32.22±3.39 41.67±2.86 155.67±10.68 

 

The number of oxygen vacancies surrounding La(III) and Ga (III) ions at NN, NNN 

and NNNN sites in orthorhombic and rhombohedral ac-LaGaO3-δ systems at 1073 K, 
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calculated through the integration of the RDF peaks, are presented in Table A.25 and A.26. 

The number of oxygen vacancies surrounding another vacancy in rhombohedral ac-LaGaO3-

δ systems at 1073 K is presented in Table A.27.  

 

Table A.25 – Number of oxygen vacancies surrounding a La and Ga ions in orthorhombic 

(Pbnm) ac-LaGaO3-δ (2δ = 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45 and 0.50) at 1073 K, 

occupying the nearest-neighbour (NN), next-nearest-neighbour (NNN) and next-next-

nearest-neighbour (NNNN) positions. La-O and Ga-O correspond to a random distribution 

of vacancies where no defect ordering has occurred.  

 Cation 2δ La/Ga-O La/Ga-vac 

NN NNN NNNN NN NNN NNNN 

La 0.15 0.294 0.593 0.585 0.301 0.605 0.613 

 0.20 0.389 0.784 0.774 0.400 0.804 0.811 

 0.25 0.484 0.975 0.961 0.500 1.005 1.010 

 0.30 0.577 1.162 1.147 0.600 1.207 1.208 

 0.35 0.669 1.348 1.330 0.700 1.408 1.409 

 0.40 0.760 1.531 1.510 0.801 1.609 1.598 

 0.45 0.848 1.708 1.685 0.901 1.809 1.764 

 0.50 0.935 1.884 1.858 0.991 1.986 1.913 

Ga 0.15 0.150 0.602 0.740 0.151 0.602 0.754 

 0.20 0.200 0.800 0.978 0.200 0.801 1.002 

 0.25 0.250 1.000 1.216 0.250 1.000 1.252 

 0.30 0.300 1.200 1.450 0.300 1.201 1.502 

 0.35 0.350 1.400 1.682 0.350 1.401 1.754 

 0.40 0.400 1.600 1.909 0.400 1.602 2.007 

 0.45 0.450 1.799 2.131 0.450 1.802 2.261 

 0.50 0.500 1.999 2.349 0.494 1.978 2.488 
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Table A.26 – Number of oxygen vacancies surrounding a La and Ga ions in rhombohedral 

(R3c) ac-LaGaO3-δ (2δ = 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45 and 0.50) at 1073 K, 

occupying the nearest-neighbour (NN), next-nearest-neighbour (NNN) and next-next-

nearest-neighbour (NNNN) positions. La-O and Ga-O correspond to a random distribution 

of vacancies where no defect ordering has occurred. 

Cation 2δ La/Ga-O La/Ga-vac 

NN NNN NNNN NN NNN NNNN 

La 0.15 0.150 0.602 0.740 0.148 0.575 0.754 

 0.20 0.200 0.800 0.978 0.195 0.764 1.002 

 0.25 0.250 1.000 1.215 0.243 0.956 1.252 

 0.30 0.300 1.200 1.449 0.290 1.147 1.503 

 0.35 0.350 1.400 1.681 0.336 1.339 1.754 

 0.40 0.400 1.600 1.909 0.382 1.529 2.004 

 0.45 0.450 1.800 2.130 0.426 1.705 2.238 

 0.50 0.500 2.000 2.348 0.469 1.859 2.448 

Ga 0.15 0.150 0.602 0.740 0.148 0.575 0.754 

 0.20 0.200 0.800 0.978 0.195 0.764 1.002 

 0.25 0.250 1.000 1.215 0.243 0.956 1.252 

 0.30 0.300 1.200 1.449 0.290 1.147 1.503 

 0.35 0.350 1.400 1.681 0.336 1.339 1.754 

 0.40 0.400 1.600 1.909 0.382 1.529 2.004 

 0.45 0.450 1.800 2.130 0.426 1.705 2.238 

 0.50 0.500 2.000 2.348 0.469 1.859 2.448 
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Table A.27 – Number of oxygen vacancies surrounding another vacancy in rhombohedral 

(R3c) ac-LaGaO3-δ (2δ = 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45 and 0.50) at 1073 K, 

considering seven distinct coordination shells. O-O corresponds to a random distribution of 

vacancies where no defect ordering has occurred. 

 2δ 1st 2nd 3rd 4th 5th 6th 7th 

O-O 0.15 0.201 0.027 0.754 0.259 0.204 0.844 0.278 

 0.20 0.266 0.035 0.997 0.342 0.270 1.115 0.367 

 0.25 0.330 0.044 1.239 0.426 0.335 1.386 0.456 

 0.30 0.394 0.053 1.477 0.508 0.400 1.653 0.544 

 0.35 0.457 0.061 1.714 0.589 0.464 1.917 0.631 

 0.40 0.519 0.069 1.946 0.668 0.526 2.176 0.717 

 0.45 0.580 0.077 2.175 0.747 0.588 2.433 0.801 

 0.50 0.638 0.085 2.392 0.822 0.647 2.676 0.881 

vac-vac 0.15 0.134 0.036 0.262 0.416 0.424 0.343 0.403 

 0.20 0.150 0.095 0.380 0.573 0.613 0.515 0.678 

 0.25 0.155 0.122 0.513 0.655 0.663 0.477 0.593 

 0.30 0.205 0.172 0.539 0.735 0.674 0.377 0.804 

 0.35 0.269 0.216 0.493 0.878 0.870 0.278 1.550 

 0.40 0.495 0.149 0.597 0.910 0.933 0.197 1.301 

 0.45 0.759 0.187 0.962 1.031 0.992 0.120 1.339 

 0.50 1.330 0.237 1.532 1.144 1.208 0.249 2.167 
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