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Abstract

This thesis reports on research aimed at enhancing our understanding on wind power

forecasting by investigating and proposing standards to evaluate such forecasts, quan-

tifying the main sources of forecast error, and optimizing the currently available data

and cutting-edge technologies to reduce the impact and energy consumption of the

developed algorithms. These research objectives have been achieved by means of

state-of-the-art statistical models, evaluated using high resolution data collected at

Irish wind farms. Improved wind power forecasts play an essential role in reducing

the operation & maintenance (O&M) cost of wind farms, and subsequently increas-

ing the competitiveness of wind energy with respect to more polluting non-renewable

sources of energy. The importance of this tool has lead to very active and fruitful

research efforts over the years in terms of modelling. However, the impact of this

research has been partially diminished due to the lack of standardization in terms of

model evaluation and uncertainty quantification. Thus, measures and guidelines are

to be developed to unlock the potential of wind power forecasting as a tool to reach

a low-carbon future by reducing the cost of wind energy.

Firstly, lack of benchmarks for assessing the performance of wind power fore-

casting models has lead to a scenario where many methodologies have been applied

to the modelling of wind power forecasts, but evaluated under diverse criteria with

datasets of different nature and quality. Thus, our first goal is to explore the use of

performance evaluation metrics to quantify model performance, and broaden their

original purpose to evaluate aspects often disregarded such as the robustness of any

wind power forecasting model over varied wind power generation scenarios. These

concepts are later extended to propose guidelines on how to evaluate statistical wind

power forecasting models.
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Another key aspect often overlooked is our limited understanding on wind power

forecast errors. Even if we do know the main existing sources of errors, we do not

have the tools to evaluate and quantify them during the model development stage.

To solve that, we have developed a simulation-based statistical framework which

allow us to effectively determine such quantities.

One last contribution of this thesis stems from the fact that not only we pursue

to improve the forecasting skill of our algorithms, but to use the data and the current

technology in such a way that we reduce our carbon footprint. Thus, this contri-

bution is developed following two lines of thought: first, leveraging the use of high

resolution turbine-level data with the use of clustering algorithms, aiming to find a

middle ground between forecasting accuracy and computational cost, and second,

developing algorithms tailored for cutting-edge platforms such as the case of neuro-

morphic devices, a brand new technology inspired by the energy-efficient nature of

the brain.
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Chapter 1

Introduction

1.1 Background

Wind power forecasts (WPFs) are estimates of the power generation production of

a wind turbine/wind farm in the foreseeable near future. These estimates are of

importance in the energy industry with the increased penetration of wind power in

the grid, as accurate WPFs have proven to be critical by contributing to a better

decision-making process for trading in electricity markets (Pinson et al., 2007a; Ska-

jaa et al., 2015), and by facilitating the operation of the grid (Bessa et al., 2012a;

Wang et al., 2016b).

Compared with more conventional sources of electricity such as coal and gas

plants, the electricity generated by wind energy systems is not easily dispatchable

due to the fluctuating nature of wind speeds. Since more and more countries are

gradually transitioning into renewable energy sources, such forecasts help to manage

the required system flexibility to balance electricity consumption and generation,

keeping the grid free from supply shortages or any other type of disruption. The

crucial role of WPF to keep the stability of the grid will only rise during this decade,

as the electricity system flexibility must increase by at least two-thirds even for the

most modest energy transition scenarios projected (International Energy Agency,

2021).

Apart from the technical aspects in relation to the grid, WPFs are an indis-

pensable tool for participants in electricity markets. These markets emerge to meet
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the electricity consumption (namely load) profiles which are scheduled in advance

in order to maintain the balance between electricity production and consumption.

Deregulated electricity markets follow a similar structure almost all around the world

(Conejo et al., 2010), where different trading markets are established depending on

the trading horizon, such as the Day-Ahead Market (DAM) and the Intraday Market

(IDM), in which the electricity is traded before the market closes, and the Balancing

Market (BM), which occurs after trading. Thus, having anticipated information of

energy production in the form of forecasts contribute to a more informed decision-

making process in the different electricity markets.

WPF is especially significant in countries with a vast wind resource such as Ire-

land (Troen and Lundtang Petersen, 1989; Frank and Landberg, 1997), where the

Government launched a Climate Action Plan in June 2019 and set a target of 70%

of electricity coming from renewable energy sources by 2030 (EirGrid, 2019), with

a strong emphasis on wind energy. Such level of penetration of renewable energy

in the grid will require the estimation of WPFs in a timely and accurate manner to

equip the grid with enough system flexibility to maintain its stability. Furthermore,

the Irish scenario is unique in terms of geographical location, as the electrical grid is

only connected to Great Britain by the HVDC (high voltage, direct current) Moyle

Interconnector through Northern Ireland and the East-West Interconnector through

the Republic of Ireland (differing from the high interconnection in Continental Eu-

rope), and the increasing installed capacity of wind power over the last few years

(EirGrid, 2022), as shown in Figure 1.1. Furthermore, a brand new electricity market

arrangement set in both Ireland and Northern Ireland, known as I-SEM (Integrated

Single Electricity Market), was established in 2018 to harmonise the existing mar-

kets in the whole island and further integrate electricity markets across the European

Union (Gaffney et al., 2019).

Therefore, improving the current understanding on WPF is beneficial at a world-

wide level to satisfy the system flexibility required by the projected energy transition

scenarios over this decade, in which renewable energy sources will play a more im-

portant role in terms of electricity generation, as well as at a regional level (e.g.

Ireland) to develop tailored data-driven algorithms to forecast wind power in Irish

2
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Figure 1.1: Installed wind capacity in Ireland (All-island). Reference: EirGrid (2022).

wind farms in order to satisfactorily reach the sustainability goals set by the Irish

government and benefit participants who take part in the I-SEM.

1.2 Research objectives

A vast amount of research in relation to WPF modelling has been established over the

years to improve the accuracy of such forecasts. However, lack of standardization in

terms of benchmarking and evaluating those models may hinder the true potential of

WPFs. Taking this into account, the aim of this thesis is to analyze WPF modelling

in terms of applicability, limitations, and prediction possibilities, and subsequently

improve the capabilities of WPF models to precisely and accurately predict wind

power with computational parsimony. The main research objectives of this thesis

are:

• Development of a benchmarking framework to assess the performance of sta-

tistical wind power forecasting models. Guidelines are to be developed to

standardize criteria such as data requirements, time resolution, and prediction

horizon, while simultaneously models are evaluated using varied representative

operational conditions of wind farms. This framework is applied to benchmark

3
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statistical models using real data from Irish wind farms.

• Systematic review of performance evaluation metrics used to evaluate statistical

wind power forecasting models, and extend their application to analyze the

often disregarded robustness of such forecasts.

• Development of a framework to decompose the forecast error from time series

data into several components to quantify which are the main sources of error.

This framework is to be applied to wind energy forecasting in particular, and

any engineering system in general.

• Leverage high-resolution data available from supervisory control and data ac-

quisition (SCADA) systems and collected individually for every turbine to de-

velop more accurate forecasting models, thus increasing the forecasting perfor-

mance of the overall wind farm.

• Development of wind power forecasting models aimed for neuromorphic com-

puting such as spiking neural network (SNN) models. Neuromorphic computing

is a new computational paradigm inspired by the energy-efficient processing of

information of the brain to build low-energy and low-latency algorithms, in

contrast to the state-of-the-art machine/deep learning algorithms. Thus, these

algorithms have the potential to reduce the computational resources needed

for building WPF models.

1.3 Thesis organization

This thesis is organized as follows (Figure 1.2). Firstly, section 1.4 presents the

literature review. The state-of-the-art wind power forecasting models proposed in

the literature are presented along with relevant aspects such as the algorithms applied

to model WPFs.

One aspect that has barely been explored quantitatively are the main sources of

forecast error, even if this understanding is valuable for the model selection stage.

To fill this gap in knowledge, chapter 2 presents a statistical framework to quantify

the main sources of forecast error.
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Figure 1.2: Organization of the thesis.

In order to provide a more unified vision of performance evaluation metrics and

their meaning in the context of WPF, chapter 3 overviews the main performance

evaluation metrics for both point and probabilistic estimates of WPFs.

Chapter 4 addresses the lack of existing benchmarks with standardized criteria

to evaluate WPF models. A benchmarking framework is developed with the aim

of unifying all these diverse criteria, taking into consideration the main guidelines

pointed out by the International Energy Agency (IEA) Wind Task 36.

Chapter 5 provides tools to exploit the new types of data collected in wind farms.

In particular, high resolution wind power measurements collected at a turbine level

have been used to build specific turbine-level models. In order to leverage these data

while keeping a reasonable computational cost, the use of clustering algorithms is ex-

plored to group turbines in a wind farm to build cluster-level wind power forecasting

models.

New computational devices such as neuromorphic hardware can reduce the high

computational cost of machine/deep learning models. Chapter 6 presents a method-

ology to build SNN models for short-term WPF, whose behavior mimics more closely

the nature of the brain, being better suited to be implemented on neuromorphic

hardware.

Finally, chapter 7 provides the conclusions of this work, summarizing and provid-
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ing a critical assessment of the main contributions of this thesis. Potential directions

for future research are addressed as well.

1.4 Literature review

An ample amount of research on WPF has been carried out to this day. Table 1.1

provides a list of review papers which describes in detail the key areas of research

for WPF. The progressive development and publication of wind speed forecasting

(WSF) and WPF approaches has required a recurrent update of the state-of-the-art

wind energy forecasting, reflected in the continuous (yet necessary) reviews published

over the years such as Foley et al. (2012), Jung and Broadwater (2014), Giebel

and Kariniotakis (2017), or Bazionis and Georgilakis (2021). Some studies also

extend their insights to solar energy (Tawn and Browell, 2022), and renewable energy

forecasting in general (Sweeney et al., 2020). Furthermore, some systematic literature

reviews are presented by Vargas et al. (2019), using an approach called Systematic

Literature Network Analysis (SNLA), and by Maldonado-Correa et al. (2021), using

the same three-step approach (planning, conducting, reporting) followed by Torres-

Carrión et al. (2018).

One of the key areas of research is the uncertainty around WPFs, since this

additional information is useful for the decision making-process in energy markets

(Pinson et al., 2007a; Conejo et al., 2010) and maintaining the stability of the grid

(Soroudi and Amraee, 2013; Bessa et al., 2014). Influential factors with respect to

forecasting uncertainty are addressed by Yan et al. (2015b), such as the uncertainty

on numerical weather prediction (NWP) data, the power curve, and the forecasting

algorithms themselves. Zhang et al. (2014b) address the impact of WPFs on electric-

ity prices and presents optimal bidding strategies for energy markets. In both reviews

the authors analyze the existing categorizations of WPF uncertainty: a) probabilistic

forecasting (Gneiting and Katzfuss, 2014), where the uncertainty is represented in

the form of probability density function (PDF), quantiles, or intervals; b) risk index

(Pinson and Kariniotakis, 2004), providing a real value or code to quantify the level

of forecasting error, and c) scenario forecasting (Pinson et al., 2009). Additionally,

an overview of computational intelligence methods for uncertainty quantification of

6
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Table 1.1: Main review papers on wind power forecasting.
Publication Nº refs Review focus
Landberg et al. (2003) 26 Identification of set-up and models for short-term WPF.
Costa et al. (2008) 88 History of short-term WPF.
Lei et al. (2009) 37 Research on WSF and WPF.
Soman et al. (2010) 49 Classification of models with respect to time horizon.
Giebel et al. (2011) 381 State-of-the-art WPF. Deliverable for the ANEMOS

project.
Colak et al. (2012) 60 Data mining techniques applied to WPF.
Foley et al. (2012) 68 Physical and statistical models applied to WPF.
Jung and Broadwater (2014) 149 Research on WSF and WPF.
Tascikaraoglu and Uzunoglu (2014) 112 Combined forecasting approaches for short-term

WSF/WPF.
Zhang et al. (2014b) 116 Probabilistic methodologies for WPF.
Gallego-Castillo et al. (2015) 69 Wind power ramp forecasting.
Ren et al. (2015) 55 Ensemble methods for wind and solar energy forecasting.
Yan et al. (2015b) 76 Evaluation of uncertainty analysis of WPF.
Okumus and Dinler (2016) 87 Classification of statistical WPF models.
Wang et al. (2016a) 88 Analysis of multi-step ahead strategies applied to wind

forecasting.
Giebel and Kariniotakis (2017) 215 Chapter reviewing the state-of-the-art WPF.
Marugán et al. (2018) 189 Application of ANNs to wind energy, including

WSF/WPF.
Zendehboudi et al. (2018) 92 SVM-based approaches for wind and solar energy fore-

casting.
Bokde et al. (2019) 132 EMD-based models for wind forecasting applications.
Liu and Chen (2019) 128 Data processing strategies for wind energy forecasting.
Liu et al. (2019a) 153 Intelligent predictors and auxiliary methods for

WSF/WPF.
Qian et al. (2019) 133 Decomposition-based hybrid models.
Quan et al. (2019) 127 Computational intelligence methods for uncertainty

quantification.
Vargas et al. (2019) 223 Use of a scientific framework called SLNA.
Yousuf et al. (2019) 114 Deterministic models from a accuracy point of view.
Hanifi et al. (2020) 54 Research on WPF modelling.
Liu et al. (2020) 106 Multi-objective optimization strategies.
Nazir et al. (2020) 123 Wind forecasting methods based on ANNs.
Roungkvist and Enevoldsen (2020) 56 Time scale classifications proposed for wind forecasting.
Santhosh et al. (2020) 102 Research on WSF/WPF modelling.
Sweeney et al. (2020) 102 State-of-the-art renewable energy forecasting.
Wang et al. (2020e) 419 AI-based algorithms for wind farms.
Alkhayat and Mehmood (2021) 135 DL-based methods for wind and solar energy forecasting.
Bazionis and Georgilakis (2021) 98 Deterministic and probabilistic WPF models.
González Sopeña et al. (2021a) 92 Metrics for short-term statistical WPF.
Lipu et al. (2021) 140 AI-based hybrid methodologies.
Lu et al. (2021) 247 Meta-heuristic algorithms.
Maldonado-Correa et al. (2021) 49 Literature review linking research questions with research

articles.
Tian (2021) 118 Deterministic forecasting of wind power.
Wang et al. (2021b) 240 DNN-based methodologies for WSF/WPF.
Yang et al. (2021a) 162 Classification and methodologies for WSF/WPF.
Tawn and Browell (2022) 131 Very short-term wind and solar energy forecasting.
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wind power is provided by Quan et al. (2019).

WPF modelling is another key area of research. Methodologies such as artificial

neural networks (ANNs) (Marugán et al., 2018), deep neural networks (DNNs) (Wang

et al., 2021b), and support-vector machines (SVMs) (Zendehboudi et al., 2018) have

been reviewed in the literature. More generally, artificial intelligence (AI) based

models are reviewed by Wang et al. (2020e) and by Lipu et al. (2021), and fore-

casting models based on deep learning (DL) strategies are described by Alkhayat

and Mehmood (2021). Combination of models and ensemble strategies are described

by Tascikaraoglu and Uzunoglu (2014) and by Ren et al. (2015) respectively. An

overview of performance evaluation metrics for all kind of statistical methodologies

is found in González Sopeña et al. (2021a). Alternatively, WPF models can be

classified according to the prediction horizon they are built on (Soman et al., 2010;

Roungkvist and Enevoldsen, 2020). To provide the readers a context of the work

carried out in this thesis, a description of the taxonomy of state-of-the-art WPF

models is presented in section 1.4.1.

Another topic is the use of data processing strategies for WPF. Specifically, Liu

and Chen (2019) present a review of data processing strategies for wind energy

forecasting. Seven categories are identified: data decomposition, feature selection,

feature extraction, denoising, residual error modelling, outlier detection, and filter-

based correction. Feature selection using meta-heuristic algorithms is reviewed by

Lu et al. (2021), and multi-objective optimization strategies by Liu et al. (2020).

Regarding data decomposition, empirical mode decomposition (EMD) based algo-

rithms are outlined by Bokde et al. (2019), whereas a more extended description of

decomposition-based hybrid models is found in Qian et al. (2019).

Other authors have investigated other areas of interest such as Gallego-Castillo

et al. (2015), where an overview on wind power ramp forecasting is presented, and

Wang et al. (2016a), where different multi-step ahead forecasting strategies are de-

scribed.
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1.4.1 Wind power forecasting modelling

An overview on WPF modelling is presented in the remainder of this subsection,

outlining the main forecasting structures applied in approximately 200 publications.

This overview is limited to statistical modelling of WPF, however it is necessary

to stress the importance of physical modelling of WPFs, based on meteorological

information and specific site conditions at a current or future wind farm, combined

with the laws of physics to produce such predictions, including computational fluid

dynamics (CFD) (Ye et al., 2017), and high resolution Weather Research and Fore-

casting (WRF) model simulations (Prósper et al., 2019). Additionally, note that

the modelling of WSFs is closely related to WPF in the sense that WSFs can be

converted into forecasts of wind power by using the corresponding power curve, or

utilizing WSFs as an exogenous input for a WPF model. The major categorizations

of WPF models and estimates are shown in Figure 1.3. Tables 1.2-1.4 show what

time series analysis (TSA), AI (i.e., machine learning (ML) and DL models), and

other models have been applied respectively in the reviewed literature. For the sake
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Figure 1.3: Taxonomy of WPF models.
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of completeness, a chronological review of the literature is shown in Tables A.1-A.6

indicating the model(s) applied, the type of estimate provided (point, probabilistic

or both), country/region where the dataset is from, and resolution of such data.

1.4.1.1 Time series analysis models

TSA is formed by a set of methodologies used to analyze time series datasets using

generalized linear dynamic regression models based on statistical probability theory.

In the realm of TSA, autoregressive (AR) processes are modelled using a combination

of previous variables, whereas moving average (MA) processes are modelled combin-

ing previous forecast errors. They can be merged together resulting in ARMA pro-

cesses, and generalized to non-stationary processes by differencing the original time

series, generating the known as autoregressive integrated moving average (ARIMA)

models. Compared to other forecasting models, TSA provides a well-established sta-

tistical framework that allow to draw conclusions with high confidence (Makridakis

et al., 2018). A categorization of the main TSA models reviewed in this section is

shown in Table 1.2.

Markov-switching AR models are applied by Pinson and Madsen (2012) and

Xie et al. (2018). Two online distributed learning algorithms tailored for high-

dimensional AR models are proposed by Sommer et al. (2021). A dynamical adaptive

AR model for real-time WPF is presented by Zhang et al. (2021a). Vector autore-

gression (VAR) is a generalization of AR models that allows to predict wind power

for several wind farms considering their spatio-temporal dependencies. The compu-

Table 1.2: References where time series analysis models are applied.

Model References
VAR Dowell and Pinson (2015); Cavalcante et al. (2017); Zhao et al.

(2018); Messner and Pinson (2019)
AR Ramirez-Rosado et al. (2009); Pinson and Madsen (2012); Karakuş

et al. (2017); Xie et al. (2018); Sommer et al. (2021); Zhang et al.
(2021a)

ARMA Ziel et al. (2016); Jiang et al. (2017); Korprasertsak and Leep-
hakpreeda (2019); Zhang et al. (2019a)

ARIMA Liu et al. (2010)
SARIMA Zhang et al. (2021d)
ARFIMA Yuan et al. (2017)
GARCH Ziel et al. (2016); Chen et al. (2019a)
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tational complexity can be reduced using sparse VAR structures (Dowell and Pinson,

2015; Zhao et al., 2018), or combining such method with least absolute shrinkage and

selection operator (LASSO) regularization (Cavalcante et al., 2017; Messner and Pin-

son, 2019). These methodologies are effective for large datasets, and have been tested

using sets containing measurements between 22 and 172 wind farms.

ARMA models have also been applied in the literature. Jiang et al. (2017) ap-

ply a hybrid method where an ARMA model is used as a first step to build a base

model, and combined with a boosting algorithm to improve its performance. Ziel

et al. (2016) combine a time-varying ARMA model with a generalized autoregressive

conditional heteroskedasticity (GARCH) based model. Zhang et al. (2019a) apply

ARMA to predict the intermediate frequency components extracted after decom-

posing the data using variational mode decomposition (VMD). Korprasertsak and

Leephakpreeda (2019) use predictions from an ARMA model combined with other

models (ANN and Grey box models) to estimate WPFs. ARIMA is employed by

Liu et al. (2010), autoregressive fractionally integrated moving average (ARFIMA)

is used by Yuan et al. (2017) to model the linear components of wind power to char-

acterize long-memory for wind power time series, and seasonal ARIMA (SARIMA)

is applied by Zhang et al. (2021d), aiming to capture seasonality in wind data. Chen

et al. (2019a) use GARCH-based models to explore the volatility existing in wind

power data.

1.4.1.2 Artificial intelligence models

Most of the work on AI (namely ML/DL models) is focused on ANNs, as shown in

Table 1.3, where the key AI models used in the literature are outlined. A basic feed-

forward neural network (FFNN) is defined as a classical network with a hidden layer

between the input and output layers, using the backpropagation algorithm to train

the network (Rumelhart et al., 1986). Some earlier examples in the literature are for

instance Jursa and Rohrig (2008), where the authors use evolutionary algorithms to

select automatically the input variables and the model parameters of ANN models,

or Amjady et al. (2011b), where the performance of an ANN model is enhanced with

an improved version of the particle swarm optimization (PSO) algorithm. Follow-
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Table 1.3: References where artificial intelligence models are applied.
Model References
ANN Sideratos and Hatziargyriou (2007); Jursa and Rohrig (2008); Bessa et al. (2009);

Ramirez-Rosado et al. (2009); Hong et al. (2010); Kusiak and Zhang (2010); Am-
jady et al. (2011a,b); Blonbou (2011); Catalão et al. (2011); Bhaskar and Singh (2012);
Sideratos and Hatziargyriou (2012); Khosravi and Nahavandi (2013); Khosravi et al.
(2013); Lee and Baldick (2013); Peng et al. (2013); Quan et al. (2013); Shi et al. (2013);
Haque et al. (2014); Buhan and Çadırcı (2015); Han et al. (2015); Kavousi-Fard et al.
(2015); Li et al. (2015); Xu et al. (2015); Aghajani et al. (2016); Azimi et al. (2016);
Dong et al. (2016); Renani et al. (2016); Chang et al. (2017); Liu et al. (2017); Za-
meer et al. (2017); He and Li (2018); Leng et al. (2018); Naik et al. (2018b); Wu
et al. (2018b); Çevik et al. (2019); Hao et al. (2019); Korprasertsak and Leephakpreeda
(2019); Sun et al. (2019); Wang et al. (2019d); Yan and Ouyang (2019); Zhang et al.
(2019a); Abedinia et al. (2020b); Aly (2020); Chen and Liu (2020); Li et al. (2020b);
Nazaré et al. (2020); Nielson et al. (2020); Ouyang et al. (2020); Shahid et al. (2020a);
Sun et al. (2020a); Wang et al. (2020b); Wu et al. (2020); Zhang et al. (2020a); Dong
et al. (2021b); Khazaei et al. (2022)

ELM Wan et al. (2013a,b); Zhang et al. (2014a); Abdoos (2016); Li et al. (2016); Wan et al.
(2016); Zhang et al. (2016); Zhao et al. (2016); Afshari-Igder et al. (2018); Khorramdel
et al. (2018); Mahmoud et al. (2018); Hao and Tian (2019); Zhao et al. (2019); Acikgoz
et al. (2020); Chen and Liu (2020); Liu and Duan (2020); Rayi et al. (2021)

DNN Qureshi et al. (2017); Qureshi and Khan (2019); Lin and Liu (2020); Lin et al. (2020);
Putz et al. (2021)

DBN Wang et al. (2018); Zhang et al. (2019c); Duan et al. (2022)
RNN Shi et al. (2017); Chen and Liu (2020); Wang et al. (2021a)
ESN Zhang et al. (2016); Wang et al. (2019a,b); Hu et al. (2020a)
LSTM Han et al. (2019a,b); Yin et al. (2019); Yu et al. (2019a); Yuan et al. (2019); Zhang

et al. (2019b); Chen and Liu (2020); Devi et al. (2020); Li et al. (2020a); Shahid et al.
(2020b); Sun et al. (2020b); Yu et al. (2020); Zhang et al. (2020c); Duan et al. (2021);
Gu et al. (2021); Shahid et al. (2021); Wu et al. (2021); Xiang et al. (2021); Zhang
et al. (2021b,c,d); Ahmad and Zhang (2022); Duan et al. (2022); Xiong et al. (2022)

GRU Ding et al. (2019); Wang et al. (2019c); Niu et al. (2020); Hossain et al. (2021); Liu
et al. (2021c); Meng et al. (2022)

CNN Wang et al. (2017a); Hong and Rioflorido (2019); Ju et al. (2019); Yin et al. (2019);
Yu et al. (2019b); Abedinia et al. (2020a); Yu et al. (2020); Hossain et al. (2021); Liu
et al. (2021c); Wu et al. (2021); Yildiz et al. (2021); Zhang et al. (2021c); Xiong et al.
(2022)

TCN Meka et al. (2021); Xiang et al. (2021); Hu et al. (2022)
GAN Yin et al. (2021); Yuan et al. (2021); Zhou et al. (2021)
Neuro-fuzzy Catalão et al. (2010); Pousinho et al. (2011); Osório et al. (2015); Renani et al. (2016);

Saleh et al. (2016); Dong et al. (2017); Sharifian et al. (2018); Çevik et al. (2019)
WNN Bhaskar and Singh (2012); Chitsaz et al. (2015); Sun et al. (2018); Du et al. (2019);

Aly (2020); Ghoushchi et al. (2021)
SVM Kusiak and Zhang (2010); Buhan and Çadırcı (2015); Yang et al. (2015); Heinermann

and Kramer (2016); Renani et al. (2016); Çevik et al. (2019); Demolli et al. (2019); Sun
et al. (2019); Yan and Ouyang (2019); Li et al. (2020d,e); Lu et al. (2020b); Ouyang
et al. (2020); Sun et al. (2020a); Wang et al. (2020b); He et al. (2021); Von Krannichfeldt
et al. (2021)

LS-SVM Shi et al. (2013); Yuan et al. (2015); Zhang et al. (2016); Liu et al. (2017); Safari et al.
(2017); Yuan et al. (2017); Hong et al. (2019); Zhang et al. (2019a,c); Gendeel et al.
(2021)

RF Kusiak and Zhang (2010); Renani et al. (2016); Lahouar and Slama (2017); Liu et al.
(2017); Demolli et al. (2019); Sun et al. (2019); Yan and Ouyang (2019); Ouyang et al.
(2020); Sun et al. (2020a); De Caro et al. (2021); Von Krannichfeldt et al. (2021)

GBM Landry et al. (2016); Nagy et al. (2016); Ju et al. (2019); Sun et al. (2019); Yan and
Ouyang (2019); Sun et al. (2020a); Von Krannichfeldt et al. (2021)

DT Heinermann and Kramer (2016); Sasser et al. (2022)
Other ML/DL Zjavka and Mišák (2018); Mishra and Dash (2019); Wang et al. (2020a,c); Lv et al.

(2021)
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CHAPTER 1. INTRODUCTION

ing ANN models have kept aiming to improve forecast accuracy while reducing or

maintaining the computational burden of the network by implementing improved

optimization algorithms, using feature selection criteria to avoid the use of redun-

dant data and avoid the propagation of errors generated by additional exogenous

inputs, or using hybrid methodologies where the wind power time series is decom-

posed. For instance, improved optimization algorithms are applied by Chang et al.

(2017), where the convergence and accuracy of the training algorithm is improved

using an error feedback scheme, by Chitsaz et al. (2015), in which the clonal search

algorithm contributes to capture non-linearities in the data, by Osório et al. (2015),

using an optimization algorithm where the concepts of evolutionary computing and

PSO are combined, and by Nazaré et al. (2020), where the Levenberg-Marquardt

and PSO algorithms ared used to update the parameters of an ANN model. Feature

selections methods are implemented by Zameer et al. (2017), using genetic program-

ming to prevent the propagation of errors of the predictors, by Azimi et al. (2016),

in which data are clustered into groups of similar patterns and the best one is chosen

and trained by an ANN, and by Li et al. (2015), using a feature selection technique

based on mutual information to select the most informative input variables for an

ANN model. Furthermore, different types of data can be fed to build ANN-based

WPF models, such as exclusively historical wind power measurements originally col-

lected with SCADA systems (Li et al., 2020b), meteorological variables (Nielson

et al., 2020), or a combination of both (Khazaei et al., 2022). In addition to all these

modelling aspects, new computational paradigms such as neuromorphic computing

benefit from biologically inspired networks such as SNNs (whose implementation for

WPF is one of the research objectives of this thesis, as mentioned in Section 1.2).

Wang et al. (2020c) propose a WPF model using SNNs as one of its elements. ANNs

can also be built to estimate different representations of probabilistic forecasts, such

as the Lower Upper Bound Estimation (LUBE) method (Khosravi and Nahavandi,

2013; Khosravi et al., 2013), quantile regression (QR), and kernel density estimation

(KDE). Probabilistic estimation of WPFs is further described in section 1.4.1.5.

An alternative to the backpropagation algorithm to train ANN models faster

are extreme learning machines (ELMs), an ANN-based technique based on a single-
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hidden FFNN where the weights between the input and the hidden layers are ran-

domly assigned and never updated, thus accelerating the training rate of the network

(Huang et al., 2006). References such as Abdoos (2016), Hao and Tian (2019), and

Rayi et al. (2021) employ ELMs as the main forecasting model. Many examples

of probabilistic frameworks are found in the literature to address the uncertainty of

WPFs. For instance, Wan et al. (2013a) propose the so-called hybrid intelligent algo-

rithm, setting up a multi-objective optimization problem based on ELM and PSO. A

quantum-behaved PSO algorithm is used together with ELM to construct prediction

intervals (PIs) in Zhang et al. (2014a), and with a differential evolution optimization

method in Mahmoud et al. (2018). Other ELM-based probabilistic methodologies

are based on QR (Wan et al., 2016; Zhao et al., 2019), KDE (Khorramdel et al.,

2018; Liu and Duan, 2020), and bootstrapping (Afshari-Igder et al., 2018).

Another category of ANN models are DNNs, which are formed by stacking mul-

tiple layers between the input and output layers (Bengio, 2009). In the literature,

DNN models for WPF are combined with the concept of transfer learning to re-

duce the training time across different wind farms (Qureshi et al., 2017; Qureshi and

Khan, 2019), or used to predict wind power on offshore wind turbines using data in

the order of seconds (Lin and Liu, 2020; Lin et al., 2020). Putz et al. (2021) use

a deep neural architecture known as N-BEATS (Oreshkin et al., 2019). Deep belief

networks (DBNs), originally proposed by Hinton et al. (2006), are another type of

deep neural architecture which have been applied for WPF (Wang et al., 2018; Zhang

et al., 2019c; Duan et al., 2022).

Recurrent neural networks (RNNs) have the ability of modelling temporal depen-

dencies existing in wind data. For example, Shi et al. (2017) use the LUBE method

replacing a basic FFNN model with a recurrent network one. Other RNN models

such as echo state networks (ESN) reduce the computational complexity of basic

recurrent networks, as well as the lack of guarantee of convergence in basic RNN

models (Jaeger, 2007). Some examples in the literature are Wang et al. (2019a),

Wang et al. (2019b), and Hu et al. (2020a). More advanced recurrent networks can

capture longer-term relationships. In particular, long short-term memory (LSTM)

networks (Hochreiter and Schmidhuber, 1997) have been widely used to produce
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point WPFs in the recent literature (Han et al., 2019a,b; Yu et al., 2019a; Devi

et al., 2020; Shahid et al., 2020b, 2021; Duan et al., 2021; Ahmad and Zhang, 2022).

Probabilistic estimates using LSTM are obtained in the literature considering the

Beta distribution (Yuan et al., 2019), using the LUBE framework (Li et al., 2020a),

and utilizing KDE (Gu et al., 2021). Gated recurrent units (GRUs) (Cho et al.,

2014) are another type of advanced recurrent network which can be regarded as an

updated version of a LSTM network with fewer parameters. GRUs have also been

applied in recent times to forecast wind power (Ding et al., 2019; Niu et al., 2020;

Meng et al., 2022). A method to build PIs using GRU networks after decomposing

the wind power data with the VMD algorithm is found in Wang et al. (2019c).

Convolutional neural networks (CNNs) are used to extract relevant hidden pat-

terns in data. A two-dimensional CNN is used by Abedinia et al. (2020a), and a

residual-based CNN forecasting model is proposed by Yildiz et al. (2021). Deep

CNNs models are also proposed in the literature (Wang et al., 2017a; Hong and Ri-

oflorido, 2019; Yu et al., 2019b). A particular type of CNN able to capture temporal

dynamics known as temporal convolutional network (TCN) is employed as the main

forecasting model by Meka et al. (2021) and Hu et al. (2022).

Both recurrent and convolutional networks can be jointly used to benefit from

their features simultaneously. Thus, such combination results in CNN-LSTM mod-

els (Yin et al., 2019; Yu et al., 2020; Wu et al., 2021; Zhang et al., 2021c; Xiong

et al., 2022), CNN-GRU models (Hossain et al., 2021; Liu et al., 2021c), and TCN-

LSTM models (Xiang et al., 2021). A CNN is combined with another ML algorithm

called gradient boosting machine (GBM) to first extract data features with the con-

volutional networks and then pass the filtered information to the GBM in Ju et al.

(2019).

Generative adversarial network (GAN) is a type of ANN designed by Goodfellow

et al. (2014). It consists of two neural networks (known as generator and discrimi-

nator networks) which compete with each other to obtain optimal results. GANs are

used in the WPF literature by Yin et al. (2021), Yuan et al. (2021), and Zhou et al.

(2021). Autoencoders (Schmidhuber, 2015) are another type of neural architecture

consisting also of two separate modules (encoder and decoder) where the input vec-
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tor is encoded by the first module, and later translated into an output sequence by

the second module (Zhang et al., 2020c; Wang et al., 2021a). Neuro-fuzzy systems

integrate fuzzy logic rules within ANN models, such as the adaptive network-based

fuzzy inference system (ANFIS) (Catalão et al., 2010; Pousinho et al., 2011; Osório

et al., 2015). Other neuro-fuzzy systems in the literature are proposed by Dong et al.

(2017) and Sharifian et al. (2018). Other types of ANN found in the WPF literature

are wavelet neural networks (WNNs) (Bhaskar and Singh, 2012; Sun et al., 2018;

Du et al., 2019; Ghoushchi et al., 2021), combination of ANN-based models (Shahid

et al., 2020a; Wu et al., 2020), differential polynomial neural networks (Zjavka and

Mišák, 2018), Legendre neural networks (Mishra and Dash, 2019), or Laguerre neural

networks (Wang et al., 2020a).

Another type of ML models are SVMs, originally proposed by Cortes and Vap-

nik (1995). In short, the input vector is non-linearly mapped to a high dimensional

space where a linear decision surface with special properties is built to guarantee the

generalization of the network. Yang et al. (2015) use SVM to capture the dynamics

of wind power ramps to improve the performance of a Markov model. In other cases,

SVM is employed as the baseline forecasting model, enhancing its performance with

an improved atomic search algorithm (Li et al., 2020d), an improved dragonfly algo-

rithm (Li et al., 2020e), or the grey wolf optimizer (Lu et al., 2020b). He et al. (2021)

propose a probabilistic method based on a QR-based SVM model, and subsequently

enhanced with the Epanechnikov KDE to determine the complete wind power PDF.

The least-squares adaption of SVM (LS-SVM) is also applied in the literature to fore-

cast wind power (Yuan et al., 2015; Safari et al., 2017; Hong et al., 2019). LS-SVM

is merged with the LUBE framework to estimate PIs of wind power in Gendeel et al.

(2021). Additionally, LS-SVM is applied to predict the nonlinear component of wind

power (Yuan et al., 2017), the trend component obtained with singular spectrum

analysis (SSA) (Zhang et al., 2019c), and low frequency components existing in wind

power data (Zhang et al., 2019a).

Random forests (RF) (Ho, 1995) and GBMs (Friedman, 2001) are both ML algo-

rithms constituted by decision trees (DTs), but combined in a different manner. In

the first case, the results of each DT are averaged at the end of the process to obtain
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the final forecast, whereas the DTs are combined sequentially to get a more skilled

learner when using a GBM. Lahouar and Slama (2017) propose a RF approach to

estimate hour ahead WPFs, whereas GBMs are applied by Landry et al. (2016) and

Nagy et al. (2016). A DT regression model using atmospheric data is implemented

by Sasser et al. (2022).

Several ML approaches (such as ANN, SVM and RF) are compared under dif-

ferent frameworks in Kusiak and Zhang (2010), Renani et al. (2016), and Yan and

Ouyang (2019). Demolli et al. (2019) use five ML algorithms to obtain WPFs from

daily wind speed data. Other WPF models are based on the idea of combining

forecasting models to increase forecasting accuracy (Hyndman and Athanasopou-

los, 2018), or establishing mechanisms to select the best from a pool of models

(Petropoulos et al., 2022). Sun et al. (2019, 2020a) employ a reinforcement learning

algorithm known as Q-learning to select the best model among a set of predeter-

mined models (ANN, SVM, GBM, and RF). Ouyang et al. (2020) propose an en-

semble method combining the results of an ANN, SVM and a RF models based on

a Markov-switching regime and model performance. Chen and Liu (2020) introduce

a multi-learner ensemble of sixteen models constituted by a variety of ANN models

such as ELM or LSTM networks. An ensemble method named DAFT-E is proposed

by De Caro et al. (2021), comprised by a set of computationally inexpensive mod-

els (RF, Lazy learning, and persistence). An online ensemble method is introduced

by Von Krannichfeldt et al. (2021), using a QR approach to combine the results of

SVM, RF, gradient boosting regression trees, and extremely randomized trees mod-

els. In Buhan and Çadırcı (2015), ANN and SVM models are combined by means

of weighted averaged combinations of these models which yield the minimum fore-

cast error. Shi et al. (2013) propose a dynamic hybrid model combining LS-SVM

and ANN. Similarly, Wang et al. (2020b) introduce a combined approach based on

Bayesian model averaging and ensemble learning using ANN- and SVM-based mod-

els as baseline methods. Other combination paradigms are proposed by Zhang et al.

(2016), using LS-SVM, ESN and ELM models, by Heinermann and Kramer (2016),

using an heterogeneous ensemble constituted by DTs and SVM-based models, by Liu

et al. (2017) combining of ANN-based models and LS-SVM using ANFIS, and by
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Çevik et al. (2019), combining the results of ANFIS, ANN, and SVM models.

1.4.1.3 Other methodologies

A summary of other methodologies applied for WPF is shown in Table 1.4. One pos-

sibility is to model WPFs with Gaussian Processes, which are defined by Rasmussen

(2003) as “a collection of random variables, any finite number of which have (consis-

tent) joint Gaussian distributions”, and are suitable for non-linear regression. Chen

et al. (2013) use first a Gaussian Process to correct the forecast wind speed from a

NWP model, and a censored Gaussian Process to map the relation between wind

speed and wind power. Lee and Baldick (2013) develop an ensemble method consist-

ing of Gaussian Processes and ANN models. Kou et al. (2013) present an adaptation

of Gaussian Processes called warped Gaussian Process to model non-Gaussian uncer-

tainty of wind power time series. A temporally local Gaussian Process is proposed

by Yan et al. (2015a) to model the time-varying features existing in wind power

data. A learning procedure called teaching learning based optimization is introduced

by Yan et al. (2016) to train and accelerate the learning rate of a Gaussian Process

model. Ahmadpour and Farkoush (2020) compare different Gaussian Process based

models to forecast wind power at a wind farm and regional level. A sparse variational

Gaussian Process is proposed by Wen et al. (2022), aiming to address issues inherent

to the original Gaussian Process such as inference complexity or the determination

of hyperparameters. Other authors propose WPF models based on linear regression

(Ozkan and Karagoz, 2015) or kernel regression models (Wang et al., 2017b; Naik

Table 1.4: References where other methodologies are applied.

Model References
Gaussian Process Chen et al. (2013); Kou et al. (2013); Lee and Baldick (2013);

Yan et al. (2015a); Baxevani and Lenzi (2018); Ahmadpour
and Farkoush (2020); Wen et al. (2022)

Kernel regression Wang et al. (2017b); Naik et al. (2018a,c)
Grey box model An et al. (2012); Korprasertsak and Leephakpreeda (2019);

Lu et al. (2020a); Qian and Wang (2020)
Markov model Pinson and Madsen (2012); Carpinone et al. (2015); Yang

et al. (2015); Yan et al. (2016); Xie et al. (2018)
kNN Kusiak and Zhang (2010); Renani et al. (2016); Zhang and

Wang (2016); Yesilbudak et al. (2017); Demolli et al. (2019)
Stochastic DEs Iversen et al. (2017); Alshelahi et al. (2021)
Bernstein polynomial Dong et al. (2021a,b)
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et al., 2018a).

Other WPF modelling methodologies used in the literature are for instance grey

box models (An et al., 2012; Korprasertsak and Leephakpreeda, 2019; Lu et al.,

2020a; Qian and Wang, 2020), Markov models (Carpinone et al., 2015), stochastic

differential equations (Iversen et al., 2017; Alshelahi et al., 2021), k-nearest neighbors

(kNN) (Zhang and Wang, 2016; Yesilbudak et al., 2017), and Bernstein polynomials

(Dong et al., 2021a,b).

1.4.1.4 Decomposition-based hybrid models

Data decomposition is a frequently used preprocessing step for wind energy forecast-

ing applications (González Sopeña et al., 2021c). In particular, 57 of the reviewed

papers in this thesis use some sort of preprocessing applying any decomposition algo-

rithm (Table 1.5), but more than 100 publications for wind forecasting applications

are found in the literature, indicating promising outcomes in terms of performance

(Qian et al., 2019). As wind power is such complex data, affected by meteorologi-

cal conditions and activities performed in a wind farm, the aim of performing such

decomposition is to replace a difficult task (such as WPF is) for a set of subtasks

with a lower degree of complexity (Dong et al., 2019). We provide a summary of

these algorithms as we will utilize some of them in the following chapters as our base

models. A more complete description of such algorithms is found in chapter 4.

Wavelet transform (WT) (Meyer, 1992; Daubechies and Bates, 1993) is a mathe-

matical approach which allow us to extract the approximation and detail components

of data. In particular, the approximation components contain the trend existing in

the original data (i.e., the lower-frequency components), whereas the detail compo-

nents represent the higher-frequency components.

EMD is a recursive algorithm proposed by Huang et al. (1998), where the original

time series is decomposed into a set of subseries known as modes or intrinsic mode

functions (IMFs), plus a residue. The complexity of these subseries is lower compared

to the original one, thus allowing to build more accurate forecasting models after

decomposing the signal. Over the years, adaptations of this algorithm have been

proposed to mitigate issues existing in the original EMD definition, such as mode
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Table 1.5: Decomposition algorithms applied to WPF.
Reference WT EMD EEMD CEEMD CEEMDAN VMD SSA Other
Catalão et al. (2010) 5

Liu et al. (2010) 5

Catalão et al. (2011) 5

An et al. (2012) 5

Bhaskar and Singh (2012) 5

Haque et al. (2014) 5

Zhang et al. (2014a) 5

Li et al. (2015) 5

Osório et al. (2015) 5

Abdoos (2016) 5

Aghajani et al. (2016) 5

Azimi et al. (2016) 5

Zhang et al. (2016) 5

Dong et al. (2017) 5

Safari et al. (2017) 5 5

Wang et al. (2017a) 5

Afshari-Igder et al. (2018) 5

Leng et al. (2018) 5

Naik et al. (2018a) 5

Naik et al. (2018b) 5

Naik et al. (2018c) 5

Çevik et al. (2019) 5

Du et al. (2019) 5

Han et al. (2019a) 5

Han et al. (2019b) 5

Hao and Tian (2019) 5

Hong et al. (2019) 5

Qian and Wang (2020) 5

Wang et al. (2019a) 5

Wang et al. (2019c) 5

Zhang et al. (2019a) 5

Zhang et al. (2019c) 5

Yin et al. (2019) 5 5

Abedinia et al. (2020a) 5

Abedinia et al. (2020b) 5

Chen and Liu (2020) 5

Devi et al. (2020) 5

Li et al. (2020d) 5

Liu and Duan (2020) 5

Lu et al. (2020a) 5

Sun et al. (2020b) 5

Wang et al. (2020a) 5

Wu et al. (2020) 5 5 5

Dong et al. (2021a) 5

Dong et al. (2021b) 5

Duan et al. (2021) 5

Gendeel et al. (2021) 5

Liu et al. (2021c) 5

Rayi et al. (2021) 5

Wang et al. (2021a) 5

Yildiz et al. (2021) 5

Yin et al. (2021) 5

Zhang et al. (2021d) 5

Zhou et al. (2021) 5

Duan et al. (2022) 5

Khazaei et al. (2022) 5

Meng et al. (2022) 5
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mixing (Yang et al., 2009). One of such adaptations is called ensemble empirical

mode decomposition (EEMD) (Wu and Huang, 2009), where mode mixing is fixed

by setting multiple trials using the EMD algorithm and mixing the original data

with Gaussian white noise. Other adjustments to the original version of EMD are

the complete ensemble empirical mode decomposition (CEEMD) algorithm (Yeh

et al., 2010), where a collection containing a combination of Gaussian white noise

and its complementary are used instead, and the complete ensemble empirical mode

decomposition with adaptive noise (CEEMDAN) algorithm (Torres et al., 2011),

where the algorithm is further adjusted to reduce the number of trials required in

comparison to the EEMD and CEEMD algorithms.

VMD (Dragomiretskiy and Zosso, 2013) is another decomposition algorithm that

extracts modes or IMFs following the same definition as EMD-based algorithms.

Compared to EMD, the modes are extracted concurrently together with their center

frequencies, by solving a variational problem using an algorithm called alternating

direction method of multipliers (ADMM) (Hestenes, 1969; Boyd et al., 2011).

SSA is a non-parametric spectral extraction approach used to decompose data

into a trend, periodic/quasi-periodic, and noise components (Elsner and Tsonis,

1996). First, data are decomposed by means of a two-stage process. Secondly,

in the reconstruction stage, those components which are similar are grouped, and

later mapped to form the reconstructed time series.

Two of the references use different decomposition algorithms rather than the

ones mentioned above. Hong et al. (2019) use an algorithm called morphological

high-frequency filter, which separates the data into a trend and a high frequency

component, and Qian and Wang (2020) apply the Hodrick-Prescott filter to identify

the trend and cyclic component existing in the data.

1.4.1.5 Probabilistic estimates of WPFs

Traditionally, WPF models have provided outputs as point (or deterministic) esti-

mates, meaning that a single value is computed for every time step to be forecast.

Nonetheless, every prediction is associated with a certain degree of uncertainty which

is impossible to reduce entirely. Probabilistic forecasts overcome this issue and allow
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us to obtain a probabilistic estimate for future wind power outputs. Several repre-

sentations for probabilistic estimates are found in the literature: predictive densities

which represent the probability distribution of future outputs, quantiles that divide

the probability distribution into intervals, and PIs which provide the range where

a value will be located under a given distribution. The latter representation tends

to be more appealing for end users, so usually PIs are preferred as probabilistic

estimates. Table 1.6 indicates what references use some sort of methodology to esti-

mate probabilistic representations of WPFs. Further insights on the performance of

probabilistic estimates are found in chapter 3.

A non-parametric approach known as LUBE method (Khosravi and Nahavandi,

2013; Khosravi et al., 2013) consists of an ANN model with two outputs which

represent the upper and lower boundaries of the constructed PI. A multi-objective

optimization problem is set as the loss function, based on the two main properties of

the PI: coverage and width. Quan et al. (2013) convert the original multi-objective

optimization problem into a constrained single-objective one. Kavousi-Fard et al.

(2015) add a fuzzy-based loss function to the LUBE method to facilitate the adjust-

ment of the neural network parameters. Wu et al. (2018b) use the LUBE method

with NWP data combined with the charged system search algorithm to adjust the

parameters of the ANN. Pinson and Tastu (2014) argued the validity of this method

to build optimal intervals. An answer from the authors of the LUBE framework was

Table 1.6: Main methods for probabilistic estimations of WPFs.

Model References
QR Nielsen et al. (2006); Haque et al. (2014); Gallego-Castillo et al. (2016);

Wan et al. (2016); Zhang et al. (2016); He and Li (2018); Zhao et al.
(2019); Hu et al. (2020b); Yu et al. (2020); He et al. (2021); Hu et al.
(2022)

KDE Bessa et al. (2012b,c); Zhang and Wang (2016); He and Li (2018); Khor-
ramdel et al. (2018); Lin et al. (2018b); Liu and Duan (2020); Gu et al.
(2021); He et al. (2021); Lv et al. (2021); Dong et al. (2022)

LUBE Khosravi and Nahavandi (2013); Khosravi et al. (2013); Quan et al.
(2013); Kavousi-Fard et al. (2015); Shi et al. (2017); Wu et al. (2018b);
Zou et al. (2019); Li et al. (2020a); Wang et al. (2020c); Gendeel et al.
(2021)

GMM Sun et al. (2019); Zhang et al. (2019b); Dong et al. (2021a)
Other Pinson and Kariniotakis (2010); Alessandrini et al. (2015); Lin et al.

(2018b)
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provided in Khosravi and Nahavandi (2014), indicating solutions to improve the re-

liability of this method, such as modifying the original multi-objective optimization

problem into a constrained single-objective problem (already applied by Quan et al.

(2013)), and modifying the original score skill to evaluate intervals in the case of

zero-width intervals.

Another alternative to build probabilistic estimates of WPFs is QR, a non-

parametric method where the uncertainty is estimated by means of a set of forecast

quantiles. QR is characterized by its free-distribution approach and its flexibility

to include predictors (Bremnes, 2004). Nielsen et al. (2006) use the forecast errors

from an existing system as a starting point to build the 25% and 75% quantiles of

the forecast errors with linear QR. This methodology can be combined easily with

ANN models to extend points estimates to PIs, such as Haque et al. (2014), where

QR is used to establish probabilistic estimates from an ANN-based methodology.

Other authors, such as Gallego-Castillo et al. (2016) and Hu et al. (2020b) formu-

late their QR-based approaches within the reproducing kernel Hilbert space (RKHS)

framework (Berlinet and Thomas-Agnan, 2011). Additionally, a QR based neural

network is combined with another non-parametric approach known as KDE in He

and Li (2018), where the predictions at different quantiles are used as an input for

the KDE to model the PDF. Other probabilistic methods using ANNs is provided

by Sideratos and Hatziargyriou (2012), where eight different quantiles of the future

wind power distribution are obtained to model the uncertainty of the WPF.

KDE is another method applied in the literature, using time-adaptive frameworks

(Bessa et al., 2012b,c), or combined with other methodologies such as Bayesian learn-

ing (Lin et al., 2018b). Gaussian mixture models (GMM) represent another prob-

abilistic model which consists of a certain number of Gaussian distributions, which

are later aggregated to estimate the PDF of the variable of study. Sun et al. (2019)

use GMM to model the marginal distribution of WPFs, Zhang et al. (2019b) examine

the error distribution of WPFs for short-term prediction horizons with a GMM, and

Dong et al. (2021a) use this model to fit noise distribution in order to improve the

generalization of a baseline forecasting model based on Bernstein polynomials. Other

probabilistic methodologies are adapted resampling (Pinson and Kariniotakis, 2010),
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an empirical nonparametric approach to produce conditional interval forecasts using

recent forecast errors, a fuzzy inference model, and a resampling scheme to com-

bine probability distribitutions; and analog ensemble (Alessandrini et al., 2015), a

method that provides a set of WPFs based on historical data and deterministic model

predictions.

1.4.2 Datasets for wind power forecasting

All the reviewed references are benchmarked with datasets collected from different

parts of the world (Figure 1.4). In addition, some authors have reported to uti-

lize data from several regions of Europe, the Iberian Peninsula, and data from the

Global Energy Forecasting Competition 2012 (GEFCom2012) (Hong et al., 2014)

and GEFCom2014 (Hong et al., 2016), whereas no reference to the region/country

of origin was found in 12 of the reviewed publications. Usually, WPFs are modelled

using historical data from the wind farm, NWP data, or both. In some cases, these

datasets are not publicly available as the providers are unwilling to share these data,

even if privacy is ensured (Gonçalves et al., 2020).

10 20 30 40 50
Number of publications

Figure 1.4: Country of origin of the datasets used in the reviewed publications.
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The dataset of the GEFCom2012 is originally constituted by hourly resolution

historical wind power measurements of seven wind farms and meteorological forecasts

of the zonal and meridional components of surface winds at 10 m above ground level.

This dataset has been used in references such as Gallego-Castillo et al. (2016) and

Karakuş et al. (2017). On the other hand, GEFCom2014 data are obtained from 10

wind farms located in Australia. Hourly wind power measurements are available, as

well as meteorological forecasts at 10 and 100 m above ground level. These data are

applied to benchmark some models such as the ones proposed by Lin et al. (2018b)

and Wen et al. (2022).

Some wind farms have data available online. For instance, Sotavento wind farm

provides several types of data, including wind power, speed, and direction at a 10-

minute resolution (Sotavento Wind Farm, 2022). Belgian wind power data are also

publicly available at 15-min intervals (ELIA, 2022). The National Renewable Energy

Laboratory (NREL) also make public their datasets, such as the wind integration

national dataset (WIND) toolkit (Draxl et al., 2015). A complete categorization of

open-source wind and wind power datasets is provided by Effenberger and Ludwig

(2022).

1.5 Scope of the work

A number of research gaps in the literature have been identified after conducting the

literature review.

Comparing the different WPF models proposed in the literature is a challenging

task as they are tested under different conditions. The inputs given to the model

differ, as univariate time series can be considered (i.e., only wind power data) or

multivariate time series leveraging the dependency on other variables such as wind

speed or wind direction. The input dataset can be distinguished in terms of its scale,

as the model could be fitted at either a turbine, farm or regional/national production

level, and in terms of sample size, as it varies from a few months to approximately

three years of data to benchmark the model, and in terms of time resolution, usu-

ally from 10 minutes to 1 hour, as intra-hour resolution data show higher volatility

(Sorensen et al., 2007; Liu et al., 2019b). While forecasting competitions represent a
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good opportunity to compare different forecasting models (Hong et al., 2014, 2016;

Hyndman, 2020), they may not consider all the elements deemed necessary to make

such a comparison fair and representative. Therefore, this gap in the literature is

addressed in chapter 3, where an overview of performance evaluation metrics for

statistical WPF models is presented, and in chapter 4, where a novel benchmarking

framework to evaluate WPF models is introduced.

Furthermore, we do not have a complete picture of what originates the errors of

WPFs. Even if it is widely known that the main components of uncertainty are the

model (epistemic uncertainty) and the data (aleatoric uncertainty), we do not have

tools to quantify their contributions as such. The statistical framework presented in

chapter 2 aims to establish a foundation to clarify such questions.

Exceptionally, in the most recent literature a high number of studies have used

ML/DL based models to forecast wind power, as shown in Table 1.3. However,

the training of more complex neural models is tied to a high computational cost,

hampering any possible implementation for real- or near real-time applications. We

approach this issue in two different manners. Chapter 5 explores the possibilities of

leveraging high resolution SCADA data combined with clustering algorithms to find

a middle ground between improved WPFs and the total computational cost. On the

other hand, chapter 6 investigates the application of SNNs for short-term WPF, as

the potential of these algorithms can be maximized with neuromorphic computing,

a brand new computational technology which aims to reduce the computational cost

of ML/DL by developing devices mimicking the energy-efficient behavior of the brain

as source of inspiration.
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Chapter 2

Sources and decomposition of

errors

The correct modelling of errors is critical for real-time applications in the energy

industry such as the case of wind power forecasting. However, errors from wind

energy applications are often not clearly defined, and some variables are disregarded

when forecast errors are modelled. Therefore, this issue hinders the applicability and

validity of wind power forecasts, in particular during the model development stage

as forecast errors are key performance evaluators of wind power forecasting models.

Therefore, knowing and quantifying the main sources of forecast error are necessary

to further establish comparison benchmarks and markers of error.

2.1 Statistical error modelling

Statistical error modelling is a process that involves the development of relationships

between measurements, the required measurements, and the errors related to the

measurements, where the error is defined as the difference between the value of a

certain quantity and the best estimate of the value of such a quantity (Cox and

Harris, 2004). That is, statistical models are assigned to the deviations associated

with the measurements. This error can result from: a) random effects only and b) a

combination of random and systematic effects.

Systematic effects can be reduced by increasing the number of measurements.
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For simplicity, if we consider a linear regression problem:

vi =
m∑
j=1

ajhj(ti) + ei, i = 1, . . . ,m (2.1)

where vi is a measurement corresponding to a stimulus ti, hj basis functions defining

a model relating the measurements and the stimuli, aj are the model parameters, and

ei the measurement deviations. Besides, let us define e = (e1, . . . , em)T as the vector

containing all the measurement deviations. If the error only comes from random

effects, then

e = er (2.2)

where er is a sample of random variables Er, and the estimate of Er is a zero vector

with an associated covariance (uncertainty) matrix Vr. If the measurement deviations

come from both random and systematic effects, then

e = er + b (2.3)

where b is defined as a sample of random variables B, where Er and B are indepen-

dent, and the estimate of B is the zero vector with an associated covariance matrix

Vb.

The parameters aj can be estimated one way or another depending on what effects

Forecast
error

Data
Uncertainty

Model
Uncertainty

Uncertain input Incorrect choice of model Selection of optimal
parametersRandom error

Model misspecification

Figure 2.1: Main sources of prediction uncertainty.
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apply for the measurement deviations (random and/or systematic) and whether the

random effects are quantified or not.

Taking this theoretical background into consideration, two main sources of error

can be identified (Figure 2.1): the data (also known as aleatoric uncertainty) and the

forecasting model itself (namely epistemic uncertainty). Such concepts have been an

important topic of discussion in the past (Faber, 2005), and such identification is

useful to reduce the error without needing to resort to great advances in terms of

modelling (Der Kiureghian and Ditlevsen, 2009).

2.1.1 Data uncertainty

In the case of data uncertainty, time series are usually addressed as deterministic sys-

tems where every time step is conformed by a single data point (Petropoulos et al.,

2018). However, this assumption neglects the multiple realizations of the time se-

ries, as these values might have been estimated by sampling different measurements

in a given time interval. This is the case of wind speed or wind power measure-

ments obtained with SCADA systems, which can be collected in the order of seconds

(Gonzalez et al., 2019). Despite that, these data are resampled depending on the

application. For instance, applications such as the operation of reserves or trading

in the electricity markets usually operate in intervals of 10 (Song et al., 2014) or 15

minutes (Mazzi et al., 2015).

2.1.2 Model uncertainty

The model chosen to estimate the WSF/WPF might not be the most adequate, or

that model might not even exist (in the words of the statistician George Box, “all

models are wrong” (Box, 1976)). Even in the case we can define one model as the

best existing one, we might not be able to estimate the optimal parameters of that

model. The error stemming from these limitations is defined as model uncertainty

(Wit et al., 2012). In the remainder of this chapter we will focus on the error

stemming from the model, assuming that this error is exclusively coming from the

model using data generated synthetically (González Sopeña et al., 2022b), so only

one realization of the time series actually exists for every time step.
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One of the sources of forecast error is model misspecification (Chatfield, 1996).

For example, suppose the wind data are actually generated by an ARIMA model of

the order (p, d, q) (where p is the order of the AR term, d the degree of differencing,

and q the order of the MA term), and is misspecified as an ARIMA(p∗, d∗, q∗) model.

Although there are various tools available for model specification or identification

that identify the true model almost surely from an asymptotic perspective, it is not

uncommon for an analyst to identify an incorrect model from a sample dataset of

small size. Pukkila et al. (1990) suggested a method for determining the order of an

ARIMA(p, 0, q) or ARMA(p, q) model, that was shown to perform well with samples

of size 100 or more for p + q ≤ 3. However, for samples of size 50, the performance

was not as good - e.g., an ARMA(1,2) model with the AR parameter φ1 = 0.60 and

the MA parameters θ1 = −0.50 and θ2 = −0.90 was correctly identified only 34%

of the time from samples of size 50. On the remaining occasions, the model was

incorrectly identified as ARMA(2,0), ARMA(0,2), ARMA(1,0) and ARMA(3,0). An

interesting question that immediately arises is, how much does the prediction suffer

if one of these incorrect models is used.

It has sometimes been argued that incorrect model specification is sometimes a

consequence of a nearly equivalent mathematical representation of the true model.

For example, Kendall (1971) had argued that the time and effort spent in identi-

fying the correct order of ARMA models can be saved by fitting moderately long

autoregressive models. However, many authors, including Box and Jenkins (1973),

have provided a counter-argument that such non-parsimonious models result in noisy

forecasts due to uncertainty involved in estimation of a large number of model param-

eters. Thus, even if two models have almost similar mathematical representations,

resulting in nearly equal forecast error, if the misspecified model is less parsimonious,

the forecast error is likely to be inflated due to the uncertainty associated with es-

timation of model parameters. This aspect is often ignored in modern data science

(including WSF/WPF), where overfitting is considered benign by many.

This brings us to the question we want to investigate: if one makes a forecast

using a time series modelM , assumed different from the true data generating model,

what are the sources of the forecast error and how is the forecast error distributed
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among these sources? Such a decomposition is useful in many real-life scenarios such

as forecasting for wind energy applications. In particular, studies have modelled wind

forecasts using ARMA (Torres et al., 2005; Erdem and Shi, 2011), ARIMA (Su et al.,

2014; Grigonytė and Butkevičiūtė, 2016; Cadenas et al., 2016), and SARIMA models

(Liu et al., 2021b; Zhang et al., 2021d). Furthermore, ARIMA models have been

applied to wind energy forecasting combined with other type of models to estimate

a final forecast (Shi et al., 2012; Wang and Hu, 2015), and to model low and high

frequencies found in wind speed time series (Yunus et al., 2015; Liu et al., 2021a).

However, the proposed models typically differ with respect to their autoregressive

and moving average orders. Assuming that one of these models is true and the

inherent error is the same, it is of practical interest to see how much the forecast

error will be inflated if other models are chosen, and to which sources these errors

will be attributed. These insights can be of relevance for other fields such as traffic

(Ghosh et al., 2009), ecology (Mac Nally et al., 2018) or dynamical systems in general

(Mangan et al., 2017), where there is an aim to understand how to better select

models.

Thus, the proposed framework would (a) allow the decomposition of forecast

error (measured by the mean squared error or MSE) from an arbitrary time series

model into three components, and (b) outline a simulation procedure that would

enable a researcher to decompose the forecast error of a proposed model, and com-

pare it with that of a benchmark model. Surprisingly, in spite of the existence of

a fairly large literature on time series model misspecification, a decomposition of

forecast error like the one described above appears to have been scantily addressed

and discussed. Our proposed framework is based on ideas similar to that developed

by Davies and Newbold (1980), who studied how forecast errors are inflated if mis-

specified ARIMA models are used in lieu of true data generating models. The main

contributions of this Chapter include: (i) providing a decomposition formula that

helps to quantify the percentage contributions of the sources of forecast error, (ii)

providing a new definition of “optimal parameters of a misspecified model” used in

(i), and (iii) developing a simulation algorithm that can be used to estimate the

percentage contributions of each source in the decomposition. We also discuss the
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application of the proposed approach pertaining wind speed forecasting.

In the following section we introduce some notation, briefly describe the basics of

forecasting with ARMA models and introduce the notion of parameter uncertainty as

a component of forecast error. In section 2.3, we explore the effect of model misspec-

ification on forecast error, introduce the notion of “optimal misspecified model”, and

propose measures of inflation of the forecast error arising from parameter and model

uncertainty. In section 2.4, we lay out a comprehensive simulation framework to

assess the source-wise inflation of error of forecast made from a misspecified model.

In section 2.5, we describe the application of the proposed simulation framework

tailored for WSF. Some concluding remarks are presented in section 2.6.

2.2 Contribution of parameter uncertainty in forecast er-

ror

The notation introduced here can be found in most common and well-known time se-

ries textbooks like Box and Jenkins (1970) and Brockwell and Davis (2002). Suppose

we have observed Y1, . . . , Yn, i.e., n data points from a time series generated from a

“true” model M. Under a specified model M , the best or minimum mean squared

error (MMSE) h-steps ahead forecast, i.e., forecast of Yn+h from n data points under

model M is given by

Ŷ
(M)
n+h|n = EM (Yn+h|Y1, . . . , Yn), (2.4)

where EM (·) denotes expectation under model M , assuming the true model param-

eters are known. The forecast error is e(M)
n+h|n = Ŷ

(M)
n+h|n − Yn+h, and the MSE of this

forecast is

MSE
(M)
h|n = EM

[
e
(M)
n+h|n

]2
, (2.5)

where the expectation is taken over the true modelM.
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Suppose M represents a stationary ARMA(p,q) model with zero mean,

Yt − φ1Yt−1 − . . .− φpYt−p = εt + θ1εt−1 + . . .+ θqεt−q,

where {εt} are assumed to be white noise (mutually independent) with zero mean

and common variance σ2ε .

Let B denote the backward shift operator B such that BhYt = Yt−h. Then the

above model can be written in the polynomial form

φ(B)Yt = θ(B)εt,

where φ(B) = (1−φ1B− . . .−φpBp) and θ(B) = (1+θ1B+ . . .+θqB
q) respectively

represent the pth order AR and qth order MA polynomials. We assume that both

φ(z) = 0 and θ(z) = 0 have no roots on or inside the unit circle, so that {Yt} is

causal and strictly invertible, and has an infinite moving average representation:

Yt = ψ0εt + ψ1εt−1 + . . . , (2.6)

where for j = 0, 1, 2, . . ., ψj is the coefficient ofBj in the infinite expansion φ−1(B)θ(B) =∑
j=0 ψjB

j .

We have started with the general MMSE forecasting problem (Eq. 2.4), and from

now on, we will focus on the Gaussian ARMA model. Under normality the MMSE

predictor and the best linear predictor (BLP) coincide. Therefore, even without the

normality assumption, the following discussion and results will remain the same if

we consider the BLP instead of the MMSE predictor, which has been the convention

of the forecasting based on ARMA models.

For a causal and invertible ARMA model, the temporal dependence decays ge-

ometrically fast, so the MMSE predictor based on {Y1, . . . , Yn} and on the infinite

past {. . . , Y0, . . . , Yn} are very close as long as n is reasonably large. As a result, we

redefine the notation Ŷ (M)
n+h|n as

Ŷ
(M)
n+h|n = EM (Yn+h| . . . , Y0, . . . , Yn). (2.7)

33



2.2. CONTRIBUTION OF PARAMETER UNCERTAINTY IN FORECAST
ERROR

Using the representation of Eq. 2.6, one can write Yn+h as:

Yn+h = ψ0εn+h + ψ1εn+h−1 + . . .+ ψh−1εn+1 + ψhεn + ψh+1εn−1 + . . . , (2.8)

Then the MMSE predictor of Yn+h is:

Ŷ
(M)
n+h|n = EM (Yn+h|Y1, . . . , Yn) = EM (Yn+h|ε1, . . . , εn) = ψhεn + ψh+1εn−1 + . . . .

Now, let Ŷ (M̂)
n+h|n denote the MMSE predictor of Yn+h when the parameters of

model M are unknown and are estimated from observations Y1, . . . , Yn. Then, this

MMSE predictor is given by

Ŷ
(M̂)
n+h|n = ψ̂hεn + ψ̂h+1εn−1 + . . . ,

where ψ̂j ’s are estimated from the data Y1, . . . , Yn. The corresponding forecast error

and MSE are respectively given by

e
(M̂)
n+h|n = Ŷ

(M̂)
n+h − Yn+h, MSE

(M̂)
h|n = EM

[
e
(M̂)
n+h|n

]2
, (2.9)

2.2.1 Forecast errors from true model

If the assumed model M is the true model M with known parameters, then the

representation shown in Eq. 2.8 is the correct expansion of Yn+h, and consequently

the forecast error

e
(M)
n+h|n = Ŷ

(M)
n+h|n − Yn+h = ψ0εn+h + ψ1εn+h−1 + . . .+ ψh−1εn+1, (2.10)

yields the MSE

MSE
(M)
h|n =

(
ψ2
0 + . . .+ ψ2

h−1
)
σ2ε , (2.11)

where, as assumed earlier, σ2ε is the common variance of the residuals ε. This quantity

MSE
(M)
h|n can be referred to as the “inherent model error of forecast”. It is a measure

of forecast error in the best possible scenario where the true model specification
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(including the parameters) is known, and thus can be interpreted as the unavoidable

error.

Now consider the situation where the parameters of the true model are unknown.

Then the forecast error is given by e(M̂)
n+h|n = Ŷ

(M̂)
n+h|n − Yn+h. Thus the MSE can be

decomposed as

MSE
(M̂)
h|n = EM

[
e
(M̂)
n+h|n

]2
= E

[
Ŷ

(M̂)
n+h|n − Yn+h

]2
= EM

[
Ŷ

(M̂)
n+h|n − Ŷ

(M)
n+h|n + Ŷ

(M)
n+h|n − Yn+h

]2
= EM

[
Ŷ

(M̂)
n+h|n − Ŷ

(M)
n+h|n + ε

(M)
n+h

]2
= EM

[
Ŷ

(M̂)
n+h|n − Ŷ

(M)
n+h|n

]2
+ EM

[
ε
(M)
n+h

]2
.

The last step follows from the following facts: (i) The difference Ŷ (M̂)
n+h|n − Ŷ

(M)
n+h|n

(i.e, the difference between the predictor with the true model parameters and that

with estimated model parameters) depends on the past residuals εn, εn−1, . . . , . . .

whereas, (ii) from Eq. 2.10 it is clear that e(M)
n+h|n depends only on the future residuals

εn+1, . . . , εn+h. Consequently, by mutual independence of residuals, Ŷ (M̂)
n+h|n − Ŷ

(M)
n+h|n

is independent of ε(M)
n+h|n and the expectation of the product term vanishes. We thus

have the following well-known (e.g. Mazzeu et al., 2018) result:

Proposition 1. The MSE of forecast under the true model M with unknown co-

efficients, where the model parameters are estimated from observed data, can be

decomposed as

MSE
(M̂)
h|n = δ

(M̂,M)
h|n +MSE

(M)
h|n , (2.12)

where MSE
(M)
h|n is the inherent model error given by Eq. 2.11, and

δ
(M̂,M)
h|n = EM

[
Ŷ

(M̂)
n+h|n − Ŷ

(M)
n+h|n

]2
(2.13)

represents the contribution of “parameter uncertainty” to the overall forecast error.

Note that the quantity δ(M̂,M)
h|n defined in Proposition 1 depends on the sample

size n and the forecast horizon h, and loosely speaking, is expected to converge to
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zero for fixed h as n goes to infinity, under fairly mild conditions related to the

convergence of the parameter estimators to the true model parameters (see Fuller

(1996)). Proposition 1 also suggests that if it is possible to estimate MSE
(M̂)
h|n and

MSE
(M)
h|n , then their difference will provide an estimate of δ(M̂,M)

h|n .

2.3 Forecast errors from misspecified models

Now assume that M is a misspecified model with parameter θM (typically a vector),

which is different from the true modelM with parameter θM. To forecast Yn+h from

n data points using M , one has to estimate the parameters θM from observations

Y1, . . . , Yn and follow the procedure described earlier to obtain the predictor Ŷ (M̂)
n+h .

The associated error will be denoted by e(M̂)
n+h and the MSE by MSE

(M̂)
h|n .

To decompose MSE
(M̂)
h|n , we visualize a population version of the misspecified

model with some “true value” of θM , and define the MMSE predictor Ŷ (M)
n+h assuming

that true value is known. While such a “true value” from a misspecified model does

not make much sense, we can consider it to be the “best value” or “optimal value” (in

some sense) that generates observations from the time series from the misspecified

model similar to those generated by the true model. We will provide a more precise

definition of such a best value in the context of ARMA models later. Now MSE
(M̂)
h|n

can be decomposed as follows:

MSE
(M̂)
h|n = EM

[
Ŷ

(M̂)
n+h|n − Yn+h

]2
= EM

[
Ŷ

(M̂)
n+h|n − Ŷ

(M)
n+h|n + Ŷ

(M)
n+h|n − Yn+h

]2
= EM

[
Ŷ

(M̂)
n+h|n − Ŷ

(M)
n+h|n + e

(M)
n+h|n

]2
= EM

[
Ŷ

(M̂)
n+h|n − Ŷ

(M)
n+h|n

]2
+ 2EM

[(
Ŷ

(M̂)
n+h|n − Ŷ

(M)
n+h|n

)
e
(M)
n+h|n

]
+ EM

[
e
(M)
n+h|n

]2
= δ

(M̂,M)
n|h + 2EM

[(
Ŷ

(M̂)
n+h|n − Ŷ

(M)
n+h|n

)
e
(M)
n+h|n

]
+MSE

(M)
h|n , (2.14)

which takes a form similar to Eq. 2.12 except for the fact that the product term

does not vanish in this case. However, for a large sample size, both δ(M̂,M)
n|h and the
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product term should be small. The last term can again be decomposed as

MSE
(M)
h|n = EM

[
Ŷ

(M̂)
n+h − Yn+h

]2
= EM

[
Ŷ

(M)
n+h − Ŷ

(M)
n+h + Ŷ

(M)
n+h − Yn+h

]2
= δ

(M,M)
h|n +MSE

(M)
h|n , (2.15)

where

δ
(M1,M2)
h|n = EM

[
Ŷ

(M1)
n+h − Ŷ

(M2)
n+h

]2
, (2.16)

is a measure of the impact of model uncertainty on the forecast made from two

models M1 and M2.

Remark 1. We note here that δ(M,M)
h|n ≥ 0 for all h and n, with equality holding if

and only if M is the true modelM. Consequently,

MSE
(M)
h|n ≥MSE

(M)
h|n , (2.17)

with equality holding if and only if M is the true modelM.

Remark 2. Note that δ(M1,M2)
h|n can be called the Expected squared discrepancy be-

tween forecasts of Yn+h made from two models M1 and M2, that may or may not be

completely specified (in terms of parameter values). Thus, δ(M,M)
h|n in the RHS of Eq.

2.15, δ(M̂,M)
h|n in the RHS of Eq. 2.14 and δ(M̂,M) in Eq. 2.13 are all special cases of

this discrepancy.

Davies and Newbold (1980) derived a closed form expression for δ(M,M)
h|n when the

true modelM and the misspecified model M are respectively ARMA(pM, qM) and

ARMA(pM , qM ). We state the main result of Davies and Newbold (1980) below:

Proposition 2. (Davies and Newbold, 1980). Let the true modelM be an

ARMA(pM, qM) model represented by φM(B)Yt = θM(B)εt where φM(B) and

θM(B) are polynomials of order pM and qM respectively and let the misspeci-

fied model M be an ARMA(pM , qM ) model represented by φM (B)Yt = θM (B)εt

where φM (B) and θM (B) are polynomials of order pM and qM respectively. Also,
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let φM(B)θ−1M (B)εt =
∑∞

j=0 ψM,jεt−j and φM (B)θ−1M (B)εt =
∑∞

j=0 ψM,jεt−j be

the infinite moving average representations of M and M respectively. Finally, let

φM (B)θ−1M (B)φ−1M(B)θM(B) =
∑∞

j=0 ψ̃jB
j . Then the contribution of the model un-

certainty δ(M,M)
h|n associated with the h-steps ahead forecast made from models M

andM is given by

δ
(M,M)
h|n =

∞∑
j=0

{ψM,j+h − aj(h)}2, (2.18)

where

aj(h) =

j∑
k=0

ψM,h+kψ̃j−k.

Proposition 2 assumes that the misspecified model is completely specified and

the coefficients ψM,j ’s are known. This is obviously not the case in practice. In the

process of forecasting with a misspecified model, one would estimate the parameters

of such a model from the data generated by the true model. We need to establish

a connection of such an estimate with the specified value of the parameter in model

M . This topic is revisited in section 2.3.1.

Finally, substituting Eq. 2.16 in Eq. 2.14 we arrive at the following proposition:

Proposition 3 (Decomposition of forecast MSE). The MSE of prediction under the

misspecified model M with unknown coefficients, where the model parameters are

estimated from observed data, can be decomposed as

MSE
(M̂)
h|n = δ

(M̂,M)
h|n + 2EM

[(
Ŷ

(M̂)
n+h − Ŷ

(M)
n+h

)
ε
(M)
n+h

]
+ δ

(M,M)
h|n +MSE

(M)
h|n , (2.19)

where MSE
(M)
h|n is the inherent model error given by Eq. 2.11, δ(M,M)

h|n is given by

Eq. 2.16 and δ(M̂,M)
h|n is given by Eq. 2.13.

Now, for any modelM , we can write Ŷ (M̂)
n+h = gn(θ̂M,n) and Ŷ (M)

n+h = gn(θM ), where

θM denotes the model parameter, θ̂M,n its estimator based on observations Y1, . . . , Yn,

and gn(·) is a continuous function which is finite for all n. If θ̂n is a consistent

estimator of θ, as is the case for maximum likelihood estimators of ARMA model

parameters, assuming normality of innovations. Then by the continuous mapping

theorem, gn(θ̂M,n)−gn(θM ) converges to zero in probability as n→∞. Consequently,
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the first two terms on the RHS of (2.19) δ(M̂,M)
h|n and 2EM

[(
Ŷ

(M̂)
n+h − Ŷ

(M)
n+h

)]
both

converge to zero. Thus we arrive at the following corollary.

Corollary 1. For large n, the MSE of prediction under the misspecified model M

with unknown coefficients, where the model parameters are consistently estimated

from observed data, can be approximated as

MSE
(M̂)
h|n ≈MSE

(M)
h|n = δ

(M̂,M)
h|n +MSE

(M)
h|n .

2.3.1 Optimal parameters of a misspecified model

The foregoing discussion suggests the need to visualize and define “true” parameters

of the misspecified model in terms of their estimated version. Davies and New-

bold (1980) provided such a connection by assuming that the misspecified model

ARMA(pM , qM ) has an AR representation of order pM , and estimated the param-

eters using least square estimation. The true parameters were then taken as the

probability limits of the least square estimator. However, whereas this definition

seems reasonable if the misspecified model is AR(pM ), it does not seem to incorpo-

rate additional model uncertainty if the misspecified model if ARMA(pM , qM ) with

qM ≥ 1, and consequently does not provide a way to define “true” parameters of the

true misspecified model.

We now provide a more formal definition of an “optimal value of the parameter

of a misspecified model” in the context of forecasting from ARMA models.

Definition 1 (Optimal value of misspecified model parameter). Let M be any ar-

bitrary ARMA model with parameter θM . The optimal value of θM is defined as

the value θ∗M that minimizes the MMSE of prediction of Yn+1 based on observations

{. . . , Y−1, Y0, Y1, . . . , Yn}. Formally,

θ∗M = arg min
θM

EM

[
Ŷ θM
n+1 − Yn+1

]2
,

where Ŷ θM
n+1 denotes the predictor of Yn+1 based on model M and parameter value

θM .

Remark 3. If we require in addition that the ARMA modelM is Gaussian, then this

best misspecified model is equivalent to the one that minimizes the Kullback-Leibler
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divergence from θM toM:

θ∗M = arg min
θM

KL(M||θM ),

where KL(·||·) denotes the Kullback-Leibler divergence. This equivalence is explained

in Appendix C.

Remark 4. Definition 1 is equivalent to the notion of the “true” misspecified model

by Davies and Newbold (1980) if the misspecified model M is purely autoregres-

sive. In fact, if the misspecified model is an autoregressive process, then according

to Definition 1, θ∗M is the Yule-Walker estimator based on the autocovariances of

{Yt}. Davies and Newbold (1980) suggest using the limit of the least squares esti-

mators, which is exactly the Yule-Walker estimator. Therefore, the two definitions

are equivalent when the misspecified model is autoregressive.

Remark 5. Definition 1 also provides us with a specific algorithm to obtain the

value of θM using available data Y1, . . . , Yn. Adopting the notations of Proposition

2, suppose the true model is a causal and invertible ARMA(pM, qM): φM(B)Yt =

θM(B)εt, and the misspecified model M is a causal and invertible ARMA(pM , qM ):

φM (B)Yt = θM (B)εt. Here without loss of generality we assume there is no in-

tercept in both models, and Var(εt) = 1. We describe how to find the “optimal”

parameters under the misspecified model. Instead of using AR and MA coeffi-

cients, the misspecified model can be equivalently parametrized by the factorizations

φM (z) = (1−w1z) · · · (1−wpM z) and θ∗(z) = (1− v1z) · · · (1− vqM z). The one-step

ahead prediction error (using the infinite past) under the model M is given by

φM (B)

θM (B)
Yt =

φM (B)

θM (B)
× θM(B)

φM(B)
εt.

Let

φM (z)

θM (z)
× θM(z)

φM(z)
=

∞∑
k=0

ψ̃kz
k.

Note that each ψ̃ in the preceding equation depends on {w1, . . . , wpM , v1, . . . , vqM }

implicitly. According to Definition 1, the optimal values of the parameters
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{w∗1, . . . , w∗pM , v
∗
1, . . . , v

∗
qM
} are given by

arg min
{wi,vj}

n∑
k=0

ψ̃2
k. (2.20)

The optimization problem (Eq. 2.20) is related to the maximum likelihood es-

timation (MLE) of the ARMA model. It will be convenient in practice to find θ∗M

through simulation: (i) simulate a long series (e.g. of length 100,000) from the true

model, and (ii) find the MLE under the misspecified model. This MLE serves as

an estimate of θ∗M , whose accuracy can be controlled by the length of the simulated

series.

Example 1. Suppose M is AR(1): Yt = φYt−1 + εt, and let M : MA(1) be the

misspecified model: Yt = εt + θεt−1. Assume |φ| < 1 so that the true model is

invertible. It holds that

n∑
k=0

ψ̃kz
k :=

1

(1− φz)(1 + θz)
=

1

φ+ θ

[
φ

1− φz
+

θ

1 + θz

]

and

n∑
k=1

ψ̃2
k =

1

(φ+ θ)2

∞∑
k=0

[
φk+1 + (−1)kθk+1

]2
.

Therefore, the optimal θ∗ is the θ that minimizes the preceding infinite sum. We

give the optimal θ∗ corresponding to φ ∈ {.1, .2, . . . , .9} in Table 2.1. The estimated

θ̂∗ obtained from a simulated series of length 100,000 is also reported in the third

row of the table.

Table 2.1: Optimal θ∗ for the MA(1), when the true model is AR(1).

φ .1 .2 .3 .4 .5 .6 .7 .8 .9
θ∗ .099 .193 .279 .356 .428 .496 .565 .640 .735
θ̂∗ .098 .192 .280 .360 .429 .497 .562 .642 .735

2.3.2 Inflation of prediction error

Based on the definitions and results of the previous section, we now define measures

of inflation of forecast MSE due to model misspecification and parameter uncer-
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tainty. First, note that in the problem of obtaining an h-step ahead forecast Yn+h

from observations Y1, . . . , Yn generated by a true ARMA model M, the unavoid-

able or intrinsic uncertainty is MSE
(M)
h|n given by Eq. 2.11. When an arbitrary

model M is used to make the forecast, model parameters are estimated from the

data and subsequently plugged into the forecast. This process inflates the forecast

error by MSE
(M̂)
h|n −MSE

(M)
h|n , where MSE

(M̂)
h|n is given by Proposition 3. We now

formally define this measure of inflation and its components, relative to the intrinsic

uncertainty MSEMh|n.

Definition 2 (Total Percentage Inflation or TPI). In the problem of obtaining an

h-step ahead forecast Yn+h from observations Y1, . . . , Yn generated by a true ARMA

model M, assuming model M and estimating its parameters, the total percentage

inflation (TPI) is given by

TPI(M)
h|n =

MSE
(M̂)
h|n −MSE

(M)
h|n

MSE
(M)
h|n

× 100 (2.21)

=



δ
(M̂,M)
h|n

MSE(M) × 100, if M ≡M,

δ
(M̂,M)
h|n +2EM

[(
Ŷ

(M̂)
n+h−Ŷ

(M)
n+h

)
ε
(M)
n+h

]
+δ

(M,M)
h|n

MSE(M) × 100, otherwise

Definition 3 (Percentage Estimation Inflation or PEI). In the problem of obtaining

an h-step ahead forecast Yn+h from observations Y1, . . . , Yn generated by a true

ARMA modelM, assuming modelM and estimating its parameters, the percentage

estimation inflation (PEI) is given by

PEI(M)
h|n =

MSE
(M̂)
h|n −MSE

(M)
h|n

MSE
(M)
h|n

× 100 (2.22)

=



δ
(M̂,M)
h|n

MSE
(M)
h|n
× 100, if M ≡M,

δ
(M̂,M)
h|n +2EM

[(
Ŷ

(M̂)
n+h−Ŷ

(M)
n+h

)
ε
(M)
n+h

]
MSE

(M)
h|n

× 100, otherwise

where M represents the completely specified model with some underlying “best”

parameter values per Definition 1.
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Definition 4 (Percentage Misspecification Inflation or PMI). In the problem of

obtaining an h-step ahead forecast Yn+h from observations Y1, . . . , Yn generated by

a true ARMA model M, assuming model M and estimating its parameters, the

percentage misspecification inflation (PMI) is given by

PMIMh|n =
MSE

(M)
h|n −MSE

(M)
h|n

MSE
(M)
h|n

× 100 (2.23)

=


0, M ≡M

δ
(M,M)
h|n

MSE
(M)
h|n
× 100, otherwise

where M represents the completely specified model with some underlying “best”

parameter value as per Definition 1.

2.3.3 Extension to other ARMA class of models

Seasonal ARMA (SARMA) models allow users to incorporate seasonal effects into

the ARMA framework. A typical multiplicative SARMA (p, q) × (P,Q)s model

(Brockwell and Davis, 2002) is of the form:

φp(B)ΦP (Bs)Yt = θq(B)ΘQ(Bs)εt, (2.24)

where as before, Bh denotes the h-step backshift operator for h ≥ 1, φp(·), ΦP (· · · ),

θq(·) and ΘQ(·) are polynomials of orders p, P , q and Q respectively, and {εt} is a

white noise term. Such models can include more than two seasonal polynomials and

consequently allow for multiple sources of seasonality (e.g., daily, weekly etc.) to be

incorporated into the model. Because the model shown in Eq. 2.24 can easily be

expressed in the form of Eq. 2.6, all the concepts, definitions and results discussed so

far in this section can be extended in a straightforward manner to SARMA models.

A similar decomposition of the mean squared prediction error can be given for

the ARIMA process. For simplicity, we only consider the ARIMA models with

integration order 1. Suppose the true model of {Xt} is an ARIMA(pM, 1, qM)

φ(B)∆Xt = θ(B)εt.
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Assume the (possibly) misspecified model M is ARIMA(pM , 1, qM ), i.e. it is still an

ARIMA with integrated order 1, but with (possibly) misspecified pM and qM . Let

Yt = ∆Xt, then {Yt} ∼ ARMA(pM, 0, qM), and the decomposition discussed earlier

holds for {Yt}. We now describe how these results can be adapted for the process

{Xt}. First of all, note that

X̂
(M)
h|n = Xn +

h∑
k=1

Ŷ
(M)
k|n , and e

(M)
h|n (X) = Xn+h − X̂

(M)
h|n =

h∑
k=1

e
(M)
k|n (Y )

for any model M , whether it is true or misspecified. Here we use (X) and (Y ) to

specify the prediction errors for {Xt} or {Yt} respectively. Proposition 1 leads to

MSE
(M̂)
h|n (X) = δ

(M̂,M)
h|n (X) +MSE

(M)
h|n (X),

where the inherent MSE
(M)
h|n (X) is (comparing Eq. 2.11):

MSE
(M)
h|n (X) = σ2ε ·

h∑
k=1

(ψ0 + . . .+ ψk−1)
2 .

Note that the inherent prediction MSE of {Xt} goes to infinity as the forecast horizon

h increases. Proposition 3 translates into

MSE
(M̂)
h|n (X) = δ

(M̂,M)
h|n (X) + 2EM

[(
X̂

(M̂)
n+h − X̂

(M)
n+h

)
e
(M)
n+h(X)

]
+

+ δ
(M,M)
h|n (X) + MSE

(M)
h|n (X).

The Inflation measures TPI, PEI and PMI can then be defined similarly for the

ARIMA process {Xt}. However, it is important to note that the above proce-

dure can be generalized to any integration order only when it is the same for the

ARIMA processes under comparison. Thus, our framework will allow us to compare

an ARIMA(p1, d1, q1) process with an ARIMA(p2, d2, q2) process if and only if

d1 = d2.
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2.4 Simulation algorithm and examples

We now present a simulation process that will help researchers estimate the different

components of forecast inflation in a setting where model M is mistakenly used

instead of a true modelM. It will also help compare different models by assessing

their roles in inflating the inherent forecast error.

The input to the simulation code is (i) an ARIMA (p, d, q) model with specified

values of known parameter θM (assumed to be the true model M), (ii) the order

(pM , dM , qM ) of an ARIMA model which is the misspecified model M . A very

long time series consisting of Nmax observations from the known true model M is

generated, and parameters θ∗M of the misspecified modelM are estimated from these

data. Thus an ARIMA(pM , dM , qM ) model with parameters θ∗M is assumed to be

the optimal misspecified model M . The number of observations to estimate the

parameters depends on the complexity of the true modelM, as a larger number of

observations will be necessary for more complex processes.

Next, a sample size n and a forecast horizon h is fixed. For each iteration i =

1, . . . , I,

1. A total of n + h observations are generated from the true model M. Let Yt,i

denote the t-th observation, t = 1, . . . , n+ h, i = 1, . . . , I.

2. The true model M and misspecified model M are now fitted to the first n

observations, yielding estimated parameter θ̂M,i and θ̂∗M,i respectively.

3. Four forecasts: Ŷ (M̂)
n+h|n,i, Ŷ

(M)
n+h|n,i, Ŷ

(M̂)
n+h|n,i and Ŷ

(M)
n+h|n,i of Yn+h,i are now ob-

tained from the respective models using estimated parameter θ̂∗, optimal pa-

rameter θ∗ of misspecified model M , estimated parameter θ̂ of the true model

and known parameter θ of true modelM. The forecasts of any true model are

estimated with the equations obtained using the backshift notation.

4. The corresponding forecast errors are estimated as:

e
(M̂)
n+h|n,i = Ŷ

(M̂)
n+h|n,i − Yn+h,i, e

(M)
n+h|n,i = Ŷ

(M)
n+h|n,i − Yn+h,i

e
(M̂)
n+h|n,i = Ŷ

(M̂)
n+h|n,i − Yn+h,i, e

(M)
n+h|n,i = Ŷ

(M)
n+h|n,i − Yn+h,i
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5. The mean squared errors of forecast MSE
(M̂)
n+h|n, MSE

(M)
n+h|n, MSE

(M̂)
n+h|n and

MSEMn+h|n are estimated by squaring and averaging the forecast errors eM̂n+h|n,i,

eMn+h|n,i, e
(M̂)
n+h|n,i and e

M
n+h|n,i over i = 1, . . . , I respectively.

6. Estimation of inflation ratios:

(i) PEI(M)
h|n for the true modelM is estimated by substituting the estimated

mean squared errors in Eq. 2.22 for M ≡M. Recall that PMI(M)
h|n for the

true model is zero.

(ii) PEI(M)
h|n for the misspecified model M is estimated by substituting the

estimated mean squared errors in Eq. 2.22.

(iii) PMI(M)
h|n for the misspecified model M is estimated by substituting the

estimated mean squared errors in Eq. 2.23.

We now present an example of this simulation algorithm and presentation of the

results.

Example: Misspecifying ARMA(1,1) as AR(1) or MA(1):

Assume that the true data generating process is ARMA(1,1) with parameters

φ = 0.8 and θ = −0.3, and consider forecasting from such a process using two

incorrect models: an AR(1) and a MA(1) process. The simulation is conducted using

the process described above with Nmax = 106 data points used to estimate optimal

parameters of the misspecified models. Various sample sizes n ranging from 50 to

500 in steps of 50 and forecast horizons h = 1, 2, 3 are considered for the simulations.

For each (n, h) combination, the mean squared errors and inflation indices PEI and

PMI are estimated from I = 5000 data sets.

Figure 2.2 shows the break up of the inflation of forecast error associated with

two sample sizes of n = 100 and n = 1000 under the three models. For n = 100, the

contribution of the parameter uncertainty, i.e., PEI100|1 is 1.74 for the true model

ARMA(1,1), and smaller (1.07 for AR(1) and 1.03 for MA(1)) for the two misspecified

models. This is an expected outcome, because the number of parameters estimated

under the true model is larger than that estimated under each of the misspecified
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Figure 2.2: Decomposition of percentage inflation in forecast errors for a true ARMA(1,1)
process with parameters φ = 0.8, θ = −0.3, and σ2 = 100 under misspecified models AR(1)
and MA(1). One-step ahead forecasting with a sample size of n = 100 (left) and n = 1000
(right) is considered.

models. On the contrary, there is no contribution of model uncertainty in the true

model, whereas we have PMI100|1 as 3.06 and 25.38 for the AR(1) and the MA(1)

models respectively. This is also expected, as MA(1) is a much poorer replacement

of ARMA(1,1) than AR(1). For n = 1000, as expected, the PEI almost vanishes for

all three models, but the PMI remains almost the same for all models.

Figure 2.3 presents a more comprehensive picture of this misspecification, in

which indices PEI and PMI are plotted against the sample size n and represented

by areas. Three different forecast horizons h = 1, 2, 3 are considered. This figure

shows that when the correct model is fitted, the inflation of forecast error is only

affected by the estimation of parameters, which decreases as the sample size increases.

Otherwise, when fitting misspecified models, the inflation is larger and comes mostly

from the incorrect choice of model. The PEI becomes negligible as the sample size

increases, but the PMI remains more or less unchanged. The PMI is much larger

for MA(1), as compared to that of AR(1), and attains its maximum for h = 2. This

behavior, of course, may change if the parameters of the true model change.

Example: SARMA/SARIMA models

We consider daily data produced by a seasonal ARMA (2, 2)×(2, 2)7 process with
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Figure 2.3: Decomposition of percentage inflation in forecast errors for a true ARMA(1,1)
process with parameters φ = 0.8, θ = −0.3, and σ2 = 100 under misspecified models AR(1)
and MA(1).

a weekly seasonal component, and consider forecasting using the following sequence

of models, each of which is “weaker” (in terms of departure from the true model)

than the preceding one, in the sense that:

• ARMA(2,2)(1,2)7, where one autoregressive term of the season component is

dropped.

• ARMA(2,2)(1,1)7, where both the AR and MA orders of the seasonal compo-

nent are one less than that of the true model.

• ARMA(2,2)(1,0)7, where the moving average term of the weekly seasonal com-

ponent is omitted.

• ARMA(2,2), completely dropping the seasonal component.

• ARMA(1,2), incorrectly modeling the main ARMA process.

• ARMA(1,1), the weakest model in the sequence.

Two additional models, an ARMA(2,2)(2,3)7 and an ARMA(2,2)(3,3)7, are also
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Figure 2.4: Decomposition of percentage inflation in forecast errors for a true
SARMA(2,2)(2,2)7 process for 1-step ahead predictions. 5000 simulations have been run
for every scenario.

considered, with the aim of analyzing how the forecast is inflated for overfitted mod-

els.

Figure 2.4 shows the decomposition of percentage inflation under each model for

one-step ahead forecasts. The consequences of forecasting from misspecified models

and how the inflation of forecast MSE increases as one drops components of the true

model is consistent with the expectations. Additional simulations with 7 and 14-step

ahead forecasts (shown in Appendix D) reveal that the consequences of misspecifying

models becomes less severe as the forecast horizon increases.

2.5 Application: modelling wind speed

Understanding WSF errors is a good starting point for our objectives, as they could

be later converted into wind power generation values using a power curve, or used as

an exogenous input for a more advanced WPF model (as previously stated in section

1.4.1). Some ARIMA models considered in the WSF literature are: (i) (3, 1, 1)

(Grigonytė and Butkevičiūtė, 2016), (ii) (3, 1, 4) (Radziukynas and Klementavicius,

2014), (iii) (1, 1, 1) (Cadenas et al., 2016), and (iv) (1, 1, 0) (Cadenas et al., 2016).
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Among these four models, Grigonytė and Butkevičiūtė (2016) selects the set of (p,d,q)

values of model (i) after providing an extensive model comparison of ARIMA models

with combinations of orders up to 10 for both AR and MA components. Thus,

assuming model (i) to be the true model, we generate data using different sample

sizes (Figure 2.5) and fit the four models to assess the inflation of forecast error

for the remaining three. This assessment essentially boils down to the study of the

influence of adding a higher order MA parameter (in model (ii)), dropping two AR

parameters (in model (iii)), and dropping two AR parameters and the MA term (in

model (iv)).

Figures 2.6-2.7 shows the percentage inflation in forecast error when generating

data from true ARIMA (3, 1, 1) processes for several forecasting horizons (1- to 6-

step, 12-step, and 24-step ahead forecasts). A different sample size is considered to

generate the data from the true ARIMA (3, 1, 1) processes: 25 data points (Figure

2.6), and 500 data points (Figure 2.7). Models (iii) and (iv) show the higher inflation,

stemming mostly from the incorrect choice of model. The percentage inflation from

model (ii) comes mostly from parameter estimation. The later is result of choosing

an oversized version of the true model by adding additional MA terms. In addition,

the inflation in forecast error also shows the importance of selecting an adequate

-1
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-15
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0 100 200 300 400 500
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Figure 2.5: Synthetic wind speed time series data generated using a sample size of n = 25
(top) and n = 500 data points (bottom).
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Figure 2.6: Decomposition of percentage inflation in forecast errors for a true ARIMA(3,1,1)
process with parameters φ1 = 0.3, φ2 = −0.8, φ3 = 0.3, θ = −0.2, and σ2 = 100 for a sample
size n = 25. 20000 simulations have been run for every scenario.
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Figure 2.7: Decomposition of percentage inflation in forecast errors for a true ARIMA(3,1,1)
process with parameters φ1 = 0.3, φ2 = −0.8, φ3 = 0.3, θ = −0.2, and σ2 = 100 for a sample
size n = 500. 20000 simulations have been run for every scenario.
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sample size. The inflation of the true model decreases when augmenting the sample

size, as augmenting the data sample facilitates to identify the true parameters of the

model, whereas the inflation is larger for models (iii) and (iv) for a greater sample

size.

2.6 Conclusions

In this chapter, we investigate the consequences of using a misspecified model for

wind speed time series forecasting on the forecast error. On the basis of a decom-

position of the MSE of the forecast obtained from the misspecified model, we define

two indices associated with the inflation of the MSE compared to the true model.

One quantifies the inflation associated with the incorrect use of a forecasting model

whereas the other measures the contribution of parameter uncertainty from the in-

correct model. A simulation algorithm is proposed to perform this assessment for

any ARIMA or SARIMA model, assuming that both the true model and the mis-

specified model can be converted to a stationary ARMA process by differencing the

same number of times.

The proposed framework helps to assess the consequences of sacrificing informa-

tion by forecasting from models of lower order compared to true models of higher

order. On the other hand, it also helps assess the consequences of using unnecessarily

complex and larger models compared to the true model. We believe that the latter

assessment is particularly important in a world where almost unlimited computing

power is creating a natural tendency to overfit, without paying enough attention to

the probable consequences of overfitting. Assuming that wind speed data can be

generated using ARIMA(3, 1, 1) processes, we analyze the inflation of forecast errors

for several ARIMA models to study the influence of misspecifying the model and its

parameters.

Thanks to this framework, we can establish and quantify the influence of incor-

rectly modelling WSFs on the forecast error. Such WSFs are relevant in the context

of estimating WPFs, as they can be easily converted into forecasts of wind power

by using the power curve of any particular wind turbine (Carrillo et al., 2013) or

become an additional input for another WPF model (Bhaskar and Singh, 2012).
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Additionally, having a deeper understanding on error modelling by means of such

a decomposition is significant as forecast errors are used as markers to assess the

performance of WPF models.

In essence, this chapter describes and investigates the main sources of forecast

error. The work carried out is used as the baseline for the following chapter (and

in fact the remainder of this thesis), where we investigate methods to quantify and

minimize such errors. Particularly, an analysis of how these forecast errors are used

to evaluate model performance in the context of WPF is performed in the next

chapter.
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Chapter 3

Performance evaluation metrics

for wind power forecasting

As shown in the previous chapter, the estimation of the different sources of forecast

error is a topic which has barely been explored before, despite the importance of fore-

cast errors in the context of evaluating WPFs. Furthermore, even if many aspects

of WPF have been thoroughly reviewed in the literature as described in section 1.4,

none of the discussed studies goes into the limitations of evaluating WPFs, especially

in terms of robustness, meaning that the forecast accuracy of a certain WPF model

should not be affected by the wind power generation process, and therefore perform

similarly for different scenarios of wind power generation (Chen, 1997). Even though

performance evaluation metrics are introduced in the literature to analyze the fore-

cast accuracy of WPF models, the robustness of the models is often disregarded. The

main contributions of this chapter are the review of the main performance evaluation

metrics used in the literature to assess WPFs models and the empirical evaluation

of this feature through a case study using a set of WPF models and two different

multi-step ahead forecast strategies. Furthermore, forecasts are estimated using two

different resolutions (10 and 60 minutes) to examine the influence of data resolution

in the evaluation of statistical models.

The remainder of this chapter is organized as follows. Section 3.1 presents the

different performance evaluation methods for assessing WPFs. Section 3.2 presents

different techniques used to estimate multi-step ahead forecasts that are considered
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for longer prediction horizons. Section 3.3 presents a numerical study with data from

Ireland. Section 3.4 includes the concluding remarks of this chapter.

3.1 Performance evaluation metrics of WPFs

The assessment of a forecasting model is a crucial step in its development to address

its validity for estimating future values of wind power. The forecast accuracy of

point estimates is evaluated measuring the discrepancy between the forecast and

actual values through several criteria. The evaluation of probabilistic estimates is

a more challenging task, as the forecast cannot be compared directly to the actual

values, and several properties of the forecast have to be addressed to verify the

forecast accuracy of the model.

3.1.1 Performance of deterministic estimates

Many performance evaluation methods are used in the literature to assess the accu-

racy of point estimates. The most common ones are shown down below.

• Mean absolute error (MAE ):

MAE =
1

N

N∑
i=1

|ŷi − yi| (3.1)

• Root mean square error (RMSE ):

RMSE =

√√√√ 1

N

N∑
i=1

(ŷi − yi)2 (3.2)

• Mean absolute percentage error (MAPE ):

MAPE =
1

N

N∑
i=1

∣∣∣∣yi − ŷiyi

∣∣∣∣ · 100% (3.3)

• Standard deviation error (SDE ):

SDE =

√√√√ 1

N

N∑
i=1

(εi − ε)2 (3.4)
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• Bias:

BIAS =
1

N

N∑
i=1

yi − ŷi (3.5)

• Index of Agreement (IA):

IA = 1−

N∑
i=1

(yi − ŷi)2

N∑
i=1

(|ŷi − y|+ |yi − y|)2
(3.6)

where N is the number of samples, yi is the actual value, ŷi the predicted value, y is

the mean value of the real values, εi = yi − ŷi is the prediction error (also known as

residual), and ε is the average value of the errors. Table 3.1 indicates the performance

evaluation metrics used in the literature for wind power point estimates.

Eq. 3.1 shows the mean absolute error (MAE ). It is defined as the average value

of the predictions errors in absolute values. The root mean square error (RMSE ),

shown in Eq. 3.2, depicts the standard deviation of the residuals. Normalized ver-

sions of the MAE (NMAE ) and the RMSE (NRMSE ) are commonly used in the

literature as well. While both MAE and RMSE are suitable indicators for assessing

the performance of a model, the RMSE should be preferred when the model errors

follow a Gaussian distribution (Chai and Draxler, 2014).

Another statistical measure is the MAPE (Eq. 3.3). It quantifies the accuracy

as a percentage of the error. However, the MAPE produces very large values when

the actual values are close to zero and is undefined when the actual value is equal

to zero. Alternative versions of the MAPE have been proposed to prevent this

shortcoming. For instance, the mean absolute scaled error (MASE ) is an alternative

defined as the MAE of the forecast values scaled by the MAE of the in-sample naïve

forecast (Hyndman and Koehler, 2006). It is specially useful for wind power time

series, as there are periods where a wind farm does not generate any power. The

mean arctangent absolute percentage error (MAAPE ) is another alternative option

to the MAPE (Kim and Kim, 2016). It transforms the MAPE using the arctangent

function. Its main advantage is the preservation of the characteristics of the MAPE
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Table 3.1: Performance evaluation metrics for point estimates.

Reference MAE NMAE RMSE NRMSE MAPE SDE Bias IA Others

Lee and Baldick (2013) 5 5 5 5 5 5

Haque et al. (2014) 5 5 5

Buhan and Çadırcı (2015) 5

Chitsaz et al. (2015) 5 5

Dowell and Pinson (2015) 5 5

Han et al. (2015) 5 5

Li et al. (2015) 5 5

Osório et al. (2015) 5 5 5

Ozkan and Karagoz (2015) 5 5

Yang et al. (2015) 5 5

Abdoos (2016) 5 5

Azimi et al. (2016) 5 5 5

Heinermann and Kramer (2016) 5

Renani et al. (2016) 5 5 5

Yan et al. (2016) 5 5

Zhang and Wang (2016) 5

Zhao et al. (2016) 5 5 5 5 5

Ziel et al. (2016) 5

Chang et al. (2017) 5 5

Iversen et al. (2017) 5 5

Jiang et al. (2017) 5 5 5

Karakuş et al. (2017) 5 5 5

Lahouar and Slama (2017) 5 5 5 5 5

Liu et al. (2017) 5 5 5

Qureshi et al. (2017) 5 5 5

Wang et al. (2017b) 5 5 5

Yuan et al. (2017) 5 5 5

Zameer et al. (2017) 5 5 5

Baxevani and Lenzi (2018) 5 5 5

Zjavka and Mišák (2018) 5 5 5

He and Li (2018) 5 5 5

Naik et al. (2018b) 5 5 5

Sharifian et al. (2018) 5 5

Chen et al. (2019a) 5 5 5

Çevik et al. (2019) 5 5 5 5

Demolli et al. (2019) 5 5 5

Ding et al. (2019) 5 5

Du et al. (2019) 5 5 5

Hao and Tian (2019) 5 5 5 5

Messner and Pinson (2019) 5 5 5

Prósper et al. (2019) 5 5 5

Qureshi and Khan (2019) 5 5 5

Wang et al. (2019a) 5 5 5 5

Wang et al. (2019b) 5 5 5 5 5

Abedinia et al. (2020a) 5 5 5

Abedinia et al. (2020b) 5 5 5 5 5

Chen and Liu (2020) 5 5 5

Li et al. (2020d) 5 5 5

Li et al. (2020e) 5 5 5 5

Liu and Duan (2020) 5 5 5

Lu et al. (2020b) 5 5 5

Nazaré et al. (2020) 5

Nielson et al. (2020) 5 5

Niu et al. (2020) 5 5 5

Wang et al. (2020a) 5 5

Wang et al. (2020b) 5 5

Wu et al. (2020) 5 5 5

Zhang et al. (2020a) 5 5

Duan et al. (2021) 5 5 5

Liu et al. (2021c) 5 5

Putz et al. (2021) 5 5

Wu et al. (2021) 5 5 5 5

Yildiz et al. (2021) 5 5 5

Khazaei et al. (2022) 5 5 5 5
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while overcoming the limitations of the original definition.

The prediction error can be decomposed into the random error, which is inher-

ently unpredictable, and the systematic error, which occurs due to inaccuracies in

the system. The standard deviation of errors (Eq. 3.4) addresses the random com-

ponent of the prediction error, whereas the bias (Eq. 3.5) deals with the systematic

component (Madsen et al., 2005).

Lastly, another common metric in the literature to assess point estimates is the

index of agreement (Eq. 3.6). It was originally proposed by Willmott (1981) and

refined versions of this index have been developed since then (Willmott et al., 2012).

It measures to which degree the predictions are error-free and takes values between

zero when the adjustment between predictions and observations is null, and one when

the predictions fully pair with the actual values.

Another alternative to examine model performance is to use probabilistic sta-

tistical measures that address not only the performance but also the complexity of

the model. Some of them are the Akaike Information Criterion (AIC), the Bayesian

Information Criterion (BIC), and Minimum Description Length (MDL).

In order to facilitate the comparison with benchmark models, the improvement

of a technique is defined by means of the relation (Madsen et al., 2005):

Improvement = 1− M

Mref
(3.7)

where M is the value of the selected measure for a specific model, and Mref is the

value of the same measure for the benchmark model. Comparing different models

become an issue as there is not a unified criterion for selecting benchmarks to evaluate

them. Typically, models are compared to the persistence model, as it is a requirement

to outperform it to be considered skillful, and state-of-the-art methods such as neural

networks.

3.1.2 Performance of probabilistic estimates

Among the possible representations of probabilistic estimates, PIs are preferred due

to their ease of operation. A PI is defined as an interval that gives the expectation

of where a future value will fall with a specified probability. Therefore, the PI relies
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on the significance level α. The probability that a future wind power output yi lies

within the PI is known as prediction interval nominal confidence (PINC ):

PINC = 100(1− α)% (3.8)

Taking this into consideration, a PI for a future time step i and a significance level

α is defined as:

Îαi = Ûαi − L̂αi (3.9)

where Ûαi and L̂αi are the upper and lower boundaries of the PI respectively. If we

assume that model and data uncertainty are statistically independent, the variance

of the forecast error results from the variance of model uncertainty and the variance

of data noise (Quan et al., 2019):

σ2i = σ2model + σ2noise (3.10)

The variance of model uncertainty will be more influential under a small sample size

of data, but can be reduced by increasing the sample size or better selecting the

forecasting model following the ideas presented in Chapter 2. On the other hand,

data noise (a component of data uncertainty) represents the part of the forecast

error which cannot be reduced. By definition, the uncertainty of a prediction interval

consider both model and data noise variance, as it represents a random variable not

yet observed (De Gooijer and Hyndman, 2006). The concept of prediction interval

should not be confused with a confidence interval, associated to a parameter (the

true mean) instead of a random variable. Therefore, a confidence interval only takes

into consideration the model uncertainty component in Eq. 3.10. In practice, these

two sources of uncertainty are not to be necessarily identified if the PI is estimated

(Hüllermeier and Waegeman, 2021), even if some authors (e.g. Wan et al. (2013b))

have proposed some methodologies to model these components separately. However,

modellers should preferably focus on reducing model uncertainty to minimize the

variance of the total forecast error, while characterizing both of them correctly to
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avoid improper assessments of their influence in the prediction (Der Kiureghian and

Ditlevsen, 2009).

The most common metrics defined for probabilistic estimates (in particular, for

PIs) are shown down below.

• Prediction interval coverage probability (PICP):

PICP =
1

N

N∑
i=1

ci (3.11)

where N is the number of samples and ci is

ci =


1, if yi ∈ Î

α
i

0, otherwise
(3.12)

• Prediction interval normalized average width (PINAW ):

PINAW =
1

NR

N∑
i=1

Î
α
i (3.13)

where R is the range of the target variable.

• Coverage width-based criterion (CWC ):

CWC = PINAW
[
1 + γ(PICP )e−η(PICP−µ)

]
(3.14)

where γ(PICP) is a step function dependent on the values of PICP and µ:

γ(PICP ) =


0, if PICP ≥ µ

1, if PICP < µ

(3.15)

• Average coverage error (ACE ):

ACE = PICP − PINC (3.16)

61



3.1. PERFORMANCE EVALUATION METRICS OF WPFS

• Interval sharpness (IS ):

IS =
1

N

N∑
i=1

bi (3.17)

where bi is

bi =


−2αÎ

α
i − 4(L̂αi − yi), if yi < L̂αi

−2αÎ
α
i , if yi ∈ Î

α
i

−2αIαi − 4(yi − Ûαi ), if yi > Ûαi

(3.18)

• Continuous ranked probability score (CRPS ):

CRPS =
1

N

N∑
i=1

∫ Pmax

0
[CDFi −H(y − yi)]2dy (3.19)

where CDFi is the cumulative form of the distribution and H is the Heaviside step

function:

H =


0, if y < yi

1, otherwise
(3.20)

• Skill Score (SC ):

SC =
1

N

N∑
i=1

SCi =
1

N

N∑
i=1

 M∑
j=1

(ξαj − αj)(yi − q
αj

i )

 (3.21)

where SCi is a set of quantiles on a single time step i, αj is the quantile proportion,

q
αj

i is the quantile forecast, and ξαj is an indicator variable denoted by

ξαj =


1, if yi < q

αj

i

0, otherwise
(3.22)

Table 3.2 shows the application of these performance evaluation metrics for proba-

bilistic estimates in the literature.

The two main features of a PI, the most common representation for probabilistic
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estimates, are reliability and informativeness: a PI will be reliable when the actual

wind power output falls within the interval, whereas it will be informative depending

on its width. Ideally, the PI should be as narrow as possible to facilitate the decision-

making process. The uncertainty of the prediction can be attributed to several

Table 3.2: Performance evaluation metrics for probabilistic estimates.

Reference PICP PINAW CWC ACE IS CRPS SC Others

Pinson and Madsen (2012) 5

Khosravi and Nahavandi (2013) 5 5

Khosravi et al. (2013) 5 5 5

Quan et al. (2013) 5 5 5

Wan et al. (2013b) 5 5 5

Haque et al. (2014) 5 5

Zhang et al. (2014a) 5 5

Alessandrini et al. (2015) 5 5

Dowell and Pinson (2015) 5 5

Kavousi-Fard et al. (2015) 5 5

Yang et al. (2015) 5

Gallego-Castillo et al. (2016) 5

Wan et al. (2016) 5 5

Zhang and Wang (2016) 5

Zhang et al. (2016) 5 5

Iversen et al. (2017) 5

Lahouar and Slama (2017) 5

Shi et al. (2017) 5 5 5 5

Wang et al. (2017a) 5 5 5

Wang et al. (2017b) 5 5 5 5 5

Afshari-Igder et al. (2018) 5 5

Baxevani and Lenzi (2018) 5

He and Li (2018) 5 5

Khorramdel et al. (2018) 5 5 5

Lin et al. (2018b) 5 5

Mahmoud et al. (2018) 5 5 5 5

Wu et al. (2018b) 5 5 5

Xie et al. (2018) 5 5

Wang et al. (2019b) 5 5 5 5

Yuan et al. (2019) 5 5 5

Zhang et al. (2019b) 5 5 5

Zhao et al. (2019) 5 5 5 5 5

Zou et al. (2019) 5 5 5 5

Ahmadpour and Farkoush (2020) 5 5 5

Hu et al. (2020a) 5 5 5

Li et al. (2020a) 5 5 5 5

Liu and Duan (2020) 5 5 5

Sun et al. (2020b) 5 5 5

Yu et al. (2020) 5 5

Zhang et al. (2020a) 5 5 5 5

Gendeel et al. (2021) 5 5 5

Gu et al. (2021) 5

He et al. (2021) 5 5 5

Lv et al. (2021) 5

Von Krannichfeldt et al. (2021) 5 5 5 5

Dong et al. (2022) 5 5

Wen et al. (2022) 5 5 5
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sources. As indicated in section 2.1, one source is the model uncertainty (or epistemic

uncertainty), which occurs due to a misspecification of the forecasting model or the

parameters of the model. The other main source is the data uncertainty (or aleatoric

uncertainty), which quantifies the inherent noise of the observations.

The PICP (Eq. 3.11) is a metric that measures exclusively the reliability of the

PI. It accounts for the average of target values covered by the interval. Its counter-

part in terms of width is the PINAW (Eq. 3.13). The PICP and the PINAW can

be further merged with the CWC (Eq. 3.14). In this equation, η and γ are two

controlling hyperparameters that determine how much invalid PIs are penalised. Al-

ternative versions of the CWC have been introduced in the literature. For instance,

the new CWC is proposed by Shi et al. (2017), which includes a new term designed

to take better into consideration the information provided by the actual measure-

ments. Another alternative is presented in Zhang et al. (2014a), which considers an

additional function to account for those samples that lie beyond the interval.

Another parameter that describes the reliability of a PI is the ACE (Eq. 3.16).

It is defined as the deviation between the PICP and the PINC. Smaller deviations

indicate more reliable PIs. This metric provides additional information compared to

the PICP since a larger PICP is not necessarily better for a given PINC (Pinson

and Kariniotakis, 2010).

The interval sharpness (also known as Winkler score) (Eq. 3.17) evaluates the

PI in terms of its width (Winkler, 1972). Narrower intervals are rewarded by this

metric, whereas those PIs where the observations do not lie inside are penalised.

The CRPS (Eq. 3.19) is a global criterion as it assesses both features simultane-

ously. This metric is equivalent to the MAE when a forecast is generated as a point

estimate. It differs from other metrics as the CRPS assesses cumulative distribution

functions. Lower scores of the CRPS mean a better performance of the model.

Equation 3.21 denotes the scoring rule proposed by Pinson et al. (2007b) when

probabilistic forecasts are estimated by non-parametric models and are represented

by a set of quantile forecasts. Its orientation is positive and a value of zero represents

a perfect forecast.

Comparison with benchmark models for probabilistic estimates can be performed
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by using the same relation presented for point estimates in Eq. 3.7.

3.2 Prediction horizon for WPFs

The prediction horizon is one of the main aspects to consider when a WPF model is

developed. Very-short term forecasts consider predictions up to 30 minutes ahead.

The main applications of these forecasts are wind farm control and operation of re-

serves (Pinson, 2012). Short-term forecasts take into account predictions from hours

to a few days and are an indispensable tool for power system management and energy

trading. The use of additional exogenous inputs such as meteorological data may be

considered to train a statistical model for this horizon as the dynamics of wind power

generation become significant and could potentially lead to a better performance of

the model. Nonetheless, the use of these data could increase the computational com-

plexity of the model (Yan et al., 2013) and these datasets are associated with their

own prediction error that will affect the prediction accuracy (Zhang et al., 2020b).

Alternatively, physical models are used for short-term forecasting as well in the ab-

sence of an actual wind farm, although they are more computationally expensive

compared to statistical models. Longer-term forecasts usually make use of physi-

cal methods and are used to make decisions on unit commitment or maintenance

scheduling (Soman et al., 2010).

For longer prediction horizons from very short-term and short-term statistical

models, it is necessary to consider multi-step ahead forecasts. A multi-step ahead

forecast estimates the next H steps [yt+1, . . . , yt+H ] of a time series. There are

several strategies to approach this matter (Taieb et al., 2012; Wang et al., 2016a):

the recursive, the MIMO (Multiple-input Multiple-output) and the direct strategies

are the most commonly used approaches to estimate multi-step ahead predictions.

In the recursive strategy (Taieb et al., 2012), also known as iterated or multi-state

strategy, the model is trained to compute one-step ahead forecasts. Afterwards, the

next steps are predicted iteratively using the previous one-step ahead forecasts as

inputs. This strategy is sensitive to larger prediction horizons, as the errors of the
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predictions accumulate for every iteration.

ŷt+h =


f(yt, . . . , yt−d+1) if h = 1,

f(ŷt+h−1, . . . , ŷt+1, yt, . . . , yt−d+h) if h ∈ {2, . . . , d}

f(ŷt+h−1, . . . , ŷt+h−d) if h ∈ {d+ 1, . . . ,H}

(3.23)

where d denotes the number of steps used in the input set.

The MIMO strategy (Taieb et al., 2010) produces a vector with the whole se-

quence of outputs training a single model.

[ŷt+H , . . . , ŷt+1] = f(yt, . . . , yt−d+1), (3.24)

The direct strategy (Taieb et al., 2012) consists of training H different models in-

dependently, one for each horizon. While it prevents the accumulation of errors, it

neglects the dependencies between the H forecasts and it carries a larger computa-

tional cost to train every model separately.

ŷt+h = fh(yt, . . . , yt−d+1), h ∈ {1, . . . ,H} (3.25)

Further combinations of these models lead to other strategies. For instance, the

DirRec strategy (Sorjamaa and Lendasse, 2006) combines elements from the recursive

and direct approaches, and the DIRMO strategy (Taieb et al., 2009) presents a trade-

off between the direct and the MIMO strategies.

3.3 Numerical study

In this section, a numerical study is performed to investigate the features of the

performance evaluation metrics for WPF models considering data from a single wind

farm, modelled using a set of decomposition-based hybrid models (Qian et al., 2019;

Liu and Chen, 2019). First, we introduce succinctly the data and forecasting models

used, followed by a discussion of the features of the metrics over the testing set.
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3.3.1 Data

The dataset used for this numerical study contains measurements from a wind farm

located in Ireland. Measurements are collected every 10 minutes between January

2017 and December 2017 (Figure 3.1). As shown in this figure, wind power generation

shows a large variability as it is influenced by wind and other meteorological variables,

as well as human activities such as maintenance operations. Less than 1% of the

values are missing and have been reconstructed considering the previous and posterior

values. Simulations are run for one wind turbine with the reconstructed dataset with

a temporal 10-min resolution and a resampled dataset with a 1-h resolution. The

dataset is divided into training, validation and testing sets to train the model and test

the accuracy of the forecasts provided by the models. Table 3.3 shows the number

of samples for each set considering the low-resolution (1-h) and high-resolution (10-

min) data and the summary statistics for both sets of data. The location of the wind

farm is not disclosed due to confidentiality reasons. A more detailed description of

this dataset is found in the next chapter (section 4.2.3).
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Figure 3.1: Historical wind power generation during the year 2017 (left) and a sample of
the wind power generation time series from February to May (right). Data are shown with
a temporal resolution of 60 minutes.
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Table 3.3: Sample size and summary statistics of the datasets.

Low-resolution set High-resolution set

Resolution 60-min 10-min

Train 7296 43776
Validation 1080 6480
Test 384 2304

Mean (kW) 726.49 726.49
Std (kW) 696.15 715.30
Min (kW) 0 0
Q1 (kW) 157.13 140
Q2 (kW) 478 462
Q3 (kW) 1134 1151
Max (kW) 2364.3 2365

Table 3.4: WPF models used for the numerical study.

Decomposition technique Training model Multi-step strategy

VMD FFNN MIMO
VMD FFNN Recursive
EEMD FFNN MIMO
EEMD FFNN Recursive
- FFNN MIMO
- FFNN Recursive

3.3.2 Experimental design

As stated in section 1.4.1.4, decomposition-based hybrid models are a family of sta-

tistical models that can contribute to a better forecasting accuracy for short-term

WPF (Qian et al., 2019). Some of these models are used in this study to analyze

the performance evaluation metrics. In particular, two techniques are applied to

decompose the wind power time series: EEMD (Wu and Huang, 2009) and VMD

(Dragomiretskiy and Zosso, 2013). Additionally, two multi-step forecast strategies

(MIMO and Recursive) are implemented. In total, six forecasting models are em-

ployed (Table 3.4), including two FFNN models where the wind power time series is

not decomposed.

Point estimates are obtained using only one output for every FFNN, whereas

the boundaries of PIs are estimated by quantile regression, using an asymmetric loss

function (also known as pinball loss function) that depends on the required quantiles

τ (Koenker and Bassett Jr, 1978; Cannon, 2011). This technique has been chosen for

this numerical study to provide interval estimates as it is a well-established technique

in the field of WPF (Bremnes, 2004; Nielsen et al., 2006). The final prediction is
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comprised of a single output for every step for point estimates and the lower and

upper boundaries of the interval in the case of PIs.

A detailed description of this modelling methodology is provided in the next

chapter (decomposition algorithms are explained in section 4.2.1, whereas QR-based

PIs are described in section 4.2.2).

3.3.3 Results

The selected models (Table 3.4) are used to obtain forecast estimates, that will allow

to produce numerical values for the performance evaluation metrics. In this study,

the metrics not only evaluate the general forecast accuracy of the models, as usually

considered during the model development stage, but also assess them in terms of time

resolution, robustness, and prediction horizon length. In the case of probabilistic

estimates, PIs are chosen to present the uncertainty of the forecast as they are the

most widespread representation. Hence the CRPS and SC are not considered in the

study, as they are used to assess other representations of probabilistic estimates.

3.3.3.1 Deterministic predictions

Forecasts are estimated 6-h and 24-h ahead. These horizons are important for activ-

ities such as energy trading, where an initial forecast is usually provided 24-h ahead

and subsequently corrected between 6 and 8 hours ahead. Table 3.5 shows the results

of the performance evaluation measurements for 6-h and 24-h ahead forecasts.

The values of MAE, RMSE, BIAS, and SDE are normalized by the capacity of

the wind turbine to facilitate their understanding and the assessment of the model

errors. The values of MAPE and IA are not normalized, as MAPE is established

by definition as a percentage, and IA only takes values between zero and one. The

lower scores for NMAE and NRMSE indicate that overall the VMD-FFNN MIMO

model produces better forecasts considering every source of error. Additionally, the

better scores for the NBIAS and NSDE indicate that this model deals better with

the systematic and random error separately. The numerical values of the metrics

are larger for 24-h ahead forecasts, indicating that the forecast accuracy is lower.

Values close to one for the IA, such as the VMD-FFNN MIMO models for both
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Table 3.5: Results for point estimates.

Forecast horizon: 6-h ahead

Low-resolution dataset (1-h resolution)

Method Strategy NMAE (%) NRMSE (%) MAPE (%) NBias (%) NSDE (%) IA

EEMD-FFNN MIMO 10.40 14.33 29.80 4.12 13.72 0.936
EEMD-FFNN Recursive 10.80 14.66 31.45 -2.09 14.51 0.935
VMD-FFNN MIMO 1.77 2.440 12.05 -0.58 2.37 0.998
VMD-FFNN Recursive 4.51 5.45 20.25 4.38 3.23 0.992
FFNN MIMO 21.08 28.41 44.91 5.98 27.97 0.706
FFNN Recursive 21.87 30.12 48.61 2.35 30.02 0.730

High-resolution dataset (10-min resolution)

Method Strategy NMAE (%) NRMSE (%) MAPE (%) NBias (%) NSDE (%) IA

EEMD-FFNN MIMO 11.16 15.50 28.69 1.03 15.46 0.929
EEMD-FFNN Recursive 24.91 33.02 56.97 23.51 23.19 0.675
VMD-FFNN MIMO 8.27 10.77 25.19 -3.61 10.14 0.969
VMD-FFNN Recursive 13.65 19.02 35.50 9.49 16.48 0.890
FFNN MIMO 22.17 30.55 46.84 7.48 29.62 0.689
FFNN Recursive 34.26 46.11 74.19 34.05 31.10 0.478

Forecast horizon: 24-h ahead

Low-resolution dataset (1-h resolution)

Method Strategy NMAE (%) NRMSE (%) MAPE (%) NBias (%) NSDE (%) IA

EEMD-FFNN MIMO 18.18 22.33 35.84 1.54 22.27 0.765
EEMD-FFNN Recursive 24.69 33.03 55.89 20.71 25.73 0.582
VMD-FFNN MIMO 5.95 7.57 18.99 1.66 7.38 0.982
VMD-FFNN Recursive 8.81 10.48 25.78 -7.68 7.13 0.969
FFNN MIMO 26.66 34.93 49.68 12.66 32.56 0.379
FFNN Recursive 28.74 36.92 58.63 12.50 34.74 0.434

High-resolution dataset (10-min resolution)

Method Strategy NMAE (%) NRMSE (%) MAPE (%) NBias (%) NSDE (%) IA

EEMD-FFNN MIMO 20.28 25.43 38.52 1.06 25.32 0.689
EEMD-FFNN Recursive 43.49 53.73 36.47 -39.05 36.91 0.522
VMD-FFNN MIMO 20.39 25.94 40.41 4.90 25.48 0.713
VMD-FFNN Recursive 29.40 35.77 38.97 -11.20 33.97 0.589
FFNN MIMO 28.62 38.25 56.42 17.63 33.95 0.389
FFNN Recursive 63.79 71.43 31.31 -63.79 32.14 0.411
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Figure 3.2: Performance of the selected models for 6-h and 24-h ahead point estimates. Data
are shown with a temporal (60-min) resolution.
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6-h and 24-h ahead forecasts using the low-resolution dataset, indicate that the

forecasts have a low degree of error. Compared to the rest of the metrics, MAPE

shows unsteady values that are not consistent with the rest of metrics evaluating

the overall forecast accuracy (NMAE, NRMSE, and IA). As observed in Figure 3.2,

the 6-h ahead forecasts are more accurate than 24-h ahead forecasts, as the forecast

accuracy is lower for larger prediction horizons. Figure 3.3 shows the forecast errors

in the 1-h resolution testing set. In both scenarios, the prediction error shows less

variability when the VMD technique is applied to decompose the wind power time

series. Spikes are visible when using EEMD, as the prediction error is larger due to

the lower ability of EEMD to predict sudden changes in wind power correctly.

In terms of the effect of time resolution on the forecasts, the larger volatility

existing in higher resolution wind power data reduces the forecast accuracy of WPF

models. Figure 3.4 depicts the distribution of the forecast errors for every sce-

nario. The larger spread observed for the high-resolution data comes mostly from

the volatility of these data, as their intrinsic characteristics are harder to capture

for the model, and it is affected as well by the number of steps ahead to predict as

the errors accumulate for every step. Low-resolution forecast errors show a normal

distribution in most of the cases, except for the EEMD models for 24-h ahead, that

are slightly skewed to the right. Furthermore, the 6-h ahead predictions present a

few outliers, as most of the residuals are centred around the median. The predic-

tion errors from the high-resolution dataset have different patterns. A right-skewed

distribution is observed in the EEMD-FFNN Recursive and the VMD-FFNN Recur-

sive models for 6-h ahead forecasts, and in the EEMD-FFNN MIMO, VMD-FFNN

MIMO and VMD-FFNN Recursive models for 24-h ahead forecasts. A normal dis-
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Figure 3.3: Errors for 6-h and 24-h ahead point estimates. Data are shown with a temporal
(60-min) resolution.
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Figure 3.4: Distribution of forecast errors for 6-h and 24-h ahead predictions.
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Figure 3.5: Performance evaluation metrics for point estimates with respect to the number
of steps ahead (low resolution dataset).

tribution is visible for the EEMD-FFNN MIMO and VMD-FFNN MIMO models,

although there are a considerable amount of outliers at the end of both tails. Only

the EEMD-FFNN Recursive model shows a skewness to the left.

The evolution of the performance evaluation metrics with respect to the number

of steps ahead predicted for the low-resolution dataset is shown in Figure 3.5. As
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every step represents a 60-min interval, the number of steps is equivalent to the

hours ahead predicted. As expected, the NMAE and the NRMSE values increase as

the number of steps increases, since the quality of the predictions shrinks with the

prediction horizon. The same expected behavior is observed for the IA, indicating

a lower performance for larger prediction horizons. The NBIAS is not affected by

the prediction horizon, producing approximately regular values for the VMD-FFNN

MIMO model and high variance for the other three models. The SDE tends to

increase with larger prediction horizons. MAPE scores are higher for a larger number

of steps, although this relationship is not linear.

Considering the techniques and available dataset, the VMD-FFNN MIMO model

performs overall better than the rest of the models, and is used hereafter to discuss its

robustness by analysing the daily values of the metrics obtained with the forecasts

provided by this model (Figure 3.6). Ideally, the forecast accuracy of the model

should be as independent as possible from the data used to benchmark its validity,

and therefore the numerical values obtained by the metrics should be similar for every

subinterval. This performance is achieved for NMAE and NRMSE for three of the

scenarios: 6-h ahead forecasts (both low- and high-resolution sets) and 24-h ahead
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Figure 3.6: Daily performance of metrics for point estimates (VMD-FFNN MIMO model).
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forecasts with the low-resolution set. The lack of robustness for the other case (24-

h ahead forecasts in the high-resolution set) results from a combination of several

aspects: the model itself, the dataset, the prediction horizon length and the time

resolution of the data. Therefore, the model should be further calibrated to verify

if the model is able to produce accurate forecasts for this case. The daily-averaged

NBIAS shows low variability in the whole testing set for 6-h ahead forecasts, whereas

they do not follow any pattern for 24-h ahead forecasts. The NSDE has a similar

behavior as the NMAE and NRMSE, producing robust outcomes for every case but

24-h ahead forecasts in the high-resolution dataset. The IA produces similar scores

for 6-h ahead predictions in the low-resolution dataset. The results are quite steady

for 6-h ahead (high-resolution set) and 24-h ahead (low-resolution set) forecasts,

except for day 2, where there is a sudden drop in the performance of the metric.

MAPE shows a great variability in its values, indicating a large sensitivity to changes

of wind power output.

The performance evaluation metrics provide not only information about the gen-

eral performance of the models in terms of accuracy, but also can act as a tool to

analyze the effects of aspects such as the robustness of the models under different

conditions. The VMD-FFNN MIMO model show a robust behavior when the fore-

cast accuracy is high since it shows low variations when calculating their values for

different periods in the testing set. As expected, the performance evaluation metrics

show a decreasing forecast accuracy while the prediction horizon increases. However,

the NBIAS does not seem to be affected by the prediction horizon and keeps values

around zero for the VMD-FFNN MIMO model. Additionally, the MAPE values are

not in line with the scores obtained by the NMAE, the NRMSE, and the IA in terms

of accuracy and consequently its use is not recommended.

3.3.3.2 Prediction intervals

PIs are estimated 6-h ahead for three confidence levels: 99%, 95%, and 80%. The

results are shown in Table 3.6. As done previously for the point estimates, two basic

FFNN models are used to benchmark the skill of the decomposition-based hybrid

models.
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Table 3.6: Results for 6-h ahead prediction intervals.

Confidence level: 99 %: Low-resolution dataset (1-h resolution)

Method Strategy PICP (%) PINAW (%) CWC ACE IS

EEMD-FFNN MIMO 100 99.66 0.997 0.01 -47.84
EEMD-FFNN Recursive 95 76.77 6.440 -0.04 -78.45
VMD-FFNN MIMO 100 77.95 0.780 0.01 -37.42
VMD-FFNN Recursive 100 60.05 0.601 0.01 -28.82
FFNN MIMO 93.61 92.68 14.641 -0.05 -55.95
FFNN Recursive 63.89 80.69 3.3e7 -0.35 -394.49

Confidence level: 99 %: High-resolution dataset (10-min resolution)

Method Strategy PICP (%) PINAW (%) CWC ACE IS

EEMD-FFNN MIMO 100 96.88 0.969 0.01 -46.50
EEMD-FFNN Recursive 96.25 81.20 1.881 -0.03 -80.02
VMD-FFNN MIMO 100 90.32 0.903 0.01 -43.35
VMD-FFNN Recursive 88.98 40.14 1.495 -0.1 -92.97
FFNN MIMO 99.8 98.77 0.988 0.01 -47.51
FFNN Recursive 41.48 67.26 2.1e12 -0.57 -1096.71

Confidence level: 95 %: Low-resolution dataset (1-h resolution)

Method Strategy PICP (%) PINAW (%) CWC ACE IS

EEMD-FFNN MIMO 100 81.96 0.820 0.05 -196.70
EEMD-FFNN Recursive 88.61 41.29 10.486 -0.06 -184.08
VMD-FFNN MIMO 100 39.75 0.397 0.05 -95.39
VMD-FFNN Recursive 100 31.09 0.311 0.05 -74.61
FFNN MIMO 93.06 83.43 3.04 -0.01 -263.53
FFNN Recursive 43.89 50.51 6.3e10 -0.5 -723.95

Confidence level: 95 %: High-resolution dataset (10-min resolution)

Method Strategy PICP (%) PINAW (%) CWC ACE IS

EEMD-FFNN MIMO 100 84.76 0.848 0.05 -203.42
EEMD-FFNN Recursive 45.74 32.07 44.521 -0.49 -850.53
VMD-FFNN MIMO 100 68.49 0.685 0.05 -164.37
VMD-FFNN Recursive 57.78 26.06 11.038 -0.37 -346.90
FFNN MIMO 90.97 85.55 7.265 -0.04 -269.465
FFNN Recursive 27.78 44.97 1.8e14 -0.67 -1373.64

Confidence level: 80 %: Low-resolution dataset (1-h resolution)

Method Strategy PICP (%) PINAW (%) CWC ACE IS

EEMD-FFNN MIMO 96.67 51.59 0.516 0.17 -528.03
EEMD-FFNN Recursive 56.11 18.44 28395.9 -0.24 -526.32
VMD-FFNN MIMO 100 21.34 0.213 0.2 -204.90
VMD-FFNN Recursive 96.67 14.26 0.143 0.17 -146.72
FFNN MIMO 71.94 56.99 32.57 -0.08 -854.34
FFNN Recursive 33.61 32.82 3.9e9 -0.46 -1234.63

Confidence level: 80 %: High-resolution dataset (10-min resolution)

Method Strategy PICP (%) PINAW (%) CWC ACE IS

EEMD-FFNN MIMO 99.44 58.90 0.589 0.19 -567.42
EEMD-FFNN Recursive 15.88 15.94 81.20 -0.64 -1477.55
VMD-FFNN MIMO 99.95 47.93 0.479 0.19 -460.54
VMD-FFNN Recursive 36.76 11.50 8.798 -0.43 -511.88
FFNN MIMO 77.18 59.92 3.059 -0.03 -905.04
FFNN Recursive 21.67 16.84 7.8e11 -0.58 -1751.05
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The PICP and ACE measure exclusively the coverage of the PI. Considering that,

these metrics indicate that the VMD-FFNN MIMO model presents the best results

in terms of coverage, meaning that a larger number of observations fall within the

interval. The PINAW and the IS quantify the width of the interval. The first metric

only considers the width of the interval in every time step, while the IS penalises

incorrect intervals as shown in Eq. 3.17. In this study, narrower intervals are usually

built when the recursive strategy is applied, at the expense of reducing the coverage of

the interval. Therefore, better scores for PINAW are obtained for narrower intervals

(60.05%, 31.09% and 14.26% for the VMD-FFNN Recursive model given 99%, 95%,

and 80% confidence levels respectively). Furthermore, since the coverage of the

intervals given by this model is high for all confidence levels, it also has the best

scores for the IS. The CWC takes into account both PICP and PINAW to consider

both features simultaneously. As stated in Eq. 3.15, those intervals where the PICP

is lower than µ will be penalised and will produce equal measurements as the PINAW.

Looking at the metrics’ scores, the decomposition-based hybrid models present more

skilled intervals that the FFNN models. Additionally, even if the EEMD-FFNN

MIMO model has a high PICP, the intervals are not informative as they are also

very wide, and therefore not useful for applications in the industry.

For the high-resolution dataset, the metrics also provide information regarding

the multi-step ahead forecast strategy used. For instance, even if the PINAW is

only 26.06% for the VMD-FFNN Recursive model compared to a 68.49% when the

MIMO strategy is used (95% confidence level), the interval covers only a 57.78% of

the data points of the testing set. The IS provides additional details in terms of

the coverage-width relation: the VMD-FFNN MIMO model scores better in every

scenario, meaning that this relation is balanced, as fewer intervals are penalised by

not covering the actual values. In terms of skill, the behavior is identical as the

observed for the low-resolution dataset.

Figure 3.7 displays the PIs obtained for the four models using the low-resolution

and high-resolution set respectively. As the number of steps to predict is lower for

the low-resolution dataset, intervals are more accurate and the boundaries are closer

to the observations. In the low-resolution dataset, all models can produce reliable
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intervals, although the intervals are too wide for some of the models.

The evolution of the PI performance metrics with respect to the prediction hori-

zon length is shown in Figure 3.8. The coverage of the PI decreases with the number

of steps only for EEMD-FFNN Recursive model since the rest maintain all the val-

ues within the interval. This behavior is replicated for the ACE, where the value

decreases with a larger number of steps. The PINAW is barely influenced by the

increase of the prediction horizon and it does not reveal high changes except for one

of the models. Lastly, the IS decreases with the forecast horizon, indicating a lower

forecast accuracy for longer horizons.

Figure 3.9 shows the daily performance of the interval metrics for both sets. The
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Figure 3.7: 6-h ahead prediction intervals (95% confidence level) using the low-resolution
(left) and high-resolution dataset (right).

77



3.3. NUMERICAL STUDY

PICP has reached its maximum value for some of the models, meaning that all

the observations fall inside the interval. Therefore, the daily-averaged values of the

PICP indicate that the models are robust in these cases. Otherwise, the metric shows

the sensitivity of the models to changes in the data as the PICP acts as a control

depending on the percentage of values within the PI. The second metric (PINAW )

shows a more robust performance for the models in the testing set, although it

generates narrower intervals in days 2, 7 and 12 for every model. This behavior

takes place with low wind power generation, so these values seem justified as the

interval will not grow any longer in its lower boundary. The CWC shows spikes

whenever the PICP is lower than the parameter µ (set to the confidence level). It

provides a control system to know the coverage of the interval and to what degree

is good, as a larger CWC implies a greater penalisation by the metric. However,

as the CWC is very sensitive to this penalisation, evaluating the robustness of the

models with this metric is not advised. The ACE provides similar results than the
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Figure 3.8: Performance evaluation for interval metrics with respect to the number of steps
ahead (low resolution dataset).
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Figure 3.9: Daily performance of metrics for PIs (95% confidence level).

PICP, only it takes into account the significance level. For this reason, except for

exceptional cases, it is enough to choose only one of them to analyze the robustness

of the interval. The daily-averaged IS produces robust values with low variability for

the VMD-FFNN models in the low-resolution dataset. Additionally, the IS provides

supplementary information about the forecast accuracy of the interval, since the

prediction error by itself accounts only for the size of the PI. The more negative is

the IS for a time step, the further away the actual value is from the interval.
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The PICP and PINAW provide direct knowledge in terms of coverage and width.

The CWC is highly sensitive to the coverage of the interval and the confidence

level, and therefore not suitable to evaluate the robustness of the models. The ACE

provides very similar information as the PICP, so its assessment is not necessary if

the PICP is already estimated. The IS allows to determine reliably the robustness of

a model, and provides information about the width interval while penalising incorrect

PIs in terms of coverage.

3.4 Conclusions

Performance evaluation metrics capture different aspects of model performance.

Most of the performance evaluation metrics identified for the assessment of point

estimates analyze all sources of error together (MAE, RMSE, MAPE, IA), while

others evaluate a specific source of error such as the BIAS, that accounts for the sys-

tematic component of error, or the SDE, where only the random error is analyzed.

Probabilistic estimates account for both accuracy and precision, therefore they are

preferred for model comparability. These metrics evaluate the coverage provided by

the interval, such as the PICP, or the width, such as the PINAW, whereas the IS

provides additional information in terms of the overall quality of the interval. These

three metrics give enough information to address the forecast accuracy of the inter-

val. On the other hand, the ACE does not provide any additional information if the

PICP is already estimated, consequently is not deemed necessary to evaluate the

coverage of the interval. The CWC is highly sensitive to both the tuning parame-

ters and the nature of the training set. Therefore, this metric is recommended as a

parameter to train the data in methodologies such as the LUBE method, but not to

evaluate the accuracy of a forecasting model.

The different performance evaluation metrics are also applied to evaluate the ro-

bustness of the models over the testing set, while simultaneously considering aspects

of relevance such as the prediction horizon and the time resolution of the data, since

intra-hour wind data shows higher volatility than hourly averaged data. In addition

to that, the forecasting models for higher resolution sets can be further calibrated to

provide more accurate forecasts.
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All these insights, as well as the use of unified metrics to evaluate WPF mod-

els, are further expanded in the next chapter to propose standards to assess such

models. This is achieved by developing a novel benchmarking framework to evalu-

ate statistical WPF models, taking into consideration the insights developed in this

chapter combined with the concepts of fair and representative evaluation of WPFs

as suggested by the IEA Wind Task 36 guidelines.
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Chapter 4

A benchmarking framework to

evaluate wind power forecasting

models

In the previous chapter, we have identified the main performance evaluation metrics

used for both point estimates and prediction intervals. Such a variety of metrics is

one of the reasons that lead to issues with respect to the standardization of WPF

model evaluation. Together with an unified selection of performance evaluation met-

rics, other elements must be standardized throughout the model evaluation stage in

order to assess WPF models in a fair and representative manner, such as data, time

resolution, and prediction horizon (González Sopeña et al., 2022c). These ideas are

fleshed out in this chapter.

4.1 Introduction

As found in the literature review conducted in section 1.4, one of the gaps in the

WPF literature is the diversity of evaluating conditions found during the model

development stage, making it difficult to have a clear idea of the actual improvement

in forecasting accuracy provided by a new WPF model compared to existing ones,

preventing industry users to choose any possible best model to implement their

forecasting tools for electricity market operations (Wang et al., 2016c), as well as
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preventing researchers to evaluate their models fairly against cutting-edge forecasting

models. The lack of standardized criteria to evaluate WPF models becomes more

significant as the number of WPF models proposed in the literature keeps steadily

increasing (Giebel and Kariniotakis, 2017).

Therefore, developing benchmarks of WPF algorithms is essential to implement

standards and best practices for the assessment of forecasts and their uncertainty

(Giebel et al., 2016), as well as model evaluation (Lago et al., 2021). In prepara-

tion of a benchmark, some key points are often overlooked, such as (Möhrlen et al.,

2018): 1) Forecasting horizons to be considered, 2) historical data available, 3) the

representativeness of the operational conditions, and 4) standardized performance

evaluation metrics. Additionally, the evaluation of WPF algorithms must be fair,

meaning that it should not be expected to evaluate curtailment periods or human

actions such as maintenance operations, and representative, meaning that the fore-

casting model should be tested under significant operation conditions (Möhrlen et al.,

2018). Regarding the first point, classification of WPF models with respect to the

prediction horizon is somewhat unclear in the literature (Roungkvist and Enevoldsen,

2020). One widely used convention is proposed by Soman et al. (2010), where four

different time horizons are defined: very short-term, short-term, medium-term, and

long-term. WPF models meet different needs depending on the forecasting horizon

(Table 4.1). Statistical models are preferred for very short- and short-term horizons

as they can be quickly built and updated as new data arrive, whereas physical ap-

proaches are preferred for longer prediction horizons. On another note, the type of

forecast considered is significant for the benchmarking process. As pointed out in

section 3.1.1, point (deterministic) estimates of WPFs have been predominantly used

Table 4.1: Applications of WPFs depending on the forecasting horizon (Soman et al., 2010).
Forecasting horizon Timeframe Applications

Very short-term Up to 30 min ahead
Electricity market clearing
Real-time grid operations
Turbine control

Short-term 30 min to 6 h ahead Load increment/decrement decisions
Economic load dispatch planning

Medium-term 6 h to 1 day ahead Generator decisions
Operational security in Day-Ahead Market (DAM)

Long-term More than 1 day ahead
Maintenance planning
Unit commitment decisions
Reserve requirement decisions
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for industry applications, and they are evaluated measuring the discrepancy between

the forecast and the measurement. Reducing the forecast error (i.e., increasing the

forecast accuracy) improves the O&M of wind farms (Pakrashi et al., 2020) and has

a positive impact on the total system costs. Mc Garrigle and Leahy (2015) simu-

lated the Irish electricity system with 33% wind penetration to prove that reducing

the forecast error can save 1.64% and 0.50% of total system costs for deterministic

and stochastic scheduling respectively. However, point estimates are incomplete as

the uncertainty of the forecast is not measured (González-Aparicio and Zucker, 2015;

Zhang et al., 2019b). This gap is filled by probabilistic forecasts, which are gradually

moving to the industry thanks to projects such as the IEA Wind Task 36 (Giebel

et al., 2020). As described in section 3.1.2, PIs are a representation of probabilistic

forecasts where the uncertainty is measured by estimating a range of values where

future wind power observations are expected to fall with a certain confidence level

(Wan et al., 2017), and can be tuned for making decisions in industry applications

such as reserve quantification (Zhao et al., 2021). The goodness of a PI is assessed

by measuring the coverage of the interval, that is, its ability to correctly spot the

future observation within the PI, and the width of the interval.

Among the publications reviewed in the literature, decomposition-based hybrid

models (initially introduced in section 1.4.1.4) have attracted the attention of the

wind energy forecasting community due to an improved performance with respect

to other statistical models (Qian et al., 2019). The evaluation of these models are

also affected by the lack of benchmarks mentioned in the previous paragraph. For

instance, Wang et al. (2019c) propose a wind power interval prediction method where

data are decomposed using VMD as decomposition algorithm, and forecasting is

performed using GRU neural networks. The approach is tested using 10-minute

interval data from an offshore wind farm located in California and an onshore wind

farm in Washington. Decomposition performed with EMD is for instance applied by

Naik et al. (2018c), using this algorithm together with ANN-based forecasting models

to predict wind power generation outputs in a wind farm located in Wyoming (USA)

from 10 minutes to 3 hours ahead. A wavelet-based hybrid model is proposed by Li

et al. (2020d), where the decomposed data are trained with SVM structures. Hourly
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data collected in a French wind farm are used to benchmark the performance of

the model. In general, we have identified 57 publications in the recent literature

(Table 1.5) using decomposition-based hybrid models for WPF, but we are unable

to compare them (nor any other model) as a result of not having any standardized

procedure to evaluate them.

Following the conclusions drawn from the previous chapter, where we have pro-

vided a standardized view of performance evaluation metrics for statistical WPF

models (González Sopeña et al., 2021a), we propose a benchmark framework to

evaluate the performance of such models. The experimental set-up of this bench-

mark is designed considering the main guidelines of the IEA Wind Task 36: 1) Very

short-term and short-term horizons are considered as these are the scenarios where

statistical models thrive, 2) historical data collected in two Irish wind farms are

used to evaluate the models, 3) varied and realistic operational conditions of the

wind farms are evaluated to maximize the representativeness of the results, and 4)

performance evaluation metrics for both deterministic WPFs and PIs are standard-

ized throughout the experiment. The usefulness of this benchmark is proven with

an example case testing decomposition-based hybrid models, where state-of-the-art

decomposition techniques are used to decompose wind power time series data and

the main ANN-based structures (Wang et al., 2021b) are applied to build forecasting

models. Note that this benchmark framework is not limited to decomposition-based

hybrid models, but other statistical models (especially ML/DL type of models) could

be applied as well.

The rest of this chapter is structured as follows: section 4.2 describes the main

features of decomposition-based hybrid models, the data and the experimental design

followed to benchmark the models. Section 4.3 presents the results and discussion,

and section 4.4 the concluding remarks of this chapter.

4.2 Methods

Decomposition-based hybrid models have two distinguishing elements: a preprocess-

ing step where a decomposition algorithm divides the wind power time series into

a set of more stationary modes, and the forecasting models implemented for every
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mode. ANNs represent the most widespread structure to build forecasting models

for wind power (Table 1.3). Different types of ANNs allow us to exploit diverse

features of the data, such as recurrent or convolutional neural networks. Regardless

of the decomposition algorithm or the forecasting model used, decomposition-based

hybrid models follow usually the flowchart shown in Figure 4.1 (González Sopeña

et al., 2021c): 1) the wind power time series is decomposed into several modes, 2) a

forecasting model is built for each one, and 3) the wind power prediction is obtained

aggregating the forecast of each mode.

A description of the main decomposition techniques used for WPF and the neural

network based approaches used to build the forecasting models is provided down be-

low. Furthermore, the experimental design developed for the benchmark is described

in this section, as well as the data used to evaluate the models (which have been

used previously in the numerical study conducted in section 3.3).

WP TIME
SERIES DECOMPOSITION

MODE 1

MODE N

MODE 2

FORECASTING
MODEL 1

FORECASTING
MODEL 2

FORECASTING
MODEL N

WP
PREDICTION

EMPIRICAL MODE DECOMPOSITION (EMD)
ENSEMBLE EMPIRICAL MODE

DECOMPOSITION (EEMD)
VARIATIONAL MODE DECOMPOSITION (VMD)

FEEDFORWARD NEURAL NETWORK (FFNN) 
LONG SHORT-TERM MEMORY (LSTM)

GATED RECURRENT UNIT (GRU)
CONVOLUTIONAL NEURAL NETWORK (CNN)

TEMPORAL CONVOLUTIONAL NETWORK (TCN)

Figure 4.1: Flowchart for WPF using decomposition-based hybrid models.

4.2.1 Decomposition algorithms

Some of the most common techniques to decompose wind power time series are

wavelet transform (Meyer, 1992; Daubechies and Bates, 1993), EMD (Huang et al.,
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1998), and VMD (Dragomiretskiy and Zosso, 2013). While preprocessing wind power

data using wavelet decomposition can lead to an improvement of forecasting perfor-

mance, the decomposition effect has low adaptability as it depends greatly on the

selection of the wavelet basis function, whereas EMD- and VMD-based algorithms

present more adaptability to decompose wind power time series. Therefore, we apply

VMD, EMD and EEMD (Wu and Huang, 2009) to decompose wind data.

4.2.1.1 Variational mode decomposition

VMD is a non-recursive signal processing method designed for decomposing complex

non-stationary signals. The decomposition process into several subseries is performed

by a constrained variational problem to determine the bandwidth of each mode. This

process involves three steps: 1) the Hilbert transform is used to obtain the unilateral

frequency spectrum for each mode, 2) an exponential tuned to the estimated center

frequencies is used to shift every mode’s frequency spectrum to baseband, and 3)

the bandwidth of each mode is identified using the H1 Gaussian smoothness of the

demodulated signal. Thus, the constrained variational problem is defined as

min
{uk},{ωk}

{ K∑
k=1

∥∥∥∥∂t [(δ(t) +
j

πt

)
∗ uk(t)

]
e−jωkt

∥∥∥∥2
2

}
(4.1)

where {uk} the set of all modes, {ωk} the set of the respective center frequencies, δ(t)

the Dirac function, ∗ denotes a convolution, and ‖‖22 denotes a squared L2-norm. As

suggested in the original paper (Dragomiretskiy and Zosso, 2013), this constrained

variational problem can be transformed into an unconstrained problem introducing

a quadratic penalty term and Lagrangian multipliers λ as follows:

L({uk}, {ωk}, λ) = α′
K∑
k=1

∥∥∥∥∂t [(δ(t) +
j

πt

)
∗ uk(t)

]
e−jωkt

∥∥∥∥2
2

+

∥∥∥∥y(t) −
K∑
k=1

uk(t)

∥∥∥∥2
2

+

〈
λ(t), y(t)−

K∑
k=1

uk(t)

〉
(4.2)

This equation can be solved using a sequence of iterative sub-optimizations known

as ADMM (Hestenes, 1969; Boyd et al., 2011). By doing so, the modes uk and their

respective center frequencies ωk are then updated simultaneously with the following
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expressions:

ûn+1
k (ω) =

f̂(ω)−
∑

i 6=k ûi(ω) + λ̂(ω)
2

1 + 2α′(ω − ωk)2
(4.3)

wn+1
k =

∫∞
0 ω|ûk(ω)|2dω∫∞
0 |ûk(ω)|2dω

(4.4)

The modes are solved in the spectral domain, and can be transformed back into the

time domain taking the real part of the inverse Fourier transform of the signal. In

Eq. 4.3, the value α′ represents a penalty term defined by the user which will define

the shape of the modes.

4.2.1.2 Empirical mode decomposition

EMD is another decomposition method based on identifying the intrinsic oscillatory

modes of the signal, known also as IMFs, and a residue. The EMD algorithm can be

described in four steps:

1. Local maxima and minima are located in the time series data y(t), and then

interpolated to build an upper and a lower envelope respectively.

2. The mean value m(t) of these envelopes is calculated and the first component

H1 is built by subtracting m(t) from the original wind power time series y(t).

3. These two steps are repeated till the stopping criterion is satisfied. Then, H1

will correspond to the first mode and the residue to y(t) −H1, the difference

between the original time series and the first component.

4. Steps 1-3 are repeated with the resulting residues till all the modes and the

last residue are computed.

The original wind power time series y(t) can be reconstructed by simply adding

up all the IMFs and the residue:

y(t) =

N∑
i=1

IMFi + r(t) (4.5)

89



4.2. METHODS

4.2.1.3 Ensemble empirical mode decomposition

EEMD is the ensemble version of the EMD approach to solve mode mixing issues

which may occur using the standard EMD algorithm. A set of trials using the EMD

algorithm is performed, but the original time series y(t) is mixed with Gaussian white

noise εt. The white noise cancel each other when calculating the mean value of all

of the trials. The steps to follow are:

1. Add Gaussian white noise εt to the original wind power time series data y(t):

y′(t) = y(t) + εt

2. Apply the EMD algorithm to y′(t) to obtain the corresponding IMFs and

residue in the same way as shown in Eq. 4.5.

3. Repeat steps 1-2 a preset number of times. Each IMF is computed as the

arithmetic average of all these trials as follows:

IMFi =
1

N

N∑
j=1

IMFij

where IMFi is the i-IMF obtained averaging a set of N trials.

4.2.2 ANN-based forecasting models

The most simple type of ANN is the FFNN, which consists of three layers (input,

hidden and output layers) where the information is only propagated forward. The

backpropagation algorithm (Rumelhart et al., 1986; Chauvin and Rumelhart, 2013)

is typically used to train FFNNs.

Neural networks with more complex architectures have the ability to further

learn patterns in the data. For instance, RNNs process time series data on a step-

by-step basis, keeping an internal state to process a sequence of inputs. However,

basic RNN structures suffer from vanishing/exploding gradients when longer-term

dependencies are processed (Pascanu et al., 2013). Alternative and more advanced

RNN architectures such as LSTM (Hochreiter and Schmidhuber, 1997) and GRU

neural networks (Chung et al., 2014; Cho et al., 2014) overcome this issue. Another
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type of neural networks are CNNs (Li et al., 2021), which are characterized by the use

of filters to extract spatial features from the data. CNN- and RNN-based cells can

be combined to extract both spatial and temporal features of the data at the same

time (Chen et al., 2019b), resulting in forecasting models such as CNN-GRU (Liu

et al., 2021c) or CNN-LSTM (Wu et al., 2021). Temporal convolutional networks

(Gan et al., 2021) also regard temporal and spatial features, as the convolutions are

causal, meaning that the output values are linked to the current and previous inputs

(Bai et al., 2018). Let us provide a more complete description of these architectures

down below.

4.2.2.1 Feedforward neural network

A simple FFNN consists of neurons (the processing units of any neural network

model) divided into three layers: input, hidden, and output layers (Figure 4.2). This

type of ANN is characterized by the flow of information only in a forward direction:

the data arrive to the input layer and pass through the network in a layer by layer

Input
layer

Hidden
layer

Output
layer

In
pu

t

O
ut
pu

t

Figure 4.2: Architecture of a feedforward neural network.
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basis till the output is computed. The backpropagation algorithm (Rumelhart et al.,

1986) is de facto training algorithm for FFNNs.

Let us frame the learning process of a FFNN as a supervised learning problem

where a set of inputs and outputs are known, so a given set of inputs and outputs

can be used to set the parameters of the network. Two steps can be identified using

the backpropagation algorithm, known as the forward and backward sweeps:

• Forward sweep. A known input is fed to the network, passes through every

layer and finally computes an output. This output is then compared with the

actual known (and desired) output.

• Backward sweep. The error between the output values is fed back to the net-

work, adjusting the parameters of the network using a nonlinear optimization

method known as gradient descent algorithm (Guo and Gelfand, 1990).

This process is repeated a certain number of iterations, with the expectation that

the network converges in such a way that the error is small enough, meaning that

the network learns the relation between inputs and outputs and is able to generalize

the results using the testing data (Mitchell et al., 1986).

4.2.2.2 Long short-term memory

LSTM networks (Hochreiter and Schmidhuber, 1997) regulate the flow of information

using three gates (called forget gate ft, input gate it, and output gate ot), and a

reservoir of long-term memory known as cell state ct to determine the hidden state

ht of the network, which corresponds to the output determined at every time step

(Figure 4.3). The following equations indicate how the information is transmitted

through the network.

ft = σ(Wfxt + Ufht−1 + bf ) (4.6)

it = σ(Wixt + Uiht−1 + bi) (4.7)
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Figure 4.3: Structure of a LSTM network.

c̃t = tanh(Wcxt + Ucht−1 + bc) (4.8)

ot = σ(Woxt + Uoht−1 + bo) (4.9)

ct = ft � ct−1 + it � c̃t (4.10)

ht = ot � tanh(ct) (4.11)

Firstly, the LSTM network decides whether the information from the previous
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timestep is discarded or maintained by means of the forget gate ft (Eq. 4.6), where

xt is the input, ht−1 the previous hidden state, Wf and Uf are the weights for the

input and previous hidden state respectively, bf the bias, and σ represents a sigmoid

activation function.

The next step is to renew the information contained in the cell state based on

the input and the previous hidden state. The new memory network is determined by

the candidate cell state c̃t (Eq. 4.8), whereas the input gate it (Eq. 4.7) acts a filter

to decide whether this new information is worth to be added to the cell state, or

otherwise such information should be filtered. In these equations, Wc and Uc are the

weights for the input and previous hidden state for the candidate cell state, bc the

bias of the same candidate cell state, Wi and Ui the weights for the input gate, and

bi the bias of the input gate. In this case, the candidate cell state uses a hyperbolic

tangent as the activation function, while the input gate is activated with a sigmoid

activation function.

The cell state of the LSTM network is updated as shown in Eq. 4.10, combining

the element-wise product � of the forget gate and the previous cell state with the

element-wise product of the input gate and the candidate cell state. At this stage,

the new hidden state can be computed using the output gate (Eq. 4.9) and the

updated cell state of the network, as shown in Eq. 4.11.

4.2.2.3 Gated recurrent unit

GRU networks constitute another advanced type of recurrent neural network with

the ability of capturing long-term dependencies existing in data. In a GRU neuron

(Figure 4.4), the flow of information is controlled by two gates instead of three

as LSTM networks: an update gate zt and a reset gate rt. Data are transmitted

following the next equations:

zt = σ(Wzxt + Uzht−1 + bz) (4.12)

rt = σ(Wrxt + Urht−1 + br) (4.13)
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Figure 4.4: Structure of a GRU network.

h̃t = tanh (Whxt + Uh(rt � ht−1) + bh) (4.14)

ht = (1− zt)� ht−1 + zt � h̃t (4.15)

First, the input xt and the previous hidden state ht−1 are used to compute the update

gate (Eq. 4.12) and the reset gate (Eq. 4.13). Wz and Uz are the weights for these

inputs along with the bias bz in the update gate, while Wr, Ur and br represent their

counterparts for the reset gate. Both gates are activated using a sigmoid activation

function σ.

Afterwards, the candidate hidden state h̃t (Eq. 4.14) is computed. An element-

wise product � is computed between the reset gate rt and the previous state ht−1

to decide what information from the previous hidden state should be filtered. An

hyperbolic tangent is now applied as the activation function.

Finally, the current hidden state ht (Eq. 4.15) is calculated transmitting the
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information gathered so far as a linear interpolation between the previous state ht−1

and the candidate state h̃t (Chung et al., 2014). Thus, the previous information is

brought to the current state by the update gate, whereas the reset gate acts as filter

to erase superfluous information.

4.2.2.4 Convolutional neural network

CNNs are a type of neural network architecture in which at least one of the layers

perform a convolution to find features invariant across spatial dimensions (Good-

fellow et al., 2016). A convolution is a mathematical operation defined as follows:

(f ∗ g)(t) =

∫ ∞
−∞

f(τ)g(t− τ)dτ (4.16)

where (f ∗ g) indicates the convolution between the functions f and g, in which the

function f can be considered as a filter or kernel and g as the input data. On the

right hand side, g(t− τ) indicates that the input data g is reversed and shifted to a

certain time t. In the context of CNNs, the convolutional layer is formed by a certain

number of filters which are convoluted with the input data to detect any existing

hidden features.

TCNs represent a special case of convolutional networks where the convolution

operations keep causality by restricting the operation to elements from the current

and previous time step in the previous layer (Bai et al., 2018).

4.2.2.5 Quantile regression based neural networks

Usually, ANN-based models provide a single output for every time step. Uncertainty

information can be provided estimating PIs. In particular, the lower and upper

boundaries of the PI can be estimated using ANN-based models. For instance,

Khosravi et al. (2010) proposed the LUBE method to calculate the boundaries of

the interval, where a neural network is trained using a loss function based on metrics

to determine the coverage and width of PIs. Implementations of this methodology

can be found in the WPF literature (as described in section 1.4.1.5), such as Kavousi-

Fard et al. (2015), where a fuzzy based loss function is considered to facilitate the
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adjustement of the ANN parameters, and Shi et al. (2017), where a RNN model is

used to build PIs with the LUBE method. The main drawback of this method is

that gradient descent based algorithms cannot be applied to minimize the LUBE loss

function due to its complexity (Khosravi et al., 2010), which is impractical as it is

the standard method to train ANN models. An alternative method to obtain PIs is

to implement a quantile regression cost function (Koenker and Hallock, 2001), which

allows us to determine directly the quantiles corresponding to the boundaries of the

interval (Yu et al., 2020), and depends on the quantile τ to be forecast:

ρτ (ε) =


τε, if ε > 0

(τ − 1)ε, otherwise
(4.17)

The error function to minimize is:

Eτ =
1

N

N∑
i=1

ρτ (y(i)− ŷτ (i)) (4.18)

where y(i) is the target, and ŷτ (i) is the conditional τ -quantile. Thus, the quantiles

corresponding to the upper and lower boundaries can be calculated to estimate PIs.

For instance, a prediction interval with 90% confidence can be built setting the loss

function to calculate the 0.05- and 0.95-quantiles:

PI = [ŷ0.05, ŷ0.95] (4.19)

where ŷ0.05 is the forecast of the 0.05-quantile, corresponding to the lower boundary

of the interval, and ŷ0.95 is the forecast 0.95-quantile which represents the upper

boundary. Using a decomposition-based hybrid model, these values are obtained

after aggregating the corresponding lower and upper boundaries quantities of each

mode in the following way:

ŷ0.05 =

K∑
k=1

ŷk0.05 (4.20)
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ŷ0.95 =
K∑
k=1

ŷk0.95 (4.21)

where k represents the total number of modes. Furthermore, multi-step ahead fore-

casts are estimated by using the MIMO strategy (Taieb et al., 2010), as defined in

Eq. 3.24.

All these decomposition algorithms and neural network based forecasting models

can be combined to build a complete decomposition-based hybrid model. In order

to make the study as comprehensive as possible, 21 models are implemented in

the experimental set-up, arising from combining the 3 decomposition algorithms

(VMD, EMD, and EEMD) and the 7 forecasting models (FFNN, GRU, LSTM,

CNN, CNN-GRU, CNN-LSTM, and TCN) introduced in this section. Regardless of

the decomposition algorithm used, the wind power data are divided into six modes.

Then, the forecasting models are implemented to estimate three vector outputs,

corresponding to the 0.5-quantile for point predictions, and the lower and upper

boundaries of the PIs, which are set at the 0.05- and 0.95-quantiles to build intervals

with 90% confidence level. In regard to model parameters, the training is performed

using a batch of size 64 for 100 epochs, although early stopping (Prechelt, 1998)

is implemented to stop the training in order to avoid overfitting (Ying, 2019). The

hidden layer of the FFNN and RNN-based models have 50 neurons in total, the CNN

layers are set with 50 filters with a kernel size = 6, and the TCN layers are formed

by 50 filters with dilation factors d = 1, 2, 4 and a filter size k = 6.

4.2.3 Data

NWP data are composed by forecasts of meteorological variables and represent one

of the main sources of predictability for WPF models (Foley et al., 2012; Yan et al.,

2015b). However, NWP data underperform for shorter-term scales due to the com-

putational requirements to obtain such data and the uncertainty associated to these

meteorological variables (Tawn and Browell, 2022). In addition, short-term phenom-

ena such as turbulence or gusts can lead to fluctuations of the wind power production

in a range below 1 hour to seconds (Peinke et al., 2004). While the effects of such
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phenomena have not been directly considered during the development of the imple-

mented forecasting models, they are still present in the wind power signal as any

turbulent fluctuation will have an impact on the recorded wind power production.

Even if the accuracy of these forecasting models could be partially improved in some

particular scenarios (such as ramp events) if wind gusts were to be detected (Pichault

et al., 2022), the uncertainty added by the required additional variables would po-

tentially limit the improvement in model performance. In the same line, microscale

flows could be computed including turbulence parameterization, but at the cost of

additional uncertainty of the associated parameters (Yan et al., 2022). On the other

hand, a fair representation of adjacent orography in shorter-term scales is limited

to the availability of high-resolution terrain data, which is difficult to estimate in

practice (Al-Yahyai et al., 2010).

Alternatively, recent observations of the target variable (wind power generation in

this case) can be used as the predictors for shorter-term scale WPF models to reduce

computational cost and avoid the uncertainty associated to NWP data and short-

term weather phenomena (Messner and Pinson, 2019). This is the approach applied

in the WPF forecasting models used in this thesis, thus wind power production

observations gathered with SCADA are used as the predictor of the implemented

WPF forecasting models. These SCADA data, collected in two Irish wind farms, are

described down below.

4.2.3.1 Data description

SCADA data from two Irish wind farms were provided by a third party under a

non-disclosure agreement. The data from both wind farm I (WF-I) and wind farm II

(WF-II) have been collected from 2017-01-01 to 2019-06-30 at a 10-min resolution.

WF-I has a total of 11 turbines, whereas WF-II is formed by 17 turbines. In both

cases, SCADA data are recorded at turbine level and contain historical measurements

of wind power (Figs. 4.5-4.6), as well as other variables such as wind speed, rotation

speed and nacelle direction.
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Figure 4.5: Wind power distribution at turbine-level for wind farm I.
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Figure 4.6: Wind power distribution at turbine-level for wind farm II.
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4.2.3.2 Data preparation

Turbine-level wind power measurements are aggregated to build a forecasting model

to consider the whole wind farm as a single entity. In order to maximize the repre-

sentativeness of the results, we have first divided the data into a total of ten 1-year

long subsets for very short-term forecasts, where the records from first eleven months

have been used for training and validation, and records from the last month have

been used to benchmark the models for very short-term WPFs. Data continuity has

been kept in the subsets to prevent any leakage of information from the future to

the past. The testing sets for WF-I and WF-II are shown in Figures 4.7 and 4.8

respectively. In both cases, the testing sets exhibit a large fluctuation of wind power

generation, which shows the volatile (nonstationary) nature of wind power. Aside

from that, it can be observed that there are periods where the wind farms have been

temporarily halted (DS-9 and DS-10 for WF-I, and DS-1 and DS-2 for WF-II). In

particular, the DS-9 for the WF-I is almost completely halted in the whole testing

set. To provide a representative assessment, these subsets will be discarded for the

evaluation of the models, as long curtailment periods should be excluded to keep the

comparison fair (Möhrlen et al., 2018).

For longer prediction horizons, the chosen datasets are downsampled to 1-hour

resolution. As the number of samples is lower in this case, five 18-month long datasets

have been used instead to compensate the reduction in the sample size. The first 17

months of data have been used for training and validation while the data from the

last month were used for testing. The test data corresponding to these subsets are

shown in Figure 4.9 for WF-I (left) and WF-II (right).

4.2.4 Experimental design

The experimental design (Figure 4.10) is set up to explore the effectiveness of WPF

algorithms considering a variety of operational conditions to maximize the repre-

sentativeness of the results, as well as account for data uncertainty by considering

multiple realizations of the original wind power time series (section 2.1.1). To achieve

this, the original wind power datasets are divided into smaller continuous subsets to

evaluate the performance of various models using different testing data. Further-
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Figure 4.7: Testing data subsets from Wind Farm I to evaluate hybrid WPF models (10-
minute resolution data).
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Figure 4.8: Testing data subsets from Wind Farm II to evaluate hybrid WPF models (10-
minute resolution data).
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Figure 4.9: Testing data subsets from Wind Farm I (left) and Wind Farm II (right) to
evaluate hybrid WPF models (1-hour resolution data).

more, the testing data should not include long curtailment periods to ensure a fair

representation of the operational conditions of the wind farm (Möhrlen et al., 2018).

For different forecasting horizons, the length and the resolution of the data has to

be specified, as these factors influence the forecast results (González Sopeña et al.,

2021a). Once the forecasts are estimated with all the WPF models, the accuracy

of point forecasts is verified using NMAE, and the coverage and width of PIs using

PICP and PINAW respectively. The robustness of the forecasting models is analyzed

with the spread of the metrics over all the simulations.

As mentioned previously, a total of 21 models are tested using this benchmark,

resulting from combining the three algorithms shown in section 4.2.1 (VMD, EMD,

and EEMD), and the 7 ANN-based models described in section 4.2.2, which are used

to build forecasts for every mode (Figure 4.1). The training of the ANN models

will be repeated for every subset five times for very short-term and ten times for

short-term prediction horizons, as forecasts are expected to be different even if the

same set of data is used to train the forecasting model, as the weights of the ANN
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Figure 4.10: Proposed benchmarking process for evaluating statistical WPF models.

models are randomly initialized during the training stage (Pollack, 1990). This way

of proceeding must be considered for any model built under random initial conditions

to reduce the bias of initialization.

104



CHAPTER 4. A BENCHMARKING FRAMEWORK TO EVALUATE WIND
POWER FORECASTING MODELS

4.3 Results & Discussion

The experimental set-up is first established for very short-term forecasts, which have

been estimated using the original 10-minute resolution datasets. Afterwards, the

resampled 1-hour resolution data have been used to obtain WPFs for short-term

horizons. In both cases, the benchmark is applied to 21 decomposition-based hybrid

models to evaluate and compare their performance.

4.3.1 Very short-term forecasts

As very short-term forecasts take into account horizons up to 30 minutes ahead,

here we will consider 10-, 20-, and 30-minute ahead WPFs, which correspond to 1-

to 3-step ahead forecasts using the 10-minute interval data. The previous 72 steps,

which correspond to the previous 12 hours in 10-minute intervals, are used as input

for the models.

Datasets DS-9 and DS-10 for WF-I (Figure 4.7) and DS-1 and DS-2 for WF-II

(Figure 4.8) have been discarded, as the corresponding testing sets contain large

periods where the wind farm was halted, which might bias the results as they rep-

resent anomalous operation conditions. In addition to that, the parameters learned

by ANN-based models will change from one simulation to another due to randomly

initializing the weights of the networks, so every model will be trained five times

to reduce the bias of initialization, as pointed out in section 4.2.4. Thus, a total of

40 simulations have been performed for all models considering all the representative

subsets of data in every wind farm. Some results are displayed in Figure 4.11, show-

ing point forecasts and PIs in some of the datasets (DS-1 and DS-8 for WF-I, and

DS-4 and DS-6 for WF-II) using the VMD-GRU model.

The performance evaluation of point forecasts is shown in Table 4.2, where the

average values of the NMAE over all simulations for WF-I and WF-II are displayed.

Decomposition-based hybrid models using VMD to decompose wind power data have

a higher performance than those using either EEMD or EMD. This gap of perfor-

mance is explained by the empirical nature of EMD-based algorithms (Wang and

Markert, 2016). Among the models using the VMD algorithm, those based on RNN

architectures exhibit a higher accuracy. For 10-minute ahead WPFs, the VMD-CNN-
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GRU models has a average NMAE value of 0.42% for WF-I, whereas the VMD-GRU

model has a score of 0.4% for WF-II. For 20-minute ahead forecasts, a value of 0.59%

is obtained by the VMD-GRU model for WF-I, and a score of 0.56% is shared by

the VMD-GRU and VMD-CNN-GRU models for WF-II. Lastly, a value of 0.91%

is obtained by the VMD-GRU, VMD-CNN-GRU and VMD-CNN-LSTM models for

30-minute ahead WPFs for WF-I, and a value of 0.83% for the VMD-GRU and

VMD-CNN-GRU for WF-II. Hence, implementing an additional CNN layer before

the GRU or the LSTM layer does not generate any substantial increase of perfor-

mance for point forecasts. This pattern is observed for the EMD- and EEMD-based

models as well. In the WF-I, an average NMAE value of 1.35% is observed for 10-

minute ahead WPFs using the EMD-GRU model, compared to an 1.30% using the

EMD-CNN-GRU model, whereas a 1.23% is quantified for the average NMAE value

of the EEMD-GRU model, similar to the EEMD-CNN-GRU model (1.22%).

With reference to PIs, Tables 4.3 and 4.4 show the average values of PICP and

PINAW over all the simulations. In terms of coverage, all the models exhibit a
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Figure 4.11: Examples of point forecasts and prediction intervals for 30 minute forecasting
horizon from Wind Farm I and Wind Farm II utilizing the VMD-GRU model (10-minute
resolution data).
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Table 4.2: Average NMAE (%) for very short-term forecasts.

WF-I WF-II

Model
Forecast horizon 10-min 20-min 30-min 10-min 20-min 30-min

VMD-FFNN 0.77 0.97 1.13 0.7 0.86 1
VMD-GRU 0.43 0.59 0.91 0.4 0.56 0.83
VMD-LSTM 0.46 0.66 0.92 0.43 0.59 0.84
VMD-CNN 0.82 0.91 1.1 0.73 0.78 0.95
VMD-CNN-GRU 0.42 0.61 0.91 0.41 0.56 0.83
VMD-CNN-LSTM 0.43 0.61 0.91 0.43 0.59 0.86
VMD-TCN 0.57 0.8 1.05 0.5 0.74 0.97
EMD-FFNN 1.69 2.13 2.58 1.73 2.16 2.61
EMD-GRU 1.35 1.8 2.18 1.76 2.09 2.42
EMD-LSTM 1.31 1.71 2.1 1.4 1.75 2.04
EMD-CNN 1.62 2.02 2.31 1.76 2.08 2.34
EMD-CNN-GRU 1.3 1.72 2.08 1.33 1.72 2.03
EMD-CNN-LSTM 1.3 1.69 2.07 1.4 1.78 2.08
EMD-TCN 1.38 1.7 2.04 1.35 1.61 1.91
EEMD-FFNN 1.38 1.75 1.93 1.28 1.58 1.77
EEMD-GRU 1.23 1.56 1.71 1.15 1.41 1.56
EEMD-LSTM 1.21 1.54 1.69 1.15 1.41 1.56
EEMD-CNN 1.37 1.69 1.85 1.32 1.59 1.75
EEMD-CNN-GRU 1.22 1.54 1.7 1.18 1.45 1.61
EEMD-CNN-LSTM 1.23 1.57 1.74 1.17 1.42 1.57
EEMD-TCN 1.28 1.59 1.75 1.2 1.46 1.6

similar behavior, including around 98-99% of the observations of the testing set and

therefore exceeding the confidence level set for the intervals. On the other hand,

narrower intervals are preferred as they will be more beneficial for end-users. The

lower PINAW values show that the RNN-based models using the VMD algorithm

(VMD-GRU, VMD-LSTM, VMD-CNN-GRU, and VMD-CNN-LSTM) are capable

of building narrower intervals in comparison to the rest of models. In particular,

the VMD-CNN-GRU model builds slightly narrower intervals in most cases: a score

of 3.11% for 10-minute ahead intervals for WF-II, scores of 6.13% and 5.55% for

20-minute ahead intervals for WF-I and WF-II, and scores of 9.28% and 8.5% for

WF-I and WF-II respectively. As expected, the intervals are wider as the forecast

horizon increases.

The robustness of the models to varied operational conditions is evaluated with

the spread of the performance evaluation metrics over all the simulations (Figure

4.12). Since the same model outputs both the point predictions and the boundaries

of the interval, the ideas extracted from studying the NMAE distribution (which
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Table 4.3: Average PICP (%) for very short-term forecasts.

WF-I WF-II

Model
Forecast horizon 10-min 20-min 30-min 10-min 20-min 30-min

VMD-FFNN 98.33 99.55 99.98 99.65 99.84 99.95
VMD-GRU 99.51 99.93 99.91 99.43 99.92 99.88
VMD-LSTM 99.64 99.89 99.92 99.54 99.9 99.91
VMD-CNN 98.39 99.58 99.42 98.95 99.5 99.82
VMD-CNN-GRU 99.52 99.9 99.9 99.16 99.91 99.89
VMD-CNN-LSTM 99.69 99.91 99.91 99.45 99.88 99.9
VMD-TCN 99.86 99.71 99.93 99.8 99.91 99.94
EMD-FFNN 99.68 99.84 99.64 99.66 99.8 99.78
EMD-GRU 99.67 99.82 99.81 99.31 99.68 99.76
EMD-LSTM 99.8 99.85 99.82 99.33 99.7 99.77
EMD-CNN 99.45 99.71 99.73 99.71 99.82 99.89
EMD-CNN-GRU 99.69 99.82 99.86 99.39 99.73 99.79
EMD-CNN-LSTM 99.78 99.89 99.86 99.34 99.7 99.77
EMD-TCN 99.85 99.92 99.92 99.84 99.89 99.88
EEMD-FFNN 99.63 99.77 99.8 99.59 99.7 99.77
EEMD-GRU 98.56 99.35 99.53 98.49 99.24 99.44
EEMD-LSTM 98.55 99.39 99.54 98.46 99.21 99.49
EEMD-CNN 99.61 99.78 99.78 99.62 99.67 99.73
EEMD-CNN-GRU 98.48 99.35 99.53 98.42 99.14 99.44
EEMD-CNN-LSTM 98.66 99.44 99.59 98.48 99.28 99.5
EEMD-TCN 99.2 99.55 99.65 99.3 99.48 99.56

Table 4.4: Average PINAW (%) for very short-term forecasts.

WF-I WF-II

Model
Forecast horizon 10-min 20-min 30-min 10-min 20-min 30-min

VMD-FFNN 5.97 8.54 11.66 6.05 8.29 11.08
VMD-GRU 3.34 6.13 9.3 3.17 5.63 8.66
VMD-LSTM 3.66 6.37 9.48 3.43 5.93 8.96
VMD-CNN 6.4 8.71 11.26 6.53 8.05 10.68
VMD-CNN-GRU 3.35 6.13 9.28 3.11 5.55 8.5
VMD-CNN-LSTM 3.6 6.24 9.49 3.45 5.86 8.83
VMD-TCN 4.94 7.36 10.42 4.58 6.82 9.52
EMD-FFNN 12.49 16.66 20.67 14.75 18.63 22.31
EMD-GRU 9.33 13.43 17.26 13.43 17.15 20.58
EMD-LSTM 9.16 13.07 16.59 11.21 15.16 18.4
EMD-CNN 12.49 16.4 19.61 14.72 18.23 21.62
EMD-CNN-GRU 8.84 12.77 16.18 10.72 14.85 18.3
EMD-CNN-LSTM 9.06 12.91 16.47 11.49 15.4 18.79
EMD-TCN 9.76 13.39 16.1 9.86 13.28 15.68
EEMD-FFNN 10.53 14.39 16.3 9.75 13.27 15.4
EEMD-GRU 7.78 11.47 13.52 7.23 10.66 12.47
EEMD-LSTM 7.45 11.17 13.09 7.06 10.45 12.48
EEMD-CNN 11.97 15.12 16.38 11.11 14.02 15.9
EEMD-CNN-GRU 7.51 11.22 13.16 7.44 10.83 12.79
EEMD-CNN-LSTM 7.83 11.53 13.55 7.32 10.73 12.7
EEMD-TCN 8.91 12.47 14.54 8.64 11.74 13.65
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Figure 4.12: Distribution of NMAE values for 10-minute ahead forecasts of all studied models
from Wind Farm I (left) and Wind Farm II (right) (10-minute resolution data).

correspond to the performance evaluation of point forecasts) are valid for PIs as

well, as the network parameters are shared by all the output vectors. In this case,

the combination of the VMD algorithm with RNN-based structures, including the

VMD-CNN-GRU and VMD-CNN-LSTM models, is the most robust among all the

tested models, as the spread of NMAE values is very low for both farms. Besides

that, the low variability of the NMAE values for these models demonstrates their

ability to adapt to different training/testing conditions for wind power time series

considered in the experimental design, indicating that the network parameters are

able to capture all of them with a similar degree of accuracy. On the other hand,

preprocessing wind power time series using the EMD and EEMD algorithms shows

not only a lower accuracy for point forecasts, but a lower degree of robustness as

they variability is higher in both cases.

In light of the simulations performed for very short-term WPFs, the benchmark-

ing process indicates that a combination of the VMD algorithm with RNN-based

models (either a GRU or a LSTM layer) is the most adequate among the evaluated
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decomposition-based hybrid models. The VMD-CNN-GRU and VMD-CNN-LSTM

models do not show a significant increase in performance with respect to the VMD-

GRU and VMD-LSTM models, so the CNN layer can be omitted if implementing a

model for an individual wind farm. The benchmark is both fair and representative,

as anomalous events have been discarded from the evaluation process while consid-

ering different realistic operational conditions. Furthermore, evaluating the models

with this variety of operational conditions also reduces the influence of the data on

the forecast results, which allows to extrapolate these results to other farms within

the same region.

4.3.2 Short-term forecasts

Short-term horizons consider WPFs from 1- to 6-h ahead. As we use 1-hour resolution

data, forecasts will correspond consequently to 1- to 6-step ahead forecasts in the

models. The input vector is still formed by the previous 72 data points, but in this

case representing wind power measurements recorded in the previous 72 hours.

In the benchmark process, only the dataset DS-5 for the WF-I (Figure 4.9) has

been omitted not to bias the results, as the wind farm has been halted in a significant

period of the testing set. Once again, the effect of randomly initializing the weights

of the networks is minimized by training every subset ten times. This way, 40

simulations for WF-I and 50 simulations for WF-II are considered respectively. Some

examples showing 2-h ahead point forecasts and PIs using the VMD-GRU model are

shown in Figure 4.13.

The average NMAE values to evaluate the performance of point estimates of

WPFs are shown in Table 4.5. As occurred for very short-term forecasts, VMD

outperforms the other decomposition algorithms due to the empirical features of

EMD. Furthermore, the use of advanced recurrent structures provides once again

the best model performance in terms of accuracy. In particular, the VMD-GRU

model has the lower NMAE values in most cases: 0.96% in WF-II for 1-h ahead

forecasts, 1.58% in WF-I and 1.61% in WF-II for 2-h ahead forecasts, 2.34% in WF-I

and 2.35 in WF-II for 3-h ahead predictions, 2.96% in WF-I and 3.35% in WF-II

for 4-ahead forecasts, and 4.25% and 5.32% for 6-ahead WPFs. Only for 5-h ahead
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Table 4.5: Average NMAE (%) for short-term forecasts.

Wind Farm I

Model
Forecast horizon 1-h 2-h 3-h 4-h 5-h 6-h

VMD-FFNN 1.2 1.95 2.74 3.54 4.22 4.89
VMD-GRU 0.96 1.58 2.34 2.96 3.71 4.25
VMD-LSTM 0.95 1.65 2.38 3.01 3.68 4.33
VMD-CNN 1.09 1.62 2.41 3.2 3.82 4.44
VMD-CNN-GRU 0.96 1.61 2.37 2.98 3.74 4.29
VMD-CNN-LSTM 0.96 1.63 2.34 2.97 3.66 4.26
VMD-TCN 1.13 1.86 2.63 3.49 4.05 4.72
EMD-FFNN 3.02 3.95 4.94 5.87 6.56 7.18
EMD-GRU 2.71 3.66 4.39 5.22 5.94 6.53
EMD-LSTM 2.77 3.69 4.54 5.4 6.09 6.63
EMD-CNN 2.96 3.82 4.61 5.44 6.18 6.81
EMD-CNN-GRU 2.71 3.62 4.37 5.13 5.87 6.46
EMD-CNN-LSTM 2.76 3.72 4.54 5.39 6.1 6.63
EMD-TCN 2.73 3.58 4.4 5.18 5.83 6.34
EEMD-FFNN 2.25 3.1 3.53 4.34 5.13 5.49
EEMD-GRU 2.03 2.85 3.11 3.81 4.64 5
EEMD-LSTM 2.03 2.86 3.15 3.88 4.7 5.08
EEMD-CNN 2.23 3.02 3.35 4.1 4.98 5.39
EEMD-CNN-GRU 2.05 2.85 3.13 3.83 4.68 5.03
EEMD-CNN-LSTM 2.04 2.84 3.15 3.9 4.74 5.12
EEMD-TCN 2.2 3 3.34 4.1 4.8 5.07

Wind Farm II

Model
Forecast horizon 1-h 2-h 3-h 4-h 5-h 6-h

VMD-FFNN 1.18 1.95 2.89 4.12 5.18 6.04
VMD-GRU 0.96 1.61 2.35 3.35 4.52 5.32
VMD-LSTM 0.98 1.62 2.39 3.36 4.5 5.34
VMD-CNN 1.13 1.71 2.53 3.72 4.7 5.6
VMD-CNN-GRU 0.97 1.63 2.37 3.37 4.55 5.33
VMD-CNN-LSTM 0.96 1.64 2.42 3.4 4.55 5.38
VMD-TCN 1.15 1.92 2.8 3.98 5.02 5.9
EMD-FFNN 3.18 4.21 5.05 5.84 6.71 7.49
EMD-GRU 2.97 3.95 4.58 5.21 5.98 6.57
EMD-LSTM 3.32 4.13 4.68 5.4 6.22 6.79
EMD-CNN 3.22 4.12 4.82 5.53 6.34 7.01
EMD-CNN-GRU 2.98 3.94 4.58 5.21 5.98 6.61
EMD-CNN-LSTM 3.29 4.12 4.68 5.45 6.25 6.82
EMD-TCN 3 3.83 4.5 5.04 5.62 6.2
EEMD-FFNN 2.28 3.36 3.85 4.71 5.6 6.04
EEMD-GRU 2.11 3.07 3.42 4.12 4.95 5.38
EEMD-LSTM 2.11 3.07 3.43 4.2 5.06 5.53
EEMD-CNN 2.26 3.26 3.67 4.43 5.29 5.71
EEMD-CNN-GRU 2.11 3.07 3.4 4.12 4.96 5.41
EEMD-CNN-LSTM 2.11 3.07 3.44 4.22 5.06 5.49
EEMD-TCN 2.26 3.21 3.62 4.36 5.15 5.51
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predictions other models have a slightly higher performance than the VMD-GRU

model: the VMD-CNN-LSTM models for WF-I, which has an average NMAE value

of 3.66%, and the VMD-LSTM models for WF-II, with a value of 4.5%. Furthermore,

in contrast to the results shown for very short-term forecasts, the VMD-CNN model

has a similar performance to the RNN-based models for WF-I considering all forecast

horizons, whereas the performance is almost as good using EEMD instead of VMD

for WF-II.

The performance evaluation for PIs in terms of coverage and width are shown in

Tables 4.6 and 4.7 respectively. All the models provide valid intervals, as their cover-

age is larger than the confidence level for all of them. As shown in the experimental

results for very short-term forecasts, the intervals cover around 98-99% of the wind

power generation outputs in the testing sets. Regarding the width of the intervals,

the same combination as before (VMD with either GRU or LSTM architectures)

build the narrower intervals up to 4 hours ahead. In the WF-I, the VMD-GRU

provides the narrower 1-h ahead intervals, as shown by the PINAW values (7.19%),
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Figure 4.13: Examples of point forecasts and prediction intervals for 2 hour forecasting hori-
zon from Wind Farm I and Wind Farm II utilizing the VMD-GRU model (1-hour resolution
data).
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Table 4.6: Average PICP (%) for short-term forecasts.

Wind Farm I

Model
Forecast horizon 1-h 2-h 3-h 4-h 5-h 6-h

VMD-FFNN 99.85 99.73 99.83 99.81 99.91 99.86
VMD-GRU 99.21 99.72 99.82 99.95 99.95 99.94
VMD-LSTM 99.7 99.74 99.8 99.95 99.96 99.88
VMD-CNN 99.65 99.72 99.85 99.89 99.89 99.81
VMD-CNN-GRU 99.22 99.67 99.74 99.94 99.95 99.92
VMD-CNN-LSTM 99.58 99.75 99.78 99.93 99.97 99.92
VMD-TCN 99.79 99.7 99.62 99.64 99.83 99.79
EMD-FFNN 99.84 99.84 99.66 99.59 99.62 99.68
EMD-GRU 99.79 99.64 99.64 99.57 99.61 99.57
EMD-LSTM 99.77 99.62 99.48 99.47 99.55 99.57
EMD-CNN 99.95 99.92 99.76 99.73 99.75 99.72
EMD-CNN-GRU 99.75 99.53 99.61 99.48 99.61 99.56
EMD-CNN-LSTM 99.77 99.6 99.61 99.44 99.5 99.56
EMD-TCN 99.86 99.76 99.53 99.42 99.4 99.45
EEMD-FFNN 99.53 99.54 99.57 99.34 99.26 99.3
EEMD-GRU 99.12 98.88 99.37 99.35 99.14 99.15
EEMD-LSTM 99.23 99.07 99.39 99.36 99.17 99.1
EEMD-CNN 99.61 99.58 99.7 99.52 99.39 99.3
EEMD-CNN-GRU 99.07 98.92 99.33 99.31 99.13 99.16
EEMD-CNN-LSTM 99.22 99.02 99.42 99.35 99.06 99.01
EEMD-TCN 99.47 99.42 99.53 99.19 98.95 98.91

Wind Farm II

Model
Forecast horizon 1-h 2-h 3-h 4-h 5-h 6-h

VMD-FFNN 99.82 99.72 99.72 99.59 99.64 99.53
VMD-GRU 99.16 99.5 99.7 99.79 99.75 99.76
VMD-LSTM 99.23 99.59 99.71 99.77 99.74 99.73
VMD-CNN 99.56 99.59 99.7 99.41 99.58 99.46
VMD-CNN-GRU 99.03 99.52 99.73 99.77 99.72 99.76
VMD-CNN-LSTM 99.31 99.54 99.7 99.71 99.69 99.7
VMD-TCN 99.79 99.61 99.57 99.27 99.28 99.26
EMD-FFNN 99.73 99.79 99.79 99.83 99.75 99.74
EMD-GRU 99.42 99.71 99.71 99.75 99.78 99.79
EMD-LSTM 98.83 99.47 99.6 99.7 99.72 99.7
EMD-CNN 99.77 99.83 99.86 99.9 99.87 99.86
EMD-CNN-GRU 99.46 99.69 99.71 99.73 99.79 99.79
EMD-CNN-LSTM 99.09 99.53 99.65 99.68 99.74 99.74
EMD-TCN 99.68 99.66 99.68 99.69 99.67 99.74
EEMD-FFNN 99.59 99.47 99.58 99.45 99.41 99.33
EEMD-GRU 98.66 98.43 99.05 99.05 99.06 99.11
EEMD-LSTM 98.83 98.75 99.11 98.94 98.88 98.81
EEMD-CNN 99.69 99.37 99.39 99.36 99.14 99.06
EEMD-CNN-GRU 98.69 98.55 99.01 99.07 99.07 99.07
EEMD-CNN-LSTM 98.95 98.83 99.15 99.1 99.01 98.94
EEMD-TCN 99.48 99.34 99.26 99.05 98.81 98.81
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Table 4.7: Average PINAW (%) for short-term forecasts.

Wind Farm I

Model
Forecast horizon 1-h 2-h 3-h 4-h 5-h 6-h

VMD-FFNN 10.1 16.04 22.72 29.08 35.62 39.58
VMD-GRU 7.19 13.37 19.99 26.25 32.83 37.12
VMD-LSTM 8.07 13.85 20.31 26.42 33.09 37.53
VMD-CNN 10.13 15.17 21.63 27.89 33.82 37.98
VMD-CNN-GRU 7.35 13.23 19.96 26.09 32.74 37.11
VMD-CNN-LSTM 7.83 13.65 20.15 26.2 32.98 37.22
VMD-TCN 10.15 15.35 20.89 26.32 32.06 36.2
EMD-FFNN 19.88 27.96 34.37 40.17 44.98 49.4
EMD-GRU 17.17 24.28 30.34 36.25 40.91 45.06
EMD-LSTM 17.8 24.94 30.98 36.67 40.9 44.91
EMD-CNN 21.72 28.42 33.8 38.88 43.71 47.6
EMD-CNN-GRU 16.73 23.84 30.04 35.8 40.44 44.44
EMD-CNN-LSTM 17.86 25.13 31.24 36.66 41.01 45.03
EMD-TCN 18.89 24.57 29.23 33.25 37.08 40.26
EEMD-FFNN 16.07 23.19 27.46 32.68 37.41 40.68
EEMD-GRU 12.77 19.72 23.58 28.63 33.74 37.08
EEMD-LSTM 13.35 20.03 23.88 28.85 33.94 37.05
EEMD-CNN 17.7 23.86 27.78 32.54 37.16 40.11
EEMD-CNN-GRU 13.07 20.21 24.14 29.17 34.38 37.89
EEMD-CNN-LSTM 13.25 19.99 24.04 28.84 33.81 37.01
EEMD-TCN 16.03 22.45 25.31 29.32 33.23 35.74

Wind Farm II

Model
Forecast horizon 1-h 2-h 3-h 4-h 5-h 6-h

VMD-FFNN 10.19 16.23 23.56 30.99 38.32 42.63
VMD-GRU 7.2 13.26 20.42 27.7 35.39 40.35
VMD-LSTM 7.52 13.64 20.54 27.7 35.46 40.33
VMD-CNN 10.33 15.58 22.49 29.61 36.81 41.2
VMD-CNN-GRU 7.11 13.36 20.37 27.59 35.3 40.34
VMD-CNN-LSTM 7.47 13.52 20.55 27.71 35.51 40.47
VMD-TCN 10.77 15.64 21.89 28.07 35.02 39.81
EMD-FFNN 22.4 30.79 37.24 43.34 48.68 53.1
EMD-GRU 19.4 27.69 33.28 39.03 44.27 48.72
EMD-LSTM 22.14 29.28 34.61 40.18 44.63 48.36
EMD-CNN 23.1 30.77 36.34 41.7 46.6 50.64
EMD-CNN-GRU 19.61 27.88 33.48 39.33 44.44 48.87
EMD-CNN-LSTM 22.81 29.58 35.1 40.61 45.11 48.86
EMD-TCN 20.61 26.78 31.25 35.66 39.27 43.13
EEMD-FFNN 17 24.42 28.98 33.98 39.06 42.48
EEMD-GRU 13.24 20.42 24.58 29.73 35.17 38.78
EEMD-LSTM 13.5 20.45 24.77 29.39 34.42 37.75
EEMD-CNN 18.03 24.08 28.54 32.97 37.51 40.64
EEMD-CNN-GRU 13.28 20.64 24.68 29.95 35.49 39.11
EEMD-CNN-LSTM 13.57 20.71 24.75 29.66 34.82 38.22
EEMD-TCN 16.77 23.04 26.33 30.4 34.32 36.89
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and the VMD-CNN-GRU model outperforms the rest from 2- to 4-h ahead intervals,

having average PINAW values of 13.23%, 19.96% and 26.09% respectively. In the

WF-II, the VMD-GRU models has the best results for 2-h ahead PIs in terms of

coverage with a PINAW value of 13.26%, and the VMD-CNN-GRU model for 1-h,

3-h, and 4-h ahead PIs. For 5-h and 6-h ahead forecasts, the interval width of most

models using VMD and EEMD even out, showing an average PINAW value between

35-40%.

The robustness of the models is analyzed likewise with the distribution of NMAE

values over all the simulations (Figure 4.14). Overall, the VMD based models are

more robust compared to the EMD and EEMD based models, as the NMAE scores

are more similar over all the simulations, indicating that these models have the

ability to capture more accurately the features of wind power data regardless of

the operational conditions featured on the datasets. The models using GRU and

LSTM networks present the lower variability among the VMD models for both wind
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Figure 4.14: Distribution of NMAE values for hourly forecasts of all studied models from
Wind Farm I (left) and Wind Farm II (right) (1-hour resolution data).
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farms. In the WF-II, the NMAE values for the VMD-CNN are mostly found within a

narrow interquartile range, but cannot be considered as robust as the outliers in the

right tail indicate that the model performance is significantly worst for some of the

simulations. Once again, the models using EMD and EEMD display lower accuracy

and robustness.

Just as demonstrated using the proposed benchmark for very short-term fore-

casts, combining the VMD algorithm with GRU and LSTM neural networks provide

the best results among all the decomposition-based hybrid models evaluated in the

experiment. The only exception takes place when longer prediction horizons from

short-term PIs are considered (5 and 6 hours ahead forecasts), as most models using

the VMD and EEMD algorithms provide similar intervals in relation to both their

width and coverage.

4.4 Conclusions

For very short-term prediction horizons, the models have been evaluated using 10-

minute resolution datasets over periods of one month from two Irish wind farms. The

results indicate that combining the VMD algorithm to decompose the wind data with

advanced RNN structures to build the forecasting models (in particular the GRU

and LSTM neural networks) provide the best performance (around 0.42-0.91% with

NMAE for point forecasts). Furthermore, this same combination is the more robust

among all the models, as they show a low degree of variability considering their

performance over all the simulations carried out in the study. The same conclusions

are drawn for short-term prediction horizons, where the models have been evaluated

using data divided in hourly intervals. Additionally, evaluating the performance of

the models under varied operational conditions reduces the influence of the dataset

on the results. This way, any proposed statistical WPF model can be easily compared

by just following the same set-up described even with a different wind power dataset

belonging to the same region, as long as relevant features such as the resolution and

length of data remain unchanged. If this type of information were publicly available,

it could offset errors and bias of in-house models, which are not typically shared,

and consequently improve the practice of WPFs and reduce epistemic uncertainty in
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modelling.

The potential of this benchmark can be further improved by considering farms

located in other wind regions to study the scalability of the results (for instance,

using publicly available data of Sotavento wind farm (Sotavento Wind Farm, 2022)),

as well as considering existing spatio-temporal relations between farms (Lenzi et al.,

2018; Sun et al., 2019) and the implementation of these models with turbine-level

data (González Sopeña et al., 2021b). Furthermore, strategies for decomposing wind

data in real time can be developed to study the effectiveness of decomposition-based

hybrid models for near real-time or online applications (Wang and Wu, 2016; Lu

et al., 2021).

In the next chapter, turbine-level SCADA data are used as the starting point

in order to leverage the spatio-temporal relationships of wind turbines by clustering

relevant features, and later apply such clustering process for a VMD-GRU model in

which the decomposition is analyzed from a practical point of view to ensure avoiding

the leakage of information during the model training stage. The main guidelines of

this benchmark are applied for the evaluation of this cluster-based approach.
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Chapter 5

Enhancing wind power forecasting

using turbine-level data

The benchmarking framework developed in the previous chapter has shown that

variational mode decomposition combined with advanced recurrent network archi-

tectures provide the best model performance among the tested models considering

the data extracted from the Irish wind farms. In this chapter, we first show how

turbine-level forecasting models can lead to more accurate farm-level forecasts for

short-term horizons. However, this approach can increase considerably the total

computational cost required to predict the power generation of the whole wind farm

(especially for larger ones). Therefore, a middle ground between forecast skill and

computational cost can be found by grouping turbines to build cluster-level forecast-

ing models using a VMD-GRU model as baseline, following the guidelines presented

in chapter 4. Thus, this model (and in general the decomposition-based hybrid

models presented in the previous chapters) is taken into consideration together with

aspects to perform such a decomposition realistically to obtain near real-time wind

power forecasts.

5.1 Introduction

As presented in the literature review (section 1.4), improvement of WPF models

can be achieved following different strategies, for instance, by applying improved
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optimization algorithms (Lu et al., 2021), feature selection (Li et al., 2015; Feng et al.,

2017), or hybrid methodologies (Qian et al., 2019). However, innovation does not

only stem from further enhancing the modelling of WPF models, but by using near

real-time data coming from acquisition systems such as remote sensing (Würth et al.,

2019; Wilczak et al., 2019) and SCADA systems (Lin and Liu, 2020). Regarding

the latter case, SCADA data are collected individually for turbines, but they are

frequently not used to build more accurate forecasting turbine-level models (Gilbert

et al., 2019). This same reference proposes two different methods two exploit the

benefits of turbine-level data: first, a feature engineering approach where forecasts

at a turbine-level are used as an additional input for a wind farm-level model, and

second, a wind farm-level forecast is produced from the joint predictive distribution

of the individual turbines. However, building individual turbine models may come

with an increased computational cost (Huang et al., 2020; Mehrjoo et al., 2021), while

simultaneously ignoring any possible spatio-temporal relationships between turbines

(Ezzat, 2020). Thus, wind turbines can be classified into homogeneous groups using

clustering algorithms. For instance, Mehrjoo et al. (2021) use k-means clustering to

group wind turbines, and Yang et al. (2021c) fuzzy C-means clustering to classify

turbines based on the wind speed-power curve of each turbine.

In order to verify the benefits of using turbine-level data to obtain WPFs, section

5.2 presents a case study where a comparison using turbine- and wind farm-level data

is performed. The forecasting models have been implemented under the same condi-

tions to differentiate the effects of the data on the forecast skill from other possible

sources. Later, a cluster-based approach using mode decomposition models is de-

veloped in section 5.3 to leverage near real-time wind power data (González Sopeña

et al., 2022a). The clustering process is performed applying the density-based spatial

clustering of applications with noise (DBSCAN) algorithm (Ester et al., 1996). To

the best of our knowledge, this algorithm has been applied in the WPF literature to

detect anomalies in wind power data (Yan et al., 2019; Zhou et al., 2019), but not

to group turbines in a wind farm. Furthermore, to effectively implement mode de-

composition models to obtain near real-time forecasts, practical aspects such as new

input generation are also addressed in this chapter. An example case using SCADA
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data collected in one of the Irish wind farms is presented to show the benefits of

using the cluster-based approach.

5.2 Improving wind power forecasting with turbine-level

data

Turbine-level data can be leveraged to improve the skill of WPFs. Let us show the

veracity of this statement with a case study run in the two wind farms comparing

forecasts using turbine- and aggregated wind farm-level data. To make this compar-

ison as comprehensive as possible, the forecasting models are implemented under the

same conditions to isolate the effects of the data with respect to any other variables

which might influence model performance.

An ensemble consisting of five VMD-ELM models (González Sopeña et al., 2020)

is chosen to train the models. As stated in section 1.4.1.2, ELM is a variation of a

single hidden-layer FFNN where the first weight matrix is randomly assigned instead

of using gradient-based learning methods (Huang et al., 2006). ELMs are chosen to

speed up the training process, as they have a faster training speed compared to

FFNNs trained with the backpropagation algorithm (Tang et al., 2015). This is

relevant as the number of models to be trained are proportional to the number

of turbines found in every wind farm. Even if the five VMD-ELM models of the

ensemble are trained using the same data, the weights learned during the training

process of each VMD-ELM model will differ from each other, resulting in slightly

different WPFs for every time step.

Considering this forecasting model, the turbine approach is implemented by fit-

ting an independent ensemble of VMD-ELM models for each turbine, and the final

wind power generation output will be estimated aggregating the forecasts provided

by the model fitted to each turbine (Figure 5.1). Thus, the wind farm I will have

a total of 11 turbine-level models, and the WPFs of wind farm II will be computed

aggregating the forecasts of 17 turbine-level models. This approach is benchmarked

using the same model fitted with data at a wind farm level.
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Figure 5.1: Turbine-level approach.

The performance of the approach is measured by means of the improvement (Eq.

3.7) of point WPFs with respect to NMAE and NRMSE, and calculated on a daily

basis with the aim of capturing in as much detail the influence of the different power

generation outputs displayed in the testing set.

Figure 5.2 shows the improvement using both NMAE and NRMSE for the wind

farm I. In this case, even if the use of turbine-level data increases the overall pre-

diction performance, there are a few days where the turbine-data approach does not

outperform the wind farm-data approach. For instance, this pattern can be observed

for the NMAE in periods such as the day 7 for 2-h ahead predictions (around -7%),

and the day 5 for 8-h ahead predictions (around -13%). On the other hand, when

the NRMSE is measuring the performance, this behavior is more significant for the

day 4 for 6-h ahead forecasts, and once again the day 5 for 8-h ahead predictions.

Nonetheless, the underperformance observed in these situations is compensated by

a larger improvement in other subintervals over the testing set. Using the NMAE

as the metric, an improvement over 30% is found in the day 1 of the testing set for

7-h ahead forecasts, and slightly over 25% in the day 6 for 4-h ahead forecasts, day

122



CHAPTER 5. ENHANCING WIND POWER FORECASTING USING
TURBINE-LEVEL DATA

1-h ahead

0

20

40

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
) 2-h ahead

0

20

40

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
)

3-h ahead

0

20

40

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
) 4-h ahead

0

20

40

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
)

5-h ahead

0

20

40

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
) 6-h ahead

0

20

40

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
)

7-h ahead

0

20

40

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
) 8-h ahead

0

20

40

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
)

Metric

NMAE
NRMSE

Wind farm I

Figure 5.2: Improvement (%) provided by the turbine approach (Wind farm I).

6 for 5-h ahead forecasts, days 1 and 6 for 6-h ahead forecasts, and day 1 for 7-h

and 8-h ahead predictions. With regard to the NRMSE, an improvement over 25%

is observed in the day 6 for 4-h and 6-h ahead predictions, whereas an improvement

over 20% can be noticed in the day 5 for 6-h ahead forecasts, and days 1 and 6 for

7-h ahead predictions.

Fig. 5.3 shows the improvement using NMAE and NRMSE for the wind farm II.

With the exception of two of the daily-averaged NMAE values in which the farm-level

data have provided a slightly larger forecast accuracy (day 4 for 1-h and 3-h ahead

forecasts), the models trained by the turbine-level data show a better performance.

The larger improvement using the NMAE is observed in the day 7 of the testing set

for 4-h ahead predictions and the days 4, 5, and 6 for 6-h ahead predictions, where

an improvement of approximately 20% is reached by using turbine-level data. With

respect to the daily-averaged scores of NRMSE, the turbine-data approach shows

an improvement for every subinterval of the testing set. In this case, the maximum

improvements are found in the day 6 for 2-h ahead forecasts, days 5 and 6 for 6-h

ahead forecasts, and day 7 for 7-h ahead forecasts, reaching in these subintervals an

improvement around 18%.

123



5.3. A CLUSTER-BASED APPROACH USING MODE DECOMPOSITION
MODELS

1-h ahead

0

5

10

15

20

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
) 2-h ahead

0

5

10

15

20

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
)

3-h ahead

0

5

10

15

20

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
) 4-h ahead

0

5

10

15

20

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
)

5-h ahead

0

5

10

15

20

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
) 6-h ahead

0

5

10

15

20

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
)

7-h ahead

0

5

10

15

20

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
) 8-h ahead

0

5

10

15

20

1 2 3 4 5 6 7

Day (Testing Set)

Im
pr

ov
em

en
t (

%
)

Metric

NMAE
NRMSE

Wind farm I

Figure 5.3: Improvement (%) provided by the turbine approach (Wind farm II).

5.3 A cluster-based approach using mode decomposition

models

While the turbine-level approach proves to be effective to improve the final fore-

casting accuracy, it is much more expensive from a computational point of view

compared to modelling the wind power generation of the farm as a whole. Further-

more, new inputs can easily be provided to most statistical models as new data arrive

(e.g. wind power measurements). However, this is not true for decomposition-based

hybrid models (Qian et al., 2019), as the decomposition must be updated with the

arrival of new data to generate new inputs. This is a delicate process as the decom-

posed subseries are sensitive to the original data, potentially leading to significant

changes in the subseries modelled with the new data (Wang and Wu, 2016). There-

fore, input update strategies must be considered to provide a fair assessment in the

evaluation stage (Gendeel et al., 2018; Qian et al., 2019). In addition, decomposition

algorithms such as VMD are heavily biased by some initial user-defined parameters,

affecting the decomposition and consequently the forecasts. Let us address these

points hereunder.
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5.3.1 Methodology

The proposed cluster-based approach is shown in Figure 5.4. First, high-resolution

data from SCADA systems (such as wind power and wind speed) are collected dur-

ing the preprocessing stage. Turbines are then grouped using the DBSCAN algo-

rithm (Ester et al., 1996). For every cluster, the wind power measurements recorded

from every turbine are aggregated and decomposition using the VMD algorithm

(Dragomiretskiy and Zosso, 2013) is applied to the cluster-level wind power mea-

surements.

In the training stage, a forecasting model is built for every mode in each cluster.

Depending on the energy explained by the mode, the forecasting model chosen will

be either a GRU network, if the mode is explaining a significant amount of the energy

identified in the original data, or a simple FFNN otherwise.

Wind farm power forecasts are determined in the implementation stage. For every

cluster, the forecasts of every mode are aggregated, and later the cluster-level fore-

casts are once again aggregated to determine the WPF. When new measurements

arrive from the SCADA systems, more WPFs will be provided to the user. The

decomposition must then be updated to generate the input vectors for all the fore-

casting models. The approach is later evaluated following the guidelines presented

in chapter 4.

All the elements present in this cluster-based approach are described thoroughly

in the remainder of this section.

5.3.1.1 Density-based spatial clustering of applications with noise

DBSCAN (Ester et al., 1996) is a density-based clustering algorithm. Considering a

certain radius ε, the ε-neighborhood of a point p is defined as (Khan et al., 2014):

Nε = {q ∈ D/dist(p, q) < ε} (5.1)

where D represents the data. If a point contains at least a user-specified threshold

number of neighbors minPts, that point is defined as a core point. The DBSCAN

algorithm tries to find the areas which satisfy this condition. Those points belonging
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Figure 5.4: Flowchart of the proposed cluster-based approach.
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to the ε-neighborhood are direct density reachable, and if any of this neighbors is

a core point as well, the points within its vicinity are defined as density reachable.

The neighbors of such set are known as border points with respect to the initial ε-

neighborhood. If any given point is not density reachable from any core point, it will

not belong to any cluster and will be labelled as noise.

Once set a radius ε and a minimum number of neighbors minPts, the DBSCAN

clustering algorithm computes clusters following these definitions, except for those

border points which belong to several clusters (Schubert et al., 2017). The algorithm

iterates linearly through the dataset looking for points that have not been checked

yet. If the ε-neighborhood exceeds the value set for minPts, it gets labelled as a core

point, otherwise as noise. Then, all the neighbors are added as part of the cluster.

If any of the neighbors is defined as a core point as well, then the points within its

ε-neighborhood are also aggregated to the cluster. Those points assigned to a cluster

will be in that case skipped during the iteration process, which ends once all the

points are labelled.

5.3.1.2 Practical-based variational mode decomposition

In order to implement the VMD algorithm (section 4.2.1.1) to forecast near real-time

wind power, two practical aspects have to be addressed during the evaluation (and

subsequently implementation) of the model: 1) the sensitivity of the decomposition

algorithm to some user-defined parameters, and 2) the generation of new inputs from

upcoming data.

Regarding the first practical challenge, the algorithm is highly influenced by the

constraint parameter α′ and the number of modes k (Hong et al., 2018; Cui et al.,

2019). Following up from the description of the VMD algorithm in section 4.2.1.1, the

modes uk and their respective center frequencies ωk are updated simultaneously with

Eqs. 4.3 and 4.4 respectively. The parameters α′ and k are found in these equations,

so they must be carefully chosen to ensure a decomposition which is beneficial to

compute highly accurate WPFs.

The second practical aspect to be addressed is the necessity of updating the

decomposition with the influx of new data as the modes are very sensitive to the
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original data (Wang and Wu, 2016), as well as the length of the sample (Qian

et al., 2019). Let us suppose we have a wind power time series dataset Y =

{y1, . . . , yL, yL+1, . . . , yL+L′} conformed by L + L′ observations equally spaced in

time. The usual strategy would be applied as follows:

1. Decompose the original wind power time series Y to obtain the modes.

2. Keep the first L observations for the training and validation sets, and the

following {yL+1, . . . , yL+L′} observations for the testing set.

3. To set up the supervised learning problem, create sets of input and output

vectors of length m and n respectively for the training and validation sets. In

the same way, create input vectors of length m with the testing data. Repeat

this for all modes.

4. Train and validate the model for every mode using the respective pairs of input

and output vectors created in the previous step.

5. Obtain forecasts of every mode using the input vectors built with the testing

data.

6. Aggregate forecasts of all modes to obtain the WPF. Evaluate the forecasts

using adequate performance evaluation metrics.

This strategy would be appropriate if no decomposition algorithm is applied to the

data, as the future inputs could simply be provided to the model to generate forecasts.

However, this is not the case for decomposition-based hybrid models, as the future

observations must be decomposed on a step by step basis while ensuring these data

are not leaked into the training stage. To address this issue, the original strategy is

modified as follows:

1. Decompose the first L observations of the original time series.

2. Divide the modes into training and validation sets considering these first L

observations.

3. The supervised learning problem is set up by creating sets of input and output

vectors of length m and n for the training and validation datasets respectively.
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4. Train and validate the model for every mode using the pairs of input and output

vectors generated in the previous step.

5. To reduce the sensitivity to the original observations and the length of decom-

position, we keep the same length of data to be decomposed. Every time a

new observation arrives, the oldest observation is removed, and the new ob-

servation is added. That is, when the observation yL+1 comes, we apply the

decomposition algorithm to {y2, . . . , yL+1}, and take the last m observations

to create the input vector. We repeat this step till there are no observations

remaining in the testing set.

6. Generate forecasts for every mode using the input vectors built with the testing

data.

7. Aggregate forecasts of all the modes to predict wind power generation, and

evaluate them with the corresponding metrics stated in the experimental design

described in section 4.2.4.

Proceeding this way allow us to ensure that no future data are involved during

the evaluation stage of the model.

5.3.1.3 Energy-based model selection

Decomposing the original wind power data into simpler modes can increase the ac-

curacy of WPFs, but at the expense of increasing the training time of the model

proportionally to the number of modes decomposed. While this can be partially ad-

dressed using parallel computing (Wang et al., 2019c), the computational cost would

remain unchanged. However, the predictions obtained for those modes explaining

less energy from the original wind power time series will be less relevant for the final

aggregated WPF. Therefore, the less relevant modes from an energy point of view

will be trained with a regular FFNN (Fine, 2006) instead of a GRU network to speed

up the training time. Note that energy is chosen as the model selection feature as it

is time invariant.

The energy explained for every mode uk can be determined over the training

dataset calculating the energy explained by that mode with respect to the original
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wind power time series:

EEk =

∑N
n=1 |uk(n)|2∑N
n=1 |y(n)|2

(5.2)

where
∑N

n=1 |uk(n)|2 is the energy of the k -mode (as a finite discrete-time signal)

and
∑N

n=1 |y(n)|2 the energy of the original wind power time series.

Furthermore, those modes explaining less variance are representing the noisier

and therefore more complex components, meaning that the dynamics of the less

representative modes will be more difficult to identify (Dong et al., 2019), so applying

a FFNN instead of a GRU neuron will have very little impact in terms of accuracy on

the final forecast. To quantify that, the complexity of each mode is calculated using

an entropy measure known as approximate entropy (ApEn) (Pincus, 1991). This

entropy measure is adequate as ApEn can be applied effectively to raw time series

data (in the sense that the data do not have to be preprocessed in any way) without

assuming any type of model, and can be applied to equally spaced measurements

(Delgado-Bonal and Marshak, 2019).

5.3.2 Results & discussion

First, some practical aspects from the mode decomposition will be examined nu-

merically for one wind turbine to analyze how suitable these models are to estimate

near real-time forecasts. These results are later taken into consideration for the im-

plementation of the cluster-based approach, whose efficiency is then benchmarked

against a single farm-level forecasting model.

5.3.2.1 Practical aspects of mode decomposition

The first factor to fairly evaluate a mode decomposition model is providing correctly

the inputs to the forecasting model, preventing that future data are leaked into the

initial decomposition. This is achieved by recurrently decomposing the data with

the arrival of new observations (as stated in section 5.3.1.2) to build the updated

input vectors. In the first iteration, the whole data are decomposed and divided into

training and validation datasets, which are fed to the forecasting model to set up

its parameters. After that, we are interested in retrieving those values which will
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Figure 5.5: Input comparison with offline input generation and updating inputs stepwise.

constitute the input vector for the next set of forecasts. While some deviations are

expected, the input vectors remain very similar compared to those obtained offline

when the same sample size is kept for the subsequent decompositions (Figure 5.5).

Thus, we can ensure that the forecasts provide unbiased results as the information

contained in the future observations (i.e., the testing data) is not leaked into the

initial decomposition, and therefore not compromising the training of the forecasting

models.

On another note, the forecast skill is affected by the parameter α′ and the number

of modes chosen to decompose the wind power data. To verify that, we set up

an initial experiment decomposing the data from one of the turbines and run 10

simulations for a set of reasonable [α′, k] values (Figure 5.6). For shorter prediction
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1 5 10 50 100 500 1000 5000
Alpha

3
4

5
6

7
8

9
10

nº
 m
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es

1.42 1.56 1.63 2.05 2.26 2.65 2.95 4.10
1.28 1.20 1.24 1.34 1.66 2.26 2.73 3.68
1.21 0.96 1.01 1.12 1.29 2.16 2.31 3.25
1.03 0.77 0.81 0.87 1.10 1.78 2.19 3.02
1.00 0.76 0.75 0.71 0.91 1.59 1.96 2.84
1.05 0.60 0.60 0.67 0.70 1.43 1.68 2.54
0.82 0.53 0.49 0.64 0.57 1.07 1.56 2.46
0.99 0.48 0.61 0.59 0.64 0.92 1.37 2.37

1-step ahead

1 5 10 50 100 500 1000 5000
Alpha

3
4

5
6

7
8

9
10

nº
 m

od
es

2.50 2.62 2.65 2.30 2.11 3.07 3.22 4.17
1.48 1.63 1.66 1.78 1.88 2.50 3.02 3.74
1.47 1.21 1.44 1.44 1.62 2.28 2.45 3.36
1.37 1.05 0.96 1.14 1.27 1.82 2.27 3.12
1.36 0.90 0.90 0.98 1.05 1.70 1.93 2.94
1.32 0.77 0.73 0.79 0.91 1.56 1.80 2.62
1.12 0.73 0.66 0.79 0.81 1.23 1.64 2.54
1.30 0.72 0.69 0.68 0.80 1.06 1.51 2.45

2-step ahead

1 5 10 50 100 500 1000 5000
Alpha

3
4

5
6

7
8

9
10

nº
 m

od
es

2.97 3.22 3.31 3.21 3.03 3.16 3.47 4.27
2.01 2.18 2.26 2.13 2.15 2.62 3.09 3.90
2.09 1.58 1.75 1.84 1.99 2.45 2.48 3.49
1.99 1.23 1.25 1.48 1.62 1.91 2.47 3.22
1.89 1.11 1.16 1.24 1.36 1.84 2.10 2.99
1.79 0.88 0.97 0.97 1.04 1.71 1.89 2.64
1.56 1.01 0.79 0.89 1.04 1.41 1.69 2.51
1.83 0.79 0.75 0.88 0.88 1.25 1.67 2.46

3-step ahead

1 5 10 50 100 500 1000 5000
Alpha

3
4

5
6

7
8

9
10

nº
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es

5.46 4.80 4.73 3.76 3.96 3.51 3.54 4.74
3.92 3.82 3.94 3.91 3.93 3.18 3.51 4.27
3.61 3.15 3.08 2.72 2.84 3.03 2.99 3.70
3.44 2.32 2.27 2.37 2.47 2.74 2.90 3.44
3.44 1.96 1.88 2.19 2.23 2.43 2.63 3.23
3.56 1.84 1.53 1.81 1.88 2.21 2.46 2.89
3.30 1.88 1.34 1.50 1.62 2.11 2.12 2.74
3.46 1.70 1.12 1.55 1.23 1.80 2.02 2.59

6-step ahead

1 5 10 50 100 500 1000 5000
Alpha

3
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5
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nº
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es

10.01 9.64 9.71 7.98 6.92 4.83 5.24 5.15
9.52 7.05 6.42 5.75 5.22 5.14 4.55 4.54
8.37 6.28 5.02 4.59 4.86 4.43 4.42 4.25
8.73 5.42 4.50 4.61 4.69 4.36 4.25 3.82
8.66 5.00 3.93 4.12 4.05 4.07 3.77 3.65
8.73 4.80 3.30 3.73 3.49 3.79 3.53 3.34
8.42 4.32 2.97 3.17 3.15 3.81 3.30 3.01
8.35 3.25 2.61 2.87 2.89 3.30 3.29 2.93

12-step ahead

1 5 10 50 100 500 1000 5000
Alpha

3
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6
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8
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nº
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es

17.28 17.07 17.07 15.82 15.18 9.47 6.70 7.91
17.06 15.32 14.81 14.11 12.87 6.98 9.21 6.37
16.20 14.67 13.02 10.11 9.03 8.42 8.54 6.23
16.27 14.14 12.10 8.62 7.44 8.89 7.43 5.77
16.29 13.92 11.07 7.45 6.34 8.40 6.36 5.51
16.44 13.78 10.88 6.54 6.34 7.26 6.49 5.01
16.07 11.39 10.78 6.09 6.51 6.68 5.82 4.91
15.95 10.48 10.97 6.17 6.36 6.39 5.68 4.77

24-step ahead

1 5 10 50 100 500 1000 5000
Alpha

3
4

5
6

7
8

9
10

nº
 m

od
es

20.63 20.32 20.41 19.41 18.76 13.35 9.30 9.75
20.30 18.99 18.55 18.17 16.63 9.73 10.55 8.07
19.88 18.65 17.32 13.91 12.97 8.93 10.49 7.71
19.84 18.16 16.14 12.32 10.39 10.26 9.60 7.16
19.69 17.94 14.94 10.81 8.13 10.33 8.27 6.52
19.74 17.83 14.81 9.23 6.82 9.30 8.15 6.39
19.28 15.69 14.72 7.47 6.75 8.59 7.51 6.18
19.32 14.97 14.92 7.05 6.84 7.91 7.37 5.86

30-step ahead

1 5 10 50 100 500 1000 5000
Alpha

3
4

5
6

7
8

9
10

nº
 m

od
es

23.87 23.35 23.67 22.54 21.53 16.87 12.83 11.45
23.60 22.21 21.49 21.26 19.92 13.41 10.70 9.88
22.97 22.21 20.54 17.53 16.62 9.39 11.45 9.51
22.85 21.48 19.48 16.21 14.46 10.51 11.15 8.21
22.83 21.11 18.58 14.65 11.13 11.29 9.88 8.10
22.83 20.87 18.53 13.20 8.83 10.88 9.92 7.49
22.48 18.97 18.38 10.41 8.24 10.31 9.39 7.64
22.34 18.54 18.42 9.78 8.27 9.53 9.00 7.20
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1

2

3

4

NM
AE

(%
)

1

2

3

4

NM
AE

(%
)

1

2

3

4

NM
AE

(%
)

2

3

4

5

NM
AE

(%
)

4

6

8

10

NM
AE

(%
)

5

10

15

NM
AE

(%
)

10

15

20

NM
AE

(%
)

10

15

20

NM
AE

(%
)

Figure 5.6: Average NMAE (%) for different decomposition levels and values of α′. 5
simulations are run for 1 dataset.

horizons, lower values of α′ turn into more accurate WPFs and usually increase

with a larger decomposition level. Nonetheless, the forecast accuracy with low α′

values deteriorates at a higher rate for larger prediction horizons, causing that those

models built with larger α′ values ensure better forecasts as we move forward in

the forecast vector. Therefore, the pair [α′, k] must be chosen in such a way that

a) ensures reasonable good forecasts for a certain look-ahead time, and b) keeps a

realistic computational complexity, meaning that a very large decomposition level

might not be worth if the forecast accuracy only increases slightly compared to a

lower decomposition level.

Let us choose three levels of α′ (10, 500, and 5000) and a fixed value of k = 8

to further analyze the decomposition and the power spectral density (PSD). The

decomposition of these three pairs of [α′, k] values is shown in Figure 5.7. In all

cases, the first mode includes primarily the trend of the original data. After that,

the modes are formed by higher frequencies present in the data. This is indeed
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Figure 5.7: Normalized modes for a decomposition level k = 8 and different values of α′.

corroborated when looking at the PSD of every mode (Figure 5.8), even if the energy

is unevenly distributed for every level of α′. Thus, the energy for lower frequencies

is concentrated in the first mode for a small value of α′, whereas it is distributed

among several modes for larger values of α′: modes 1 and 2 for α′ = 500, and modes

1-3 for α′ = 5000. In this two cases, we observe that the energy shifts gradually

to higher frequencies for the latter modes. That is not the case for α′ = 10, as no

regular pattern is visible between the energy and the respective modes.

In addition to these practical considerations for mode decomposition, we have

to keep in mind that transforming highly complex wind power data into several less

complex subseries is the main goal to be achieved. However, some of the modes

could be explaining noisier components of the original wind power data, hindering

the ability of any model to build highly accurate forecasts, as their level of complexity
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Figure 5.8: PSD plots for a decomposition level k = 8 and different values of α′.

will certainly be larger. Thus, switching to a simpler forecasting model (in this case,

a basic FFNN) instead of a GRU neuron to forecast those modes would barely impact

the final WPF while reducing the training time of the total network (as explained

in section 5.3.1.3). To verify that, we calculate the explained energy with respect

to the original signal and ApEn for the three selected α′ values, shown in Table 5.1.

The first mode explains most of the energy contained in the original data, while

reducing significantly its complexity, which has an ApEn value of 0.652 (compared

to 0.073, 0.029 and 0.016 respectively for the three values of α′). For α′ = 10, the

rest of modes are more complex with respect to their counterparts for higher α′, and

explain less than 1% of the energy contained in the wind power signal (with the

exception of mode 4, which explains 2.08% of the original signal). Conversely, mode
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Table 5.1: Explained energy (%) and ApEn for a decomposition level k = 8 and different
values of α′.

α′ = 10 α′ = 500 α′ = 5000

Mode EE (%) ApEn EE (%) ApEn EE (%) ApEn
1 92.54 0.073 80.63 0.029 73.30 0.016
2 0.37 0.587 7.63 0.198 9.30 0.082
3 0.15 0.812 1.68 0.519 3.08 0.265
4 2.08 0.530 0.76 0.580 1.22 0.480
5 0.20 0.780 0.45 0.585 0.70 0.566
6 0.11 0.657 0.29 0.649 0.44 0.574
7 0.71 0.582 0.17 0.793 0.31 0.534
8 0.21 0.627 0.11 0.793 0.16 0.483

Total 96.44 - 91.72 - 88.51 -

2 still shows low complexity compared to the original signal and explains a significant

amount of energy for α′ = 500 and α′ = 5000 (7.63% and 9.30%). The rest of modes

show a similar or higher complexity, but describe a small part of the original signal.

Therefore, a threshold of 5% is chosen to select either a GRU network or a FFNN

to train the mode.

5.3.2.2 Case study

The DBSCAN algorithm is applied using the SCADA data collected at turbine-level

for a period of two months. Three variables are used for the clustering process: wind

power, wind speed, and rotational speed. Similarly to the previous chapter, NWP

data are neither considered for clustering nor as an input for the forecasting models,

as the uncertainty introduced by these variables is greater than the variability found

on shorter time scales (Tawn and Browell, 2022). First, we need to select what

variables are more relevant to cluster the turbines. For that, variables are chosen

according to the silhouette coefficient (Rousseeuw, 1987), a metric which indicates

how well the turbines are classified (and whose value can range between -1 and +1).

Table 5.2 shows the silhouette coefficient where the clustering has been performed

with different combinations of the mean and deviation values of the variables over the

two-month period. The silhouette coefficient indicates that the strongest clustering

comes from using the mean values of wind power, wind speed, and the deviation of

wind power values of the whole period. Thus, these variables are selected to classify

and cluster the turbines.
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Table 5.2: Clustering variable selection (Silhouette coefficient)
Mean WP Mean WS Mean RS WP dev WS dev RS dev Silhouette coefficient

X X X X X X 0.532
X X X X X 0.628
X X X X 0.566
X X X X 0.524
X X X X 0.719
X X X 0.808
X X X 0.633
X X X 0.592

Afterwards, we find a sufficiently large value of ε so at least 90-95% of the turbines

have one neighbor (Figure 5.9a). Figure 5.9b shows that two clusters are built with

a large enough ε, with seven and ten turbines respectively. For every cluster, wind

power measurements are aggregated and decomposed using the VMD algorithm.

Then, following the same experimental design shown in section 4.2.4 to guarantee

a fair evaluation process of the cluster-based approach, every model is run 10 times

for every subset of data, so 50 simulations are performed in total, and the accuracy

of the forecasts is measured using NMAE as metric (Eq. 3.1). The proposed ap-

proach is benchmarked against an individual farm-level model where the wind power

measurements of all turbines are added to account for the wind farm as a whole.

The decomposition of both farm- and cluster-level approaches are performed with

α′ = 500 and k = 8, which have been proven to provide reasonable accurate forecasts

as shown previously for one wind turbine.

The clustering is particularly important for shorter horizons, as the forecast errors

accumulate the further we move ahead in the future, making the choice of approach

(cluster- or farm-level) less relevant for longer prediction horizons. Thus, the analysis

is focused on forecasts up to six steps ahead. In other words, WPFs up to 1-h ahead in

10-minute intervals. The distribution of NMAE values for 1- to 6-step ahead WPFs is

shown in Figure 5.10. For all prediction horizons, the cluster-based approach provides

in average more accurate WPFs, and the forecasts tend to fall slightly more centered

within the interquartile range, indicating a higher degree of robustness for the cluster

approach. Some outliers are found for both approaches when the prediction horizon

is increased, due to the diverse nature of both training and testing sets presented to

the models as well as the lower predictive ability of the models when looking further
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Figure 5.9: a) Relation between ε and turbines found in an ε-neighborhood, and b) turbine
clustering using DBSCAN.
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ahead in time. The average improvement with respect to NMAE (following the Eq.

3.7) is shown in Table 5.3. The improvement ranges from 5.55% for 2-step ahead

(20-minute ahead) to 10.76% for 1-step ahead (10-minute ahead) forecasts. Beyond

that, the forecast error increases for both methods, leading to more similar NMAE

values for both approaches.

Therefore, we can assure that the use of high-resolution SCADA data can effec-

tively improve the accuracy of WPFs for shorter time scales while keeping a reason-

able computational cost, in the sense that only two cluster-level models have been

necessary compared to the seventeen that would have been required if an independent

model was built for each wind turbine.
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Figure 5.10: Distribution of NMAE values for different prediction horizons.

Table 5.3: Average NMAE values (%) and improvement (%) shown by the cluster approach.

NMAE (Farm-level) NMAE (Agg. Cluster) NMAE Improvement
1-step ahead 0.83 0.74 10.76
2-step ahead 0.92 0.87 5.55
3-step ahead 1.07 1.01 6.35
4-step ahead 1.24 1.13 9.48
5-step ahead 1.42 1.32 6.87
6-step ahead 1.57 1.43 8.59
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5.4 Conclusions

WPFs can benefit from new types of high-resolution data available in wind farms,

such as SCADA data (Lin et al., 2020) to build more accurate forecasting models.

This type of data is generally collected independently for every single turbine, allow-

ing to build turbine-level forecasting models, whose forecasts can be aggregated at

a later stage to provide a single forecast for the whole wind farm. However, the im-

provement of building individual turbine-level models comes with an extra computa-

tional cost. A middle ground between computational cost and forecast improvement

can be established by classifying the turbines into clusters to build cluster-level WPF

models. Thus, a cluster-based approach is implemented grouping the turbines ac-

cording to the DBSCAN algorithm (Ester et al., 1996). Decomposition-based hybrid

models are used in the forecasting stage, addressing practical challenges to correctly

evaluate and implement them to produce near real-time WPFs, which can be pos-

teriorly leveraged for trading in the electricity market (Conejo et al., 2010; Baringo

and Conejo, 2015).

The main practical decomposition challenges have been addressed and tested in

one single turbine, verifying that no future data are leaked into the training stage, by

introducing some slight modifications during the decomposition of wind power data

(section 5.3.1.2); and analyzing the influence of user-defined parameters required to

compute the decomposition using VMD. After that, the effectiveness of the cluster-

based approach has been verified using the SCADA data collected in the 17-turbine

Irish wind farm. Two clusters have been identified using DBSCAN, and subsequently

a forecasting model has been trained for each one of them. The WPFs of each cluster

have posteriorly been aggregated to compare them to a farm-level model. Up to 6-

step ahead, the accuracy is indeed higher, showing an improvement around 5-10%

in terms of NMAE.

Further work should consider the implementation of clustering methods (not only

limited to DBSCAN but other algorithms) with larger wind farms, in which the use

of turbine-level models will hinder more notably the computational cost to obtain a

farm-level WPF. Furthermore, methods to identify and update the clusters in real

time can be considered (Bernardoni et al., 2020), as aspects such as the operational
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state of the turbines (Yang et al., 2021c) and the weather conditions (Orlov et al.,

2020) will change over time. Additionally, the uncertainty of the forecasts introduced

by the clusters should be taken into consideration by building PIs (for instance,

using QR-based intervals as shown in the previous chapters) or alternatively other

probabilistic methodologies (Zhang et al., 2014b; Gneiting and Katzfuss, 2014; Abdar

et al., 2021).

In the next chapter, we follow up with the idea of optimizing the available re-

sources, but not in terms of data, rather from the perspective of using algorithms

adapted to new and more energy-efficient computational resources represented by

neuromorphic devices.
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Neuromorphic computing for wind

power forecasting

In terms of modelling, many machine/deep learning based methodologies have been

successfully applied for short-term wind power forecasting (Table 1.3). However, the

modelling and training of these architectures might take many computational re-

sources, thus reducing the possibility of implementing such algorithms for real-/near

real-time forecasting scenarios. Emerging computational architectures, such as neu-

romorphic computing, have the potential of real-time learning using brain-inspired

models characterized by their low latency and low energy consumption compared to

more conventional approaches. In particular, we introduce spiking neural networks

(also referred as the third generation of artificial neural networks), in which the in-

formation is propagated through the network by spikes, imitating the energy-efficient

nature of the brain.

In this chapter, we first introduce the neuromorphic paradigm in section 6.1.

The experimental design to develop spiking neural networks is described in section

6.2. Afterwards, this procedure is applied to short-term wind power forecasting

(González Sopeña et al., 2022d) in section 6.3, and the final remarks of this chapter

are found in section 6.4.
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6.1 Introduction to neuromorphic computing

A large number of ML/DL models have been developed and applied to time series

data of varied nature for tasks such as forecasting (Lim and Zohren, 2021), classi-

fication (Fawaz et al., 2019), clustering (Ma et al., 2019), and anomaly detection

(Munir et al., 2018). While ML/DL models have high capability to solve these tasks,

such models may be associated with a high computational cost, which is particu-

larly critical for edge computing applications (Wang et al., 2020d), such as those

implemented for renewable energy sources (Li et al., 2018). Neuromorphic comput-

ing aims to develop algorithms inspired in the energy-efficient nature of the brain

to overcome this issue, such as SNNs (Maass, 1997). The development of specific

hardware for spiking-based algorithms such as Intel’s Loihi (Lin et al., 2018a) allow

us to implement and evaluate SNN models. Furthermore, SNNs are well-suited for

online learning (Lobo et al., 2020), for instance using online approximations of the

backpropagation algorithm (Tavanaei and Maida, 2019; Bellec et al., 2020) or lever-

aging the features of spiking network models such as evolving SNNs (Schliebs and

Kasabov, 2013; Kasabov et al., 2016).

Spiking deep learning algorithms can be broadly divided into online and offline

approaches (Davies et al., 2021). Online approaches first implement an SNN in

neuromorphic hardware, leveraging on-chip plasticity to train the spiking network

and evolve its parameters with the arrival of new data (Stewart et al., 2020). On the

other hand, the SNN is trained before deploying the model for offline approaches.

These offline approaches can be further divided into two categories, considering how

the training stage is performed. On the one hand, a conventional ANN is trained

using the backpropagation algorithm, and later the parameters are mapped into an

equivalent SNN model (Diehl et al., 2015). This approach is known as ANN-to-SNN

conversion. On the other hand, a direct training approach uses a variation of error

backpropagation to optimize directly the parameters of an SNN (Taherkhani et al.,

2015; Wu et al., 2018a).

On top of that, efforts have been made to develop software platforms to facilitate

the implementation of SNN-based applications. For instance, Nengo (Bekolay et al.,

2014) is a software based on the principles of the Neural Engineering Framework
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(NEF), a theoretical framework to implement large-scale neural models with cogni-

tive abilities (Eliasmith and Anderson, 2003). This same software was later extended

with the sister library NengoDL (Rasmussen, 2019), aiming to combine the principles

of neuromorphic modelling with the well-known deep learning framework TensorFlow

(Abadi et al., 2015) to build deep spiking neural models by ANN-to-SNN conversion.

Another ANN-to-SNN conversion framework is the SNN conversion toolbox (SNN-

TB), based on the theoretical basis proposed by Rueckauer et al. (2017), which

describes the approximation of SNN firing rates to ANN activations and the conver-

sion of common neural operations into spiking ones. Alternatively, other frameworks

allow to train directly SNNs, such as the Spike Layer Error Reassignment (SLAYER)

algorithm proposed by Shrestha and Orchard (2018), and the spatiotemporal back-

propagation training framework established by Wu et al. (2018a). Recently, in Oc-

tober 2021, Intel’s Neuromorphic Computing Lab released the first version of Lava

(Intel’s Neuromorphic Computing Lab, 2021), an open-source software framework to

implement neuromorphic applications for the Intel Loihi architecture (Davies et al.,

2018).

Thus, we explore the opportunities offered by neuromorphic computing to build

up more efficient algorithms using spiking-based neural models for WPF. In partic-

ular, we use the framework provided by NengoDL to build spiking neuron models,

which allow us to extend ML/DL models by mapping the parameters of trained

ANNs, and NengoLoihi, a library to implement such models on Loihi hardware.

6.2 Methodology

The design of a non-spiking ANN model is key to successfully map its parameters

into an spiking network. The parameters of the network must be carefully tuned to

ensure a minimal loss of performance during the conversion, and the architecture of

the model must be tailored to subsequently build the network on Loihi hardware.

Therefore, we proceed as follows to build and evaluate the performance of our SNN

model:

1. Build the non-spiking neural model as usual. The network must be designed

taking into account specific requirements for its implementation on Loihi hard-
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ware, such as the communication with the chip. Details of the model architec-

ture are found later in this section (see section 6.2.2).

2. Train the equivalent rate-based network with the methodology described by

Hunsberger and Eliasmith (2016), the default method implemented in Nen-

goDL to train SNNs. This training process is explained in section 6.2.1.

3. Replace the activation functions for their spiking counterparts (in particular,

we will use spiking ReLU activations) for inference. The activation profile

of this function is restricted by the discretization required for the Loihi chip

(DeWolf et al., 2020), leading to discrepancies compared to the theoretical

spiking ReLU activation (Figure 6.2). Such discrepancy increases for higher

firing rates due to this discretization. Furthermore, the Loihi chip can only fire

a spike once per timestep, limiting its firing rate at a maximum of 1000 Hz.

This constraint does not exist otherwise, and multiple spikes could in theory

be fired simultaneously and exceed that value (Applied Brain Research, 2021).

4. Run the network using the NengoDL framework, setting parameters such as

the number of timesteps that each input will be presented to the spiking model,

allowing the network to settle and spike in the given timeframe; and the firing

rate scale, letting the network to spike at a higher rate. These preliminary

results will help us monitor the neural activities and tune the parameters of

the SNN.

5. Once an acceptable model performance is reached, we need to configure some

additional parameters to set up the SNN for Loihi and simulate it for either

Loihi hardware or alternatively the emulator (Voelker and Eliasmith, 2020) to

replicate the chip’s behavior.

6. Collect the results to evaluate them. One-step ahead point predictions are

calculated, and NMAE (Eq. 3.1) is the metric used to measure the accuracy

of these forecasts.

In the remainder of this section, we introduce how the ANN-to-SNN conversion is

performed (section 6.2.1) and the model architecture (section 6.2.2) to forecast wind
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BUILD NON-SPIKING NEURAL MODEL

TRAIN THE NON-SPIKING NETWORK TO
SET ITS PARAMETERS

REPLACE THE ACTIVATION FUNCTIONS
FOR THEIR SPIKING EQUIVALENTS

TUNE SPIKE PARAMETERS WITHOUT
HARDWARE REQUIREMENTS

CONFIGURE ADDITIONAL PARAMETERS
TO RUN MODEL ON LOIHI (or emulator)

EVALUATION OF FORECASTS 

Figure 6.1: Experimental design followed to forecast with a spiking-based model.
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Figure 6.2: Spiking ReLU activation profile (based on DeWolf et al. (2020)).
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power. Examples using a synthetic sine wave signal and load data are described

in sections 6.2.3-6.2.4 to clarify some details of the steps to follow to successfully

convert an ANN model into an spiking one.

6.2.1 ANN-to-SNN conversion

The non-differentiable nature of spikes impedes the use of the backpropagation al-

gorithm to train spiking neurons (Tavanaei et al., 2019). ANN-to-SNN conversion

sorts this out by mapping the parameters of a trained ANN to an equivalent SNN.

Thus, the main challenge remains as to how the non-spiking model is trained so

there is only a small loss of performance in the conversion process. The first point is

choosing an adequate spiking activation function. Cao et al. (2015) established an

equivalence between the ReLU (Rectified Linear Unit) activation function (Schmidt-

Hieber, 2020) and the spiking neuron’s firing rate. Hunsberger and Eliasmith (2016)

propose a method to train spiking deep networks that can be extended to non-linear

activation functions such as leaky integrate-and-fire (LIF), by smoothing the equiv-

alent rate equation employed to train the ANN. To understand this, let us look at

the equation governing the dynamics of a LIF neuron:

τRC
dv(t)

dt
= −v(t) + I(t) (6.1)

where τRC is the membrane time constant, v(t) is the membrane voltage, and I(t)

is the input current. The neuron will fire a spike if it reaches a certain threshold V,

and after the potential is reset during a certain period of time (known as refractory

period τref ). The dynamics of the neuron are recovered after the refractory period

τref is ended. If a constant input current is given to the neuron, the steady-state

firing rate (i.e., the time that it takes to the neuron to reach the threshold to fire a

spike) can be determined as:

r(j) =

[
τref + τRC log(1 +

V
ρ(j − V)

)

]−1
(6.2)

where ρ(x) = max(x, 0). However, this function is not completely differentiable,

so the LIF rate equation is softened to address this problem and allow to use the
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backpropagation algorithm (Hunsberger and Eliasmith, 2015). The hard maximum

ρ is replaced by a soft maximum ρ′ defined as:

ρ′(x) = γ log(1 + ex/γ) (6.3)

After training the conventional ANN, the parameters of the SNN are identical to its

non-spiking counterpart, only changing the neurons themselves. The performance of

the spiking network can be further enhanced by tuning additional parameters. For

instance, if using a linear activation function for the spiking forecasting model, the

spiking firing rate can be easily increased after training by applying a scale to the

input weights of the neurons to make them spike at a faster rate. The output of

the network is divided for the same scale to not affect the behavior of the trained

network. This way of proceeding is not optimal for non-linear activation functions.

Instead, the firing rates can be optimized during training with regularization, so the

firing rates are encouraged to spike at a certain firing rate (DeWolf et al., 2020).

Furthermore, a synaptic filter can be applied to reduce any possible noise found in

the output of the spiking network.

6.2.2 Spiking model architecture

The model architecture (Figure 6.3) is slightly different compared to the ones de-

scribed in the previous chapters, as it has to be adapted to the requirements of the

Loihi hardware. The first distinctive feature of this network is the off-chip layer.

This layer is a prerequisite to transmit any information with the hardware, as it only

communicates with spikes. Thus, this initial layer is run off-chip and converts the

input into spikes (Applied Brain Research, 2021). The rest of the network is run

on the hardware. A convolutional (conv-layer) and a regular fully connected layer

(dense-layer) are used to process the data and generate the forecast. It is important

to notice that not all type of neural networks are currently available in this ANN-to-

SNN conversion framework (e.g. LSTM neurons are not supported). The activation

function of all these three layers will be a spiking ReLU activation for inference, and

the rate-based version is used to train the model.
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input: InputLayer
input:

output:

[(None, 24, 1, 1)]

[(None, 24, 1, 1)]

off-chip: Conv2D
input:

output:

(None, 24, 1, 1)

(None, 13, 1, 96)

conv-layer: Conv2D
input:

output:

(None, 13, 1, 96)

(None, 8, 1, 96)

flatten: Flatten
input:

output:

(None, 8, 1, 96)

(None, 768)

dense-layer: Dense
input:

output:

(None, 768)

(None, 250)

out: Dense
input:

output:

(None, 250)

(None, 1)

Figure 6.3: SNN model architecture.

To keep the consistency with the previous chapters, this model architecture is

applied to decomposed data, which have been obtained with a VMD decomposition

with parameters [α′, k] = [500, 8], the same parameters selected in the previous

chapter (section 5.3.2.2). This will give us the opportunity to examine and adapt

the SNN under data with different levels of complexity.
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6.2.3 Synthetic signal forecasting

Before applying the methodology to wind power data, let us present an example with

a more simple signal (a synthetic sine wave) to clarify and further explain the details

of tuning the parameters to reach a good performance with the spiking network. For

simplicity, the example using this signal is run within the NengoDL framework, so

any additional parameters for implementing the model on Loihi hardware can be

dismissed (such as the off-chip layer), so a basic FFNN model is used instead of the

model architecture described in section 6.2.2, which suffices to predict accurately

such a basic signal.

During the initial evaluation of the spiking network model (Steps 3 and 4), taking

into account the discretization of the activation function required for Loihi hardware

is of importance to posteriorly transfer our model without a significant drop of per-

formance. Therefore, we must be particularly careful when scaling the firing rate

of the spikes, as very high rates will not work on Loihi hardware. Let us examine

the implications of disregarding this point with the example shown in Figure 6.4:

we build the FFNN model (Step 1) and train it with a rate-based (i.e., non-spiking)

ReLU activation (Step 2). Then, we replace the activation for its spiking counter-

part, scaling the firing rate with a high enough value (Step 3). The neural activities

of three neurons when presenting an input are shown in Figures 6.4a) and 6.4b),

having replaced the ReLU activation function by the theoretical spiking ReLU and

the discretized version for Loihi respectively. Two of these neurons (shown in green

and yellow) fire very fast in the first case, but their behavior is diminished in the

second one due to the activation profile, impacting the performance of the model

when all the input vectors conforming the testing set are presented to the network

(Step 4), as displayed in Figure 6.4c). Thus, the firing rate of this network should

be lowered to satisfy the hardware specifications which are required in the following

steps to implement the model on neuromorphic devices.

The tuning of the firing rate scale, as well as the amplitude of the spikes, are

indeed essential to achieve a good forecasting accuracy, while simultaneously trying to

find a balance between the firing rates (enough spikes must be generated to transmit

the information to the network) and the sparsity of spiking networks (leveraging the
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b) Neural activities: Loihi Spiking ReLU
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Figure 6.4: a) Neural activities using a spiking ReLU activation for inference (one input
vector is shown to the network during 50 timesteps), b) neural activities using the discretized
version of the spiking ReLU activation, and c) predictions over the testing set.

promise of low-energy consumption of neuromorphic devices). Following the same

example, let us a fix a certain spiking amplitude and experiment with different firing

rate scales to find this trade-off, taking into consideration the Loihi-tailored spiking

ReLU activation. The neural activities of the same three neurons are shown in Figure

6.5a) for a scale of 1 (i.e., keeping the same input weights as the original SNN), in

Figure 6.5b) for a scale of 5 (so a linear scale of 5 is applied to the inputs of the

neurons), and in Figure 6.5c) using a scale of 50. As expected, the spikes fire much

faster when increasing this parameter, being the spikes almost indistinguishable in

the latter case, and thus reducing the sparsity of this network. Between the neural

activities a) and b), the mean firing rates are low (6 and 30.9 Hz) and show a more

sparse firing rate, meaning that both are in principle better suited parameters for

this application. The preliminary results computed within NengoDL (Figure 6.5d))
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a) Amplitude: 0.01, Firing rate scale: 1, Mean firing rate (Hz): 6.0
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b) Amplitude: 0.01, Firing rate scale: 5, Mean firing rate (Hz): 30.9
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c) Amplitude: 0.01, Firing rate scale: 50, Mean firing rate (Hz): 266.4
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Figure 6.5: a) Neural activities setting an amplitude = 0.01 and a firing rate scale = 1,
Neural activities setting an amplitude = 0.01 and a firing rate scale = 5, c) Neural activities
setting an amplitude = 0.01 and a firing rate scale = 50, and d) predictions over the testing
set.

indicate that a scale of 5 provides a slighlty better performance, being thus the most

adequate value for this parameter. Naturally, tuning these parameters is a harder

task when dealing with more complex data and more complex spiking architectures,

as we will see in the following section.

6.2.4 Load forecasting

Let us set another example using real data to calculate one-step ahead forecasts.

In particular, short-term load forecasting is an example of interest due to its close

relation with WPF, as both are necessary to operate and maintain the stability of the

electrical grid (Hong and Fan, 2016). Furthermore, load demand data show regular

daily and weekly patterns which are not observed in wind power data (Quan et al.,
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2013), so a model architecture using CNNs (such as the one described in section

6.2.2) is a good candidate to extract such features (Sadaei et al., 2019). Records

of aggregated hourly demand data from Ireland (Figure 6.6) can be found on the

European Network of Transmission System Operators for Electricity (ENTSO-E)

website (ENTSO-E, 2021). The available measurements have been recorded between

2016 and 2018.

As usual, we build and train the rate-based equivalent of the model, and subse-

quently the activation functions are replaced. Then, the spike parameters are tuned

without specifying any hardware requirements, and we monitor the initial results

to choose the best values for these parameters. Some of these initial forecasts are

shown in Figure 6.7. The existing patterns in load data are captured by the model,

and adjusting the spikes parameters is fairly straightforward. The dashed red line

(obtained using an amplitude of 0.05 and a firing rate scale of 50) matches closer the

test data compared to the rest, so these values are chosen for its implementation on

Loihi’s emulator (or the hardware itself if available).

As indicated in Step 5, the network must be further adjusted to be run on Loihi.

In our particular case, we must indicate what layers are run on- and off-chip, but

other adjustments might be needed for more complex networks, such as distributing

the connections of the network over multiples cores on Loihi (Applied Brain Research,

2021). Figure 6.8a) shows that neurons are effectively firing in each layer, whereas

Figure 6.8b) compares the initial forecasts obtained previously while tuning the spike

parameters (the red dashed line) and the load forecasts emulating the Loihi chip

(dash-dot green line). It can be observed that the model architecture translates well

to the emulator after fine-tuning those hardware specifications, resulting in similar

load forecasts with respect to the initial evaluation of Step 4.
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Figure 6.6: Sample of hourly load demand data for Ireland.
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Figure 6.7: Preliminary one-step ahead load forecasts setting different spike amplitudes and
firing rates.
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Figure 6.8: Results for one-step ahead load forecasts: a) Neural activities of 5 neurons of
each layer. One input vector is shown over 1000 timesteps. b) Predictions over the testing
set with the SNN architecture (dashed red line) and running the SNN on the Loihi emulator
(dash-dot green line).

154



CHAPTER 6. NEUROMORPHIC COMPUTING FOR WIND POWER
FORECASTING

6.3 Wind power forecasting

First and foremost, we have to keep in mind that neuromorphic computing is still in

its infancy, so the goal is to reach an acceptable level of performance to build up our

knowledge for implementing spiking-based models for WPF, and not outperforming

the current well-established neural network models (Davies et al., 2021). In addition,

spiking models could benefit further from data collected with event-based sensors

(Leñero-Bardallo et al., 2018), and could contribute to unleash the potential of SNNs

for WPF if some type of relevant data could be compiled this way. Bearing these

insights in mind, let us apply the model architecture described in section 6.2.2 to

build the spiking forecasting models for each mode extracted from Irish wind power

data.

Following the methodology shown previously in section 6.2, we build the model

presented in section 6.2.2 (Step 1), and we train the rate-based neural network model

to set its network parameters (Step 2). Then, we transform it into an SNN by switch-

ing the activation functions to spiking ones (Step 3). In the Step 4, we set empirically

values for the amplitude and firing rate of the spikes (Table 6.1) within the NengoDL

framework till we obtain a reasonable performance of the spiking model. On the one

hand, the spiking amplitude modulates the amount of information transmitted to

the subsequent layers of the network, whereas the firing rate adjusts how fast the

spikes are being fired. If the firing rate is high, the behavior will be closer to the

non-spiking model and thus the performance will increase, but at the cost of losing

the characteristic temporal sparsity provided by the spikes (Patel et al., 2021). In

addition, having a high firing rate will lead to detrimental results on Loihi because of

Table 6.1: Main spiking network parameters.

Neuron type Spiking amplitude Firing rate scale
Mode 1 Spiking ReLU 0.1 25
Mode 2 Spiking ReLU 0.05 40
Mode 3 Spiking ReLU 0.01 70
Mode 4 Spiking ReLU 0.1 90
Mode 5 Spiking ReLU 0.3 200
Mode 6 Spiking ReLU 0.3 200
Mode 7 Spiking ReLU 0.5 400
Mode 8 Spiking ReLU 1.5 500
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the discrepancy resulting from discretizing the spiking activation function (as shown

in Figure 6.2). The low mean firing rates of these preliminary results (Table 6.2) sug-

gest that the selected parameters are potentially good to be implemented on Loihi.

Afterwards, we configure some additional parameters to run the model on the Loihi

emulator (Step 5). In particular, we must indicate what part of the model is run

off-chip (in this case, the off-chip layer we use to communicate with the chip) and

how long each input vector is presented to the network (in our case, we will show

each one for 0.4 seconds).

The information recorded in Steps 4 and 5 are shown in Figures 6.9-6.16 for modes

1 to 8 respectively. Part a) of these figures shows the neural activities of each layer

(limited to 5 neurons for illustrative purposes). These neural activities correspond

to the first input vector fed to the model, and produce the first point forecast shown

on part b). Furthermore, the neural activities help us visualize the mean firing rates

shown in Table 6.2: modes 1, 3, and 8 exhibit higher firing rates, which translates

into a large number of spikes generated during this timeframe, whereas the rest of

modes present a more sparse behavior, resulting in a lower generation of spikes. In

some cases, such as mode 4 (Figure 6.12) and mode 5 (Figure 6.13), the neurons

of the off-chip layer need a large time to settle and thus start to spike, delaying

the neural response of subsequent layers. Although the temporal sparsity is not

necessarily adverse in terms of forecasting accuracy (it is indeed one feature we are

looking for when building a SNN), it might occasionally be advisable to fine tune

the firing rate of the off-chip layer to propagate the information faster to the rest of

the network.

Table 6.2: Mean firing rates (Hz) for each layer.

Off-chip layer Conv layer Dense layer
Mode 1 8.1 8.3 12.0
Mode 2 1.9 1.8 2.1
Mode 3 7.2 4.9 2.5
Mode 4 1.6 1.2 1.0
Mode 5 1.2 1.3 1.0
Mode 6 1.1 1.0 1.0
Mode 7 1.4 1.1 1.0
Mode 8 3.7 9.6 11.5
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Figure 6.9: Results for mode 1: a) Neural activities of 5 neurons of each layer. One input
vector is shown over 1000 timesteps. b) Predictions over the testing set with the SNN
architecture (dashed red line) and running the SNN on the Loihi emulator (dash-dot green
line).
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Figure 6.10: Results for mode 2: a) Neural activities of 5 neurons of each layer. One input
vector is shown over 1000 timesteps. b) Predictions over the testing set with the SNN
architecture (dashed red line) and running the SNN on the Loihi emulator (dash-dot green
line).
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Figure 6.11: Results for mode 3: a) Neural activities of 5 neurons of each layer. One input
vector is shown over 1000 timesteps. b) Predictions over the testing set with the SNN
architecture (dashed red line) and running the SNN on the Loihi emulator (dash-dot green
line).
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Figure 6.12: Results for mode 4: a) Neural activities of 5 neurons of each layer. One input
vector is shown over 1000 timesteps. b) Predictions over the testing set with the SNN
architecture (dashed red line) and running the SNN on the Loihi emulator (dash-dot green
line).
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Figure 6.13: Results for mode 5: a) Neural activities of 5 neurons of each layer. One input
vector is shown over 1000 timesteps. b) Predictions over the testing set with the SNN
architecture (dashed red line) and running the SNN on the Loihi emulator (dash-dot green
line).
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Figure 6.14: Results for mode 6: a) Neural activities of 5 neurons of each layer. One input
vector is shown over 1000 timesteps. b) Predictions over the testing set with the SNN
architecture (dashed red line) and running the SNN on the Loihi emulator (dash-dot green
line).
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Figure 6.15: Results for mode 7: a) Neural activities of 5 neurons of each layer. One input
vector is shown over 1000 timesteps. b) Predictions over the testing set with the SNN
architecture (dashed red line) and running the SNN on the Loihi emulator (dash-dot green
line).
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Figure 6.16: Results for mode 8: a) Neural activities of 5 neurons of each layer. One input
vector is shown over 1000 timesteps. b) Predictions over the testing set with the SNN
architecture (dashed red line) and running the SNN on the Loihi emulator (dash-dot green
line).
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Figure 6.17: One-step ahead WPFs with the SNN architecture (dashed red line), running
the SNN on the Loihi emulator (dash-dot green line) and a non-spiking VMD-GRU model
(purple crosses) over the testing set.

At this stage, the performance of our models can finally be examined (Step

6). The model is designed to provide 1-step ahead point forecasts (Figure 6.17).

The dashed-red lines show the forecasts obtained while tuning the model using the

NengoDL framework in Step 4. While this preliminary model is able to forecast

increasing/decreasing trends of power generation, it is not as accurate for high or

low power generation scenarios. Nonetheless, this initial assessment allows us to

prepare our model for Loihi (dash-dot green line), which demonstrates the same

skill to detect increasing/decreasing trends of power generation as the preliminary

model, while showing a better capability of forecasting high/low power generation

values. This difference of performance also arises from the model architecture itself.

When the model is initially evaluated outside the Loihi framework, it cannot discern

that the first layer is only set to start to generate spikes. Such nuance is captured

when the model is configured to be implemented on Loihi. Additionally, we observe

that the forecasts are not as accurate compared to the VMD-GRU model presented

in chapter 4, and the outputs are generally noisier. However, this is an expected

outcome due to the current limitations of neuromorphic hardware.

In conclusion, we have successfully transformed a non-spiking neural model into

a spiking one with a reasonably good performance, having achieved a 2.84% NMAE

for 1-step ahead forecasts with the model adapted to neuromorphic hardware.
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6.4 Conclusions

Neuromorphic computing provides a new paradigm to build energy-efficient low-

latency algorithms in contrast to the current state-of-the-art ML/DL strategies. In

particular, SNNs aim to learn in a more biologically plausible manner (Tan et al.,

2020) by mimicking more closely the spike-based transmission of information which

occurs in the brain (Kasabov, 2019). Currently, the two major challenges for the

use and implementation of SNNs are 1) the training of such models, as the well-

established training strategies based on the backpropagation algorithm applied to

ML/DL cannot be used directly as spikes are not differentiable, and 2) the imple-

mentation of SNNs on neuromorphic hardware, as SNNs must be tailored to cater to

the specific requirements of the hardware. The first challenge has been addressed so

far with different approaches, such as ANN-to-SNN conversion, and using variations

of error backpropagation to directly train SNNs. The second challenge is hardware-

dependent, and should be addressed according to the requisites of the hardware used

to implement the SNN.

In this chapter, we adopt an ANN-to-SNN conversion approach to forecast wind

power, and obtain these WPFs emulating or running the spiking model using the

neuromorphic hardware Loihi (Davies et al., 2018). SNNs are designed using the

framework provided by the software Nengo (Bekolay et al., 2014; Rasmussen, 2019).

First, we build and train the non-spiking neural network. After training, we map

the parameters and replace the activation functions for their spiking counterparts,

which will be used during the prediction stage. Then, without considering hardware

specific constraints, some preliminary results are evaluated to tune some spike-related

parameters such as the firing rate or the amplitude of the spikes. Finally, the SNN

is further adjusted to be run on the hardware emulator (or actually running the

model on Loihi if available) to obtain the WPFs. Following all these steps, we have

managed to reach our goal of achieving a good level of performance with the proposed

spiking architecture, obtaining a NMAE of 2.84% for one-step ahead forecasts when

the model is emulated on Loihi.

As the current training schemes are still in their infancy, and the availability of

neuromorphic devices is still limited, there are plenty of directions to follow to con-
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tinue the development of neuromorphic-based WPF algorithms. Regarding the first

point, the described ANN-to-SNN conversion approach can be further tuned, by for

instance adjusting the firing rates of each layer individually, or analyzing the effect of

synaptic filters to smooth the output. In addition to that, extending the modelling

of spiking networks to train them directly would lead to a more efficient use of neu-

romorphic hardware, as well as using online approximations of the backpropagation

algorithm to learn online from the available data (Davies et al., 2021), leveraging

the ability of SNNs to implement real-time algorithms. Furthermore, neuromorphic

hardware keeps getting developed, such as Loihi 2 (Orchard et al., 2021), which will

contribute to strengthen the implementation of more complex neuromorphic algo-

rithms.
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Chapter 7

Conclusions

The main research objective of this thesis was to sustainably improve short-term

wind power forecasts without introducing new modelling algorithms but identifying

ways of improving the existing ones. This has been achieved by better understanding

and quantifying forecast errors, developing and proposing guidelines to benchmark

novel statistical wind power forecasting models, and leveraging the current data

and cutting-edge technology to provide such forecasts in the most efficient manner

possible.

This chapter serves as an epilogue, summarizing the main contributions of this

thesis, assessing critically the research performed as well as indicating possible di-

rections for future research.

7.1 Main contributions

The central contributions of this thesis can be summarized into three categories:

1) decomposition and quantification of sources of forecast error, 2) standardization

of model benchmarking for statistical wind power forecasting models, and 3) effi-

cient processing of these forecasting models by exploiting the potential of data and

technology.

Chapter 2 presents a simulation-based statistical framework to identify the main

sources of error, by decomposing the forecast error and quantifying the contribution

of each source to the total forecast error. Even if this type of insight is well known

in the context of statistical error modelling, such a decomposition has barely been
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addressed previously despite the ample literature on time series model misspecifica-

tion. Thus, two novel indices are defined to quantify the inflation of the MSE with

respect to a given true model, which can be an ARIMA or SARIMA model of any

order. The proposed framework has been applied to wind speed forecasting (which

can be later converted into forecasts of wind power using a predefined power curve,

or used as an exogenous variable of a more advanced WPF model), where wind

speed data have been generated with ARIMA(3, 1, 1) processes (assuming this is the

true model) to quantify the indices which measure the influence of misspecifying the

model and its parameters. In relation to our research objectives, this quantification

will allow practitioners to better select models while avoiding overfitting by finding

the adequate order of AR and MA terms.

Chapter 3 presents an overview of the most common metrics applied for evaluat-

ing statistical WPF models in the recent literature for both point and probabilistic

estimates. Regarding the latter, we have paid particular attention to the evaluation

of prediction intervals, the most popular representation of probabilistic estimates.

Furthermore, this chapter illustrates the capability of these metrics to properly eval-

uate the performance of WPF models over different datasets, time resolution and

other model specific attributes. These aspects are often disregarded to determine

the validity of a forecasting model over an out-of-sample set, as the values of these

metrics could be influenced by the intrinsic characteristics of the dataset and they

could fluctuate considerably for different periods of the same testing set. A numer-

ical study is presented using wind power data from Ireland with two different time

resolutions (10 minutes and 1 hour) and decomposition-based hybrid models to be

assessed by the performance evaluation metrics. Furthermore, we have stressed the

importance of leveraging these performance evaluation metrics to additionally assess

the robustness of WPF models against different power production scenarios in order

to have a more comprehensive vision on model performance. Therefore, the research

carried out in this chapter proves to be useful in the model development stage of

statistical WPF models.

In fact, the insights drawn from chapters 2 and 3, together with the main guide-

lines outlined by the IEA Wind Task 36 (Giebel et al., 2020), have been the foun-
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dations of the work conducted in chapter 4, where a benchmarking framework to

evaluate short-term WPFs of statistical models has been developed. The lack of this

type of benchmarks is one of the main research gaps found in the literature review,

reducing the real capability of new wind power forecasting methodologies imple-

mented for industry applications (Zack et al., 2019). Therefore, this benchmarking

framework is designed to evaluate statistical WPF models over varied wind power

generation scenarios with standardized performance evaluation metrics (NMAE for

point estimates, and PICP and PINAW for prediction intervals). An illustrative ex-

ample of this benchmarking framework is applied to a set of 21 decomposition-based

hybrid models (Qian et al., 2019), which have been implemented considering three

state-of-the-art decomposition algorithms (VMD, EMD and EEMD) and a set of

neural network based forecasting models. Any possible bias to initialization in these

neural network based models is also addressed in the proposed framework. Further-

more, as the benchmarking process considers diverse realistic operational conditions

of the wind farms, not only the accuracy but the robustness and reliability of the

WPF models are examined in this framework. All things considered, the implemen-

tation of such a benchmark in the research community would be helpful to overcome

the current state of WPF modelling, where hundreds of publications claim to provide

the best model performance with respect to other state-of-the-art models, although

under different evaluation criteria. The insights drawn from this benchmark are

valuable from an industrial point of view as well, as this benchmark would allow

practitioners to choose objectively the best existing model for any particular appli-

cation, which depends directly on the prediction horizon (Table 4.1). For instance,

wind farm operators use the information provided by WPFs to bid in the electric-

ity market. The higher the deviation of the forecast is with respect to the actual

value, the higher the penalisation will be in economical terms. Furthermore, having

a more representative and realistic vision of WPFs in terms of model performance

will contribute to unleash the potential of WPFs as a tool to reach the energy tran-

sition scenarios projected by the IEA (International Energy Agency, 2021) in which

renewable energy sources will have a higher share in the electricity mix. This point is

particularly important for Electricity Transmission System Operators (e.g. EirGrid
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in Ireland), as improved WPFs will facilitate the schedule of electricity generated

from wind farms. Otherwise, inaccurate WPFs will result in additional costs as the

wind farms will be run either with reduced efficiency if the WPF estimate is lower

than the actual generation or demand must be met with another sources of electric-

ity (such as gas or coal plants) if the WPF estimate is higher than expected. This

line of thought can be extended to other renewable energy sources characterized by

their intermittency such as the case of solar energy (Yang et al., 2021b). In any case,

this framework does not only allow to select a certain forecasting model in terms of

improved WPFs, but it extends such selection to probabilistic forecasts represented

as prediction intervals, allowing to use more advanced decision-making strategies for

industrial applications (Pinson et al., 2007a; Wang et al., 2016c) and consequently

increasing the competitiveness of both wind farm operators and the Transmission

System Operator.

Another thought we have kept in mind throughout this thesis is that the ultimate

goal of reducing the O&M cost of onshore wind energy is to make it more accessible

to transition to a greener future (de Simón-Martín et al., 2019). Therefore, it makes

sense that our wind power forecasting methodologies are also green, in the sense that

the computational cost should not be too high or should at least be optimized as

much as possible, in line with the computational efficiency pursued in this thesis as

one of the research objectives. Thus, the last main contribution is based on this idea.

The work presented in Chapter 5 aims to leverage high-resolution data collected at

a turbine-level in order to provide improved WPFs while not increasing excessively

the computational cost required. This is achieved by grouping turbines using the

DBSCAN clustering algorithm and building forecasting models for each identified

cluster. A case study has been performed in this chapter using the turbine-level

data extracted from the farm labelled as WF-II. Two clusters have been identified in

this wind farm, and have resulted in improvements in terms of NMAE scores around

5-10% with respect to an individual farm-level forecasting model for very short-term

forecasts.

On the other hand, another take on this green concept is developed in Chapter 6,

where a perspective from a technological point of view is provided. There is a trend
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to apply ML/DL models to forecast wind power, as clearly observed in the literature

review (Table 1.3). Even if these methodologies are able to estimate WPFs with

high accuracy, they can become very expensive computationally during the training

stage. Therefore, this chapter introduces the idea of using neuromorphic devices to

build energy-efficient algorithms to reduce the computational cost associated with

the current status of machine and deep learning models. In particular, an ANN-to-

SNN conversion approach has been applied. As a starting point, the architecture of

a conventional neural network model is carefully designed so it can be successfully

converted into an equivalent spiking network which is used during the prediction

stage. The architecture is also tailored for the deployment of the SNN on neuromor-

phic hardware, specifically Loihi, a neuromorphic chip developed by Intel (Davies

et al., 2021). Emulating this device, we have achieved a NMAE score of 2.84% for

one-step ahead WPFs.

In a nutshell, two main directions have been followed to develop this last con-

tribution. From the data point of view, clustering wind turbines reduces indeed

the computational cost while improving forecasting accuracy compared to a single

farm-level model for short-term horizons. On the other side, the new computational

paradigm provided by neuromorphic computing open up a lot of possibilities, partic-

ularly in the implementation of energy-efficient wind power forecasting models which

can be leveraged for online forecasting and their implementation in the Internet of

Things space.

7.2 Limitations

In this section, we indicate the existing limitations to provide the readers with a

complete vision of the research carried out.

The statistical framework to decompose forecast errors presented in chapter 2

can only be applied to ARIMA or SARIMA type of models at the current stage,

and the data must be generated synthetically from this type of processes to estimate

such decomposition. Furthermore, the comparison with other misspecified models

is restricted to the same order of integration. That is, the framework allows us to

compare a given ARIMA(p1, d1, q1) model with another ARIMA(p2, d2, q2) model
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if and only if d1 = d2.

A further standardization of the evaluation of WPF models is limited by the avail-

ability and the representativeness of the data. In this thesis, data are representative

in terms of sample size, as two years and a half of data allow to draw meaningful

conclusions (as indicated by Yan et al. (2022), a one-year long dataset is large enough

as all seasons are covered) and the proposed framework does reduce the impact of

data to a minimum extent (by dividing the data into different training/testing sub-

sets representing varied operational conditions). However, the operational conditions

might not be necessarily representative for other wind regions. This limitation could

be addressed by analyzing the representativeness of the operational conditions of the

Irish wind farm data for other regions.

The clustering-based approach described in chapter 5 is limited in terms of scal-

ability, so it should be tailored for every specific case to be studied. Furthermore,

the same type of data may not necessarily be available for another wind farms, so

the clustering variable selection has to be performed for other wind farms to find

the best configuration. On the other hand, the deployment of SNN algorithms for

neuromorphic devices is tied to the development of such devices, which is unfortu-

nately not very mature yet, so it will take a few years to consider the benefits of

neuromorphic devices for more than a proof of concept.

7.3 Directions for future research

There are several lines of potential research. The statistical framework introduced in

chapter 2 has plenty of potential for improvement: it could be extended to consider

not only time series analysis models but other widespread methodologies such as

artificial neural networks. For that, the definitions and concepts defined within the

theoretical basis should be adjusted to fit other type of statistical methodologies.

Furthermore, introducing real data into the equation could also allow to establish

some type of index addressing the error coming from the data themselves. Synthetic

data are still valuable using ARIMA type of models, but further research is necessary

to carefully choose the coefficients of the AR and MA parameters.

With respect to the findings of chapters 3 and 4, the benchmark can be further
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improved if data are to be standardized in some manner, for instance estimating

the most optimal sample size and statistics for such standardization (Hahn et al.,

2017), and ensuring data are collected following international standards (Alizadeh

and Ozansoy, 2016). Furthermore, the results of the benchmark could be extended

with open source wind data to facilitate the reproducibility of results (Effenberger

and Ludwig, 2022).

It would also be positive to investigate particular aspects of every type of forecast-

ing model and take them into consideration for the concluding comparison provided

by the benchmark. For instance, we have identified how sensitive decomposition-

based hybrid models are to some initialization parameters, so several configurations

of these parameters might result in a distinct better performance depending on the

prediction horizon we are aiming for our model. Thus, this kind of considerations

should be addressed to find the best possible configuration of any given wind power

forecasting model and be presented in the benchmark for the sake of completeness.

Furthermore, investigation with respect to the validity of the model over time should

be considered. That is, forecasting models should be retrained adding new measure-

ments after some time to maintain a similar level of performance. However, tools to

quantify rigorously how and when to take this decision have barely been investigated

in the literature.

Other potential lines of research can be pursued using the conclusions drawn from

the computational optimization of wind power forecasting models. In terms of lever-

aging high resolution data, the turbine clustering approach can be extended using

other clustering algorithms and adding other variables (such as meteorological data

and the operational state of the turbines) to determine such clusters. In addition,

this clustering is subject to changes if for instance the wind direction changes, so a

mechanism to update the clusters in real time would be beneficial to keep yielding

improved wind power forecasts. On the other hand, the application of neuromorphic

computing for wind power forecasting is the line of investigation which has the great-

est potential, as this technology is taking its first steps, meaning that neuromorphic

devices still have little computational power, and the algorithms to train spiking

neural networks are still not well defined as the backpropagation algorithm cannot
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be applied directly to spikes. This way, future research on neuromorphic algorithms

for WPF should be focused on: 1) adapting to the current computational capabilities

of neuromorphic devices such as Loihi and Loihi2, and 2) implementing algorithms

which can train spikes directly instead of ANN-to-SNN conversion schemes to max-

imize the energy-efficient features of neuromorphic devices, and 3) implementing

online approaches to allow updating the parameters of the spiking neural network in

real time with the arrival of new measurements.
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Appendix A

Literature review

This appendix contains tables with all reviewed papers ordered chronologically. They

contain information about how the forecasts have been modelled, the type of output

(whether they provide point, probabilistic estimates, or both), the region/country

where the data are from, and the resolution of these data.
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Table A.1: Reviewed WPF modelling publications published before 2016.
Reference Modelling Output Data Resolution
Nielsen et al. (2006) QR Prob Denmark 15-min
Sideratos and Hatziargyriou (2007) ANN Point Denmark 1-h
Jursa and Rohrig (2008) ANN, Nearest Neighbors search Point Germany 1-h
Bessa et al. (2009) ANN Point Iberian Peninsula 10-min
Ramirez-Rosado et al. (2009) ANN, AR Point Portugal 1-h
Catalão et al. (2010) ANFIS Point Portugal 15-min
Hong et al. (2010) ANN Point N/A 30-min, 1-h
Kusiak and Zhang (2010) ANN, SVM, BT, RF, kNN Point N/A 10-s
Liu et al. (2010) ARIMA Point China 1-h
Pinson and Kariniotakis (2010) Adapted resampling, fuzzy inference Prob Denmark 1-h

Amjady et al. (2011a) ANN Point Ireland 1-hSotavento

Amjady et al. (2011b) ANN Point Canada 1-hUSA
An et al. (2012) Grey model, Lyapunov exponent Point China 10-min
Blonbou (2011) ANN Point Guadeloupe 5-, 10-min
Catalão et al. (2011) ANN Point Portugal 15-min
Pousinho et al. (2011) ANFIS Point Portugal 15-min
Bessa et al. (2012b) KDE Prob NREL 1-h
Bessa et al. (2012c) KDE Prob NREL 1-h
Bhaskar and Singh (2012) ANN, WNN Point NREL 1-h
Pinson and Madsen (2012) AR, Markov model Both Denmark 10-min

Sideratos and Hatziargyriou (2012) ANN Prob Denmark 1-hGreece
Chen et al. (2013) Gaussian Process, WP curve Point China 1-h
Khosravi and Nahavandi (2013) ANN, LUBE Prob Australia 15-min
Khosravi et al. (2013) ANN, LUBE Prob Australia 5-min
Kou et al. (2013) Gaussian Process Both China 15-min
Lee and Baldick (2013) ANN, Gaussian Process Point GEFCom2012 1-h
Peng et al. (2013) ANN, physical-statistical method Point China 10-min
Quan et al. (2013) ANN, LUBE Prob Australia 1-h
Shi et al. (2013) ANN, LS-SVM Point China 15-min
Stathopoulos et al. (2013) Numerical+statistical models Both Greece 1-h
Wan et al. (2013a) ELM Prob Australia 1-h
Wan et al. (2013b) ELM Prob Australia 1-h
Haque et al. (2014) ANN, QR Both USA 10-min

Zhang et al. (2014a) ELM Prob Australia 5-min
NREL 1-h

Alessandrini et al. (2015) Analog Ensemble Prob Italy 1-h
Buhan and Çadırcı (2015) SVM, ANN Point Turkey 1-h
Carpinone et al. (2015) Markov chain model Both USA 10-min
Chitsaz et al. (2015) WNN Point Canada 1-h
Dowell and Pinson (2015) VAR Both Australia 5-min
Han et al. (2015) ANN Point NREL 1-h
Kavousi-Fard et al. (2015) ANN, LUBE Prob Australia 15-min
Li et al. (2015) ANN Point NREL 1-h
Osório et al. (2015) ANFIS Point Portugal 15-min
Ozkan and Karagoz (2015) Dynamic clustering, linear regression Point Turkey 1-h
Xu et al. (2015) ANN Point GEFCom2012 1-h

Yan et al. (2015a) Gaussian Process Both Ireland 1-hUSA
Yang et al. (2015) SVM, Markov model Both N/A 10-min
Yuan et al. (2015) LS-SVM Point N/A 1-h
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Table A.2: Reviewed WPF modelling publications published in 2016-2017.
Reference Modelling Type Output Resolution

Abdoos (2016) ELM Point NREL 10-minSotavento
Aghajani et al. (2016) ANN Point Canada 1-h
Azimi et al. (2016) ANN Point NREL 1-h
Dong et al. (2016) ANN Point China 15-min
Gallego-Castillo et al. (2016) QR, RKHS Prob GEFCom2012 1-h
Heinermann and Kramer (2016) SVM, DT Point NREL 10-min
Landry et al. (2016) GBM Prob GEFCom2014 1-h
Li et al. (2016) ELM Point China 15-min
Nagy et al. (2016) GBM, QRF Prob GEFCom2014 1-h
Renani et al. (2016) ANFIS, kNN, RF, SVM, ANN, M5Rules Point Iran 5-min
Saleh et al. (2016) Neuro-fuzzy model Point USA 1-h
Wan et al. (2016) ELM, QR Prob Denmark 10-min
Yan et al. (2016) Gaussian Process Point Ireland 15-min
Zhang et al. (2016) LS-SVM, ESN, ELM, QR Both China 10-min
Zhang and Wang (2016) kNN, KDE Both GEFCom2014 1-h
Zhao et al. (2016) ELM Point NREL 1-h
Ziel et al. (2016) ARMA, GARCH Both Germany 10-min
Cavalcante et al. (2017) VAR Point N/A 1-h
Chang et al. (2017) ANN Point Taiwan 10-min
Dong et al. (2017) Neuro-fuzzy system Point China 15-min
Iversen et al. (2017) Stochastic DE Both Denmark 1-h
Jiang et al. (2017) ARMA Point China 1-h
Karakuş et al. (2017) AR Point GEFCom2012 1-h
Lahouar and Slama (2017) RF Both Tunisia 10-min
Liu et al. (2017) ANFIS, ANN, LS-SVM Point China 15-min
Qureshi et al. (2017) DNN Point Europe 1-h

Safari et al. (2017) LS-SVM Point Canada 10-minSotavento
Shi et al. (2017) RNN, LUBE Prob Canada 1-h
Wang et al. (2017a) Deep CNN Prob China 5-min
Wang et al. (2017b) Kernel regression Both China 10-min
Ye et al. (2017) CFD, Power curve Point N/A 10-min
Yesilbudak et al. (2017) kNN Point Denmark 10-min
Yuan et al. (2017) ARFIMA, LS-SVM Point N/A 10-min
Zameer et al. (2017) ANN Point Europe 1-h
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Table A.3: Reviewed WPF modelling publications published in 2018-2019.
Reference Modelling Output Data Resolution
Afshari-Igder et al. (2018) ELM Prob Canada 1-h
Baxevani and Lenzi (2018) Gaussian Process Both Denmark 15-min
He and Li (2018) ANN, QR, KDE Both Canada 1-h

Khorramdel et al. (2018) ELM, KDE Prob Canada 30-, 60-minSpain

Leng et al. (2018) ANN Point Canada 1-hNREL
Lin et al. (2018b) KDE, Bayesian learning, Beta distribution Both GEFCom2014 1-h
Mahmoud et al. (2018) ELM Prob Australia 30-min
Naik et al. (2018a) Kernel regression Prob USA 10-, 30-min, 1-h

Naik et al. (2018b) ANN Point USA 10-, 30-min, 1-h, 3-hSotavento
Naik et al. (2018c) Kernel regression Point USA 10-, 30-min, 1-h, 3-h
Sharifian et al. (2018) Neuro-fuzzy system Point Canada 1-h
Sun et al. (2018) WNN Point China 1-h
Wang et al. (2018) DBN Point Sotavento 10-min
Wu et al. (2018b) ANN, LUBE Prob Taiwan 1-h
Xie et al. (2018) Markov model, AR Prob USA 1-h
Zhao et al. (2018) VAR Point Denmark 15-min
Zjavka and Mišák (2018) Differential polynomial NN Point Czechia 30-min
Chen et al. (2019a) GARCH Point China 5-min
Çevik et al. (2019) ANFIS, ANN, SVM Point Sotavento 1-h
Demolli et al. (2019) LASSO, kNN, xGBoost, RF, SVM Point Turkey 10-min
Ding et al. (2019) GRU Point China 15-min
Du et al. (2019) WNN Point Sotavento 10-min
Han et al. (2019a) LSTM Point ELIA (Belgium) 15-min

Han et al. (2019b) LSTM Point ELIA (Belgium) 15-min
NREL 15-min

Hao et al. (2019) ANN Point China 15-min

Hao and Tian (2019) ELM Point Canada 1-h
Sotavento 10-min

Hong and Rioflorido (2019) Deep CNN Point Taiwan 1-h

Hong et al. (2019) LS-SVM Point

ELIA (Belgium) 15-min
Canada 10-min
Australia 10-min
China 1-h

Ju et al. (2019) CNN, GBM Point China 5-min
Korprasertsak and Leephakpreeda (2019) ARMA, ANN, Grey model Both Sotavento 1-h

Messner and Pinson (2019) VAR Point France 10-min
Denmark 15-min

Mishra and Dash (2019) Legendre NN Point Sotavento 10-, 30-, 60-minUSA
Prósper et al. (2019) WRF Point Spain 1-h
Qureshi and Khan (2019) DNN Point Europe 1-h
Sun et al. (2019) ANN, RF, SVM, GBM, GMM Point USA 1-h

Wang et al. (2019a) ESN Point ELIA (Belgium) 15-min
China 15-min

Wang et al. (2019b) ESN Both Sotavento 10-min
Wang et al. (2019c) GRU Prob NREL 10-min
Wang et al. (2019d) ANN Point China 15-min
Yan and Ouyang (2019) ANN, SVM, BT, RF Point China 15-min
Yin et al. (2019) CNN, LSTM Point Sotavento 1-h
Yu et al. (2019a) LSTM Point NREL 10-min
Yu et al. (2019b) Deep CNN Point NREL 10-min
Yuan et al. (2019) LSTM Prob N/A 10-min
Zhang et al. (2019a) ARMA, ANN, LS-SVM Point China 10-min
Zhang et al. (2019b) LSTM, GMM Point China 15-min
Zhang et al. (2019c) LS-SVM, DBN Point China 10-min
Zhao et al. (2019) ELM, QR Prob NREL 15-min
Zou et al. (2019) LUBE, IT-2 FCR Prob NREL 10-min
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Table A.4: Reviewed WPF modelling publications published in 2020.
Reference Modelling Output Data Resolution

Abedinia et al. (2020a) CNN Point Canada 1-h
Sotavento 1-h

Abedinia et al. (2020b) ANN Point Canada 1-h
Sotavento 1-h

Acikgoz et al. (2020) ELM Point Turkey 1-h
Ahmadpour and Farkoush (2020) Gaussian Process Both GEFCom2012 1-h
Aly (2020) ANN, WNN Point Canada 1-h
Chen and Liu (2020) ANN, ELM, RNN, LSTM Point Canada 1-h
Devi et al. (2020) LSTM Point India 15-min
Gilbert et al. (2020) Large eddy simulation Point Denmark 10-min
Hu et al. (2020a) ESN Both China 15-min

Hu et al. (2020b) QR, RKHS Both China 15-min
Sotavento 1-h

Li et al. (2020a) LSTM, LUBE Prob NREL 10-min
Li et al. (2020b) ANN Point China 15-min
Li et al. (2020c) WRF, power curve Point Tunisia 10-min
Li et al. (2020d) SVM Point France 1-h
Li et al. (2020e) SVM Point France 1-h
Lin and Liu (2020) DNN Point UK 1-s
Lin et al. (2020) DNN Point UK 1-s
Liu and Duan (2020) ELM, KDE Both China 10-, 30-, 60-min
Lu et al. (2020a) Grey box model Point ELIA (Belgium) 3-h
Lu et al. (2020b) SVM Point N/A 15-min
Nazaré et al. (2020) ANN Point Portugal 15-min
Nielson et al. (2020) ANN Point USA 1-h
Niu et al. (2020) GRU Point NREL 1-h
Ouyang et al. (2020) ANN, SVM, RF Point USA 15-min
Qian and Wang (2020) Grey model Point China N/A
Shahid et al. (2020a) Ensemble ANN Point Europe 1-h
Shahid et al. (2020b) LSTM Point Europe 1-h
Sun et al. (2020a) ANN, RF, SVM, GBM Both USA 1-h
Sun et al. (2020b) LSTM Both China 15-min
Wang et al. (2020a) Laguerre NN Point China 1-h
Wang et al. (2020b) ANN, SVM Point China 15-min

Wang et al. (2020c) SNN, LUBE Prob Belgium 15-min
China 15-min

Wu et al. (2020) ANN-based models Point ELIA (Belgium) 15-min
Yu et al. (2020) CNN, LSTM, QR Prob China 15-min
Zhang et al. (2020a) ANN Both GEFCom2012 1-h
Zhang et al. (2020c) Encoder-decoder, LSTM Point Sotavento 10-min
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Table A.5: Reviewed WPF modelling publications published in 2021.
Reference Modelling Output Data Resolution
Alshelahi et al. (2021) Stochastic DE, power curve Both N/A 10-min

De Caro et al. (2021) RF, Lazy learning, persistence Point Australia 1-hItaly
Dong et al. (2021a) Bernstein polynomial, mixture of Gaussians Point China 15-min
Dong et al. (2021b) Bernstein polynomial, ANN Point China 15-min
Duan et al. (2021) LSTM Point China 5-, 10-min
Gendeel et al. (2021) LS-SVM, LUBE Both China 15-min
Ghoushchi et al. (2021) WNN Point Iran 10-min
Gu et al. (2021) LSTM, KDE Both China 15-min

He et al. (2021) SVM, QR, KDE Both Canada 1-h
China 10-min

Hossain et al. (2021) CNN, GRU Point Australia 5-min
Liu et al. (2021c) CNN, GRU Point N/A 10-min
Lv et al. (2021) Sparse ML models, KDE Both NREL 1-h
Meka et al. (2021) TCN Point N/A 10-min
Putz et al. (2021) DNN Point Europe 15-, 30-, 60-min

Rayi et al. (2021) ELM Point USA 10-, 60-minSotavento
Shahid et al. (2021) LSTM Point Europe 1-h
Sommer et al. (2021) AR Point Denmark 15-min
Von Krannichfeldt et al. (2021) SVM, RF, GBRT, ERT Prob ELIA (Belgium) 15-min
Wang et al. (2021a) Autoencoder Point ELIA (Belgium) 15-min
Wu et al. (2021) CNN, LSTM Point China 10-min
Xiang et al. (2021) TCN, LSTM Point NREL 10-min
Yang et al. (2021c) Fuzzy C-means, power curve Point China 15-min
Yildiz et al. (2021) CNN Point Turkey 1-h
Yin et al. (2021) GAN Point Sotavento 10-min
Yuan et al. (2021) GAN Prob NREL 5-min
Zhang et al. (2021a) AR Point China 1-s
Zhang et al. (2021b) LSTM Both China 1-h
Zhang et al. (2021c) CNN, LSTM Point China 10-min
Zhang et al. (2021d) SARIMA, LSTM Point UK 1-h

Zhou et al. (2021) GAN Point Belgium 15-min
China 60-min

Table A.6: Reviewed WPF modelling publications published in 2022.

Reference Modelling Output Data Resolution
Ahmad and Zhang (2022) LSTM Point ELIA (Belgium) 15-min
Dong et al. (2022) KDE Prob China 1-h
Duan et al. (2022) LSTM, DBN Point China 10-min

Hu et al. (2022) TCN, QR Prob China 15-min
Sotavento 1-h

Khazaei et al. (2022) ANN Point Sotavento 10-min
Meng et al. (2022) GRU Point Spain 1-h
Sasser et al. (2022) DT Point USA 10-min
Wen et al. (2022) Gaussian Process Prob GEFCom2014 1-h
Xiong et al. (2022) CNN, LSTM Point China 3-min
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Appendix B

Packages and simulations

In Chapter 2, all the simulations have been run using R. The ARMA(1,1) series

are obtained using the arima.sim() function available in the package stats (Team

and Worldwide, 2002). As this function does not support seasonality, the seasonal

ARIMA processes are modelled by the function sim_sarima() from the package

sarima (Boshnakov and Halliday, 2020). The function Arima() from the package

forecast (Hyndman et al., 2020) is used to fit both true and misspecified models.

The predictions are finally estimated with the function predict(), also available in

the package stats.

In the rest of Chapters, all the simulations have been run using Python. The

VMD algorithm has been implemented using the vmdpy library (Carvalho et al.,

2020), EMD and EEMD with the PyEMD library (Laszuk, 2017), keras-tcn (Remy,

2020) for TCNs, and Keras with Tensorflow backend for the rest of models (Chollet

et al., 2015; Abadi et al., 2015). ELMs (used in section 5.2) have been implemented

with the library HP-ELM (Akusok et al., 2015). The DBSCAN algorithm has been

implemented with the library scikit-learn (Buitinck et al., 2013).

In Chapter 6, the library Nengo (Bekolay et al., 2014) is used to simulate neu-

romorphic algorithms together with the extensions NengoDL (Rasmussen, 2019) for

DL and NengoLoihi to emulate the behavior of Loihi hardware.
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Appendix C

Equivalence of Definition 1 and

the minimizer of the KL distance

The precise meaning of this equivalence is elaborated as follows. Let fθM ,n(y1, . . . , yn)

and fn(y1, . . . , yn) be the joint densities of {Y1, . . . , Yn} under the model M with

parameter θM and the true modelM respectively. We shall consider the limit of the

scaled KL-divergence

1

n
KL(fθM ,n||fn) =

1

n

∫
log

(
fn(y1, . . . , yn)

fθM ,n(y1, . . . , yn)

)
fn(y1, . . . , yn) dy1 . . . dyn.

Let us use yn := (y1, . . . , yn)′ to simplify the notation. Also let ŷk be the best

linear prediction of yk using y1, . . . , yk−1 under the model M with parameter θM ,

and denote by νj the corresponding prediction error variance. Under normality of

M , it holds that

− 1

n
log fθM ,n(yn) =

1

2n

n∑
k=1

[
log(2πνk) +

(yk − ŷk)2

νk

]
.

As k →∞, it holds that ŷk → ŷθMk , and

lim
k→∞

νk = ν∞ := EθM

(
yk − ŷθMk

)2
.
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In the limit of the KL divergence,

lim
n→∞

1

n
KL(fθM ,n||fn) = lim

n→∞

1

n

∫
log [fn(yn)] fn(yn) dyn−

− lim
n→∞

1

n

∫
log [fθM ,n(yn)] fn(yn) dyn,

since the first term does not involve θM , we aim to minimize the second term, which

in the limit becomes

− lim
n→∞

1

n

∫
log [fθM ,n(yn)] fn(yn) dyn =

1

2
log(2πν∞) +

1

2ν∞
EM

[
Ŷ θM
n+1 − Yn+1

]2
.

This leads to our definition of the best misspecified model.
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Appendix D

Model misspecification with

SARIMA models
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Figure D.1: Decomposition of percentage inflation in forecast errors for a true
SARMA(2,2)(2,2)7 process for 7-step ahead predictions. 5000 simulations have been run
for every scenario.
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Figure D.2: Decomposition of percentage inflation in forecast errors for a true
SARMA(2,2)(2,2)7 process for 14-step ahead predictions. 5000 simulations have been run
for every scenario.
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