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Guagliù stateme a senti’ : questo è il bene [?] e questo è il male [!]. Il bene è il dubbio,
quando voi incontrate una persona che ha dei dubbi state tranquilli, vuol dire che è una
brava persona, vuol dire che è democratico, che è tollerante, quando invece incontrate
questi qui [!], quelli che hanno le certezze, la fede incrollabile, e allora stateve accorte,
vi dovete mettere paura, perché ricordatevi quello che vi dico: la fede è violenza, la
fede in qualsiasi cosa è sempre violenza.

Gli uomini, invece, gli uomini si dividono in uomini d’amore e uomini di libertà, a
seconda se preferiscono vivere abbracciati l’uno con l’altro oppure preferiscono vivere
da soli per non essere scocciati.
Come esistono uomini d’amore e uomini di libertà, ci sono poi i popoli d’amore e i
popoli di libertà. Io su questa cartina dell’Europa ho dipinto in nero i popoli d’amore
e in bianco quelli di libertà. L’Italia, la Spagna, l’Irlanda, la Polonia, la Grecia ap-
partengono al mondo dell’amore; l’Inghilterra, la Scandinavia, la Germania, invece,
appartengono al mondo della libertà. Poi ci sono i grigi che sono quelli che hanno
un po’ d’amore e un po’ di libertà. Gli inglesi, popolo di libertà, hanno il culto della
privacy. In Italia, gli inglesi sono i milanesi.
Gli uomini d’amore non hanno bisogno di spazio, fosse per loro vivrebbero abbracciati
l’uno con l’altro.

Luciano De Crescenzo, Così parlò Bellavista, 1984



Agli uomini d’amore.
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Abstract

In this thesis I report on the research I carried out on the topic of Microwave Kinetic
Inductance Detectors (MKIDs) over the last four years.

After an introduction chapter and a literature review on MKIDs, Chapter 3 describes
the work carried out during the commissioning of a cryogenic laboratory in DIAS.
Here, I introduce the primary equipment that was used, including the cryostat and
it’s electronics, alongside some custom-made parts which I designed, such as the
sample boxes for the MKIDs. The fourth chapter includes a description of the two
pieces of LabVIEW software that I have developed. The first enables the interfacing
of a computer with a resistance bridge in order to perform critical temperature
measurements. The second is used to control a monochromator that, along with other
sources, was used to illuminate the detectors and to perform optical characterisation
of ARIEL dichroics. The two subsequent chapters describe the full development
process of an MKIDs array, from the design and simulation of an array (Chapter 5)
to the cleanroom fabrication process that I developed (Chapter 6). In Chapter 7, I
discuss the importance of understanding and simulating the behaviour and
performance of MKIDs in terms of fabrication yield and energy resolution. Chapter 8
addresses the issue of improving the fabrication yield; I propose the DC-bias of
selected resonators to re-tune their resonant frequency and achieve an overall 12.5%

improvement in fabrication yield. I present a feasibility study, published an SPIE
proceedings, and suggest a possible design to reach an 87.5% yield. Chapter 9 details
the characterisation process and results of two developed MKID arrays. I also
describe the first detector which was capable of producing a detectable pulse when
illuminated. It was used as a proof of concept and it exhibits moderate resolving
power in the order R ∼ 2− 3 in the optical and near-infrared. I Chapter 10
summarises the main results of the experimental research that I have carried out
during this PhD. Chapter 11 presents a literature review on the application of
MKIDs outside visible and near-infrared astronomy and discusses where else the work
presented in this thesis could be applicable; this study forms the basis of a review
paper published by the DIAS MKIDs group. Finally, Chapter 12 presents further
work that will be conducted at the Dublin Institute for Advanced Studies alongside
possible technological improvements on Microwave Kinetic Inductance
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Detectors.

In the appendices, the reader can find further details on the experimental setup, the
derivation of some equations used in the body of the text and some further discussion
on the noise performance of the MKIDs. In Appendix A1, the reader can also find a
side project I undertook, which is the optical characterisation of the D-3 dichroic for
the Ariel telescope.
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1 Introduction

1.1 Photon Detectors

Light detection is crucial for many applications, ranging from astronomical detectors
in highly technological telescopes, to commercial cameras intended for the general
public. From sophisticated body scanners in airport security and health sciences, to
specialised machinery in factories. Even though there is a wide variety of photon
detectors, which can be more or less suitable to each different application, there are
only a few detection mechanisms. Most of them are based on the idea that the
detection and processing of variations in an electrical signal is easy, at least in theory.
Among these, the most commonly used detection mechanisms involve:

• The photoelectric effect

• Thermal excitation

• Pair breaking

While any further details on the first mechanism is redundant, the basic details can
be found in Einstein’s 1905 paper that resulted in him being awarded a Nobel Prize
(21) in 1921, thermal excitation describes the phenomenon whereby photons heat up
a detector changing its temperature which in turn induces a change in the electrical
properties of the readout circuit. Pair breaking refers to exciting a superconductive
Cooper Pair out of its superconducting state, thus generating brand new type of
particles which are often referred to as quasi-particles.
The first category features the two most widespread types of photodetectors,
Photomultiplier Tubes (PMTs) and Photodiodes (which exploit the internal
photoelectric effect) (22). PMTs were originally developed in the 1930s and used
extensively until, and even beyond, the year 2000; mostly for scientific applications
such as Super-Kamiokande (23) and the most recent update of the Pierre Auger
Observatory (24). Their basic operating principle is the deployment of a standard
vacuum tube with multiple secondary-emission electron amplification stages. The
first electron is created when a photon strikes the photo-cathode made from material
favouring the photoelectric effect in the wavelength range of interest. A series of
electrodes in the vacuum tube produce further electrons through secondary-emission,
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effectively amplifying the signal. The electrons are collected at the anode, which
produces an electrical signal, after a time ∆t from the extraction of the first electron,
as a response to the photon hit. Semiconductor-based detectors are currently the
most commonly used photodetectors in almost every field of application due to their
small size and their great integrability. Photodiodes exploit a p-n junction as the
light-sensitive element. A photon penetrating a photodiode produces an electron-hole
pair in the bulk material. When an electric field is applied across the junction, the
charges thus generated can be collected at either electrodes of the diode, hence
producing an electrical signal. Depending on technological needs,
semiconductor-based photodetectors may or may not not exhibit amplification and
energy resolution, and may have significantly different detection efficiencies at
different wavelengths. Most astronomical instruments deploy semiconductor-based
detectors, such as the Wide Field Camera 3 on the Hubble Space Telescope (25), and
the forthcoming Cherenkov Telescope Array (26).
Thermal detectors, or bolometers, are mainly used for very niche applications, mostly
in astronomy and particle physics. Instruments such as Herschel (27), Scuba-2 (28),
and LNGS’s experiment CUORE (29) deploy bolometric detectors. Bolometers rely
on the change of a physical quantity, such as the conductivity of a material with
varying temperature. An example is the so-called Transition Edge Sensor (30)(31), a
particular subclass of cryogenic superconducting detectors which are operated at
temperatures very close to their critical temperature. When a photon strikes, the
detector heats up and might experience a transition to its normal state. The
transition generates a change in conductivity, which is then read out.
Finally, pair breaking detectors rely on photons exciting, directly or indirectly,
superconducting Cooper Pairs into their normal state, thus changing the
superconducting current density. This has different effects for
Superconducting-Nanowire Single Photon Detectors, SNSPDs, (32) or Microwave
Kinetic Inductance Detectors, MKIDs,(33). MKIDs, in comparison with
semiconductor-based detectors, are sensitive to light in a wide range of wavelengths:
from the millimeter to X-Ray bands. Furthermore, MKIDs exhibit inherent energy
resolution shortward of the infrared band, are single photon sensitive, and being
operated at cryogenic temperatures, can count photons with no thermal noise.
MKIDs are the main topic of this thesis and the coming pages will describe the
applications of this technology in the field of astronomy.

1.2 Astronomical applications

One of the big challenges in astronomy for the next few decades is the study of
extra-solar (exo) planets and here MKIDs may play an important role in the future.
For example, ESA and NASA funding for Ariel (34), LUVOIR (35) and HABEx (36)
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missions underscores the importance of this topic in modern astronomy. The study of
exoplanets is starting to answer one of the "big questions" of mankind. In 400 B.C.,
Aristotle started debating whether the world we live in is the only one possible and
we are alone in the universe or if there is a "plurality of worlds", which he could not
imagine. Currently, the scientific community does not have an answer to this
question, yet humanity is now at a stage where it is deploying space missions and
ground-based facilities to try and at least examine the possibility of life outside the
Solar System. Furthermore, planet-forming systems are still a hot topic of interest,
thus further, high quality, observations will be of great interest for the scientific
community.
The habitable zone (HZ) was firstly introduced in 1959 by Su-Shu Huang (37) and
describes the orbital area surrounding a star, within which, life as we know it is
possible. Practical considerations on a star’s stability, over long time scales, provide
an initial guess on which stars could possibly host inhabited or habitable exoplanets.
Huang suggests that the most reliable candidates would be lying on the main
sequence and would be class F (late), G or K (early) stars.
The size of the habitable zone, arguably, depends on the luminosity of the star;
brighter stars have a larger HZ and viceversa. Nonetheless, the inner and outer limits
of the HZ are well defined and reflect the temperature of the planet. The inner limit
is given by the distance at which the greenhouse effect in the planet’s atmosphere is
blocking thermal radiation from the planet’s surface, resulting in the evaporation of
liquid water on its surface. The outer limit is given by the distance where the
greenhouse effect fails to keep the surface of the planet warm, and any water, if
present, would only be found in the form of ice.

There are multiple indirect ways to detect exoplanets, such as radial velocity and
transit spectroscopy. However, a direct detection is desirable as, with the right
detectors, this would allow for broad spectroscopic measurements of their atmosphere
in order to understand their composition. There are a number of challenges when it
comes to observations of exoplanets. The habitable zone of most stars only extend to
a few astronomical units (au) which, given the distance of even the nearest
exoplanets, means they are very close to their parent star in angular terms (typically
a fraction of an arcsecond). This makes the observation of such planets extremely
difficult due to (a) the enormous contrast in brightness between the star and its
planets (a factor of 1010 in some cases) and (b) the angular resolution needed being
less than the typical seeing for ground-based telescopes. The answer to (a) is to equip
the telescope with a coronagraph thereby considerably reducing the light from the
central star. The response to (b) is to use Adaptive Optics (AO) to reduce the effects
of atmospheric turbulence, i.e. to improve the Point Spread Function (PSF). AO
involves challenging technology employing rapidly deformable mirrors in the optic
train. The combination of AO and chronograph will, for example, be fundamental to

3



Figure 1.1: Diagram of the habitable zone of the TRAPPIST-1 system compared with
the habitable zone of the Solar System. The area shaded in red is too warm for liquid
water to exist and the area shaded in blue is too cold. The habitable zones are shaded
in green. credit: NASA/JPL-Caltech

the instrumentation of ESO’s Extremely Large Telescope (ELT) if it is to reach its
goal of imaging earth-like planets (38).

Figure 1.2: Earthshine spectrum in the visible and near infra-red. Republished after
(1)

Figure 1.2 shows the spectrum of the light reflected from Earth (1). The top left
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section of the spectrum uniquely depicts our planet, it accounts for the Rayleigh
scattering which makes the planet the pale blue dot it is known to be. With
increasing wavelengths, Oxygen compound peaks start to show: molecular Oxygen,
O2, Ozone, O3, and gaseous water, H2O. In the infrared, Carbon peaks start
appearing; CO2 appears in the H-band and again in the K-band, along with CH4. It is
important to re-state that the exoplanets are extremely faint objects and a telescope
would only receive a few tens of photons per second per square meter. It is therefore
necessary that the least amount of photons are "wasted". In other words,
single-photon sensitive detectors are essential for any instrument that aims to
perform direct observations of exoplanets. Here, Microwave Kinetic Inductance
Detectors can play a role of great relevance, as they are naturally sensitive to single
photon events in a very broad range of wavelengths, including the near-infrared where
common Si CCDs begin to fail. When compared to CCDs, the readout time of
MKIDs is about three orders of magnitude faster (39, 40). Their µs readout time can
be extensively used with Adaptive Optics systems in order to maximise the speckle
reduction capability of the instrument. Furthermore, MKIDs have a moderate energy
resolution that combined with the fast readout can make MKIDs perfect as wavefront
sensors at telescope sites where Adaptive Optics is deployed.
To date, the direct observation of habitable exoplanets has not been attempted; both
ARCONS and DARKNESS, two MKIDs instruments developed at UCSB, were
deployed at Palomar Observatory, where observations were carried out. ARCONS
(Array Camera for Optical to Near-IR Spectrometry) observed the interacting
galaxies Arp 147 as a proof of concept. Figure 1.3 shows the image captured with the
MKIDs based instrument compared to a HST picture of the same system.

It is important to explain the origin of the differences between the quality of the
ARCONS image compared to its HST counterpart. Two factors come into play to
justify the visual differences: ARCONS is a 2000 pixels instrument while Hubble has
several million pixels. More importantly, HST is a 2.5 m space telescope and
atmospheric turbulence and speckles do not affect the sharpness of its picture,
whereas ARCONS was deployed in Palomar Observatory on the Hale Telescope.
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Figure 1.3: Arp 147 as observed by the Hubble Space Telescope. Credit: NASA, ESA,
and M. Livio . Inset: Arp 147 as observed by ARCONS (2)
.

The latter is a 5 m ground-based telescope, and its pictures are strongly affected by
the Earth’s atmosphere. DARKNESS observed the multiple star system 10 Uma (3),
a binary system where the stellar companion is separated by 0.4”. The picture
obtained by this observation is shown in Figure 1.4. DARKNESS resulted in an
effective proof of concept where MKIDs have been successfully used to improve the
contrast ratio at the telescope and to shadow the host star and reduce the speckles
produced by the atmospheric turbulence.
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Figure 1.4: 32 Pegasi Ab as observed by DARKNESS. Most of the light from the main
star was blocked by a coronagraph. The inset shows the binary system where the light
from the main star is not stopped (3).
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2 Scientific background

The first chapter of this thesis is intended as a literature review that provides the
reader with an overview of the state of the art and enough background information to
make the rest of this work intelligible. Firstly, a phenomenological introduction to
superconductivity and a brief discussion of what kinetic inductance is. An in-depth
introduction to Microwave Kinetic Inductance Detectors is presented before
presenting the readout technique and a brief discussion on the materials that can be
used for the fabrication of such devices.

2.1 Solid State Physics: Theory

The first section of this chapter includes a phenomenological discussion of
superconductivity. Here the most important effects are described including the
loss-less transport of a current of charged carriers (Cooper pairs), the shielding of
magnetic fields (Meissner effect), and the opening of a superconducting bandgap.
This section also describes Drude’s model for a metal which describes the
phenomenon of kinetic inductance and why it is only relevant in superconductors
when high frequency AC current is flowed through them.

2.1.1 Phenomenology of superconductivity

The Dutch Physicist Kamerlingh Onnes started experimenting with metals at
sub-liquid helium temperature in 1911. It was well known that resistance decreased
as the temperature of the metal decreased (Figure 2.1), but, to everyone’s surprise,
while experimenting with mercury he noticed that, at temperatures close to that of
liquid helium, its resistance would vanish completely. The mercury had transitioned
into a new state which he named "superconductive". Further studies have been
carried out on metals to properly understand the phenomenon of superconductivity.
The phenomenology of these metals is briefly described in this paragraph.
Superconductivity arises when an attractive interaction between outer shell electrons
occurs. The mechanism is well described by the Bardeen-Cooper-Schreiffer (BCS)
theory (41).
For temperatures below the critical temperature, defined as the temperature at which
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Figure 2.1: Resistance versus Temperature for both a normal metal and a supercon-
ductor.

the resistance of the metal drops to zero, the attractive interaction leads to the
formation of a bosonic state in which electrons are highly-correlated (Cooper pairs).
The main properties evident from this state-transition are not only perfect
conductance, but also perfect diamagnetism, an anomalous specific heat and the
creation of an energy gap, 2∆qp, in the quasi-particle spectrum. (4)

Figure 2.2: (left) Exclusion of a weak external magnetic field from the interior of a
superconductor, from (4). (right). A schematic phase diagram of a Type-I supercon-
ductor in a magnetic field, after (5)

.

If a not-too-strong external magnetic field is applied to a superconductor which is in
thermal equilibrium at a temperature below its critical temperature, superconductive
currents are generated on the surface of the metal. These currents are so that the
magnetic field they generate cancels out completely the magnetic field inside the
superconductor. This is known as the Meissner Effect (42). As the external magnetic
fields increase, two phenomena can occur, either the superconducting state is fully
suppressed (Type-I) or, above a lower threshold Hc1 and below Hc2, the magnetic field
partially penetrates the surface creating so-called vortices. Past the second threshold,
Hc2, the superconducting state is fully disrupted. The super currents are distributed
in a small volume around the surface, the distance which is penetrated by a magnetic
field before it is suppressed by a factor e, is commonly known as the London
penetration depth λL.
When a metal transitions to the superconducting state, an energy gap of ∆qpis
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created as shown in Figure 2.3. Here, and in an analogous way to the operation of a
semiconductor, the bond between paired electrons (Cooper Pairs), can be broken only
if the energy delivered to them is greater than 2∆qp. The value of which increases
with the decrease of the temperature. In the limit of T → 0, ∆qp → ∆s . The
analytical form of which, according to Mattis-Bardeen’s theory (4), is

∆s = 1.764kBTC (1)

The occurrence of an energy gap, defined with respect to the so-called Fermi level, in

Figure 2.3: Diagram of a normal metal (left) and a superconductor (right). A normal
metal has no gap in its single particle spectrum, while it is clear that about the Fermi
Energy there is a gap of ∆ that divides the occupied and unoccupied states.

the excitation spectrum of a superconductor gives rise to serious property changes,
that are sensitive to modifications at and near the Fermi level. For the sake of clarity,
the Fermi level is defined as halfway between the superconducting bandgap. Among
these, and of relevance to practical uses, are perfect conductance, magnetic shielding,
and photon absorption.
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2.1.2 Kinetic Inductance

Kinetic inductance is a reactive phenomenon that arises in superconductors when
immersed in an AC electromagnetic field and is physically related to the inherent
inertia of an electron in an oscillating field. Drude’s model, despite it being
fully-classical, shows the arising of an inductive component in loss-less metals. For
the computation of the Drude model for metals, electrons are assumed as gas-like
particles free to move within the volume of the metal and ions are considered to be
immobile in their atomic sites (42). The classical equation of motion for each electron
of this system, when immersed in an external electric field E(r,t) =E0e i(q·r−ωt) is the
following (4):

m r=̈
−m

τ
r+̇(−e)E0e i(q·r−ωt) (2)

where r(t) is the coordinate of each particle, (q) is the wave vector, ω is the frequency
of the external electric field and τ is a phenomenological relaxation time. The
dissipative term (first term on the right-hand side of the equation) refers to a
mechanism in which random collisions occur between electrons and whatever kind of
impurities. The solution of this equation is beyond the this work and can be found in
(4). The electrical conductivity then becomes

σ(ω) =
ne2τ

m

1

1− iωτ
=

ne2τ

m

1

1 + ω2τ 2
− i

ne2ωτ 2

m

1

1 + ω2τ 2
(3)

For a standard metal in a non-superconducting state, the relaxation time τ is
normally of the order of 10−14 s and, for frequencies lower than 100 GHz,the
imaginary component of the conductance can be neglected with respect to the real
one. In fact it is only significant in superconductors where the relaxation time
τ →∞. Under these conditions, the second term of Equation 3 becomes

− i
ne2

mω
= −i

1

ωlk
(4)

where lk = m
ne2 is a reactive component,equivalent to an inductance, arising from the

finite mass of the electrons. For a wire of length l and cross section A, the inductive
component of the conductance is

Lk = lk
l

A
=

m∗

ne∗2
l

A
(5)

Where m∗ and e∗ take into account the mass and the charge of the carriers for either
normal or superconducting metals. The kinetic inductance increases as the carrier
density goes down. The physical reason behind this is that a smaller number of
carriers needs to have a greater velocity to sustain the same current.
Having described here a classical model it does not hold under all circumstances. For
instance, if the thickness of the superconductor is comparable to the London
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penetration depth of the superconductor. For the sake of this thesis, understanding
the classical argument for the origin of the kinetic inductance is sufficient. Further
details on the kinetic inductance of superconductors can be found here
(4, 43, 44)

2.1.3 Kinetic inductance non linearity

The electrodynamics of superconductors has been studied intensively and it has long
been known that the kinetic inductance of a superconductor, when a current flows
through it, has a non-linear dependence on the amplitude of such a current (45), (46).
In the limit T � Tc , the kinetic inductance of a superconducting strip can be
expanded as:

Lk = L0

(
1 +

I 2

I 2
0

+ ...

)
(6)

It is clear that any odd term in the expansion has to be zero, due to symmetry
reasons, and an expansion to its second, non zero term, is accurate enough to model
the phenomenon. Here, L0 is the kinetic inductance as defined in the previous section,
I is the current flowing through the superconductor and I0 is a scaling factor and,
according to literature, it is known to be of the same order of the critical current,
(39),(47)

Figure 2.4: Measured current dependence of the relative kinetic inductance fitted with
BCS and Ginzburg-Landau theory. Adapted from Doerner S. et al., (6)
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2.2 Microwave Kinetic Inductance Detectors

This section will describe in detail what Microwave Kinetic Inductance Detectors are,
their working principles and the parameters that determine the quality of their
performances. Figure 2.5 (left) shows the components that make up an MKID, and a
schematic of its design. Figure 2.5 (right) shows a 10 kilo pixel MKIDs array
produced in UCSB for their DARKNESS instrument (7).

Figure 2.5: Left: Heads-on view of a Microwave Kinetic Inductance Detector, all its
elements are highlighted. The meandered inductor, on the top part of the figure, is the
light sensitive element. The silicon substrate is shown in white. Right: A 10 kilo-pixel
MKIDs array produced by Ben Mazin’s group at UCSB. (7)

2.2.1 Superconducting micro-resonators

Microwave Kinetic Inductance Detectors, MKIDs, are L− C superconducting
resonators, coupled to a transmission line through a coupling capacitor, and originally
proposed by Peter Day et al. in 2004 (33). A schematic representation of an MKID is
shown in Figure 2.6. In Figure 2.6(b) the resonator is a LC − parallel circuit coupled
via a capacitor to the transmission line. Here the inductance is shown as a variable
inductor that is struck by a photon of energy hν. Thus the inductor is envisaged as
the photosensitive element and that, a photon absorbed by the resonator temporarily
changes the kinetic inductance of the superconductor, and hence the resonant
frequency of the MKID. Figure 2.6(a), instead, shows the mechanism by which a
photon excites a Cooper Pair out of its superconducting state creating quasi-particles,
effectively unpaired electrons, before condensating again in the superconducting
ground state. Figure 2.6 (c) and (d) describe the shift in resonance frequency and
phase. The resonant frequency of an L− C circuit is known to be f0 = 1/

√
LC . An

increase in kinetic inductance, due to an impinging photon, produces a shift, towards
lower values. This effect can either be seen as a shift, and an attenuation of the
resonator’s dip (c), or by monitoring the dephasing between the input and the output
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signal. In the latter framework, it is the zero-dephasing frequency that shifts to the
left, producing a non-zero dephasing at f = f0, as shown in (d). After (33)

Figure 2.6: a: the pair-breaking process by which a photon with energy greater than
2∆ creates quasi-particles and increases the kinetic inductance of the superconductor.
b: schematic of a Microwave Kinetic Inductance Detector, described as a variable
inductor in parallel with a capacitor, the LC circuit is then coupled via a capacitor
to a transmission line. c: frequency shift and dampening as produced by a photon
impinging on the MKID. d: The shift in resonant frequency produces a measurable
dephasing δθ at f0 = 1/

√
LC

It is important to note that the number of quasi-particles created, Nqp, strongly
depends on the energy of the photon hν, and the superconducting energy gap ∆s :
Nqp = ηhν

∆s
. Where η is the energy conversion efficiency (48). The remaining energy is

dissipated through phonons and other processes. From Mattis-Bardeen (49)
considerations, it is possible to evaluate the fractional impedance δZs

Zs
change due to

the photon hit (49),(7).
δZs

Zs
≈ nqp

2N0∆s
(1)

In this picture, nqp is the quasi-particle density, N0 is the density of states at the
Fermi energy and ∆s is the superconducting energy gap. It is meaningful to stress
that this change in impedance depends linearly on nqp, therefore on the energy on the
striking photon and inversely on the superconducting gap energy.
The excited quasi-particles tend to recombine into their ground-state of bosonic
Cooper pairs with a time constant that is usually referred to as quasi-particle lifetime
τqp which ranges widely from a tens of µs up to a few seconds (7, 39, 50, 51). MKIDs
respond to a photon event with fast change in their resonance frequency and a slow
exponential relaxation back into their "resting" position. Thus a photon-induced
pulse can be as long as five to ten τqo .
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An easy visualisation of an MKID, described in full details in (12) begins with a
simple model of an LC − parallel circuit coupled to two transmission lines of
impedance Z 0 as shown in Figure 2.7. As described in (52), the circuit can be further
simplified to an element of admittance Y , which describes the MKID and two
transmission lines of admittance Y1 and Y2.

Figure 2.7: A network schematic of an LC-resonator connected to a transmission line
with impedance Z0. After (8)

(
S11 S12

S21 S22

)
=

1

Y1 + Y2 + Y

(
Y1 − Y2 − Y 2

√
Y1Y2

2
√

Y1Y2 Y1 − Y2 − Y

)
(2)

where Y1 = Y2 = 1
Z0

and Y = 1
iωL

+ iωC . It can be shown (8, 12) that the forward
transmission element from the transfer matrix S21 can be evaluated as:

S21(ω) =
1

1 + Qtot

(
ω−ω0

ω0

)2 (3)

Where ω0 = 1√
LC

is the resonant frequency f0, and Qtot = ω0Z0C
2

is a parameter
referred to as the total quality factor. Its importance will be discussed in the next
pages. Once the complex trans-characteristics (Y) are known, the real and imaginary
parts can be plotted to describe the resonance loop in a complex I-Q plane. A far
more accurate model is described in Jiansong Gao’s PhD thesis (53). He provided the
following equation for the transmission of an MKID:

S21(ω) = ae−2πiωτcable

[
1− Qtot/Qce iΦ0

1 + 2iQtot

(
ω−ω0

ω0

)] (4)

Where a is a complex constant that depends on gain and phase shifts on the
transmission line (7), τcable is the cable delay. The first block, ae−2πiωτ , describes the
properties of the transmission line, it basically creates an attenuation and a global
phase shift depending on the length of the cabling and the probe frequency ω. Φ0 is
related to the phase angle, which describes the position of the resonant loop in the
I-Q plane. The phase angle is of crucial importance when it comes to fitting
algorithms. and QC is a quality factor that represents the coupling of the resonator to
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the transmission line through the amount of power lost in the coupling. A high value
of QC indicates weak coupling, and vice-versa. Typical values are in the order of
QC = 15000− 50000. Qi ,the internal quality factor, describes the power lost inside the
superconductor itself and it strongly depends on the material, its deposition process
and the fabrication of the resonator. Again, a high value of Qi indicates low losses,
and can be used as a figure of merit to indicate the quality of the superconducting
film. Ideally, the higher the internal quality factor, the least impact it has on the total
quality factor Q which, for an ideal superconductor is equal to the designed coupling
quality factor QC . Unfortunately, it is not possible to readily tune the internal quality
factor to a desired value, but rather, the whole fabrication process has to be
optimised in order to yield the best resonators possible. Typical values of Qi are
≈ 105, but for TiN on Si and PtSi on sapphire, values of 106 have been demonstrated
(7). Fitting the resonator loop in the I-Q plane to S21, the best estimate for the
values of QC and Q are determined. Knowing the quality factor sum rule:

1

Qtot
=

1

QC
+

1

Qi
(5)

the best estimate for Qi can therefore be evaluated. Figure 2.8 shows a fitted I-Q
loop with best estimates for the quality factors, as well as the fitted amplitude and
phase components of the I-Q loops.

2.2.2 Multiplexing

One of the great advantages of MKIDs over other competing cryogenic detectors, is
their inherent multiplexing. Multiple MKIDs can be read out at once with the same
transmission line provided that each single resonator has its unique resonant
frequency. High quality resonators can be close packed on one single transmission
line: for example if the total quality factor Qtot = 30000, reflecting a line width of 200

kHz, it is, in principle, possible to have resonators with resonant frequencies that are
only 2 MHz apart. This limitation is only inferred by the Fast Fourier Transform
(FFT) and its speed. The longer is the signal fed into the FFT, the narrower is the
FFT bin thus produced. A state of the art optimum is given by a 1 readout time,
which results in 1 MHz wide FFT bins. The 2MHz limitation is for extra safety.
Further details on the readout and the frequency constraints can be found in Eoin
Baldwin’s PhD thesis (8). Since the widest octave low-noise High Electron Mobility
Transistors (HEMTs) (54) exhibit a band pass 4 GHz wide, and given the finite width
of each individual resonator, it is possible to lay up to 2000 pixels on a single
transmission line. This property is of crucial importance when it comes to the
readout electronics: first of all, in order to read out a 10K pixel array, it is only
necessary to avail of 10 coaxial cables, and 5 HEMTs. Furthermore, since each single
feed-line has to be read out through its unique readout electronics board, again, only
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Figure 2.8: Top: S21 as a function of frequency, fitted curve in red. Centre: Phase as
a function of frequency, fitted curve in red. Bottom: Resonant loop in the IQ plane,
fitted curve in red. Data from Chapter9

5 boards are necessary. This is a great advantage over competing technologies when it
comes to cost, power consumption and the footprint of the readout electronics itself.
Figure 2.9 shows a scan in frequency of the real part of S21. Multiple resonance dips
are seen in the figure, each single one of them represents an MKID with its unique
resonance frequency.
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Figure 2.9: Multiple resonators can be placed on the same feedline provided that
they have unique resonance frequencies. Each peak represents one individual MKID.
Acknowledgement: Pieter deVisser for the fabrication of this test array that was lent
to DIAS for initial development of the readout electronics.

2.3 Figures of merit / Performances

It is important to understand what makes an MKIDs array a good array, therefore it
is necessary to determine what figures of merit are to be considered when talking
about MKIDs. Establishing what properties determine the performance of an MKIDs
array is essential in order to optimise the detector to its current technological limits
and to evaluate what needs to be done to go beyond the state-of-the-art. A brief
discussion on these quantities can be found in the next pages.

2.3.1 Yield

Pixel yield, or total fabrication yield, is, probably, the most important parameter
when it comes to MKIDs for astronomical applications. The yield of an array defines
the quality of the array in its deepest sense. Imperfections in all the stages of the
fabrication process can drastically reduce the yield. A precise definition of pixel yield
can be given as the ratio between the number of distinguishable pixels with a well
defined and unique resonant frequency, Nvisible and the total number of pixels that
were designed to be on the array Ntot .

YIELD =
Nvisible

Ntot
(1)

Current MKIDs instruments, such as MEC (55) and DARKNESS (7) are optimised
so to embed up to 2000 resonators, with unique resonance frequencies, on a single
co-planar wave-guide transmission line.
This yield is known, and understood to depend, on both the design of the array and
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its fabrication process. In particular, it is understood that increasing the spacing, in
frequency, between two adjacent resonators provides great results in maximising the
yield, but, given the one-octave constraint, doing so would drastically reduce the total
amount of pixels that can be coupled to a single transmission line, which, in turn,
also means that more sophisticated, and expensive, electronics is necessary to read
out the same number of pixels. Also, increasing the spacing between adjacent pixels,
implies the use of an excessive number of coaxial lines at the cold stage of the
cryostat, the scarcity of which is one of the main strength of MKIDs when compared
to competing technologies. Two resonators are said to clash, or collide, when they
resonate at the same resonant frequency. The main cause of clashes is known to be
non uniformity in critical temperature across the array. A large shift in frequency
arises from a variation of less than 100 mK. Micro-regions where the critical
temperature differs from the designed value, produce significant shifts in resonant
frequency for many resonators at once. The effect of this phenomenon is described
and modelled in detail in Chapter 7. The reader is invited to go back to Section 2.5
after the discussion in Chapter 7 to look back on the material choice in light of a
deeper understanding of the phenomenon.

2.3.2 Quantum efficiency

Quantum efficiency (QE) is defined as the ratio between the number of photons
detected by the array divided by the total number of photons illuminating its surface.
The reflective nature of the metals used to construct MKIDs can be the reason for an
inherently low QE.

Figure 2.10: Reflectivity of common metals, as if they were infinitely thick. Adapted
from (9) and (10). The transmission spectra of the optical elements of the cryostat can
be found in Chapter 3 and Appendix A4

In particular, a very versatile material like aluminium (Al), which is easy to deposit
with high uniformity and etch away in a lithographic process, has a reflectivity
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greater than 90% over the optical/IR band (Fig. 2.10). In turn this leads to too many
impinging photons being reflected and a resultant low QE. On the other hand, metals
like gold (Au) and platinum (Pt) which have a significantly lower reflectivity, do not
transition to a superconducting state. Of course it is important to focus the light,
using for example, micro-lens arrays so as to ensure a minimal number of photons are
lost to the silicon substrate, i.e. increasing the so-called fill factor (7). Nevertheless, a
wise choice of metals is extremely important as it is a critical limiting factor.

2.3.3 Energy resolution

Arguably, the most interesting characteristic of MKIDs is their inherent energy
resolution. Unlike CCD-based instruments, where energy resolution is achieved
through multichroic beam splitting and wavelength-filtering, it is possible, from the
phase signal produced by an MKID when struck by a photon, to reconstruct its
wavelength. When a photon is absorbed, the phase signal ramps up, with a rise time
of ≈ 1µs, to its maximum value. When the resonator is illuminated with
monochromatic light, it responds with a phase shift, and the resultant maxima vary
in a finite range of values. The histogram of the signal’s maxima produced as a
response to monochromatic light is not an infinitely sharp peak, instead it has a finite
width (as shown in Figure 2.11). The sharper the peak, the higher the energy
resolution of the resonator; which, can be defined by the ratio

R =
E

∆E
(2)

Modern MKIDs instruments such as DARKNESS (7) exhibit an energy resolution
R = 8 for λ = 1µm, therefore it is extremely important to understand what factors
are limiting the energy resolution the most. Among the candidates, HEMT noise and
Two-Level Systems (TLS) noise are top of the list (as further discussed in Chapter 7,
but it is also important to remember that sampling frequency of the readout
electronics also plays a fundamental role. The readout electronics is limited to a
1MHz sampling rate by the Fast-Fourier Transform algorithm and the
Shannon-Nyquist sampling theorem (56, 57). The time interval between two different
data points, 1µs is comparable to the rise time of the phase signal. This might lead to
random inaccuracies in the determination of the real peak height, which is then
reflected in a broadening of the histogram. Further details can be found in Chapter 7
where a study is carried out in order to understand, model, and determine the entity
of the role of the main sources of phase noise.

2.3.4 Responsivity

The responsivity represents the variation in intensity of the output signal as a
response to a variation of the optical/NIR input. In short, it describes how apt the
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Figure 2.11: From Szypryt et al. (11). Energy resolution measurement of a MKID. The
three peaks are characteristic of three different wavelengths the MKID was illuminated
with. The widths of each curve are representative of the energy resolution of the specific
MKID.

detector is for a specific application. A resonator that is meant to produce a high
phase signal for an NIR photon hit, will probably produce a saturated 180◦ phase
shift when a blue photon strikes it. The opposite, if an MKID is optimised so to have
a moderately high, such as a 30◦ phase shift in the blue end of the spectrum, it will
probably not produce a detectable signal when a 1.5µm photon strikes it. Here the
intention is to state that by slightly adjusting the design of the resonator, it can be
tweaked so to have the responsivity properties required. In particular, it is the
current density figure that is central for such optimisation as the change in
impedance is proportional to the carrier current density,as described by Equation 1.
Further details can be found in (12) where a formula for the responsivity dθ

dNqp
is

calculated by applying a Mattis-Bardeen theory:

dθ

dNqp
∝ αQ

V
(3)

where α is the fraction of the total inductance strictly due to the kinetic inductance
effect, Q is the total quality factor and V is the volume of the superconductor. This
proportionality shows that in order to get high responsivity, it is necessary to aim for
the highest possible total quality factor Q and the smallest volume of the resonator.
Reducing the thickness of the film not only increases the responsivity by lowering the
volume V , but it also contributes by increasing the kinetic inductance fraction
α.
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2.4 MKIDs readout technique

MKIDs can be read out through some complex electronics. The setup revolves
around a configurable board equipped with a Field Programmable Gate Array
(FPGA) capable of performing fast real-time operations on multiple channels. The
board is also supplied with a number of Analogue to Digital Converters, (ADC), and
Digital to Analogue Converters (DAC) which are an interface to the MKIDs array. A
second board, called an Intermediate Frequencies board (IF), has the purpose of
interfacing the frequencies in the 4− 8 GHz bandwidth, down mixing them to much
lower frequencies, [−2GHz ; +2GHz ] GHz, which are processed by the FPGA.
The read out technique is quite easy in principle, the array is fed with a comb of
specific frequencies to drive all the resonators with their own resonant frequency.
This signal is considered to carry "null" information. The signal coming out of the
MKID array is then read out through the setup just described and carries any
potential information. The two combs are then compared and their difference is
evaluated to decode the phase shifts of each single pixel which is only due to the
impinging photons. This process, called homodyne detection, is common when phase
information of a signal is to be carried out. Figure 2.12 shows a broad schematic of
the detection technique.

Figure 2.12: Scheme depicting a homodyne detection: the signal produced by the
ROACH board is split and sent both to the resonators and to the IQ Mixer. By
comparing the signal produced by the board and the one coming out of the array, the
I and Q components are obtained. Adapted from (12)

In reality, the whole process is more complex and relies on heterodyne detection, but
the difference lies mainly in technicalities. The signal coming out of the array is
amplified with the use of a High Electron Mobility Transistor (HEMT) before being
wired to the high-frequency port of an IQ mixer. The other port of the IQ mixer is
fed with a local oscillator (LO) at 6 GHz. This way an in-phase (I) and quadrature
(Q) signals are produced. Each of the signal is then down-mixed to a suitable range
with the IF board and digitised with an ADC. The digitised signal is then transferred
to an FPGA where it is analysed in real time. The FPGA will deconstruct the
frequency comb (generated by the FPGA to probe the MKIDs array and then fed
through it) into an amount of sampling bins centred around each single resonant
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frequency. This process is called channelisation (58). The main element of this
process is the Polyphase Filter Bank that ensures a flat response across every single
sampling bin, therefore making sure that the read out electronics produces a signal
that only depends on the dephasing of the signal and not on the transfer function of
the electronics. Further details of the signal processing are beyond the scope of this
work and will not be discussed, but can be found in (59) and (60).
The data represented in the complex I-Q plane is described by a large loop, that is
typical of the complex impedance of the cables, and a smaller loop that represents the
phase shift across the resonator. In order to maximise the phase signal a further step
is necessary. An arbitrary phase is added in order to rotate the loops and make the
amplitude component of the resonant loop lie parallel to the I axis. Details of the
rotation process can be found in (8). Figure 2.13 shows the loops before (blue curve)
and after (red curve) the rotation process.

Figure 2.13: Left: The resonant loop just before the rotation (in blue) and the rotated
loop (in red). Right: Close up on the resonant loop after the rotation.

After the loop has been rotated, the origin of the IQ plane is translated in order to
match with the centre of the resonator loop. This allows enlarging the range of the
phase signal from a few degrees into a whole 180◦ increasing dramatically the
resolution of the instrument and its dynamic range. Figure 2.14 shows a phase signal
produced by an MKID when struck by a cosmic ray.

2.5 Material science

The physical properties of the superconductor of choice are of critical relevance when
it comes to the development of MKIDs. In Section 2.3 the main figures of merit were
discussed. It is now clear how the Q.E. is strongly affected by the reflectivity of the
adsorbing material. Another crucial parameter is the superconducting gap ∆s , which
is reflected in the critical temperature TC . A TC fluctuation in the superconductor
localised at the n-th resonator is reflected in a variation in both quality factor Q and
resonant frequency f0 of the resonator (see Chapter 7 for further details). The
responsivity of a single resonator also depends on the superconducting gap and the
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Figure 2.14: Cosmic ray event as detected by a resonator in DIAS. The resonator was
fabricated on a TiN/Ti/TiN stack with respective thickness of 4nm, 10nm and 4nm.
The critical temperature was 1.5 K and the sheet inductance is ≈ 4.5 pH/square

thickness of the adsorbing layer. Moreover, the energy resolution depends on the gap
∆s , the thickness of the layer and the quasi-particle lifetime, which is inherently
dependent on the superconductor of choice. As a general rule, the lower is the critical
temperature, and therefore the smaller the bandgap, the higher is the responsivity
and energy resolution of the detector. As a final remark, in order to fully deplete the
superconductor from unpaired electrons, the detector has to be operated at a
temperature that is 1/8− 1/10 the critical temperature of the film. A good operating
temperature is usually 100 mK which constrains the critical temperature to be
between 800− 1000 mK .
Here follows a list of the desired properties of the ideal superconductor:

1. Thickness uniformity

2. Tc uniformity ≈ 800 mK

3. Easy to deposit

4. Low reflectivity (VIS and NIR)

5. High internal quality factors Qi

6. High Kinetic Inductance
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Figure 2.15: (Left):Critical temperature of TiNx as a function of the Ar − to−N2 ratio.
The Ar flow-rate was kept at 15sccm, whereas the N2 flow rate was varied between 0
and 5 sccm. (Right): Critical temperature across a 3 Inch wafer. The contour plot is
an interpolation of 17 measured locations. Adapted from (13)

Among the many possibilities, three options have been identified as interesting for
this work: Substoiochiometric Titanium Nitritde, TiN x , a multi-layered stack of
Titanium Ti, and Titanium Nitride TiN, and granular aluminium grAl.

2.5.1 Substoichiometric Titanium Nitride

Multiple studies have been carried out on the possibility of using Titanium (Ti)
compounds as prime superconductors for MKIDs (61),(15),(7) . Ti , in its atomic
form, has a critical temperature of 400 mK (62); which varies with thickness. The
superconducting transition occurs at a temperature which would make operation at
T ≈ TC/10 extremely challenging, moreover, Ti tends to quickly react with Oxygen
(O2) resulting in uncontrolled Titanium Oxides with properties that are dramatically
different than those of atomic Ti . Titanium Nitride (TiN), is known to have a much
higher critical temperature 5.6 K (63), but this value is known to be dependent on
stoichiometry and thickness (63) , Nitrogen (N2) to Ti ratio (64). Common deposition
technique is magnetron sputtering from a Ti target (99.999% purity) in an Argon
(Ar) atmosphere with a controlled flow of N2. M. Vissers et al show (13), as in Figure
2.15 (Left), how the argon-to-nitrogen ratio affects the critical temperature of the
superconductor. For the sake of this experiment, the Ar flow-rate was fixed at 15

sccm (standard cubic centimetres per minute) , and the total pressure in the chamber
was kept constant at 2 mTorr and the N2 flow-rate ranges from 0 to 5 sccm (65).
Based on this mechanism, small fluctuations in the Ar − to − N2 ratio, are known to
cause the stoichiometry of the TiNx to vary across the wafer. Since the target critical
temperature ≈ 800 mK, lies in the region where Tc changes dramatically with flow
rates, it has been observed that a deviation as little as 0.5% can yield a variation in
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Tc as big as 1 K (13). Figure 2.15 (Right) shows that Tc values can vary by more
than 25% from the centre to the edge of the wafer. The paper by M. Vissers et al.
(13), from which this information is reported, documents that across the same
substrate, the thickness only varies by less than 1% (13). Although the typical value
of the internal quality factor in TiNx resonators is about 105, values as high as
Qi > 106 have been demonstrated in substoichiometric TiNx (65).

2.5.2 Multilayer stacking

One possibility to improve the Tc uniformity is to move away from non stoichiometric
compounds of Ti and N2 and exploit proximity effect to tune the superconductor to
the target temperature. The proximity effect arises from the non locality of electrons,
and cooper pairs, in metals; at the interface between two superconductors, the
Cooper pairs produced in the first superconductor S’ can be carried over to the other
superconductor S” and vice-versa affecting the superconducting gap at the interface.
If the two superconductors S’ and S” are very thin, the extent to which the paired
states are carried over is larger than the total thickness and the two superconductors
blend into one material with, effectively, only one superconducting gap given by the
contribution of S’ an S”. Obviously, there is no principle which limits the number of
layers to be 2. Multiple layers of different superconductors can be stacked and
produce the desired effect as long as the total thickness of the stack is consistent with
the coherence length of the cooper pairs. Stacks of atomic Titanium and
stoichiometric Titanium Nitride are currently under investigation in the scientific
community as optimal superconductors for optical MKIDs. The growth of thin layers
of both Ti and TiN has already been optimised in order to be reliable and uniform at
the sub-nm level. Previous studies (15) demonstrated that the superconducting
transition for a TiN/Ti/.../TiN multilayer can be controlled with acceptable accuracy
by changing the relative thickness of the layers (14). Moreover, a 2013 paper by M.
Vissers et al., (15), proved high uniformity in critical temperature across the wafer,
measuring variations in the order of 1.5%. The same work demonstrated the
feasibility of resonators the internal quality factor of which is as high as
Qi = 2.5× 105. Figure 2.16 shows the two results just elaborated, (Left) is
explanatory of how the the critical temperature can be tuned by varying the relative
thicknesses of the different materials, whereas (Right) shows the Tc uniformity of a
multilayer stack of Ti and TiN .

2.5.3 Granular Aluminium

Granular Aluminium (grAl) is a long known superconductor, but in the last few years
it became a hot topic thanks to its outstanding sheet inductance; typical values of
kinetic inductance have been measured to be ranging in between 0.1 and 1.3

nH/square (50) (66). Granular Aluminium, as the name might suggest, is made up of
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Figure 2.16: (Left): Tc dependency of a 5 layer stack as a function of the thickness of
the TiN layer. The Ti layers are 10 nm thick. After (14). (Right) Tc uniformity for a
5 layer stack over a 3 inch wafer. Adapted from (15)

nanometer-size grains of superconducting aluminium (Al) coupled to each other
through Josephson junctions where the insulating layer is made of Aluminium Oxide.
Changing the grain size, and the size of the aluminium oxide insulating barriers, the
properties of the superconductor can be adjusted to match the desired specifications.
This process that regulates this phenomenon, and the superconductor to insulator
transition, of course depends on the coherence length of the cooper pairs and is
somewhat akin to the proximity effect previously discussed. Further details would be
redundant for the scope of this work, but can be found in the following paper by
Bertrand et al. (51). Recent studies (50, 67), showed the feasibility of using grAl to
produce superconducting resonators with relatively high internal quality factors
Qi ≈ 105, but light detection performances of grAl based detectors are still to be
investigated. As a final remark, it is worth mentioning that the quasi-particle
recombination time for grAl substrates is in excess of 1s and that it depends on the
drive power of the resonator (51). For the sake of clarity, it is important to openly
address the issue of quasi-particle bursts, the unexpected creation of quasi-particles in
the superconductor, which appear to occur randomly in grAl in intervals of ≈ 20 s
(67), (50). The origin of this peculiar effect is still unclear and the detrimental effects
of such on a MKIDs array are still to be investigated, although it is thought that
quasi-particle traps might be beneficial in reducing the burst rate (68).
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2.5.4 Comparison

Table 2.1 shows a comparison between the three materials just discussed. For the
sake of clarity, for each material, only the features that are strictly necessary for
MKIDs applications are discussed. Further details can be found in the referenced
literature.

TiNx TiN/Ti/.../TiN grAl
Critical temperature (Tc) 0.05− 5.6 K 0.05− 5.6 K 1.2− 3.15 K

Internal quality factor (Qi) > 106 > 106 > 105

Kinetic Inductance (50 nm) 5− 40pH/square 20− 40pH/square 0.1− 1.3nH/square
Quasi − particle lifetime (τqp) 100µs 50µs > 1s

Deposition 1 step multiple steps 1 step
Tc excursion(centre − edge) 25% 1.5% N/A

Vis − NIR reflectivity Moderate Moderate N/A

Table 2.1: Comparison between TiNx , TiN/Ti/.../TiN and grAl .

2.6 Improving upon the current generation of MKIDs

To summarise what was discussed through this chapter, I want to discuss what are
the current limitations of Microwave Kinetic Inductance Detectors and what needs to
be further improved on. In principle, improving on all figures of merit would be nice.
For a number of reasons, including the issues that come with the funding of RD
projects, improving on some characteristics is more important than improving on
others.

• Energy resolution the ultimate goal is to build an imaging camera with the
highest energy resolution possible. Fano statistics will put a hard constraint to
a resolving power of about 100 for visible and near-IR photons. One of the
main selling arguments for MKIDs is their inherent energy resolution, coupled
to the single photon detection capability. Viable options to improve the energy
resolution of MKIDs are discussed further into this thesis and include the
reduction of electronic noise and new possible geometries.

• Readout optimisation Compared to other technologies, the electronics
required to read out an array of MKIDs is quite expensive, currently sitting at
about 10$ per pixel. The cost just for the readout electronics of a 50 kilo-pixel
camera is in the order of half a million dollars. It appears obvious that such
figure has to be reduced dramatically in order to be competitive with CCDs.
Xilinx is developing more powerful boards that can reduce the readout cost to
about 1$ per pixel. This comes along with a reduced power consumption and
reduced mass, all of which, in turn might result in the possibility of deploying
MKIDs also in space-born missions.
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• Fabrication yield Increasing the fabrication yield is of crucial importance.
While the full imaging is still achievable by tiling, i.e. the overlap of images
captured in sequence and so that the the position of the elements in the sky is
slightly different in each of the multiple exposures. This requires extra
observation time at the telescope and, partially, defeats the purpose of
deploying single-photon sensitive detectors. The most promising options in this
direction include using high uniformity TiN/Ti/TiN multilayers as
superconducting thin films, post-fabrication trimming and DC-current biasing
of selected resonators. This thesis discusses in full detail the DC-bias approach
and provides preliminary results on the uniformity of TiN/Ti/TiN multilayers.
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3 Experimental setup

3.1 Adiabatic Demagnetisation Refrigerator

As previously discussed, MKIDs have to be operated at milli-Kelvin temperatures, in
order to comply with the critical temperature of the superconductor and to insure the
full depletion of the thin film of all possible normal-state electrons. To cool down the
samples to such low temperatures, a cryostat is needed. For the sake of these
experiments, an Adiabatic Demagnetisation Refrigerator (ADR) manufactured from
Entropy GmbH is being used. The next pages will discuss very briefly the working
principle of the DIAS ADR. In order to use MKIDs as a photon detector, it is
necessary that an optical signal can be fed into the cryostat for the MKIDs to detect.
To do so, it is necessary to equip the cryostat with a viewport and a stack of optical
filters. The filtering stages are also discussed in this Section.

3.1.1 Adiabatic Demagnetisation Refrigeration

Helium liquefies at a temperature of 4.2 K at atmospheric pressure, by the means of a
Pulse Tube Refrigerator (PTR) the lowest temperature obtained is 1.2 K. (69). To
reach milli-Kelvin temperatures, one approach is be the adiabatic demagnetisation
refrigeration. This technique takes advantage of the property of paramagnetic
materials, salt pills, that their entropy while immersed in a magnetic field is lower
than when no field is applied.
When a magnetic field is switched on the magnetic moments of the atoms making up
the paramagnetic align to the field. The first part of the cool down cycle consists of
an adiabatically insulated salt pill which is immersed in an external magnetic field
that aligns the magnetic moments and heats up the paramagnetic. The second part
of the cycle consists of ensuring thermal contact to cool down the salt pill while the
magnetic field is kept at a constant value. The thermal contact is finally removed and
the magnetic field ramped down, hence the name: adiabatic demagnetisation. As the
magnetic field is reduced the entropy of the paramagnet creeps up and the
temperature drops resulting in a cooling of the paramagnetic object itself.
For typical refrigeration cycles, the heat sink is a bath of liquid helium and, to reach
milli-Kelvin temperatures, more ADR stages that work in "tandem" are required.
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The hold time of such refrigerators can be as long as a couple of days. The ADR used
for the sake of this work is a two stages ADR cryostat working with a
Gadolinium-Gallium Garnet (GGG) stage that goes as low as 650 mK and a Ferric
Ammonium Alum (FAA) stage that reaches the base temperature of 30 mK.

Figure 3.1: CAD drawing of the inside of the Adiabatic Demagnetisation Refrigerator
from Entropy GmbH. The red and green circles highlight, respectively, the GGG and
FAA stages. Adapted from Entropy’s proprietary drawings.

The plate shown at the bottom of Figure 3.1 is vacuum tight and is in thermal
contact with the outside world. It is connected through ceramic rods to the 70 K
plate and further up to the 4 K stage. On this plate is anchored the super-magnet (in
blue), the heat switch (in purple) to which both the FAA (green) and GGG (red)
stages are attached. A magnetic shield, with an opening to allow light in is placed
around the FAA stage defining the sample space and reducing for as much as possible
the effects of the super-magnet inside the sample space.

3.1.2 Optical Filters

The optical signal is fed to the detector through a viewport in the cryostat. It is
basically a vacuum-tight window made of borosilicate glass, which exhibits a
transmission greater than 90% over a wide band of wavelengths: from 350 nm up to
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3µm. The bandwidth of the optical window then allows the detection of visible and
NIR photons. Of course, in order to illuminate the detector, it is necessary that the
two internal thermal shields also present optically transparent windows on the same
axis as the viewport and the detector.The thermal shields emit thermal radiation of
which the spectral density Bλ(T ) is described by Planck’s law. A high influx of
thermal photons, in the best case scenario only reduces the hold time of the cryostat,
and in the worst case scenario heats up the substrate to a temperature higher than
the superconductor’s critical temperature Tc . Both effects are to be reduced as much
as possible, one optimal solution to this problem is mounting a stack of optical filters
on the 70 K and 4 K stages. The filtering occurs through two stages, at 70 K and 4K,
of Asahi YSC1100 Supercold Filter (19), of which the transmission is TAsahi ,λ and
BK7 glass (20), the transmission of which is TBK7,λ. The notation becomes a little
more convoluted as the thickness of the two BK7 glasses are different at the two
stages: 5 mm at 70 K and 25 mm at 4K. The overall spectral density eλ can be
calculated as in Equation 1 once the geometrical contributions are taken into account.
Figure 3.2 (top) illustrates the configuration and the geometric contributions.

eλ =
π

2
Bλ(4K ) + tan(α)2Bλ(70K )TBK7,25mm,λTAsahi ,λ +

+ tan(α)2Bλ(300K )TBK7,25mm,λTBK7,5mm,λT 2
Asahi ,λ

(1)

It is possible to bin the impinging thermal load in 2 nm bins, and knowing the fill
factor of the MKIDs, their dimensions and the size of the chip, to evaluate the
number of photons, which strike on each pixel per second per wavelength bin. Such
plot is shown in Figure 3.2 (bottom).

The transmission curves for the Asahi YSC1100 and BK7, as well as the transmission
of the borosilicate glass that constitutes the optical window of the cryostat can be
found in Appendix A4
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Figure 3.2: Top: Schematic of the cryostat, The two orange blocks represent each one
Asahi Supercold filter and a BK7 glass. The angle α is the aperture of the cone from
the centre of the array and is defined by the nozzle of the magnetic shield. Bottom:
Number of photons and number of photons per pixel hitting the detector as a function
of the wavelength of the thermal photons. Parameters used: 95% fill factor, 18×18 mm2

chip size, 50 cm distance between window and chip, resonator size of 200 × 200µm2

and spectral bin of 5 nm.
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3.2 Critical Temperature Setup

In order to fully characterise the materials used for the fabrication of MKIDs it is
critical to measure the critical temperature of the thin films. This is performed by
acquiring four-point resistance measurements while controlling and measuring the
temperature of the cold stage of the cryostat. Plotting resistance against temperature
it is possible to obtain the typical figure that shows a superconductive transition.
The main piece of equipment used to perform critical temperature measurements is
an AC resistance bridge (Stanford Research Systems SIM921) mounted in the SRS
mainframe (SIM 900) from the same manufacturer. Small pieces of the silicon wafers
with the superconductors deposited on top are glued to a chip carrier (Global Chip
Materials - SB20172602 KD-82447) which is installed on the FAA stage of the ADR,
mounted on a custom made copper rod. The electrical connection to the Resistance
Bridge is ensured through custom designed Printed Circuit Boards (PCBs) which are
then soldered to a room temperature 37-pin D-Sub connector through a Manganin
loom cable that is thermally anchored on each plate of the cryostat. In order to fully
automate the measurement process, a LabVIEW VI (Virtual Instrument, a
programme) has been developed to continually read out the resistance value of each
individual sample and cross-reference it with the temperature of the FAA stage of the
cryostat. Further details on the LabVIEW VI are discussed in Section 4.1

3.3 Cryogenic Amplifiers

The signal coming out of an MKIDs array has to be amplified in order to be read out.
This process usually happens through two amplification stages. One which exploits a
low-noise cryogenic amplifier to increase the signal to noise ratio and the second stage
with a room temperature amplifier to further boost the signal and to compensate for
the losses due to the coaxial cables inside and outside of the cryostat. As per every
multi-stage amplifier chain, the first amplifier has the biggest contribution to the
total signal to noise, so it is required that the amplifier on the 4 K plate of the
cryostat is as noiseless as possible. While two possibilities exist, kinetic inductance
based travelling-wave amplifiers (70) are not widely available as commercial products.
The best off-the-shelf option is utilising a low-noise High Electron Mobility Transistor
to amplify the signal produced by the MKIDs array.

3.3.1 HEMT Amplifier

A HEMT is an amplifier based off a hetero-junction, typically between GaAS and
AlGaAs. The different band structure of the two semiconductors produces a
hetero-junction with a conduction channel in the high purity undoped GaAs that
allows for high electron mobility, low losses and high switching frequencies. Our
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experimental setup incorporates HEMTs (LNF-LNC48C) from the Low Noise
Factory, and while the details of the hetero-junction are not disclosed, the
specifications of the amplifiers are reported in Table 3.1 and more information can be
found on the manufacturer’s website (lownoisefactory.com) .

Parameter Test Conditions Value Unit
Gain 4− 8 GHz 42 dB
Noise 4− 8 GHz 1.5 K

Input Return Loss 4− 8 GHz 13 dB
Output Return Loss 4− 8 GHz 20 dB

P1dB 5 GHz −12 dB
OIP3 5 GHz −2 dB

Table 3.1: High frequency characteristics of the HEMT

3.4 Sample box and cryogenic cabling

The array is inside the magnetic shield, mounted on the FAA plate, on axis with, and
perpendicular to, the optical window of the cryostat so that it can be illuminated
with monochromatic light the chosen wavelength. In order to ensure good thermal
conductivity and good electrical conductivity to the electronics, the samples are
mounted inside a tailored gold-plated sample box machined for us from a block of
Oxygen Free High Conductivity Copper (OFHC Cu). The sample lodgement space is
20mm × 20mm and is 1mm deep. The box is equipped with six cryogenic SMA
connectors that allow for the readout of up to three feedlines simultaneously.
The electrical connection to the feed-line and the grounding of the chip is ensured
with two custom made transition boards to which the sample is bonded with the help
of a wedge-bonder. The thermal contact between sample and box is ensured through
back-gluing of the substrate and four teflon springs that press onto the film without
scratching it.
Six coaxial cables connect the SMAs on the room temperature plate of the cryostat
to the sample. The first two stages, from 300 K to 70 K and from 70 K to 4 K , are
equipped with stainless steel coaxial cables. The last two stages, from 4 K to the
GGG plate first, and then from the GGG plate to the sample, mounted on the FAA
plate, are equipped with Nb-Ti coax cables. Nb-Ti is superconductive for
temperatures lower than 10 K and therefore has a minimal contribution to the
heat-load of the cryogenic stages and has a negligible contribution to the signal power
loss, helping to maintain a high signal-to-noise ratio.
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Figure 3.3: A sample box with an MKIDs array mounted on.

3.5 Laser box and monochromator

In order to illuminate the resonator array with monochromatic light, so that the
resolving power of each individual MKID can be measured with the smallest
uncertainty possible, an optical enclosure which couples four lasers into an optical
fibre was built. The four lasers are off the shelf products from Thorlabs and they
radiate at the following wavelengths: 450 nm, 635 nm, 808 nm and 980 nm. Each laser
has its individual switch so that it can be turned and off at will. The coupling is
achieved by pointing the lasers at the optical aperture of the laser box while
introducing a diffusing layer, bubble wrap works great for this purpose, in the optical
path. Such a low coupling is ideal for our applications as it is producing an output of
a few photons per second which makes the laser box an inherently safe (class 1) piece
of equipment.
The lab is equipped with a monochromator that was used for the characterisation of
some optical filters at cryogenic temperature as described in Appendix A1.

3.6 Readout electronics

In order to read-out the detectors array a number of electronic instruments are
necessary. This section will contain a brief description of the front end electronics
required in order to document what is being used in the lab and to present the
general readout principle. A more detailed description of the equipment and the
signal-processing can be found in (8).
The signal coming out of the cryostat is further amplified with a room temperature
amplifier in order to boost its amplitude. The amplified signal is fed into an
Intermediate Frequency (IF) Board which is meant to "down-mix" the signal (from
the 4− 8 GHz octave) down to the range [−2; +2] GHz, which meets the constraints
of the Analogue-to-Digital Converter (ADC) which digitises the signal for further
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processing as described in Section 2.4. The digitised data stream is then further
analysed on a Field Programmable Gate Array (FPGA) chip that was purposefully
programmed. The FPGA chip performs channelisation through a Fast Fourier
Transform (FFT) which allows the code to gather data from each individual
resonator, finally the data from each resonator is fed into an I/Q mixer to get in phase
(I) and quadrature (Q) values that were previously described in Section 2.4.

3.6.1 FPGA board

The prototype readout was developed on the Reconfigurable Open Architecture
Computing Hardware (ROACH) board developed from the CASPER collaboration.
The board incorporates a Virtex-5 FPGA and is equipped with two 16-bit
Digital-to-Analogue converters with a sampling speed of 1000 Mega Samples Per
Second (MSPS), and two 14-bit Analogue-to-Digital converters with a sampling speed
of 400 MSPS that were developed for MKIDs readout. The transition board (MUSIC
IF) is also developed by Techne Instruments for the CASPER collaboration for
MKIDs readout.
The ROACH board is a legacy piece of equipment and its performance is limited. A
ROACH board has the capability of reading up to 256 pixels simultaneously. This is
sufficient for a prototype array, but it starts to be a limiting factor when it comes to
kilo-pixel arrays. The state of the art allows for up to 2000 pixels per feedline and a
more powerful readout board is necessary. Currently, the Xilinx RFSoC (? ) seems to
be the most promising board to maximise the pixel per feedline readout and in order
to reduce the cost-per-pixel down to a couple of euros per pixel. In addition, Xilinx
has recently released an evaluation board (RFSoC 2x2) which at a fraction of the
price of the RFSoC results in the possibility of developing a readout system for about
one euro per pixel. Further improvements are possible on the IF board side, and
currently a group at the University of Durham is developing custom made IF boards
for MKIDs readout systems. Further details can be found in (8)

3.7 ROACH board readout

Discussing at a very high level the flowchart of the readout electronics will help create
an organic understanding of the experimental setup and the results drawn from it.
Further details can be found in Eoin Baldwin’s PhD thesis (8) and other sources such
as (71, 72, 73).
The first and most important thing is that the ROACH board has to produce a comb
of frequencies in order to drive the resonator(s) with the desired power. All of this is
done digitally in the building block called " Frequency generator". The Digital to
Analogue Converter (DAC) converts the information thus coded into an analogue
signal (two actually, one for the I and one for the Q component) which is then fed
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into an IQ-mixer that produces the signal that is fed into the MKIDs array.

Figure 3.4: Simplified flowchart of the readout electronics where each element represent
a macroscopic building block. The readout encompasses all the resources and codes
that are required to monitor an MKID and the pulse detection mechanism is responsible
for identifying the response of the MKID to the interaction with an energetic particle.
The analysis of said data is carried out separately through a series of Python codes.

The signal fed through the MKIDs is then re-fed into an IQ-mixer to separate it into
its two main components which are then re-digitised with the help of an
Analogue-to-Digital converter.
The digitised data is then further processed by the FPGA, the next two blocks
represent the stage called channelisation and, as the name might suggest, breaks
down the full bandwidth into a number of channels. This is achieved through a
Finite-Impulse-Response filter and a Fast Fourier Transform. The signal in each
channel is then down-mixed and a Low Pass Filter is applied to each channel to get
rid of spurious signals produced in the process. The data acquired is then fed to the
Pulse detection mechanism that constantly monitors the data stream and acquires
1200µs of data when the baseline of the signal exceeds a certain threshold set by the
user. The data is stored on a computer and need to be further analysed with the help
of a Python code that then plots each pulse and produces a histogram of plot heights
which will be helpful in the determination of the energy resolution of the resonator(s)
under examination.

3.8 Vector Network Analyser (VNA)

One instrument of critical importance in the testing of our setup is the Vector
Network Analyser, which allows the accurate identification of the resonators on the
feed-line. A VNA is a very powerful tool. It consists of two terminals: an output
port, typically a signal generator (or source), and an input port, typically a receiver.
The VNA is normally used to source a signal through a device and perform
comparisons between the sourced signal and the signal processed by the device and
returned to the VNA. While sourcing a known signal, the VNA measures both the
signal it outputs, and the signal reflected at the device’s input port. The measured
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signals are processed in an internal computer and are displayed on the screen. Our
VNA’s bandwidth ranges from 9 kHz to 9 GHz and the VNA can sweep any
frequency interval that is bigger than 9 kHz in this interval. The most common type
of measurements performed by the VNA are transmission and reflection
measurements (S-parameters). While the identification of resonators is most trivial
by observing dips in transmission (S21), in order to gather the most information
about the resonators, including the coupling quality factor Qc and internal quality
factor Qi ; I-Q data from a polar diagram is preferred. A VB-script code was
developed to save to file I-Q data from the VNA once some parameters are specified:
resonance frequency, frequency span and output power.
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4 LabVIEW codes

In order to control scientific equipment, it is often necessary to produce a code that
communicates with the instruments and controls the status of the tools and deals
with data transfer from and to a computer. In particular, for the sake of the
measurements that will be presented in this work, I had to work on the software that
controls an AC resistance bridge which has been used for critical temperature
measurements and a monochromator, which through diffraction grating produces
monochromatic visible and near infrared light with spectral widths in the order of a
few nm. This has been used to measure the transmission of the optical filters
(reported in Appendix A1) and to illuminate the DIAS MKIDs array.

4.1 Resistance Bridge

The Stanford Research Systems SIM900 mainframe module equipped with the
SIM921 AC Resistance Bridge module is the instrument that we avail of to perform
critical temperature measurements. The tool’s main purpose is to allow four-point
resistance measurements, therefore obtaining accurate resistance values bypassing the
resisting components of the leads between the instrument and the sample. The way
the SIM921 achieves such precise measurements, while minimising the power applied
to the sample, is by applying a sinusoidal excitation to a reference resistor which is
connected in series to the unknown resistor. By reading out the voltages across both
resistors, it is possible to compute the vector quantities I and V and from them the
value of the unknown resistance. In order to obtain the best measurements, the user
is required to control a series of parameters including: the excitation power, the
resistance range, and the stabilisation time.

Range

The Range control selects the reference resistor in steps between 20µΩ and 20MΩ.
An appropriate reference resistor is necessary in order for the reading to be accurate,
if the voltage drop is mostly occurring across one of the two resistors, the signal to
noise ratio would be significantly worse than when the two resistors are of comparable
resistance.
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Excitation

This control selects the excitation amplitude for the measurement in steps between
3µV and 30 mV . The amplitude together with the excitation mode determine the
conditions for the measurements. While the code allows for a different set of
excitation modes, "Constant Current" is the default one and further information on
the excitation can be found in the SIM921 user manual. In this configuration, the
SIM921 will flow a current through the resistance bridge with rms amplitude of the
excitation voltage divided by the reference resistance.

Stabilisation time

Higher time constants will reduce measurement noise at the cost of a slower settling
time. The time constant can be controlled in steps between 0.3 s and 30 s.

4.1.1 Graphical User Interface

The Graphical User Interface (GUI) presents itself as a simple panel where each
individual channel of the resistance bridge can be programmed in terms of the three
aforementioned parameters, a series of toggle switches to select the channels through
which one wants to scan and an initialisation controller where the parameters for the
communication between the computer and the resistance bridge are input as well as
the path to the log file. The measured data can be visualised in terms of graphs
(both resistance vs. time and resistance vs. temperature) and as numerical digits. It
is important to notice that the log file path has to be input before running the code
or issues with data logging could arise.

Figure 4.1: Graphical User Interface of the LabVIEW code for the Resistance Bridge
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4.1.2 LabVIEW code walk through

It is not sensible to go in full details of every section of the code as this would be
extremely lengthy and would not be profitable for the purpose of this thesis;
nevertheless a brief description of the code is beneficial to clarify how critical
temperature measurements are performed.
Upon starting the program, a .txt file at the log file path destination is created with
its header that describes the layout of the file.
Depending on the parameters input in the Initialisation Controls panel, a connection
with the instrument is established through a GPIB or RS232 interface; in both cases
the remainder of the program is identical.
A state machine reads which channels are flagged "to be read out" (ON) and switches
between the channels as their response has been produced by the instrument and
then correctly read out and displayed by the software. As per the manufacturer’s
explicit recommendation, the code in between switching through different channels
goes into a grounded state "- -" so to reset its input and output ports and produce a
correct reading. Upon switching to a new channel, the desired values of Range,
Excitation and Stabilisation time are read out and, if the user has changed from the
previous reading, the new values are passed to the resistance bridge and set.
The resistance bridge now performs the measurement as per the way it is been
instructed to. In parallel to the resistance measurement, a TCP/IP bridge to the
computer that controls the cryostat is established and is used to read out the
temperature sensor at the cold stage of the cryostat. The resistance and temperature
values thus obtained are added to the resistance vs time and resistance vs
temperature plots in the GUI for quick data visualisation and stored in a temporary
buffer.
Once all the channels selected are read out through the same process described here,
a finite state machine writes to file a full line with resistance and temperature data
from each channel. In order to avoid unnecessary confusion, if a channel was not read
out during the last cycle, the finite state machine prints "Inf" to file. The choice of
"Inf" over "0" can be motivated by our interest in producing critical temperature
measurements, therefore measuring very small values of resistance, of the order of
milli Ohms or smaller, and a value of "0" would fall too close to some real values
measured by the resistance bridge; "Inf" on the other hand, is a digital value the
resistance bridge would not be able to output as the reading of any resistance greater
than 10MΩ would produce a value of 10MΩ. Once the data has been written to file,
the buffer is emptied and the code starts again from the state machine that reads out
which channel will be read out during the next cycle.
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4.2 Monochromator

The purpose of this code is to connect two standalone pieces software drivers: one
from Quantum Design, the manufactures of the monochromator, and the other from
Thorlabs that supplied us with the room temperature photodetectors. As stated, the
main purpose of the monochromator software was to help with the characterisation of
the filters for the Ariel Exoplanet Mission (34, 74, 75) (Appendix A1).
What is required of this code is to allow a scan of the transmission spectrum of the
filters, in order to do so the monochromator is asked to produce monochromatic light
between 400 nm and 2500 nm. Quantum Design provided us with a LabVIEW
drivers necessary to configure the monochromator to filter out all the wavelengths
except the desired one. A Finite State Machine was developed to feed the
pre-existing code from Quantum Design with the value of the next wavelength and an
integration time, which will be discussed.
The second section of the code is meant to interface the photodiodes, get a voltage
reading and consult the calibration curve and further to calculate the number of
impinging photons on the detector. The detector produces 3000 readings per second,
therefore when analysing the data produced by the code, it is of great importance to
remember to average these values and compute the error on each measurement point
by fitting to a gaussian distribution.
The code that was developed is rather simple, per se, it is noteworthy that getting
the timing right is not trivial. The aforementioned integration time, which is the
length of the time interval (in seconds) for which the detector is read-out is then
translated in a bigger time window for the monochromator in order to allow the
movement of the diffraction grating in its desired position, it then allows some time
for the light output produced by the monochromator to stabilise, the integration time
and some extra time at the end of the measurement in dark conditions for the
detector to be re-set before being illuminated again.

4.2.1 Graphical User Interface of the monochromator’s VI

The GUI appears a lot more minimalist than that of the Resistance Bridge code. It
has string controls to input the date in which the data has been measured, it also
asks for the user to indicate where they want the file to be saved. Rather obviously,
the three commands start, stop and increment indicate the range that the user wants
to scan and the scanning pitch. Integration time is as per just described and then
average count, set to 1 by default can be used to slow down the readout speed of 3000

Hz, but it is not advisable to change it unless necessary. It is also necessary a
calibration file (called configuration file from the manufacturer)for the
monochromator to produce the desired wavelengths, whereas the detectors’
calibration file is stored inside the detectors themselves. Lastly, the toggle switch
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"Run Dark Calibration?" allows the user to decide whether they want the code to
run a dark calibration of the sensor.
The code was also developed to allow the illumination of the DIAS MKIDs array with
monochromatic light. If the code is written in a way that if it receives as an input
value for the "Start" wavelength and "Stop" wavelength the same number, regardless
of the "Increment", it will produce monochromatic light at the specific wavelength
selected by the user for an extended period of time which is controlled through the
"Integration Time" panel. This feature was used to illuminate the DIAS MKIDs
array with monochromatic light to produce the results described in Chapter 9.

Figure 4.2: Graphic User Interface of the software that controls the monochromator
and the photodetectors.
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5 Design and simulation

Before fabricating any resonator, it is necessary to put some time into designing their
geometry and simulating it so to make sure that the fabricated MKID’s behaviour is
somewhat predictable. Of course it would be impossible to recreate a resonator of
identical behaviour to that of the simulated one, and it would be impossible to
simulate all the complex mechanisms that occur in reality when reading out a
resonator, so all can be done is a rough estimate of the real characteristics of the
simulated resonator.

5.1 Design requirements

As also discussed in Chapter 7, based on the desired properties of the resonator array
the coupling quality factor and the resonance frequencies need to be designed with
some degree of precision. It is not easily possible to account for the losses inside the
superconductor and therefore the Qi value. When simulating a resonator, the Q-value
of the dip, only represents the coupling quality factor Qc as the superconductor is
modelled as a lossless material with infinite Qi .
While in Chapter 7 the link between Qtot and the fabrication yield is explicit, the
main purpose of this chapter is to simulate the value of Qc and basing our
simulations on the assumption that Qi � Qc , it is possible to reflect Qc in Qtot with
an acceptable degree of accuracy.
For the sake of this thesis, the MKIDs are designed to resonate in the bandwidth of
operation of the HEMT, between 3 GHz and 8 GHz . Although for any real
applications it is only possible to place the resonators within one octave, either
between 3 GHz and 6 GHz or between 4 GHz and 8 GHz to avoid undesired collisions
between resonators; the development of a test array, when the characteristics of the
thin superconducting film are unknown, is one of the few cases where not only this is
acceptable, it is also beneficial.
Along with a few geometry changes, which include difference in length and width of
the interdigitated capacitor, resonators with different Qc values between 2× 104 and
4× 104 were simulated. In order to easily distinguish the resonators when reading out
the feedline, they were displaced in small groups of close packed resonators with
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similar characteristics which are separated by large intervals of frequencies with no
resonators.
Multiple feedlines have been designed to accommodate for different possible surface
inductance values of the superconducting thin films, but they all exhibit the same
features. The sheet inductance values designed for the sake of this work are 0.3, 5, 10,
20 and 40 pH/square.

5.2 Electromagnetic Simulations

The design and simulation is carried out through an EM simulation software and
CAD called SONNET (76). SONNET Suites models planar circuits and antennas at
RF resulting in accurate simulations of S-parameters. The software requires a
physical description of the circuit to simulate both in terms of geometry and physical
properties for metal and dielectrics, and employs a rigorous Method-of-Moments EM
analysis based on Maxwell’s equations that includes all parasitic, cross-coupling,
enclosure and package resonance effects. The desired information is provided to the
software through the so called Sonnet Design Suite. In the Sonnet Design Suite the
user can draw polygons to describe the geometry of the circuit to be analysed, and
specify the size and pitch of the grid which will be used for the analysis and, on top
of that, the Sonnet Design Suite allows the user to insert the physical properties of
the metallic layer and the insulating substrate. Finally, the user can insert a number
of electrical constraints (such as grounding the ground plane of a circuit) and "ports"
as if it was connected to a Vector Network Analyser. The user can eventually set up
the em software in order for it to perform the simulation as desired by the user and,
after running it, data such as the circuit’s response, a dynamic current density and
the far-field emission can be visualised through its own data-viewer.

Figure 5.1: Process flow of SONNET’s interface and em software
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5.2.1 em analysis

The em software uses Fast Fourier Transform analysis to efficiently calculate the
electromagnetic coupling on and between each surface. The analysis is complete as it
can include phenomena such as dispersion, loss and stray coupling. There are only
two limitations to the analysis which are due to, in the first place, the finite
numerical precision of any digital calculator and, secondly, the subdivision of the
circuit into cells (also referred to as subsection) the dimensions of which can be
defined by the user.
Each subsection generates an electric field everywhere on the surface of the substrate,
but the total tangential electric field must be zero on the surface of any lossless
conductor. The boundary conditions for the simulation of a superconductor and in
order to put together the data coming from every subsection is given by the definition
of a superconductor which is defined by a zero voltage on the border of the
metalisation. In case the metalisation loss has to be taken into account, the tangential
electric field has to be proportional to the current in the subsection. Following Ohm’s
law the resistivity defined by the user gives the proportionality coefficient.

5.2.2 Analysis Sweep

The Adaptive Band Synthesis is a technique that provides a fine resolution response.
The em software performs a full analysis at the beginning and end of the frequency
span, then does the same for discrete points, between one hundred and two thousand,
across the span. The result is then a combination of data points and synthesised
data, commonly called adaptive data.

5.2.3 Parametric Sweep

One of the most interesting features of the em server is the parametric sweep. It is
possible to define a number of variables ( for example the dimensions of a certain
polygon) and, given a certain range for the parameters to vary in, the em software
will compute all the different possibilities. The user then can decide, after having
seen the S-parameters of the different designs, which one is best. As a final remark, it
is worth mentioning that SONNET has of late the capability of being interfaced with
Python and it is now possible to run Monte Carlo optimisation with a set of desired
requirements that have to be met and based off the change of multiple variables. On
this basis, it is then easily possible to optimise a general MKID for a selected
resonance frequency and a chosen value of Qc .
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5.3 Lithographic Mask

Once all the resonators have been designed and simulated, the lithographic mask is
drawn with the help of L-EDIT, a hierarchical physical layout editor (77). L-EDIT is
a powerful tool that allows the creation of GDSII files on a 1 nm scale grid and
supports the designer with simple graphic tools. This way it was possible to design
each chiplet so to have three feedlines with resonators optimised for different values of
sheet inductance. The feedlines are placed on the chiplet so that their bond-pads
match with the position of the transmission lines on the transmission board that
eventually connect the chips with the SMA on the sample box. The chiplets also
feature ten cross-hairs to allow the alignment of a microlens array on top of the box
to further improve the light collection. The resonators are well distributed along each
feedline to minimise cross-talk between resonators that are adjacent in frequency
space. Four copies of three different chiplets are placed on the lithographic mask.
Each one has three feedlines one per each designed value of sheet inductance.
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6 MKIDs Fabrication

Before progressing further in the discussion of MKIDs it is appropriate to describe in
some detail the general process of MKIDs fabrication and it is also worth discussing
the specific fabrication process developed in CRANN and the Tyndall National
Institute. Regardless of where the fabrication is carried out, the general process is the
same and can be summarised in the following six steps:

• Silicon Oxide removal - HF etch

• Metal deposition

• Photolithography

• ICP Etch

• Dicing

• Bonding

The different sections in this chapter will describe briefly the process and the
challenges that needed to be overcome to develop the optimal process recipe. While
reading the individual sections will not be exhaustive, a detailed process sheet is
available at the end of this chapter.

6.1 HF etch

While some MKIDs are fabricated on sapphire wafers, the standard substrate
material for MKIDs is high resistivity un-doped (1,0,0) silicon. One of the benefits of
a sapphire substrate is immediate when it comes to an optical photodetector: the
absence of photon absorption that produces highly energetic phonons. Phonons can
break-up superconducting cooper pairs allows for a better performing detector.
Unfortunately the uniform deposition of materials such as Titanium and Titanium
Nitride is very challenging.
When purchased, silicon wafers come with a coating of approximately 100 nm of
silicon dioxide SiO2.
Silicon oxide can be highly detrimental when it comes to fabricating resonators with
low losses, and therefore a high internal quality factor. The amorphous nature of the
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silica can result in high frequency losses through Two-Level System (TLS) effects.
This eventually results in lossy and broad resonators that can also exhibit a poor
noise performance.
In order to get rid of the natural silicon dioxide an etch step in hydrofluoric acid (HF)
is necessary, the chemical reaction is as follows (78):

SiO2 + 6HF −→ 2H+ + SiF 2−
6 + H20

In order to slow down the reaction to get a more uniform etch rate through the whole
process, the HF solution in water is buffered with ammonium fluoride (NH4F )
7:1.The buffering contributes to controlling the kinetics of the reaction producing a
more uniform and controllable process. The etching recipe developed in CRANN calls
for a 120 s long etch to get rid of the silica. The timely constraints on this process are
not extremely strict as the buffered HF will not react with the silicon wafer once the
silicon dioxide layer has been etched away. The wafer is then cleaned of any acid
remains in de-ionised water and is loaded inside the cassette module of the Trifolium
Dubium, CRANN’s Ultra High Vacuum (UHV) sputter system for the baking process
within 30 minutes of the etching.
An important remark has to be made on the hazardous nature of acids. HF, even
when buffered, is a harmful solution even at very low concentrations. HF is not only
corrosive, but it is also very poisonous when a human is exposed to it either through
contact or inhaling the fumes. Hydrofluoric acid can cause severe burns that could be
lethal if untreated rapidly. Only trained users should use the HF wet-bench, and
must make sure the correct PPE is worn. Cleanroom managers can train users and
show the existent health and safety procedures for the correct use of the acid
wet-bench.

6.2 Metal Deposition

The second step of the fabrication process is the deposition of the superconducting
thin film on the freshly etched silicon surface. In order to have good control over the
deposition rate, the thickness of the layers and the stoichiometry of each of them, we
use of the Trifolium Dubium, a Ultra High Vacuum Sputter System available in
CRANN’s Clean Room.
Sputter deposition uses a gaseous plasma generated in an area that contains the
"target", which is a bulk of the material to be deposited. The target’s surface is
eroded by the high energy ions of the plasma and the atoms produced are accelerated
towards the substrate to form a thin film. In order to get rid of contaminants, and to
increase the mean free path of the atoms and ions, the chamber is usually evacuated
to pressures below 10−9 mbar then the high purity sputtering gas, usually Argon (Ar),
is flowed into the chamber to reach the ideal process pressure, which is usually in the
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mbar range. The plasma is ignited by applying an electric voltage between the target
and the chamber wall. A high enough voltage removes some electrons from the gas
atoms, and the ions are then accelerated towards the cathode creating an
avalanche-like process that produces even more ions this eventually results in high
energy collisions with the surface atoms of the target. Each of these collisions can
accelerate the atoms enough that they can fly through the plasma and re-deposit on
the substrate’s surface giving rise to the deposition of a thin film.
In order to produce a higher density plasma and higher deposition rates, a magnetic
field is exploited to confine the plasma. This deposition technique is called
Magnetron Sputtering.
Often it is desirable to flow, alongside the sputtering gas, reactive gas (usually
Oxygen or Nitrogen) in the chamber. Increasing the partial pressure of the reactive
gas, produces the "poisoning" of the surface of the target i.e.the transition from a
purely metallic state to an oxide or nitride state. Changing the partial pressure of the
reactive gas then results in a change in the stoichiometry of the deposited thin
film.

6.2.1 Trifolium Dubium

The UHV sputter system available in CRANN, named the Trifolium Dubium, is a
5-chamber assembly from DCA Instruments. It incorporates two sputter chambers,
S1 and S2, a Pulsed Laser Deposition chamber, an Molecular-Beam Epitaxy chamber
and an X-ray Photo-electron Spectroscopy chamber. Upon loading the substrates in
the cassette module, an automatic bake out occurs. The chamber is heated up to
200◦C for two hours. This is necessary to ensure that most of the water on the
surface of the wafer is evaporated and to allow transfer to a UHV chamber, such as in
any of the process chambers. Sputter 2 (S2) is the chamber where reactive sputtering
is allowed and therefore it holds our titanium (Ti) target. The chamber is equipped
with a throttle valve to control the total pressure inside the chamber when the
gaseous mixture is flowed into it. The gas flows are controlled by two mass flow
controllers (between 2 and 139 sccm). The gases can be pre-mixed and injected in the
chamber in proximity of the substrate’s surface or ejected by two different nozzles on
the side wall of the chamber. For all of our applications we are only using the
pre-mixed gas mixture as we expect a better gas homogeneity in proximity of the
surface as this might lead to a higher layer homogeneity and therefore a higher
homogeneity in critical temperature.
As we can see in Figure 6.1, the critical temperature of the TiNx films depends
strongly on the Nitrogen to Argon ratio in the atmosphere of the sputter chamber.
Figure 6.1 shows that if there is "enough" Nitrogen in the atmosphere, the critical
temperature of the films reaches a plateau around 3 K , while by reducing the relative
amount of nitrogen the critical temperature of the film reduces as well. The lowest
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Figure 6.1: Critical temperature of the thin films of substoichiometric TiNx plotted
against the Nitrogen/Argon gas ratio flowed into the sputtering chamber. Measurement
errors smaller than the size of the points.

value of critical temperature achieved in the Trifolium Dubium is 1.4 K at the very
edge of the capability of the instrument with 2 sccm of Nitrogen and 139 sccm of
Argon. Unfortunately, the mass flow controller is not reliably stable below 2 sscm and
when it is fully open it flows 139 sccm.
The Ti target is a 2-inch target and the best homogeneity is achieved by angling the
sputter gun at a 26◦ angle from the vertical (As optimised by Atcheson G. and Lee
H., personal communication).
While films with an ideal critical temperature of 0.8− 1.0 K cannot be deposited in
the Trifolium as it currently is set up, nevertheless a new possibility opens up: given
that the Tc reaches the plateau at around 3 K as opposed to the usual 4, 5 K as per
often reported in literature, it is possible to produce TiNx/Ti/TiNx multilayers which
would exploit high uniformity layers of Ti and a high-Tc TiNx to produce a stack.
This multilayer stack can be thinner than corresponding TiN/Ti/TiN stacks,
therefore allowing for more responsive MKIDs with relatively high sheet inductance.
This might be an interesting way of mitigating the well known inhomogeneity of TiNx

films which have a Tc in the 0.4− 1.4 K range and to produce resonators with high
internal quality factors on films in the same range of temperatures. Unpublished
research from other groups (private communications) seems to indicate that that
low-Tc multilayer stacks also exhibit a reduced internal quality factor. This
phenomenon could perhaps be explained by a non fully-proximised stack. To the best
of my knowledge, the cause for such low internal quality factors has not been
investigated yet by the authors.
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6.3 Photo-lithography

The third stage of the fabrication process is the photo-lithography which consists in
covering the film with a thin layer of photoresist, photosensitive polymers in solution.
Much like silver halide based photography, when the photosensitive polymer is
illuminated, it hardens (or softens) so that through a masking, illumination and
development process, a pattern can be impressed on the photoresist.
According to whether the photoresist hardens or softens when illuminated, it is
classified in "Negative" or "Positive" photoresist respectively. Our process was
optimised for a positive photoresist, SPR 220 − 3.0 which is ideal for
photolithographic processes where the critical dimension is as small as 1µm.
The coating occurs with the help of a spinner, here a turntable, rotating at 2000 rpm,
ensuring a 3.0± 0.1µm uniform coating of the metalised substrate.
Changing the Argon to Nitrogen ratio it is possible to tweak the critical temperature
of the thin films. The data sheet suggests a 90 s pre-exposure bake at 115◦ C to have
most of the solvent to evaporate and harden the photosensitive layer. In reality, given
the non-uniformity of surface of the hot plate where the baking occurs, it was
experimentally observed that a 180 s pre-exposure bake produced a more vertical side
profile of the unexposed photoresist, which eventually results in a better overall
lithography.
The exposure occurs through an AOI 800 Mask Aligner. For the illumination, the
data sheet suggest a dose of 210 mJ/cm2 which is equivalent to 20 s of exposure time
in the instrument.
In order to complete the chemical reaction started during the exposure, a
post-exposure bake (PEB) is common practice in photo-lithography. Once again the
data sheet suggests a PEB at 115◦C for 90′′. For the same reasons just discussed, the
PEB time is extended to 180′′ too.
In order to remove the now softened photoresist a development process is necessary.
The developer we use for this process is the Microposit MF − 319 which is a solution
of tethramethylammonium hydroxide (2.2%) and a non-disclosed surfactant in water
(95%). The immersion of the processed wafer in the developer starts a reaction by
which the softened polymers of the exposed photoresist start dissolving in the
water-tethramethylammonium hydroxide solution and the surfactant helps lifting
them from the surface of the metal-film. The development process involves 43 s of
immersion in the solution, with constant agitation and a 160′′ rinse in a DI water
tank to stop the developing reaction and to ensure the dilution of the developer.
At this stage the wafer should be as described in Figure 6.2 (3), with a thin metal
film deposited on a bulk silicon wafer and some free-standing hardened photoresist
features on part of the wafer. If using a positive photoresist and a correctly designed
mask, the photoresist should be gone from most of the wafer except from the areas
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Figure 6.2: The photo-lithographic process in three stages: (1) exposure in the mask
aligner with the mask blocking off the light from reaching the photoresist. (2) the
exposed photoresist softens and (3) after development only the unexposed photoresist
remains.

that we want to keep metalised in the designed circuit.

6.4 ICP Etch

The fourth process stage is the removal of the excess metal from the film and this is
achieved with an Inductively Coupled Plasma etcher. This process, in a way the
opposite of sputtering, removes the metal atoms from the surface of the sample. One
main difference with the sputtering process is that the plasma is not inert, rather it
uses a reactive plasma to etch away the elements on the surface of the sample. The
photoresist previously patterned covers the areas of the surface where we want to
keep the metal and protects it from etching away. Of course the ICP process will
start attacking the photoresist as well, but it is approximately 3µm thick while the
thickness of the metallic layer is in the order of a few tens of nm.
In an ICP etcher the plasma is ignited through a high-power RF coil in a
low-pressure chamber which is filled with the chemically reactive gases. The radicals
in the plasma are then accelerated towards the sample space with an electric field.
Upon striking the exposed metallic atoms, the ionised atoms in the plasma they react
with the different elements at play producing volatile etch products that are
eventually pumped out of the chamber.
The etching recipe developed for the MKIDs fabrication process in CRANN is
centred around fluorine-based chemistry as this is the only subclass of reactive gases
available in CRANN. In order to keep the process stable Ar and O2 gases are also
introduced into the process chamber.
After the etch, the excess metal is no longer present on the exposed surface of the
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Figure 6.3: Schematic of the process after the ICP etch. Here the unexposed photoresist
is still present on the surface of the wafer, the unprotected metalisation has been
removed and an amount of under-etch in the silicon is visible. The under-etch is
necessary to ensure that the etch of the metal layer is complete.

sample, while the photoresist exposed to the chemical reactive plasma, will have
hardened and has to be stripped off. This process occurs in a two-baths process
which involve 1165 photoresist remover heated at 80◦C . The sample is first
ultrasonicated while standing vertical in a bath of 1165 for 60 min and then in a
second bath of fresh 1165 heated at the same temperature for additional 15 min.
Finally the sample is cleaned in a five stage process in baths of DI water (5 min),
Acetone (5 min), IPA (5 min) and DI water (twice for 5 min).

6.5 Dicing and Bonding

By this stage the process is complete. The wafer has to be diced into individual
chiplets according to the pattern designed on the photo-lithographic mask. This is
done with a disco dicer which is equipped with a special blade to dice through silicon
wafers and that can be programmed to perform extremely accurate sequential cuts.
During the process, silicon dust is produced and it could be left as debris on the
surface of the wafer. In order to prevent this, the wafer has to be spin coated with
protective photoresist before undergoing dicing. Once the wafer is diced, individual
chiplets will have to be cleaned from the photoresist in a process identical to the one
described in the previous section.
The diced chiplet now has to be glued into a sample box, subsequently electric
connections have to be established between the pads on the chiplet and the centre
strip of the feedline on the transition boards that lead to the SMA connectors on the
sample box. To do this, the sample is connected through 50µm aluminium wires. A
wire bonder is used for this purpose. As with a sawing machine, a thin aluminium
wire is fed through the tip of a wedge to which, upon reaching the surface of the
chiplet, ultrasonic power is applied this welds the aluminium to the surface and
ensures electrical conductivity.
Three types of connections are necessary:

• pad to feedline

• ground plane to ground plane

• air-bridges
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The first kind ensured a connection between the SMAs on the side of the sample box
to the feedline on the chiplet. The second kind is necessary to connect the ground
plane on the chiplet to the common ground on the sample box. The third kind
connects the ground plane on both sides of the feedline on the chiplet. This is to keep
the ground plane at zero potential when a radio frequency signal is fed into the
feedline.
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6.6 CRANN Process sheet

Here we present a mock-up of the process sheet for a generic wafer produced in
CRANN.
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6.7 Tyndall fabrication

With the Cleanroom in CRANN being non fully operational for several months due
to the COVID pandemic, we contracted the Tyndall Institute in Cork to deposit and
fabricate for us a number of wafers. In order to differentiate the work carried out in
CRANN from that in Tyndall, and since I was mostly focused on the deposition of
sub-stoichiometric TiNx in CRANN, Tyndall was asked to deposit TiN/Ti/TiN
trilayers for us and pattern them.
As previously discussed, it is possible to control the critical temperature of the stack
exploiting proximity effect. Changing the thickness of the three layers, and
accordingly the overall composition of the stack, results in a change in critical
temperature.

Figure 6.4: Critical temperature dependence of TiN/Ti/TiN multilayers as a function
of the Ti to TiN ratio. The TiN film was discarded in order to get better fitting to
the region of interest and the point at 0.65 because EDX analysis on the film showed
a high concentration of Tin (Sn). The thickness of the two TiN layers is kept constant
(4nm) and the the thickness of the sandwiched Ti layer is varied.

Preliminary critical temperature measurements were performed on Pure Ti layers,
stoichiometric TiN layers and multilayer stacks. The purpose of these measurements
was to measure the critical temperature of both Ti and TiN and have a reference
point in order to tweak the thickness of each layer of the stack to obtain the desired
critical temperature of the film. Figure 6.4 shows the data points on a Cartesian
graph. While the physics that governs the process might not be described by a third
level polynomial, an easy fitting function has been used to obtain a first order
approximation of where the critical temperature of a specific multilayer shall sit. It
was proven that critical temperatures between 0.8K and 1.5K can be achieved
through this stacking process.
It is important to state that the deposition occurs in a High-Vacuum chamber (HV)
in Tyndall instead of a Ultra-HV chamber like the one available in CRANN and that
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the metalisation is etched away with a Chlorine-based (Cl) process, rather than a
Fluorine-based (F) one as in CRANN.

6.8 SEM Pictures

For the sake of the documentation, it is interesting to include a few SEM pictures
captured while inspecting the quality of the fabrication. The pictures captured with
the Scanning Electron Microscope show the different designs that are engraved on the
lithographic mask and are used to produce the resonator array. A Scanning Electron
Microscope uses an an electron beam, focused and accelerated to the user’s needs, to
probe the surface of a specimen. The imaging is achieved through the analysis of
back-scattered electrons and secondary emission electrons. The secondary electrons
play the primary role of detecting the morphology and topography of the specimen
while back-scattered electrons are used to analyse the composition of the elements of
the specimen. Contrast in the back scattering image is induced by electron counts
and is and the back-scattered cross section is a good identification of the material.
Further details on Scanning Electron Microscopy are beyond the scope of this thesis
and can be found in standard textbooks (79, 80, 81).

Figure 6.5: Design #1: SEM picture of an MKID fabricated in CRANN where the
meandered inductor and the interdigitated capacitor are clearly visible.
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Figure 6.6: Top: Design #2: SEM picture of an MKID fabricated in Tyndall where the
meandered inductor and the interdigitated capacitor are clearly visible. This design
also involves a larger inductor, and a large coupling bar. Bottom: Design #3: SEM
picture of an MKID fabricated in Tyndall where the meandered inductor and the
interdigitated capacitor are clearly visible. This design also involves a larger inductor,
but a moderately sized coupling bar
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6.8.1 Profile Etch

One further thing that has to be verified, aside from the quality of the lithography, is
the quality and reliability of the etching process. In order to do so, a cross-section
scan can be of great help. Figure 6.7 shows the side profile of a leg of an MKID. The
cursors show that the designed critical dimension of 1µm is met and that the
metalisation is completely etched away and that the side profile of the etch is nice and
vertical. The bright thin line represents the metalisation (TiN/Ti/TiN in this case)

Figure 6.7: Side profile of a leg of an MKID fabricated in Tyndall. The bright line
represents the metalisation and the edge profile is vertical.

and is 40 nm thick. The cross-section scan shows a clear vertical etch of the profile. In
addition to this, the etch has been run long enough to not only etch away the metallic
layer, but also to etch partially into the silicon so to make sure the etch is complete
and also to hopefully reduce the noise levels due to Two Level Systems.

6.8.2 Microscope Pictures

For the sake of comparison, this section shows pictures of an MKID as acquired
through an optical microscope. In picture 6.8(Top), all the distinctive elements of a
resonator are visible: the meandered inductor, the interdigitated capacitor and the
coupling bar. The feedline to which it is coupled is also clearly distinguishable and
the number 5460 engraved in the ground plane is meant to indicate the resonance
frequency, in MHz, of that individual resonator for a sheet inductance value as per
the simulated model.
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Figure 6.8: (Top) Optical microscope picture of a Microwave Kinetic Inductance detec-
tor fabricated in Tyndall and simulated to resonate at 5460 MHz if the sheet inductance
of the film is 5 pH per square. All the typical elements of an MKID are clearly visible:
the interdigitated capacitor, the meandered inductor and the coupling bar. (Bottom)
Bond pad to ensure electrical connection to the transmission line on the transition
board. The bond wire is also visible on the surface of the bond pad.

Picture 6.8 (Bottom) shows the bond-pad to which a bond-wire is attached and how
it connects to the transmission line of the transition board embedded in the sample
box. The 50Ω pad, which is also large enough to accommodate one or more bond
wires ensures electrical connectivity.
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7 Model and numerical simulation of
MKIDs

This chapter describes a study to model two main figures of merit that can describe
the performances of an array. The fabrication yield is defined as the number of
resonators, expressed as a percentage of the total, with individually-distinguishable
resonance frequencies. This represents the amount of pixels that can be used to
reconstruct an image. Two resonators with the same resonance frequency, or with
frequencies that are too close to each other, are inherently indistinguishable, therefore
it is impossible to trace back which MKID generated the signal.
The second parameter of great interest is the energy resolution of each single
resonator. The energy resolution describes the smallest possible difference in energy
of the impinging photons, ∆E , the detector can identify.
A more in-depth description of these figures of merit is given in the next sections
along with the description of a model that simulates the behaviour of MKIDs in order
to predict, optimise and design the best array possible.

7.1 Fabrication Yield

The fabrication of the detectors for such instruments is performed in research-grade
clean rooms, through processes which are almost completely human-controlled and
not automated. These processes have plenty of room for optimisation, although the
fraction of non-responding pixels is less than 1 %. Two or more resonators that
resonate at the same frequency while they were not designed for this purpose, are
said to be clashing or colliding. Currently, it is thought that most of the clashes are
due to random variations of the critical temperature of the superconductor. Although
a systematic radial distribution, over a large area , of critical temperature is known to
arise during TiNx sputtering deposition (13), it only plays a negligible role for
detectors of chip size is ≈ 4 cm2 as its effect can be dramatically mitigated with an
accurate placement of the resonators on the test mask that aims to even out possible
drifts in critical temperature and film inhomogeneity . The current state of the art is
that most arrays exhibit a fabrication yield of 75 % and only for the best ones it goes
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Figure 7.1: Representation of the simple model of the MKIDs array. Resonances #0
and #±1 are shown as well as the collision window. The probability of two resonators
colliding is given by the area underneath the bell curve within the limits of the collision
window.

as high as 80 % (17).
The model here discussed is based off the approach described by X. Liu et al in (82).
This simple model relies on a few basic assumptions:

1. the array of resonators is infinite on both sides of resonator #0

2. the distance, in frequency space, between two adjacent resonators is designed to
be: fn+1 − fn = ∆ = 2 MHz

3. the n-th MKID’s resonance frequency is randomly distributed about ∆n

according to a gaussian distribution G (fn,σ) = 1√
2πσ

e−
1
2 ( (fn−n∆)

σ )
2

4. given a defined window, a resonator that falls within said window is defined to
be clashing.

The probability that the 0th resonator does not clash with the nth resonator, Pn0,
can be evaluated, according to (82), as one minus the overlapping area defined by the
gaussian distribution and the collision window as described in Figure 7.1.
Furthermore, due to the translation symmetry of the model, it is only necessary to
evaluate Pn0 for all values of ±n. The benefit of an infinite array is that allows the
following identification:

Pn0 = 1−
Erf

(
n∆+χw√

2σ

)
− Erf

(
n∆−χw√

2σ

)
2

(1)

Where the integral of a gaussian is evaluated through the error function Erf(x)
defined as in Equation 2

Erf (x) =
1√
π

+ inf∫
−x

e−t
2

dt (2)

Here, ∆ is the nominal spacing between the resonators, and χw identifies the collision
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window through two parameters: w represents the resonator’s line-width and a χ = 5

is assumed under the hypothesis that the resonators are well distinguishable when
separated by 5 line-widths. This is to say that the profile of the 0-th resonator is well
contained in a window five times larges than its typical line-width. Assuming all the
resonators to be independent, the total yield is derived as:

Yield =
nmax∏

n=−nmax

Pn0 (3)

For the sake of a model, it was assumed that the MKID #0 resonates at the central
frequency of the working bandwidth, 6 GHz. And only the first 1000 resonators left
and right have been taken into consideration. The identification 3 is only valid in the
case of an infinite array of evenly spaced resonators. The analysis of this model will
be carried out in the next few pages and the dependencies of the yield from physical
parameters such as the quality factor of the resonators and the critical temperature of
the superconductor will be investigated. It is possible to observe that while increasing
the spacing ∆ between two consecutive elements of the array, the yield increases
accordingly.

A question left unanswered, this far, is how the frequency of an ideal resonator
changes when the desired Tc is not met. A simple approach follows the discussion
described in (83) and (43); the dependence of the kinetic inductance as a function of
the temperature can be evaluated as:

Lk =
l

w

Rsh

2π21.76Tc0

tanh

(
1.76Tc0

KBT

)
(4)

Where Rs is the resistivity of the film in its normal state, l and w are the physical
length and width of the film, h is its thickness, Tc0 is the critical temperature of the
film and kB is Boltzmann’s constant.
Given the change in kinetic inductance, and knowing that the resonance frequency of
an LC circuit fr = 1√

LC
the fractional frequency shift in resonance frequency induced

by a change in critical temperature, therefore a local change in kinetic inductance, is
easily obtained provided three assumptions are met :

1. The capacitance of the resonator is only due to its geometry

2. The inductance is only due to the kinetic inductance. The kinetic inductance
fraction α = 1

3. Any change in sheet resistivity Rs with Tc is negligible.

Under these circumstances, the fractional frequency shift is given by Equation 5
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∆f

fr
(Tc) =

1√
L(Tc )C

− 1√
L(Tc0 )C

1√
L(Tc0 )C

(5)

Here the previous assumptions take a critical part, as L(Tc) = LK (Tc) + Lg where the
latter term represents the geometric inductance.The hypothesis that α ≈ 1 allows to
neglect Lg with respect to LK and the assumption that Rs does not change with
stoichiometry allows to simplify Equation 5 as:

∆f

fr
(Tc) =

√
1
Tc

1

tanh
(

1.76Tc0
2kBT

)−1

−
√

1
Tc0

1

tanh
(

1.76Tc0
2kBT

)−1

√
1

Tc0

1

tanh
(

1.76Tc0
2kBT

)−1 (6)

Where ∆f = fr (Tc)− fr (Tc0), Tc0is the desired critical temperature, 800 mK for the
sake of this discussion; T is the equilibrium temperature at which the MKIDs array is
operated, 100 mK. Figure 7.2 shows the absolute value of Equation 6 as a function of
the temperature difference Tc − Tc0.
The main purpose of this calculation is to try and estimate reasonable boundaries for
the width σ of the distribution of the frequencies about their mean value fn.
Although, Equation 5 is asymmetrical around Tc0 , for small Tc variations, the two
branches can be considered symmetrical as a fist order approximation. It is assumed
that only 0.1% of the resonators have a critical temperature that differs by more than
200 mK, thus a shift in resonance frequency that is greater than 1.2 GHz. This
justifies the assumption of an upper limit for σ = 0.300 GHz. Such a broad
distribution would be catastrophic for any real array and is certainly overestimate of
any realistic value of σ in any well-behaved array .
A first evaluation of the fabrication yield is carried out to understand how well this
simple model describes the collective behaviour of an array of MKIDs. A particular
choice of the free-parameters is made; it is worthwhile describing the fabrication yield
as a function of a varying σ in order to justify how big an effect our previous
assumptions have, and instead of evaluating the line-width of the resonators, the
current working assumption is that the total width of the collision window is 0.5

MHz.
Figure 7.2 (Right) shows the yield starting to roll off as soon as the standard
deviation of the distribution of the resonance frequency around its centre value is
comparable to the spacing between two adjacent resonators ∆r . The yield eventually
flattens for values of σ ≥ 0.2 GHz at about 75%. Unfortunately, due to its inherent
limitations, it is quite difficult to compare the results produced by the model with
experimental results. Nonetheless, it is important to also include in the dissertation
how the total quality factor Qtot of the resonators comes into play in this model. By
definition, the higher the quality factor Q, the sharper is the resonator’s dips Q is
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Figure 7.2: Left: fractional frequency shift as a function of critical temperature fluc-
tuations. Right: yield as a function of σ, evaluated for a collision window of 0.5 MHz.
The inset shows a wider span of values of σ, up to 0.6 GHz.

inversely proportional to the line-width w = f0
Q

where f0 is the characteristic resonant
frequency. Assuming a ∆r = 2 MHz, and based on formula 3, Figure 7.3 shows a 2D
plot of the fabrication yield as a function of both σ and Q. Two trends are visible in
the plot. The yield increases with increasing quality; this says that the sharper the
resonator, hence the smaller their line-width and the clashing window, the higher the
fabrication yield is. Also, as expected, the smaller the width of the frequency scatter
distribution, the higher the yield per fixed values of Q.
Very strongly coupled resonators with low quality factors, such as Qtot < 15000,
represent the case where the resonator’s rejection window is intrinsically larger than
the spacing ∆r reducing dramatically the yield to a mathematical zero based on
previous assumptions. For very high values of σ, the model is, in fact, describing an
almost random distribution of resonant frequencies. It therefore makes sense that the
yield becomes proportional to the rejection window size, thus to the total quality
factor Qtot .

It is crucial to state the flaws and the limits of this model and discuss the possible
improvements of said picture. There are two main issues to discuss: first of all, a
gargantuan value of σ would produce a 100% yield as it would scatter most of the
resonators outside the working-bandwidth,4− 8 GHz. It was observed that the yield
starts increasing from σ = 1 GHz onward. Another limit of the model is that, when
evaluating the probability of a collision, only one of the two resonator’s dips is
broadened, while the other is still regarded as if it was infinitely sharp. This effect is
only relevant for very strongly coupled resonators, Qtot >

1
σ
, therefore it is not

significant for the plot in Figure 7.3. Further improvement, which is a higher-order
approximation to what has been discussed so far resides in the evaluation of the
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Figure 7.3: Fabrication yield as a function of the overall quality factor Q and the width
of the frequency scatter distribution, σ.

line-width as a function of the specific resonator’s resonance frequency. In order to
summarise the results described in the previous pages, Table 7.1 represents some
numerical results for interesting parameters.

σ (MHz) Qtot Yield (%)
0.8 20000 79.8
0.6 20000 89.9
1.8 30000 73.8
1.4 30000 85.5
1.0 30000 95.7
2.4 50000 75.8
1.8 50000 87.8
1.4 50000 95.3
4.2 100000 74.4
2.8 100000 84.0
1.8 100000 94.8

Table 7.1: Table representing the yield of a 2000 pixel array as a function of σ and the
total quality factor Qtot
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7.2 Resolving Power

For detectors, such as MKIDs, that can measure the energy of the incident radiation,
energy resolution is a critical figure of merit. The best way to describe it is, borrowing
Dr. W. R. Leo’s words, " [...] the extent to which a detector can distinguish two close
lying energies" (84). An ideal detector, when illuminated by monochromatic light
would produce a spectrum that is also monochromatic, and hence described by a
Dirac’s δ function. In reality, the width of the spectral lines is finite, broadened by
several factors which lead to what is experimentally observed. For the sake of clarity,
the energy resolution of a detector is intended as ∆E

E
, The quantity that will be

evaluated most of the time is its inverse E
∆E

is referred to as the Resolving Power. At
present, deVisser et al. (85) claim that the best resolving power achieved corresponds
to E

∆E
∼ 55 for wavelengths between 402− 1545 nm. The next few page will describe

how the following effects come into play in broadening the spectral peak:

1. Statistical processes in the MKID

2. Amplifier noise - High Electron Mobility Transistor

3. Current density inhomogeneity

4. Readout frequency

5. Two-level systems

7.2.1 Energetic processes in the MKID

Detectors that rely on statistical processes for the generation of a detectable signal,
such as MKIDs which rely on pair-breaking, suffer from inherent limitations that are
due to the statistical processes that occur inside the detector. For example, during
the cascade, a number of phonons are excited, and if their energy is not sufficient to
further break cooper pairs, that energy is "wasted". The statistical process that is
the cascade eventually results in a broadening of the response of the detector.
Naturally the nature of the broadening can be addressed to a fluctuation in the
number of cooper pairs that are broken down by a single photon of given energy . As
stated in (16), the best energy resolution an MKID can achieve as a pair-breaking
detector is given by R = ∆E

E
= 2.355

√
F∆s

ηhν
, where η ≈ 0.57 is the pair-breaking

efficiency (48), hν is the energy of the impinging photon, ∆s = 1.72kBTc is the
superconducting gap energy of the adsorbing material. F is the Fano factor, the effect
of which encompasses all the statistical processes that do not lead to pair-breaking. A
typical value of the Fano factor for superconductors is F = 0.2. These parameters
yield a maximum energy resolution of 0.011 for λ0 = 650 nm. Unfortunately, there is
little room for improvement. For other kind of energy resolving detectors, such as gas
and silicon based ionisation detectors, the Fano factor seems to vary, quite
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significantly, with the material (86, 87). The Fano factor is an inherent property of
the material and can be changed by changing the superconducting material of which
MKIDs are made. The pair-breaking efficiency, which compares the average number
of quasiparticles produced per photon with the maximum number of quasiparticles
that can be produced, can be marginally improved by changing the design of the
resonator (88). Studies carried out in SRON by deVisser et al. (85) suggest that
hot-phonon loss accounts for some of the losses. In particular, hot-phonon loss
contributes to increasing the Fano factor by a factor J .

R =
∆E

E
= 2.355

√
(F + J)∆s

ηhν
(1)

An analytical model and experimental measurements demonstrated that for both Si
and SiN substrates, J ≈ 3, whereas it is higher for Sapphire substrates. The same
paper (85) proposed the implementation of MKIDs where the inductors are fabricated
on a membrane so to reduce phonon losses. This should reduce the energy loss
through phonon mediated processes to the silicon substrate, effectively eliminating
phonon loss and thus maximising the pair breaking efficiency. Unfortunately, a value
of η = 1 cannot be achieved since any photon of energy greater than 2∆ but smaller
than 4∆ will only create 2 quasi particles and phonon excitations that can not break
up any further amount of Cooper Pairs. For higher energies, the efficiency depends on
phonon trapping factor (88)where improvement is possible.

7.2.2 High Electron Mobility Transistor noise

High Electron Mobility Transistors are likely one of the main limiting factors when it
comes to Energy Resolution. The HEMT discussed here is the Low Noise Factory
LNF-LNC4_8C which is a ultra-low noise cryogenic amplifier operating in the 4-8
GHz bandwidth. Its nominal noise temperature, as stated by the manufacturer, is 2.1

K.
The HEMT random noise affects the phase signal. In particular, when a photon
strikes the MKID, the phase signal generated is added to this noise and, of course,
the height of the phase-jump has an uncertainty given by the noise contribution of
the HEMT itself. Referencing Figure 7.4, the quantity that has to be evaluated is
R = ∆α

α
. Assuming that the MKID taken into consideration is optimised to respond

with an α = π phase shift when struck by a photon of wavelength λ0 = 650 nm.
Figure 7.4 shows the angles just discussed and is of critical importance for the
understanding of the model.
HEMT noise induces random fluctuations in both I and Q. Therefore, a non
illuminated MKID produces a signal in the I-Q plane that is represented as a
scattered cloud. When a photon is detected, the cloud is added to the photon
induced phase signal generating inaccuracy regarding the photon’s phase signal ∆α .
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Figure 7.4: Schematic of a resonance loop. The large circle describes the cable delay,
the smaller circle is that characteristic of a resonator. Two angles are highlighted: π
and ∆α. The latter describes random phase fluctuations due to the HEMT noise. For
the sake of clarity, the centre of the IQ plane was shifted away from the centre of the
loop.

To clarify, the quantity to evaluate is ∆α, the angle defined by the radius of the
resonant loop and the amplitude of the phase noise. In particular, it is not trivial to
understand how the noise temperature of the amplifier is then translated into phase
noise.
Jonas Zmuidzinas’ 2012 review (39) helps; assuming that the amplifier noise is
equally distributed between the I and the Q component the noise component can be
described by the following equation:

HEMT_noise =

√
kBTAG

2PMKID
BW (2)

A thorough derivation of the equation is given in the Appendix A2 where kB is
Boltzmann’s constant, TA is the noise temperature of the amplifier, G is the gain of
the amplifier, PMKID is the power at the HEMT and BW is the bandwidth given by
the Fast Fourier Transform sampling rate, 1 MHz. Equation 2 describes both the I
and Q components of the HEMT noise in I and Q units. Now, geometrical
considerations, based on maximum and minimum transmission (S21), lead to a simple
formula for ∆α

∆α =
HEMT_noise

radius
(3)

Where HEMTnoise is the length of the arc described by the cloud, and radius is the
radius of the resonant loop. Assuming perfect transmission in the cable delay loop,
which is described by a circle of unit radius. Knowing the distance from the origin of
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the resonance frequency of a non illuminated MKID is min|S21|, and by definition of
Qc (39), QC = Q

1−min|S21| , it is possible to obtain

∆α = 6
HEMT_noise Qc

Q
(4)

Where Qc is the coupling quality factor, Q is the total quality factor of the MKID.
The value of ∆α would only describe the rms of said quantity. There is an additional
factor of 3 to account for the conversion from a rms quantity to a peak-to-peak
quantity.

Figure 7.5: HEMT noise, ∆α
α

as a function of the power at the resonator. Standard
operating powers are in the −100dB range.

While it may seem that the noise component is very low, it is important to observe
that usual readout power, before entering the cryostat, would be ≈ −50 dBm, in
addition to that, two 20 dB attenuators have to be taken into account as well as the
attenuation of the coaxial cables going into the cryostat. Assuming a total power at
the HEMT of about −90dBm, Qi = 100000 and Qc = 45000, ∆α

α
≈ 0.037. It

corresponds to a noise fluctuation of ±3.3◦ in good agreement with common
measurements of ±5◦ white noise in baseline. As a final remark, figure 7.6 shows a
2D plot which clarifies the dependence of ∆α/α on both the internal quality factor Qi

and the coupling quality factor Qc . The plot here shown refers to a power value
Pg = −90 dBm. The area shaded in yellow depicts a portion of the parameter space
where ∆α/α ≥ 0.2, or ±36◦.
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Figure 7.6: 2D graph showing the dependency of the HEMT noise in degrees, at a
fixed power and assuming that a photon produces a 180◦ signal, as a function of the
coupling quality factor Qc and the internal quality factor Qi . It is important to observe
that the area shaded in yellow,represents the parameter space where the HEMT noise
is equal o greater than 36◦.

7.2.3 Current density inhomogeneity

Another source of uncertainty in the response of an MKID is inhomogeneity of the
current density across the inductor. If the current density varies spatially across the
inductor, the resulting signal from an absorbed photon will depend on absorption
location as variations in current density lead to changes in responsivity dθ/dNqp;
where θ is the phase angle, the measured response of the MKID to a photon strike,
and Nqp is the number of quasi-particles produced by the photon. Current density
uniformity strongly depends on the resonator’s geometry. Current crowding at right
angles is a well known effect for both normal metals and superconductors (89). The
current density is affected by the capacitance of the interdigitated capacitor. The
charge carriers tend to slow down and create high electric field as they drift towards
the two plates of the capacitor resulting in a small, but non negligible gradient in
current. The current density is highest at the top of the inductor (far from the
capacitor) and sees a typical 5% reduction in proximity of the capacitor. This is
because the change in density of the super current induced by a photon depends
non-linearly on the intensity of the current. This reflects its effect on both the shift in
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resonance frequency and the total quality factor Qtot . The change in Qtot accounts for
an internal change in Qc which depends on the resonant frequency of the resonator,
while a more significant change in Qi can be attributed to losses through normal-state
electrons produced by pair breaking. In order to evaluate the effects of current density
inhomogeneities, the current density data, simulated with SONNET with a grid size
in both x and y direction of 0.125µm is imported to a Python script I developed.The
data is read in by the programme and it is then normalised to the average value over
the whole inductor. This creates a current density map which is, for the most part, in
the range [0,1] with values greater than 1 only in the inner part of right-corners,
where there is a significant current crowding. The working assumption for the next
steps is that each single element of the inductor, as defined by the simulation through
the grid size, contributes to the total kinetic inductance of the resonator with its
elemental contribution and the total kinetic inductance is given by the the sum of the
contributions of all the single elements. The resonator is designed in such a way that
its resonant frequency is f0 = 6 GHz and Qc = 30000.

Figure 7.7: Phase shift when struck by a photon as a function of the (x ,y) position.

The Python programme, was fed the current density data produced by SONNET,
translates the current density 2D-map first into a Kinetic Inductance 2D-map, by
knowing the inductance depends on the current density at the location of each of the
cells. Once the kinetic inductance of the whole circuit is known, its resonant
frequency is immediately given by 1√

LKC
. When a photon strikes on a specific point of

the inductor, it depletes the region around it of charge carrying Cooper Pairs
increasing the kinetic inductance of the resonator. As a consequence of this increase
of kinetic inductance, the aforementioned shift in resonance frequency, and phase,
occurs. Figure 7.7 (Left) shows the expected resonance frequency shift according to
where the photon strikes on the inductor. Here, for the sake of simplicity the diffusion
of the quasi-particles in the superconductor was not taken into account.
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It is possible to evaluate the phase shift registered at the readout frequency, 6 GHz
for the sake of this simulation, and it can be iterated for all the possible grid elements
produced by SONNET. Manipulating equation 3 to obtain the phase component, it is
possible to produce the 2D map shown in Figure 7.7 (Right). Here the phase shift is
shown, measured at f0 = 6 GHz, due to an impinging photon as a function of where
the photon hits the inductor. In order to simulate an optimised resonator at the
impinging wavelength, the depletion considered was that which produces a ≥ 0.95π

phase shift.

Figure 7.8: Histogram of Figure 7.7. Where α is ≈ 0.965π radians. The designed
resonant frequency, in dark, is 6 GHz and the total quality factor is Qtot = 30000.

As discussed previously in Section 7.2.2, the Energy Resolution R = ∆E
E
, can be

described in terms of ∆α
α
. Figure 7.8 represents the frequency histogram of the phase

values in Figure 7.7 (Right). The full width of the profile represents ∆α, whereas the
peak value is representative of α. Under these circumstances and, based on these
assumptions, for f0 = 6 GHz and Qtot = 30000, ∆α

α
= 0.004.

As a final remark, it is interesting to evaluate if and how ∆α
α

depends on the total
quality factor Qtot . A plot of such dependence is shown in Figure 7.9. This model
hints that a small improvement can be obtained by increasing the resonator’s total
quality factor.
In reality, the model does not include the effects of dissipative effects induced by the
excited quasi-particles, which behave like normal-state electrons. These losses
account for a reduction in the internal quality factor Qi and have not been included
in the discussion.
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Figure 7.9: Dependence of ∆α
α

as a function of Q

7.2.4 Sampling frequency

The last effect that is taken into consideration is the interplay between the sampling
rate of the ADCs, that also affects the amplification noise, see Section 7.2.2 in the
readout electronics, and the quasi-particle lifetime. The cardinal theorem of
interpolation, as formulated by Nyquist (57) and Shannon (56), describes a classical
problem in sampling. When the ADC digitises the analogue signal at its input, it
creates a form of uncertainty in the maximum of the phase signal. According to the
aforementioned theorem, during sampling, the frequencies higher than half of the
sampling frequency, cannot be properly sampled and reconstructed, therefore both
the rising and the trailing edge of the phase signal are subject to uncertainties. It is
impossible to identify with absolute certainty where the peak lays and what its real
value is. The ADC used on ROACH boards is commonly operated with a 1 MHz
sampling rate, therefore, it is possible to constrain the location of the maximum
within a 1µs time frame. In particular, 1µs is enough time to take account of the
ring-down time of the resonator. Given this uncertainty, and knowing the
quasi-particle recombination time, it is easy to evaluate how a 1µs interval is

80



reflected into an error on the phase value. A schematic picture is shown in Figure
7.10. The recombination time for this model is 100µs; which is a typical value for
TiNx resonators.

Figure 7.10: The uncertainty on phase angle depends on the sampling rate and the
quasi-particle recombination time.

∆α

α
= 1− e

− ∆t
τqp (5)

Where ∆t is the time interval between two points being sampled and τqp is the
quasi-particle recombination time. For a sampling rate of 1 MHz and a recombination
time of 100µs,

∆α

α
= 0.00995 (6)

Obviously, a faster sampling rate coupled to a faster FFT would help, as one order of
magnitude alone would result in an improvement in ∆α

α
from ∼ 0.01 to ∼ 0.001. The

other option, would require the use of a superconducting layer with an intrinsic
recombination time that is longer than 100µs. Although this is possible in theory,
depending on the application, it may not be possible for practical reasons as a longer
recombination time would imply a longer dead time of the detector.

7.2.5 Other noise sources

MKIDs exhibit an "excess" phase noise that is not fully described by the components
previously discussed which is commonly referred as two-level systems (TLS) noise.
The internal quality factor Qi of a resonator is often limited not by the losses internal
to the superconductor, rather by dissipation through TLS. TLS noise is primarily due
to the coupling of the electric dipole moment of two-level systems with the electric
field of the resonator. In particular, since the interdigitated capacitors tend, by their
own nature, to sustain high electric fields the capacitors are considered the TLS-noise
producing element of an MKID. Even though a semi-empirical model for TLS noise
has been developed (90), I will not delve into it. Furthermore,
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Generation-Recombination (GR) noise should be discussed. GR noise is produced by
the dynamic nature of cooper pairs. As the name suggests, their number in a
superconductor is a time-average, therefore extra coooper pairs can form and break
down spontaneously. GR noise is material dependent. In order to keep this model as
simple as possible I’m only discussing the critical temperature of the film. I decided
to include TLS and GR noise in one term. The baseline fluctuations due to TLS and
GR noise is responsible for reducing further the resolution of the detector.
When probing MKIDs arrays with tones at -90 dBm, a typical phase noise of ±5◦ has
been observed. According to the calculations carried out in the previous section, one
might assume the HEMT phase noise of ±3.3◦; with the remainder, ±1.7◦ can be
addressed as TLS+GR noise. Table 7.2, shows the value of ∆α

α
for different values of

the noise component due to TLS and GR.

Extra noise ±0.5◦ ±0.7◦ ±2.5◦ ±10◦
∆α
α

0.0056 0.0189 0.0278 0.111

Table 7.2: Contributions to ∆α
α

for different values of TLS+GR phase noise, in degrees.

7.2.6 Energy resolution

The connection between the energy resolution R = ∆E
E

and the parameter here
discussed ∆α

α
still has to be established. First of all, a cumulative value for ∆α

α
can be

obtained on the hypothesis that the four contributions are independent and their
quadratures can be added up to an overall distribution width.

∆α

α
=

√(
∆α

α

)2

HEMT

+

(
∆α

α

)2

Currents

+

(
∆α

α

)2

Readout

+

(
∆α

α

)2

extra

= 0.0429 (7)

Where the HEMT noise accounts for the most part, and the contribution due to the
current inhomogeneity is about an order of magnitude smaller than that of the
HEMT. The three quantities are represented in Table 7.3.(

∆α
α

)
HEMT

(
∆α
α

)
Currents

(
∆α
α

)
Readout

(
∆α
α

)
extra

0.037 0.004 0.0095 0.0189

Table 7.3: Typical contributions to ∆α
α

from the main sources of noise: HEMT, Current
inhomogeneity, Readout frequency and TLS.

Even though it is intuitive that ∆α
α

and R = ∆E
E

are related, it is not straightforward
to compare RFano = 0.01116 and ∆α

α
= 0.0385. While deriving an analytic function

that describes the angular displacement in the IQ plane as a function of the photon
energy is possible, and an attempt is described in Appendix A2, it is perhaps not the
optimal choice for the sake of this work. A more practical approach when working
with detectors is to use a number of calibration wavelengths. By illuminating the
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detector with monochromatic light of selected wavelengths (λi ...λn) and based on the
response of the detector at each wavelength, it is possible to trace a calibration curve.
Often times, this curve is simply given by a linear interpolation between every two
adjacent calibration points. In each segment of the calibration curve the identification
described by Equation 8 is correct:

∆E

E
=

∆α

α
(8)

The only assumption that is necessary to explicit is that at every wavelength the
width of the angular distribution ∆α caused by a a photon of wavelength λ is either
confined within the individual < segment defined by λj < λλj+1 or on its
extrapolation. Based on these assumptions, the energy resolution is ∆α

α
= 0.0429.

The two contributions to the energy resolution can now be added in quadrature:

R =
√

R2
Fano + R2

α = 0.0612 (9)

This means that when illuminated by a red photon, λ = 650 nm, the wavelength
used as an example for the entire length of this chapter, the MKID taken into
consideration will detect its energy to be 1.91± 0.06 eV corresponding to a resolving
power, P = E

∆E
= 16.31.

It is worth taking a moment to break down the different contributions that limit the
detector’s performance. In order to do so, it is possible to individually neglect the
elements in Equations 7 and 9 and then list them from the most to the least
detrimental: The noise component that limits the performance of the detector the
most is that induced by the HEMT. If one could, ideally, reduce it to zero, the
resolving power would increase to P = 20.47. The second element that contributes is
given by hot-phonon losses. If one could reduce phonon losses to a negligible amount,
the resolving power would increase to 41.83. Then comes two level systems and
generation recombination (TLS+GR) noise, neglecting which, would bring the
resolving power up to P = 85.45. The readout electronics reduces the resolving power
from P = 90.92 and finally the contributions given by the Fano noise and current
inhomogeneities, which, when the contribution due to all the other noise sources have
been neglected, alone limit the resolving power to P = 142.50. One final comment is
on the wavelength dependencies of some the main contributors that limit the energy
resolution. In particular, it is clear that the readout sampling frequency has no
dependence on the wavelength at which the resonator is being illuminated. It is
intuitive that the current inhomogeneity is independent of the impinging photon
wavelength. Obviously, a resonator optimised to produce a 180◦ phase shift for 650

nm will produce a smaller signal when detecting less energetic photons, and the ratio
∆α
α

due to it is dependent on the wavelength.
The situation get more complicated when considering the effects of the HEMT, and
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its noise temperature, on the signal. In this case, ∆α can be assumed to remain
constant independently on the wavelength on the impinging photon, whereas the
absolute value of α changes with wavelength, effectively decreasing the signal to noise
ratio, hence reducing the energy resolution of the detector.
Finally, the Fano contribution RFano of course is wavelength dependent, and ranges
from ≈ 0.075 for highly energetic blue photons (300 nm) to ≈ 0.017 for infrared
photons (1500 nm).

7.2.7 Energy dependence

Following the previous section, it is interesting to evaluate the Energy Resolution as a
function of λ. Investigating in detail the effect requires great effort, moreover,
interlinking the different processes that contribute is not easy. An easier approach is
to imagine a resonator of which the response is above the noise level over the whole
range of wavelengths of interest: from 650 to 1650 nm. Ideally, the resonator would
be optimised to produce a 180◦ phase signal when struck by a 650 nm photon and
would produce a signal which is still discernible from the noise at 1650 nm, let us
assume one order of magnitude above the noise threshold, e.g. a 50◦ phase shift.
Ideally, one could imagine the phase shift produced by the resonator to be directly
dependent on the wavelength of the impinging photon. Under these assumptions, the
height of the phase pulse would be described by Equation 10

α = 180− 0.13(λ− 650) (10)

The different components that make up ∆α
α

might or might not be dependent on α:
the contributions due to current crowding and inhomogeneity, TLS+GR noise, and
the HEMT noise depend on the pulse height. The same amount of noise produced by
the resonator or the HEMT will have a different impact on the detector’s
performance depending on the height of the phase pulse. On the contrary, given the
self-similarity of the exponential decay, the contribution due to the readout
electronics and its sampling frequency does not depend on the height of the signal.
Under these assumptions, Equation 7 becomes:

∆α

α
(λ) =

√(
∆α

α
(λ)

)2

HEMT

+

(
∆α

α
(λ)

)2

Currents

+

(
∆α

α
(λ)

)2

extra

+

(
∆α

α

)2

Readout

(11)
where the λ dependency of the parameter α is described by Equation 10. The curve
described by Equation 11 is shown in Figure 7.11. The equation that links ∆α

α
to the

energy resolution ∆E
E

is only accurate when the resonators are optimised for the
specific wavelength, which means, when the phase pulse it produces is ≈ 180◦.
Keeping in mind that this identification is only exact for wavelengths close to 650 nm,
it is possible to extend it over the whole wavelength range of interest in order to
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gather qualitative information about the trending of the curve, which is shown in
Figure 7.11. The scatter plot shows resolving power values measured by different
groups for MKIDs made of different materials: Guo et al., (16), (Green) for their
TiN/Ti/TiN MKIDs measured a value of P = 3.7 at 1550 nm, in agreement with
what predicted by the model P = 3.77, Szypryt et al., (11), (Red) obtained a
resolving power in the wavelength range 808− 1310 nm between 8.1− 5.8; and Mazin,
(17), (Cyan) reports a resolving power of 10 at 808 nm for hafnium (Hf) MKIDs. The
experiments seem to be in good agreement with the trending of the modelled curve.

Figure 7.11: Left: Signal to noise ratio ∆α
α

as a function of the wavelength of the
impinging photon. Right: Resolving power E

∆E
as a function of the energy of the

photons that illuminate the resonator. The scatter plot represents experimentally
measured points as collected from: Green - (16), Cyan - (17), Red - (11). The same
plot with the addition of data from prototype DIAS MKIDs is shown in Fig 9.15.

7.3 Possible improvements

A final section is necessary to point out the results described in the previous pages
and what technological improvements might be relevant to future work. When it
comes to the yield of an array, there is very little improvement that can be foreseen
for superconductors such as TiNx for which it is known that Tc homogeneity is very
difficult. Other superconductors can exhibit a better uniformity, TiN − Ti − TiN

multilayers have not been tested thoroughly yet. The deposition of uniform and high
quality thin films is well optimised for both Ti and TiN . From a more technological
standpoint, an enhancement in the maximum frequency at which a low
noise-temperature HEMT can operate, might allow the choice of not increasing the
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number of resonators per feed-line in order to increase their frequency spacing which,
in turn, provides an improved the pixel yield. A further approach to maximise the
yield would be the retuning of the colliding resonators through post-production
processes such as trimming and DC-bias retuning (91) (See chapter 8).
As previously discussed, the importance of the energy resolution of the detector is
central and it is crucial for most application that it is as optimised as possible. The
last few pages describe a model created ad hoc to investigate the effects of several
parameters on the energy resolution of an MKID: the noise temperature of the
HEMT, which appeared to be the most significant contribution, the inhomogeneity in
current density in the inductor of the resonator, the sampling frequency of the
readout electronics and the Fano noise that dominates the pair breaking process. The
dominant contribution is provided by the HEMT, and very little can be done to
minimise it. Of course a better HEMT has been in the community’s wish list for
several years now, and hopefully the parametric amplifiers currently under
development (70) might play a significant role. That said, Figure 7.6 shows that a
higher internal quality factor Qi can help improve the signal to noise ratio. Further
improvement, of non dominant factors, is possible. New geometries can be
investigated in order to maximise the current homogeneity, among these, a design
with a large inductor could be interesting in order to minimise the effects of the
current crowding at the right turns, whereas a tapered inductor could reduce the
current density gradient. An in-depth study of the physical properties of new
materials, such as the multilayers and Granular Aluminium, might produce
interesting results in terms of quasi-particle life time, which would impact the
contribution to the energy resolution given by the readout electronics. The Fano
component issue is currently being addressed by the SRON group in the Netherlands,
by maximising the pair breaking efficiency η. In the case of semiconductors (86) and
gases (87), the Fano factor has been observed to be material dependent. It might be
worth investigating if there is a significant change in Fano noise across a broad
variety of superconductors.
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8 Retuning an array exploiting the non-
linearity in kinetic inductance

The collective behaviour of an array of Microwave Kinetic Inductance Detectors is
understood and has been modelled with sufficient accuracy. Standard TiNx is known
to be quite non-uniform when it comes to its Tc . As previously discussed, in Chapter
7, even the smallest variations in Tc can lead to a drastic decrease in the total number
of resonators with a unique resonant frequency. The ratio between this number and
the total number of resonators is commonly defined as fabrication yield.
Fabrication yield highly depends on the design parameters, as it is known that
MKIDs optimised for sub-millimetre applications have higher yield than those
optimised for visible and near infra-red purposes; for the latter case, most arrays
exhibit a yield of ≈ 75% and only the best ones go as high as 80%.
Over the last decade, multiple approaches have been attempted in order to increase
the yield. Among these, the a posteriori trimming of the interdigitated fingers of the
inductors so that the frequencies can be re distributed uniformly over the whole
bandwidth showed great results (92). Another very interesting approach, pioneered in
2015 by M.R. Vissers et al., exploits the non linear dependence of kinetic inductance
to induce a controlled shift in resonant frequency, and therefore increasing the
number of distinguishable resonators on the feed-line. The first approach, can, in
principle, decouple all the resonators, providing a 100% yield, but requires a very
difficult post-production process involving a secondary lithographic process or a
Focused Ion Beam milling of the excess metal. The second approach, instead, can
only produce a limited increment in yield, and makes the multiplexing of several
pixels quite complex.
Over the next pages, I will discuss a possible way to implement and improve the
latter approach.
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8.1 Kinetic Inductance non-linearity

The electrodynamics of superconductors has been studied intensively and it has long
been known that the kinetic inductance of a superconductor, when a current is flowed
through it, has a non-linear dependence on the amplitude of such current (45), (46).
In the limit T � Tc , the kinetic inductance of a superconducting strip can be
expanded as:

Lk = L0

(
1 +

I 2

I 2
0

+ ...

)
(1)

It is clear that any odd term in the expansion has to be zero, due to symmetry
reasons, and an expansion to its second, non zero term, is accurate enough to model
the phenomenon. Here I0 is a scaling factor and, according to the literature, it is
known to be of the same order of the critical current, (39),(47)

Figure 8.1: Measured current dependence of the relative kinetic inductance fitted with
BCS and Ginzburg-Landau theory. Adapted from Doerner S. et al., (6)

In the limit that the film thickness is small compared to the London penetration
depth of the superconductor, the surface inductance Ls is given by:

Ls =
h̄Rs

π∆0
=

h̄ρn
π∆0t

(2)

Where Rs is the sheet resistance of the film, ρn is the normal state resistivity of the
metal and t is its thickness. A strip of length l and width w has a kinetic inductance
of Lk = Ls(l/w). The expected fractional change in kinetic inductance, according to
Kher (18), is given by

δLk

Lk
=

I 2

I 2
0

= κ∗
J2

J2
0

(3)
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where κ∗ is a parameter of the order of unity, J is the current density and J0

J0 =

√
πN0∆3

0

h̄ρn
(4)

Here N0 is the single-spin density of states per unit energy and unit volume (18). ρn
is the normal state resistivity and ∆0 is the superconducting bandgap at 0K. The
resonance frequency ωr of an LC resonator is 1/

√
LC , therefore a change in its

nominal inductance due to a current bias, leads to a change in its resonance
frequency δω. Its fractional shift, due to this current bias is (47).

δωr

ωr
= −δL

2L
= − I 2

2I0
(5)

Previous papers, (47) and (18) showed interesting results in this direction. In both
cases, a frequency shift up to 4% of the designed resonance frequency was achieved,
with little (47) to no (18) degradation in quality factor and some of these results are
shown in Figure 8.2

Figure 8.2: (a): Amplitude of transmission through the chip. The blue curve shows
the transmission without any current bias, the red curve shows the transmission with
current bias of 60µA. The total frequency shift is about 250 MHz , about 5% of the
resonance frequency. (b) Full current response data for the resonator. Above 60µA,
critical current of the superconductor, the resonance disappears. The red curve is a
quadratic fit to the data, whereas the dashed curve is a quartic fit to them. Reprinted
from (18)

8.2 Retuning multiple pixels

The two approaches described in the previous section only focus on the retuning of a
single resonator, but it is interesting to evaluate what improvement can be obtained
when selectively biasing some of the resonators of the array. It is unimaginable that
each pixel of the array, several thousand resonators per chip, is individually contacted
and biased. There are two main reasons for this: The amount of cables required at
the milli-kelvin stage of the cryostat would be comparable to the amount of cables
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needed to read out an array of Transition-Edge Sensors, therefore losing one of the
main strengths of MKIDs. The second reason is that, in order to do so, the
fabrication of an MKIDs array with that many biasing lines would become more and
more complicated, and another strength of MKIDs would be lost. One acceptable
compromise is to use one biasing current that is then equally redistributed between
all the biased resonators. This section inquires how big an improvement this would be
and the feasibility of this approach when moving from a single pixel approach to a
whole array.

8.2.1 Numerical model

The first evaluation of the benefits of the selective retuning of individual resonators
was done through a Python code. The code is divided in two main parts: the first
one is mainly meant to verify the feasibility of the retuning by blindly biasing one of
two clashing resonators, for every clash that occurs on the feed-line. The second part
deals with the possible benefits of a smart choice of the pixels to bias. The first part
is intended to be a simple toy model in order to compare it with the second part,
therefore, it only takes into account an array with 1000 pixels per feed-line where the
resonance frequencies are evenly distributed across a 4 GHz bandwidth and 125
randomly-chosen resonators with the same exact resonance frequency as 125 other
pixels. The programme scans through one thousand evenly spaced values of current
from 10 µA to 10 mA and keeps track of the best case scenario, i.e. the current value
by which there are the least amount of pairs of resonators within 0.5 MHz of each
other. This scan was run one thousand times with a randomised set of colliding
resonators times to gather data with statistical significance and then a histogram was
produced as shown in Figure 8.3 The second stage of the process goes further to
simulate a realistic MKIDs array. The number of resonators laid on each single
feed-line is now increased to current standards, 2000, therefore reducing by a factor 2

the average spacing between two adjacent resonators. Furthermore, a random shift
around the designed resonant frequency in the range of ±5 MHz is taken into
account. Only after this randomisation, any 250 resonators are indiscriminately
chosen and assigned to have the same resonant frequency of 250 other ones, only then
the frequencies are rearranged in increasing order. This way a 75 % yield is induced
in the array. The optimisation of the retuning process is described in the block
diagram in Figure 8.4 and goes as follows:
Starting from the colliding MKID with the highest resonant frequency, and given a
value for the current bias in the range (10 nA to 10µA) five checks are
performed:

1. is it closer than 0.5 MHz away from another resonator?

2. given the bias current, what would its new target frequency be?
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Figure 8.3: Number of paired resonators after having blindly biased one of the res-
onators of each pair. Starting parameters are 1000 resonators evenly distributed over
4 GHz of bandwidth. Of the 1000 resonators, 125 have the same resonance frequency
as 125 others. A gaussian fit of the peak points towards a mean value of 30 couples
left to decouple and a S.D. σ = 5

3. is the collision removed?

4. does the newly biased resonator collide with another one?

5. is the target frequency in the bandwidth of our interest (4-8 GHz)?

Figure 8.4: Flowchart of the algorithm for the identification of the resonators that need
to be re-tuned.

The programme is meant to check the resonators in descending order, and as soon as
it detects two clashing resonators, it tries to remove the degeneracy by applying a
current bias. Two further checks are necessary at this stage: are the two MKIDs still
colliding? i.e. are the two resonators of the pair further than 0.5 MHz away? and, in
secundis, is a new collision created with this shift? If so, the clashing resonator also
has to be immediately re-tuned. Unfortunately, at this stage, independently whether
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a new collision is created, the programme will not try to remove it. Now, the final
check that has to be performed is making sure that all the pixels resonate within our
bandwidth of interest. The upper end is of little to no interest as the process of
retuning a resonator can only decrease its resonant frequency. The resonators with
the lower characteristic frequencies, on the other hand, could be shifted to a different
octave, which could lead to a clash between pixels when considering that resonators
can be driven with their second harmonic frequency.
These steps are re-iterated over different values of bias current, in order to find the
current value that yields the best array possible. The whole process is re-iterated
eight-hundred times with randomised starting conditions in order to gather data with
statistical significance. The results of this process are shown in Figure 8.5. The left
plot shows the full data set. Two peaks are clearly visible; the small peak on the left
represents the events of multiple non-resolvable collisions. What is interesting to us,
though, is the main peak on the right which as expected contains more events than
the other. The plot on the right, shows a close up of said peak along with a gaussian
fit of the data. Neglecting the smaller peak on the right, a gaussian fit of the data,

Figure 8.5: Left: Yield after the retuning process. A total of 800 events have been
taken into account for this plot. Right: close up of the main peak from the left plot
and the gaussian fit of the data.

yields a mean value of 125 ± 7 pairs of resonators with degeneracies that could not be
removed. This values, corresponds to a total yield of 85.3 ± 0.7 % which results in a
10 % overall improvement in fabrication yield. A better algorithm to determine which
resonators to bias and which ones to keep unbiased might further improve the overall
yield by a few percent as well as a higher number of data points, possibly obtained
with a current scan that is finer than 10 nA. Unfortunately, asking for a finer scan
and more data points means cluttering a machine for longer time. Only an
optimisation of the algorithm might allow for that, as its scaling order is O3.
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8.3 Mask design and electromagnetic simulations

This section covers the electromagnetic simulations of a novel MKIDs design that
should allow for DC biasing of multiple pixels without giving up on the
multiplexibility of a array on a single feed-line. Just before diving into the description
and analysis of our newly designed resonators and their DC-biasing line, it is
important to note that a thorough description of SONNET, the electromagnetic
simulations software used for the design of all the circuital elements can be found in
Chapter 8.3.1.

8.3.1 Resonator design

Although different MKID designs can be adapted to accept a DC current bias, our
main interest is not to give up on the Lumped Element geometry, therefore keeping
the structure of an interdigitated capacitor and a meandered inductor. In order to
bias the resonator, one can no longer rely on a floating ground at the middle point of
the inductor, but a physical ground is now necessary. Furthermore, a superconducting
supply line is required to connect, at will, the resonator with the line distributing the
current in parallel to as many resonators as it is required. A diagram of this geometry,
drawn and analysed with the EM simulation programme SONNET(76) is shown in
Figure 8.6. The elements previously discussed are still featured in this design, and in
addition it is easy to identify the hard-wiring to the ground plane and the supply line
that connects to the current distribution line. The details of this connection are
intentionally not shown in this graph as further discussion is necessary.
Figure 8.6 shows the two usual elements of the resonator: an interdigitated capacitor
and a meandered inductor as well as the feed-line to which the MKID is coupled. In
particular, it is interesting to notice that the feed-line, and the rest of the geometry,
are not made of the same materials. The feed-line (in blue) is made of a material
with a sheet inductance value of ≈ 20 pH/sq while the ground plane, the current
distribution line and the resonator (in red), are designed to be made of a high kinetic
inductance material, such as granular aluminium (grAl) which can have sheet
inductance values as high as 500 pH/sq (50).

8.3.2 Material Choice

Of fundamental importance is the choice of superconducting materials chosen for
different elements of this project. The most important parameter is the critical
temperature of the film. Materials such as Hf, PtSi, TiNx have been proven to be
suitable for MKIDs. Moreover, since a significant current might have to flow through
the superconductor, it could be beneficial to use a material with a TC higher than 1 K

in order to allow a higher critical current. Besides the critical temperature, a high
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Figure 8.6: Left: Design of an MKID capable of current-biasing. The standard geome-
try remains unchanged, a meandered inductor and an interdigitated capacitor coupled
to a co-planar wave guide transmission line. In addition, one of the nodes of the circuit
is grounded and the other is connected to the current distribution line through a supply
line. Right: Transmission dip of the resonator (f0 = 7715.4 MHz and QC = 33200)

kinetic inductance material could be of great benefit to keep the size of the current
distribution line, and the pixel size, as small as possible in order thereby increasing
their packing capacity.
Granular Aluminium (grAl) could be ideal for this purpose as its critical temperature
ranges between 1.2 K and 2.3 K, and kinetic inductance values as high as 1 nH/sq are
easily obtained.

8.3.3 Current distribution line

The main function of this current distribution line is, to provide the biasing current
to all the resonators in the array that need to be re-tuned. A few problems arise
when implementing a current distribution line in the previously discussed geometry.
In primis, it is crucial to ensure that the high frequency energy loss is as small as
possible in order to maximise the resonator’s quality factor. The second, and more
crucial, concern is that there is no RF signal cross-talking between two or more
pixels. In which case all the reactive elements would contribute to the creation of one
single resonating circuit which would, in turn, make the whole array unusable. In
order to solve these two main issues, and following the important advice of A. S.
Kher in (18) where the bias is achieved through a stepped-impedance filter, a
multistage low-pass hairpin LC (93) filter is to be considered as a viable option.
Figure 8.7 shows the implementation of such a Low-pass filter.

Given such structure, it is of great importance to know its trans-characteristics
defined by its S-parameters. The main focus is to provide a filter with the lowest
attenuation possible at very low frequencies, and which has at least −40 dB
attenuation in the 4-8 GHz range that is our bandwidth of operation. The S21 curve,
represented as a function of frequency, is shown in Figure 8.8 (Top). The attenuation
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Figure 8.7: Top: Two stage Low pass hairpin LC filter, the cell is 300µm × 250µm .
Bottom: Electrical scheme of two resonators with their current distribution line.

is negligible at very low frequencies, the transmission rolls off and is non significant
across the 4− 8 GHz octave. For frequencies between 2.12 GHz and 2.6 GHz, the
transmission is higher than −20 dB, but the presence of this peak is not relevant for
the purpose of the filter. Such implementation allows to keep two resonators
decoupled while they are electrically connected through the current distribution line.
As shown in Figure 8.8 (Bottom), it is also possible to ensure a coupling quality
factor which is comparable to standard MKIDs
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Figure 8.8: Top: Trans-characteristic of the two stage Low pass hairpin LC filter as
simulated in SONNET. Bottom: SONNET simulation of a frequency shift due to a
change in Kinetic inductance. The blue curve represents the unbiased resonator (
f0 = 6.4775569 GHz and QC = 33700); the red curve represents the same resonator
when the sheet inductance of the layer is increased by 0.2% ( f0 = 6.4711046 GHz and
QC = 33700).
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Instead of showing an image of the designed MKIDs laid out on the lithographic mask
as just done, when it comes to the multiplexing of different resonators on the same
feedline, it is agreeable that an electrical schematic of the circuit is more efficient and
a better explanatory tool. The schematic can be found in Figure 8.7 (Bottom).
A hairpin LC two-stage filter is not the only possible way to achieve a wide-band low
pass filter. For applications in which high packing ratios are crucial or, in case a
cryostat with high cooling power is available, a R-L low pass filter is also a viable
option. The transmission of such filter is shown in Figure 8.9 (Bottom). It is obvious
that the presence of a dissipative element, here imagined as 20 gold strips 1µm wide
and 5µm long, with a sheet resistance of 20Ω/sq, induces a loss at low frequencies.
The transmission curve shows an attenuation of ≈ 12 dB which corresponds to a
four-fold attenuation of the power applied. Biasing a resonator with a current of
1µA, which is reasonable for such applications, implies a dissipated power of 100µW .
Retuning a whole array of 2000 pixels could be as energetically demanding as 25 mW ;
a cooling power only available in high performing dilution refrigerators (94).

Figure 8.9: Top: R-L low pass filter, the superconductor is depicted in red, while the
yellow elements are made of gold. The cell is 50µm×50µm. Bottom: S21 transmission
of the same R-L low pass filter.

8.3.4 DC Bias switch

The selection of which resonators have to be re-tuned is made by electrically
connecting the resonators to the Current Distribution Line. Basically, one can
physically decide whether each individual resonator has to be connected to the
distribution line or not. Two approaches are here possible, one is "additive" and the
other "subtractive". In the first case, the photo-lithographic mask would include
bond pads to connect the filter to the distribution line. This way, it is possible to
electrically connect the resonators to the distribution line through well placed
aluminium bond wires. Instead, the "subtractive" approach, has all the resonators

97



already connected to the distribution line when fabricated and one can decide which
resonators to disconnect. Each method has its own benefits; only having to bond the
resonator one wants to re-tune is very obvious and relies on less connections, which
could get damaged during the fabrication. On the contrary, the second scheme,
already has all the resonators connected to the distribution line and it is possible to
etch away the connections to the distribution line for those resonators that need no
connection. The "subtractive" approach could be beneficial in case one wants to
probe and test the array when biased with different currents. This way when
optimising the yield of the array one does not rely on the expected behaviour of the
biased resonators. Each resonator can be characterised first and the selection of the
resonators to keep connected and their ideal bias current is made in light of their real
behaviour. It is important to state that, due to the inherent characteristics of the
filters, when connecting or disconnecting the resonator to the current distribution
line, a shift in frequency of ≈ 2 MHz, in either direction, has to be taken into
account, breaking the connection between the resonator and the distribution line will
increase its resonant frequency without affecting the quality factor and vice-versa.
This frequency shift seems to be independent on the resonance frequency of the
resonator and, in first approximation, constant across the 4− 8 GHz band. Sonnet
simulations proved that the quantity of this shift is independent on the geometry of
the MKID. On the other hand, it is not independent on the properties of the
superconducting layer. A change in sheet inductance results in a change in the the
fixed shift. Increasing the sheet inductance to 550 pH/square in the simulation, the
resulting shift in resonance frequency, when connecting/disconnecting the resonator
from the current distribution line went down to ≈ 40 kHz. A further increase to 600
ph/square reduces the shift to within 10 kHZ, which two orders of magnitude smaller
than the accuracy that is desired.

8.3.5 Routing scheme

Routing two different lines through an array of resonators in a way that the current
distribution line doesn’t cross the feed-line could sound difficult. Provided that a
routing based on trial and error could be attempted, a Python code, based on
Kruskal’s algorithm (95), was implemented in order to find the minimum spanning
tree, the shortest combination of segments that connects to all the points in a graph,
that would allow the biasing of all the resonators. Then the feed-line was routed in
order to be coupled to the MKIDs. At the cost of almost doubling the length of the
feed-line, it is possible to route two non intersecting lines that connect to the pixels.
For the sake of clarity, Figure 8.10 shows a 8× 8 matrix with the two different
routing paths. It is obvious that this wiring pattern can be extended to any
rectangular array. In principle, having the current distribution line to cross-over the
feedline would not result in a problem, but will make the fabrication process
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significantly more difficult, therefore the approach here described is based on the
desire to have the current distribution line co-planar with the feed-line.

Figure 8.10: Routing scheme of the feed-line, in blue, and the current distribution line,
in red, snaking around a generic 8× 8 square array. An MKID and a filter is imagined
placed at the centre of each square of the chess board.

8.4 Conclusion

Building on the state of the art of Microwave Kinetic Inductance Detectors, we
proposed a possible implementation of a geometry that allows the DC bias re-tuning
of an MKIDs array. Python simulations show that, with just one current value to
bias the resonators with, it is possible to increase the percentage of pixels with
individual frequencies from 75% to above 85% with minimal degradation of coupling
and quality factors. The material identified as optimal for this application is granular
aluminium with sheet inductance as high as 500 pH/sq which is ideal in order to keep
the dimensions of the filter as small as possible and, in turn, grAl is expected to
withstand a higher current density when compared to superconductors with lower
critical temperature. Two possible geometries have been imagined for the current
distribution line, one based on a LC multi stage hairpin low pass filter, a
medium-performance low dissipation filter, and the other, a single pole R-L low pass
filter, which has a much better performance in terms of filtering that comes with a
high energetic dissipation. This makes it only suitable for high cooling power dilution
refrigerators. A routing scheme, based off Kruskal minimum spanning tree, that

99



allows the wiring of two non intersecting lines around a rectangular array of any size
has been identified. Work is ongoing for first experimental tests of the devices here
proposed.
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9 Kinetic Inductance Detectors

This chapter contains the full characterisation of a number Microwave Kinetic
Inductance Detectors. Due to some insurmountable difficulties that arose over 2020
and 2021 in CRANN, the fabrication of these resonators was outsourced and
produced in the Tyndall National Laboratories.
The superconductor from which the resonators here described are obtained is a
multilayered stacking of Titanium Nitride and Titanium, encapsulating a thicker Ti
layer between two thinner TiN layers which act as a capping layer to protect the Ti
from oxidising and, most importantly, contribute to the regulation of the critical
temperature through proximity effect. The thickness of the middle layer of the stack
has been varied empircally in order to obtain the desired critical temperature.

Figure 9.1: Schematic picture of a TiN/Ti/TiN multilayer. The top and bottom layers,
of stoichiometric Titanium Nitride sandwich a pure Titanium layer of variable thickness
to control the critical temperature of the stack.

While many different depositions runs have been performed to optimise for the
desired critical temperature and improve the internal quality factor as desired, this
section only reports data gathered on some selected fabrication runs.

9.1 TiN|Ti|TiN – 4|39|4

The first deposition we attempted was so to have designed critical temperature of
about 800 mK.This was attempted with a trilayer of respective thicknesses 4 nm,
39 nm and 4 nm. Such a low temperature of Tc would be ideal. Being about one order
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of magnitude higher than the lowest temperature the cryostat can hold would ensure
a full depletion of the superconductor from unpaired electrons. According to the
two-fluid model (4, 43) of a superconductor, the fraction of paired electrons is given
by:

nqp

n
= 1− (

T

Tc
)4 (1)

This results in a fraction of unpaired equations at a temperature of 100 mK that is
smaller than 0.1%. A low critical temperature also is reflected in a higher number of
quasi particles produced per every impinging photon and also results in a higher
energy resolution. This deposition resulted in a superconducting film with a critical
temperature of 885 mK ± 20 mK across the whole wafer. Unfortunately, a frequency
sweep of the resonators performed with the VNA showed that the resonator dips (in
frequency) were extremely shallow. Only the best resonators were as deep as 2dB .
Although a fitting of the resonators’ I-Q loop is not greatly informative when the
resonance is so shallow, it returned extremely low values for the internal quality
factors of the resonators (Qi ≤ 25000). While the reasons for such low values of Qi

could be further investigated, it was decided to proceed to the fabrication of a new
wafer with a different elemental composition and different value of critical
temperature.

9.2 TiN|Ti|TiN – 4|10|4

For the second successful fabrication run, the target critical temperature was set to
be around 1.5 K and, through linear interpolation the ideal thickness of the central
layer was determined to be 10 nm. A metallic film with such characteristics was seen
to exhibit a critical temperature of 1.52 K in good accordance with the desired value.
Approximately 20 chiplets were fabricated on this wafer and one was measured. By
sweeping the full bandwidth of the VNA (1− 9 GHz), 26 resonators were identified,
and further sweeps, with higher accuracy, centred around the resonance frequency of
each resonator were used for an estimate of parameters such as resonance frequency,
coupling quality factor Qc and internal quality factor Qi . The values thus obtained
are reported in 9.1 where the optimal power for each individual resonator is reported.
It is worth noting that the value is the power outsourced by the VNA, and a number
of power attenuators are present on the line that delivers it to the resonator array.
The resonators seem to exhibit an excess phase noise which produces a "banana"
shaped scatter when the resonator is not illuminated. This scatter, which for an ideal
system would be gaussian in both the Q and I direction, results in a phase
fluctuation, in dark, of about ±15◦. While the nature of the phase noise is still
unknown, one culprit could be a non negligible amount of thermal infrared photons
that impinge on the detector array. In order to test it, the chiplet was cooled down to
a temperature of 100 mK while keeping the lid closed on top of the sample box. This
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res. no. Res. Frequency (MHz) Qc Qi Power (dBm)
#1 3307.6352 203000 151000 -70
#2 3347.9744 299000 96000 -65
#3 3373.0215 11000 151000 -65
#4 3856.4771 51000 96000 -65
#5 3875.9534 47000 5000 -65
#6 3899.0937 62000 160000 -60
#7 3919.5487 53000 166000 -65
#8 3939.8756 63000 137000 -60
#9 3968.5402 42000 194000 -65
#10 4485.0944 5000 94000 -60
#11 4521.7163 45000 175000 -65
#12 4577.2740 26000 103000 -60
#13 4589.6831 33000 150000 -65
#14 4628.7958 17000 126000 -65
#15 4629.8683 16000 141000 -65
#16 5192.6870 17000 152000 -60
#17 5213.3005 85000 118000 -65
#18 5216.2165 74000 36000 -70
#19 5218.9122 47000 94000 -65
#20 5219.8032 24000 101000 -65
#21 5222.1575 33000 294000 -65
#22 5230.3588 14000 147000 -65
#23 5230.4682 14000 147000 -65
#24 5238.8583 20000 111000 -65
#25 5351.0186 20000 105000 -60
#26 5356.3177 254000 120000 -60

Table 9.1: Resonators map with resonance frequency, Qi , Qc and best driving power

way only self radiation at 100 mK will illuminate the sensors. In doing this, the
"banana" shaped scatter reduced marginally to ±12◦. While closing the lid on the
sample box had a visible effect on the noise baseline of the resonator, it is rather clear
that infrared thermal radiation is not the main cause of it.

9.2.1 Noise figure of the MKID

As previously discussed, the resonators have been read out by driving the MKID at
their resonant frequency while reading out the in phase (I) and quadrature (Q)
components of the transmission figure. In doing so, the readout electronics samples
the data with a frequency of 1MHz. Microscopic and macroscopic elements induce a
random scatter around the I-Q position of the resonance frequency. In well behaving
resonators, this scatter is known to appear isotropic in both the in phase and
quadrature components and only covers a small fraction of the arc. Such a scatter
results in a typical baseline noise, for well-behaved resonators, of ±5◦.
The resonators here described, unfortunately, exhibited an excess noise. The scatter
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Figure 9.2: 4|10|4 – A resonator in the IQ plane is represented by a loop. In blue the
data and the red line represents the fit to it. Its resonance frequency is 4579, 46 MHz
and its total quality factor is 22000. The S21 figures for this resonator are shown in
Figure 9.3

Figure 9.3: Left: The S21 transmission curve of the resonator in fig 9.2 . Right:
The phase change across the resonance frequency of the same resonator. The legends
includes the best estimates for important parameters such as the quality factors (Qtot =
22000 and the resonance frequency 4579, 46 MHz.

around the position of the resonance frequency in the I-Q plane, is not isotropic.
Looking at the scatter in the IQ plane, its tangential component is dominant over the
noise in the amplitude direction and the respective baseline noise is ±10◦. This is
clearly visible when looking at the resonator in the IQ plane; Figure 9.4 represents
data from the resonator described in Fig. 9.2 and 9.3. It shows a 500 point scatter,
sampled at 1 MSPS, around the position of the resonance frequency in the IQ plane
and how it follows the resonator’s loop. Looking at it in terms of angle spanned by
the noise, this is reflected in the baseline noise of ±10◦ that was discussed earlier.
Looking at the noise in terms of Analogue-to-Digital Units (digital units in the ADC
converter), the ’banana’ scatter is approximately 1500× 500 units wide as can be

104



seen from Figure 9.4. Further details on the noise characterisation of the resonator
can be found in Appendix A3

Figure 9.4: Snapshot of the resonator driven at resonance frequency (4579.46 MHz):
500 points sampled at 1 MSPS. The ’banana-shaped’ scatter around the resonance
frequency describes an arc of ∼ 30◦. The blue curve represents the resonators loop as
per data pre-acquired.

9.2.2 Light-induced electron trapping

An interesting phenomenon that was observed when characterising the resonators
from this production, is a systematic shift in resonance frequency when the resonators
are illuminated with the light of the visible lasers contained in the laser box. For both
lasers, the power coming out of the fibre is ≤ 2x10−8W . The peculiarity of what was
observed is that upon turning off the light sources, it would take the resonator
approximately 10minutes to relax and creep back to its original resonance frequency,
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i.e. the one measured in dark before turning the lasers on. It might be speculated
that this phenomenon is caused by a heating effect induced by the light and that the
chip is either swamped with visible photons. This has been tested fully by heating up
the sample space through the cryostat’s P-I-D controller to the temperature that
produces the same shift in resonance frequency as the impinging light and sweeping
the resonator in frequency to fit it. By comparing the fits, it is clear that the two
phenomena are not related as there is a significant reduction in Qi when the sample is
heated that is not as present when the resonator is illuminated.
In order to conduct further testing the resonators were illuminated with light of the
same wavelengths, 450 nm and 635 nm but produced from a lamp and filtered by a
monochromator. The optical power thus sourced to the resonators is at least two
orders of magnitude higher than that produced by the laser box. When doing this
one further effect was observed: upon turning the light source off, a first, quick
relaxation with a time-scale of a few seconds is observed as well as the previously
discussed slow drift. This seems to point towards the presence of trapped electrons in
inter-band states of different energy and the different relaxation times are
characteristic of electron traps of different energies.
Since we avail of a monochromator that can span from 400 nm to 2500 nm we could
sweep the light source from the lowest energy upwards in steps of 50 nm and this
sweep exhibited that for wavelengths above 1350 nm no initial shift of resonance
frequency could be observed. This might be indicative of some inter-band states due
to impurities in the silicon, perhaps due to the oxidation of the silicon wafer during
the fabrication process. SiO2 is known to be the main cause for TLS noise. It is worth
stating that the effect couldn’t be seen for long wavelengths because such photons are
not capable of lifting an electron into the traps.

9.2.3 Pulse detection

When a photon strikes the superconductor, it is absorbed and its energy deposited in
the superconductor breaks down a number of cooper pair in a phonon-mediated
cascade process (85). The broken cooper pairs result in an increased kinetic
inductance in the proximity of the area where the photon struck and ultimately is
reflected in a resonance frequency shift of the MKID. After the strike and a very
rapid change in resonance frequency, the broken cooper pairs tend to recombine with
their typical quasi-particle recombination time, and after a period of time that is
dependent on such parameter the MKID relaxes back to its original resonance
frequency. As previously discussed, this can be monitored in terms of a change in
amplitude of the S21 dip at resonance frequency and in terms of a change of the phase
value at resonance frequency. While this sounds very intuitive, the best way to
observe this phenomenon is in the IQ plane where it is possible to track any change in
resonance frequency of the MKID and will appear totally like a "pulse" when
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monitoring phase angle from the ’zero’ defined by the position of the resonance
frequency on the IQ loop when the detector is not illuminated.

Figure 9.5: Cosmic ray event monitored in IQ-plane. The same pulse is described in
time-domain in Figure 9.6.

Figure 9.6: Same pulse represented in 9.5 but represented in time-domain. Each data
point is acquired with an individual time-stamp and is 1µs away from the previous.
The figure represents a sudden change in phase angle and the relaxation. After the
pulse, the fluctuation in baseline (described in Figure 9.4) is clearly visible.
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Figure 9.7: Cosmic ray event observed by the MKID

Figure 9.5 shows an example of what was just discussed. Before the cosmic ray hits
the photodetector, the resonator lies in its resting position around its original
resonance frequency and its position in the IQ is determined within the ’banana’
scatter as previously discussed. When the particle hits the superconductor and its
energy is then converted into the excitation of quasi-particles, the resonance
frequency of the MKID abruptly changes and the resonator suddenly jumps into an
out of equilibrium position only to slowly drift back into its resting position with a
time constant that is identified as the quasi-particle recombination time. The angle
spanned by this "pulse" is defined as the height of the pulse in terms of phase angles
and is proportional to the energy of the photon that struck the photodetector. This is
probably clearer when looked at in time domain. Figure 9.6 represents the same pulse
shown in Figure 9.5 but in terms of phase angles described by the MKID plotted as a
function of time, identified as a timestamp produced by the readout electronics and
unique for each µs of data. The triggering mechanism of the readout electronics
identified the pulse and acquired 1200 data points in correspondence of the pulse. In
this pulse two of the components of the baseline noise are also clearly visible: a jitter
around its zero-value with an amplitude of ±5◦ and a slower noise source, perhaps
induced by Two-Level Systems which contributes to a baseline fluctuation of ±10◦ on
a different time scale than the aforementioned jitter.
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9.2.4 Cosmic ray event

Figure 9.7 shows the response of the MKID when the array has been struck by a
cosmic ray. The definition of cosmic rays is scientifically vague, but for the sake of
this work we intend secondary particles produced in showers by the interaction of
highly energetic particles, of solar and galactic origins, in the atmosphere (96). It is
easy to identify an event like a cosmic ray strike as the highly energetic particle
striking anywhere on the array will be absorbed exciting phonons in the silicon
substrate, therefore resulting in the heating up of the substrate. The propagation of
the hot phonons in the silicon induces the breakdown of a number of cooper pairs in
the superconductor, thus a pulse is produced through the same mechanism that is
produced by a photon event.
The rejection of a cosmic ray event is a rather simple task. Three main features
distinguish a cosmic ray event from a photon event: being a phonon mediated
process, the rise and fall times of the pulses are not anymore directly linked to the
ring-down time and the quasi-particle recombination time, but the characteristic
times of these processes are mediated through the propagation speed of the phonons
in the silicon and the thermal contact with the cold finger of the refrigerator. The
time features of the pulses are a great way to identify a cosmic ray event and reject it;
one other interesting feature is that such energetic particles tend to produce pulses at
very high phase-angles. An unexpectedly high pulse will also hint in the direction of
it being caused by a cosmic ray and towards rejection.
In the event of an array readout, i.e. reading out multiple resonators at the same
time, the identification of a cosmic ray event is extremely trivial. The hot phonons
produced by the absorption of the cosmic ray will diffuse isotropically in the substrate
triggering pulses in multiple pixels with, approximately the same time stamps.

9.3 Post-fabrication annealing

In order to try and mitigate the issue of the ’banana’ shaped phase noise and the
excessive baseline noise that was observed in the sample, a post-fabrication annealing
has been attempted. This is meaningful under the assumption that the excess noise is
caused by the oxidation of silicon, or perhaps the titanium layer, which is an
undesired byproduct of the fabrication recipe Tyndall has developed. The origin of
this undesired oxidation might be identified in the process of stripping the hardened
resist after the ICP etch. While the recipe developed in CRANN involves the wet
stripping of the photoresist in a heated bath of 1165 photoresist remover, Tyndall
burns off the resist in an O2 atmosphere which, can result in undesired chemical
reactions between the oxygen in the atmosphere and either the exposed Silicon to
form SiO2 or the Titanium to form one of the following titanium oxides:
TiO,TiO2,Ti2O3,Ti3O, or Ti2O. And perhaps the oxidation of the Titanium layer
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could possibly account for the inconsistency with what is commonly known. It is
expected that MKIDs that exhibit excess noise due to Two-Level Systems also exhibit
rather low internal quality factors. This is due to the fact that the excitation of TLS
produces lossy particles that disperse their energies while travelling through the
substrate. Instead in the previous section it was shown that the MKID taken into
analysis exhibited a high internal quality factor Qi = 227000 that wouldn’t be
commonly associated with resonators that exhibit high levels of TLS noise. It could
be speculated, and this is still under investigation, that it is the exposed Titanium
exposed in the side-profile of the stack that has oxidised and account for the excess
noise that has been measured. The personnel in Tyndall suggested, based on their
experience working with Titanium for other commercial customers, that an annealing
could be attempted to get rid of the oxygen content in the sample.
The post fabrication annealing process they suggested involved heating up the MKID
array to a temperature of 500◦C in Forming Gas (95 : 5− N2 : H2) for 30 minutes.
This process is meant to induce a reaction between the gaseous hydrogen and the
bound oxygen in the oxide to form water which is then evaporated in the atmosphere
and pumped out of the chamber thus removing the oxidation from the film. The
characterisation of an annealed array is presented in Section 9.4

9.4 TiN|Ti|TiN – 4|10|4 post annealing

In order to investigate the claim that annealing the multilayers could get rid of the
excess noise, a chip from the previous fabrication run has been sent back to Tyndall
for annealing. The newly annealed chip was mounted in a sample box, bonded and
cooled down in the Adiabatic Demagnetisation Refrigerator. Knowing that a good
estimate for the kinetic inductance before the annealing process was
5.5± 0.5pH/square, it was decided to investigate the feedline to which the resonators
designed for a film with a sheet inductance of 5pH/square.
The same analysis previously discussed has been carried out with this sample.
Firstly, spanning the full bandwidth of the VNA (1− 9 GHz) permitted the
identification of 20 uniquely distinct resonators. This time their resonance frequencies
were not laid in the 2− 4 GHz octave. The depth of the transmission dips was
significantly reduced and only the best resonators exhibited an amplitude greater
than 8dB. This coincided also with a decreased internal quality factor to Qi ∼ 60000

and a shift in critical temperature ( ∼ 600− 750 mK as can be deducted from in
Figure 9.10). These unexpected changes quite clearly reflect a change in the intrinsic
properties of the superconducting layer. A quick calculation suggests an increase in
the sheet inductance of the film from 5.5 pH/square to ∼ 20pH /square. The
mismatch between the designed resonance frequency and coupling quality factor Qc

can partly account for a reduced performance of the detector. Fortunately, the design
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of the chiplet includes, along with the 5pH/square feedline, two feedlines designed for
a sheet inductance of 0.3pH/square and 20pH/square. The latter will soon be tested.
Unfortunately the unexpected reduction in internal quality factor cannot be
mitigated, and might be explained by the possible mixing of the pure Titanium and
Titanium Nitrdide layers producing somewhat of a generally sub-stoichiometric layer
of Titanium Nitride which would also be reflected in the change in critical
temperature of the film.
A list of resonators, with their resonance frequency, the fitted values of Qi and Qc and
the best readout power can be found in Table 9.2.

res. no. Res. Frequency (MHz) Qc Qi Power (dBm)
#1 2072.4188 180000 78000 -70
#2 2072.4768 7000 3000 -74.5
#3 2097.2917 204000 93000 -74.5
#4 2107.2371 409000 77000 -74.5
#5 2368.0773 303000 77000 -70
#6 2372.7621 124000 67000 –65
#7 2392.2318 142000 50000 -65
#8 2393.3849 57000 67000 -65
#9 2415.0648 74000 74000 -65
#10 2438.9977 6000 4000 -65
#11 2772.0753 98000 54000 -65
#12 2802.7133 62000 60000 -65
#13 2816.7073 30000 59000 -65
#14 2818.1691 41000 51000 -65
#15 2855.4876 159000 205000 -65
#16 2856.1628 99000 128000 -65
#17 2873.3233 95000 50000 -65
#18 2892.8496 37000 60000 -65
#19 3225.2354 193000 49000 -74.5
#20 3229.822 181000 52000 -74.5

Table 9.2: List of resonators identified on the annealed sampled with resonance fre-
quency, Qi , Qc and best driving power.

As a starting point for the characterisation of the array, the deepest resonator has
been characterised in full. With an amplitude of 9dB, the resonator that seemed to
be the most promising is the one with a resonance frequency of 2892.852 MHz .
A fine frequency scan and its fit provide a good estimate for parameters such as Qc

and Qi , while these parameters for all the resonators on the array can be found in
Table 9.2, the best values for these parameters can also be found in Figure 9.8 and
Figure 9.9. For this particular resonators, the best estimate for Qc = 22000 and
Qi = 60000 have resulted from the fit.
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Figure 9.8: Caption

Figure 9.9: Left: The S21 transmission curve of the resonator in fig 9.2 . Right:
The phase change across the resonance frequency of the same resonator. The legends
includes the best estimates for important parameters such as the quality factors (Qtot =
22000 and the resonance frequency 4579, 46 MHz.

Figure 9.10 represents the transmission dip of the resonator as measured by the VNA
at different temperatures of the cryostat spanning from 150 mK down to 75 mK which
is the lowest temperature that can be reached by the ADR of which DIAS avails.
This was necessary to understand the behaviour in temperature of the Microwave
Kinetic Inductance Detector. As the operating temperature decreases, the number of
unpaired electrons in the superconductor decreases further until the film is fully
depleted of non-superconducting electrons. A reduction in the total number of
electrons results in a decrease in the kinetic inductance of the film, thus an increased
resonance frequency, and a reduction of the energetic losses in the superconductor,
therefore an increase in Qi and consequently an increased Qtot .
Knowing that high-frequency losses become negligible at temperatures Tc/8− Tc/10

(97, 98) and that when the superconductor is fully depleted of unpaired electrons,
both the resonance frequency and the amplitude of the resonator saturate to their
maximum value, it is possible to give a rough estimate of the critical temperature of
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the film to be withing 600− 750 mK . Unfortunately, before further repairs are done
to the cryostat, the lowest temperature that can be held for a meaningful amount of
time (≈ 3h) is 100mK and all the measurements described in the rest of this Chapter
are to be intended at 100mK unless otherwise specified.

Figure 9.10: Resonator’s transmission S21 at different temperatures ranging from
150 mK (in lilac on the left) down to 75 mK (in black on the right).

To everyone’s surprise, when driving-illuminated resonator with its resonance
frequency and observing it in I-Q plane, the ’banana’ shaped noise figure was gone
and replaced by a much smaller and rather circular scatter, that is isotropic in both I
and Q, around the position of resonance frequency. As Figure 9.11 shows, in terms of
phase angle, the scatter results in a fluctuation of ±5◦ of 500 points sampled at
1MSPS , the noise exhibited by this resonator is comparable to what is observed for
most well-behaved detectors. In terms of Analogue-to-Digital Units, the scatter cloud
is approximately 500× 500 units wide, about three times smaller than the scatter
observed for a non annealed sample.

9.4.1 Photon detection

Since the ’banana’ shaped noise cloud is not present in this sample, it is valuable to
illuminate the detectors with optical and near infrared photons so to analyse the
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Figure 9.11: Snapshot of the resonator driven at resonance frequency (2892.852 MHz):
500 points sampled at 1 MSPS. The ’banana-shaped’ scatter has vanished and the
scatter cloud is isotropic in I and Q around the resonance frequency. The noise cloud
describes an arc of ±5◦. The blue curve represents the resonators loop as per data
pre-acquired.

performance of the detector and as a proof of concept demonstrate the energy
resolution of the prototype MKID.
In order to illuminate the detector with monochromatic light, the monochromator
(described in Chapter 3 and Chapter 4 ) was deployed. The monochromator is
attached to a halogen lamp and the overall spectrum of the setup can be found in
Appendix A1. Also, the typical spectral line-width of the light produced by the
monochromator, with the slits set at 1 mm is 10 nm. Five wavelengths have been
identified for a first characterisation of the detectors: 400nm, which is the shortest
wavelength the monochromator can produce, 525nm, 650nm, 775nm and 900nm which
is the longest wavelength the resonator can respond to and still produce a signal that
is consistently above the baseline noise while retaining a signal-to-noise ratio of
≈ 2.
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Figure 9.12: Pulse height as a function of time of three selected pulses produced by
photons of different wavelengths: 400nm (blue), 525nm (green) and 775nm (lilac). A
10 point rolling average has been applied, only for the purpose of this plot, to the
baseline before and after the pulse to make the pulse more visible in the baseline noise.

Figure 9.12 shows the response of the detector under analysis at a temperature of
100mK to photons of different energies (and wavelengths).
It can be seen that, as expected, the height of the phase pulse, intended as a
temporary phase shift induced by the change in kinetic inductance due to the photon
breaking a number of Cooper pairs that is proportional to its energy, is indeed
proportional to the energy of the photon. The pulse produced by a blue photon
(400nm) is ≈ 23◦ while an infrared photon (900nm) only produces a phase pulse that
is ≈ 12◦ high.
In order to investigate the energy resolution of the detector under study, about 50000
pulses have been collected per each wavelength and at each wavelength a histogram
was populated with the maximum of each pulse.
The histograms are in the shape of a bell curve around the best estimate of the real
value of the phase shift produced by the photon with each specific energy. From the
mean value and the width of each curve it is possible to evaluate the resolving power
of the detector as R = E/∆E where E represents the mean value of the distribution
and ∆E the FWHM. Figure 9.13 shows the distributions just described per each
wavelength (a,b,c,d,e) and next to each other (f).
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Figure 9.13: Histogram of the maxima for about 5000 pulses at different wavelengths:
(a) 400nm, (b) 525nm, (c) 650nm, (d) 775nm and (e) 900nm. (f) The previous five
histogram next to each other on the same axis.
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Figure 9.14: Histogram of the maxima for about 50000 pulses at two different wave-
lengths: 400nm (blue) and 900nm (orange).

While the previous figure is very informative, one clear way of visualising the data is
to only plot the left most and the right most histograms on the same plot as shown in
Figure 9.14. Here, given the moderate energy resolution of the detector, it is possible
to appreciate the mean value and the width of the distribution induced by blue
photons (400nm) and infrared photons (900nm). The best estimate for the detector’s
resolving power at each wavelength can be found in Table 9.3.

wavelength (nm) Resolving Power
400nm 3.14
525nm 3.01
650nm 2.60
775nm 2.57
900nm 2.45

Table 9.3: Table with Resolving Power values per each wavelength measured.

This is extremely preliminary result as this is the first working prototype fully
fabricated and analysed for the sake of this the development of Microwave Kinetic
Inductance Detectors DIAS has embarked on. Further testing as well as a better data
analysis procedure are necessary. Event rejection and optimal filtering could result in
a significant improvement to the energy resolution of this specific detector and
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further optimisation of the fabrication process can push the resolving power of the
MKIDs developed in DIAS much closer to the best results other groups report and
the theoretical limit described earlier in this thesis.

9.5 Comparison with state of the art MKIDs

This last section is intended to show how the DIAS MKID compares in terms of
Resolving power to optical and near-infrared Microwave Kinetic Inductance Detectors
developed by other groups.

Figure 9.15: Comparison in resolving power between the DIAS MKID (yellow) with
MKIDs produced by other groups. Green - (16), Cyan - (17), Red - (11). The solid
blue line represents the model described earlier in this thesis (7 and the red dashed
line described an expected extension of the same model.

Figure 9.15 shows the resolving power of the DIAS MKID (yellow) in context with
the same quantities as published by other groups: Red ((11)), Cyan ((17)) and Green
((16)). The solid blue curve represents the model described in this thesis 7 and the
dashed red one represents an expected extension of the model to lower wavelengths.
It is clear that the performance of the DIAS MKID is not yet comparable to the
resolution other groups can achieve and it is still far from its expected limit. Being
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this the first detector that was characterised for the scope of the project, and knowing
the issues that have arisen, one can expect large room for improvement and further
optimisation of the detector. The annealing has changed the properties of the film
resulting in a decreased internal quality factor and a lower critical temperature as
well as a much higher sheet inductance of the film. In addition to this, the model
described earlier is based on the assumption that the MKID produces a 180◦ phase
signal when struck by a red photon (650nm) while the DIAS MKID is far from
saturation, producing a pulse that is 18± 3◦ high.
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10 Conclusions

This thesis details the research I have carried out over the last four years aimed at
improving our understanding of Microwave Kinetic Inductance Detectors and
developing a prototype MKID for applications in optical and near-infrared astronomy.
This Chapter provides a break-down of the main results and achievements that
originated from the last four years of my work.

10.1 Setting up a cryogenic laboratory

The first task I had was to commission a cryogenic laboratory in the Astronomy and
Astrophysics section of the Dublin Institute for Advanced Studies. The first task was
to purchase a cryostat capable of reaching and holding temperatures as low as
100 mK for at least 12 hours. The Adiabatic Demagnetisation Refrigerator (ADR)
from Entropy GmbH met these requirements. The cryostat had to be equipped with
coaxial cables (superconducting and non superconducting), two High Electron
Mobility Transistor (HEMT) amplifiers and a critical temperature setup which
consists of two transition boards mounted on a copper finger that is connected to the
coldest stage of the cryostat (FAA). In order to allow the illumination of the MKIDs
with visible and near-infrared photons, it was necessary to set up a series of view
ports through the different shields of the cryostat. The infrared radiation produced
by the 300 K and 70 K shields has to be filtered out in order to prevent the heating
up of the MKIDs mounted on the FAA stage. As of today, the cryostat in the DIAS
MKID laboratory hosts the coldest place in Ireland.
The room temperature electronics also had to be purchased and developed; a Vector
Network Analyser was purchased in order to achieve a first characterisation of the
resonators. A resistance bridge was purchased, and a LabVIEW code was developed,
to allow critical temperature measurements of the thin films produced.
In order to illuminate the resonators, we employed two sources of light. A laser box
was built to provide six discrete wavelengths. Additionally, in order to extend the
wavelength range, a monochromator was purchased and a LabVIEW code was
developed to automate it.
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10.2 Developing a fabrication recipe

The second challenge was to develop a comprehensive recipe for the fabrication of an
array of Microwave Kinetic Inductance Detectors.
This involved several steps, including the design and simulation of the lithographic
mask and each individual resonator. Another crucial step was the optimisation of the
sputtering process which controls the thickness, the composition and the critical
temperature of the thin films. By varying these properties, the performances of an
MKID can be optimised. The lithographic process including the etching procedure
was optimised to produce resonator arrays with the highest yield possible.

10.3 What influences the performances of an array of

Microwave Kinetic Inductance Detectors?

Given the current knowledge available on Microwave Kinetic Inductance Detectors,
the first scientific question I chose to address was "what are the main limiting factors
to the performance of an MKIDs array ?". In particular, my focus was to try and
understand how critical temperature inhomogeneities affect the fabrication yield of an
MKIDs array. I produced a 2D map which correlated the fabrication yield with the
total quality factor of the resonators and a parameter, σ, which represents the scatter
of the resonance frequencies, around their designed value. This is due to
inhomogeneities in critical temperature of the thin films. Whilst carrying out this
work, I also investigated what influences the energy resolution of a Microwave Kinetic
Inductance Detector. Multiple factors are known to limit the performance of these
detectors. I developed a model for the performance of an MKID which could fit
experimental data from the scientific community. This gave further credence to the
new hypothesis that the noise induced by the losses of hot phonons is currently the
limiting factor to the energy resolution of an MKID. The noise induced by the HEMT
or Two Level Systems (TLS) is also significant whereas he contribution of current
inhomogeneities and the Fast Fourier Transform is not.

10.4 Retuning an MKIDs array

Building on the understanding of what limits the fabrication yield, I proposed the
retuning of a number of selected resonators by biasing them with DC current. Since
the kinetic inductance is a non linear function of the current flowing through the
superconductor, it is possible to decouple a pair of colliding resonators by biasing one
of them. This subsequently changes it’s kinetic inductance, and therefore it’s
resonance frequency. A Python-based simulation showed that the fabrication yield of
an array can be increased by an overall 12.5%, from ∼ 75% to 87.5%, while using one
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single current value. I propose a possible new geometry, which includes a filtering
stage and a current distribution and does not intersect the feedline, that allows the
selection of the resonators to retune. This is achieved by connecting the current
distribution line to the each resonator via bond wires.

10.5 Industrial collaboration with Tyndall

In order to overcome technical difficulties,accentuated by the COVID-19 pandemic,
which at times rendered the CRANN cleanroom inoperable. I had the privilege of
establishing an industrial collaboration with the Tyndall National Institute.
The Tyndall National Institute is a flagship facility of the University College Cork
and provides a national focal point for excellence in deep-tech research, in particular
micro and nano-electronics, photonics, materials and software. The Institute has
cleanroom facilities and their equipment and personnel could produce Microwave
Kinetic Detectors arrays for the sake of this project at a affordable commercial rate.
This is one of the first examples of MKIDs produced through a commercial
collaboration between a semi-private facility and a research institute, such as DIAS.
This collaboration paves the way to the development of Microwave Kinetic
Inductance Detectors as commercial devices.

10.6 Photo detection as a proof of concept

In ultimis, the full characterisation of a Microwave Kinetic Inductance Detectors
array, and that of one resonator in the array with an internal quality factor
Qi ∼ 150000, served as a proof of concept that the detection of photons is achievable
with this detector. It also shows that the rejection of cosmic ray events is possible.
Chapter 9 also addresses the issue of unexpected excess baseline noise that results in
a banana-shaped scatter around the resting position of the resonator. Further
investigation is necessary to determine whether this noise originates due to the
presence of silicon dioxide on the sample.
A post-fabrication annealing process appears to have mitigated the issue of the
’banana’ shaped phase noise. The annealed resonators have been fully characterised
and the pulse detection of optical photons has been demonstrated. A moderate
energy resolution (3.14 - 2.45), between 400nm and 900nm, has been achieved.
Unfortunately, the annealing process has also altered the properties of the
superconducting film, including the critical temperature and the sheet inductance.
Whilst the first results are promising, further optimisation is necessary.
Further research that I have suggested as a continuation of this project can be found
in Chapter 12
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11 Other MKIDs applications

For the entirety of this thesis, it has been assumed that the main application of
Microwave Kinetic Inductance Detectors is for observational astronomy in the optical
and near-infrared region of the spectrum. While MKIDs were developed with this
specific purpose, over the last two decades multiple other applications have been
found for detectors with such interesting characteristics. This chapter is only
reporting on the most interesting and successful applications of MKIDs outside of
optical astronomy. Further information on the instruments listed here and further
applications, can be found in the 2021 paper from Ulbricht et al. (40).

Infrared Astronomy

As pair-breaking detector MKIDs are at great advantage on the competition by
having a band gap that is three to four orders of magnitude smaller than that of
silicon based detectors (33). The meV band gap allows MKIDs to be sensitive down
to very small photon energies. MKIDs although sensitive are not capable of
producing a detectable signal when struck by a photon of such low energy, but can be
operated as bolometers (99). In this regime a steady flux results in a constant
quasi-particle generation rate which will reach an equilibrium with quasi-particle
recombination resulting in a constant density of quasi-particles which depends on the
number of photons per second and their energies. When operated as bolometers
MKIDs cannot distinguish between photon flux and wavelength and filters are often
used in front of the detector to break this degeneracy. MKIDs in this wavelength
range are used as both imaging detectors as well as spectrometers.

11.0.1 Infrared Imagers

Early MKIDs instruments in the infrared and sub-millimetre include MUSIC
(MUltiwavelength Sub-millimeter Inductance Camera) (100, 101) and its precursor
DemoCam (102), which have 16 pixels and two sensitivity bands at 0, 9 mm and
1, 2 mm (103).
Arguably, the most successful MKID instrument is the New IRAM KIDs Array
(NIKA) (104) and its 2015 successor, NIKA-2 (105). NIKA-2 is a 3440-pixel
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cryogenic camera for astronomical observations with the 30 m IRAM telescope on
Pico Veleta, Spain and covers two bands centred around 2, 0 mm (150 GHz) and
1, 15 mm (260 GHz) and offers a 1040 pixels array for 150 GHz and two arrays with
1200 pixels each for both polarisation directions of the 260 GHz band.
The world’s largest single aperture telescope for mm astronomy is the Large
Millimeter Telescope (LMT) (106) in Sierra Negra, Mexico. Two MKID camera
instruments are being worked on for LMT: MUSCAT, the Mexico UK Sub-mm
Camera forAsTronomy (107) is a collaborative effort to install a 1600 pixels MKID
camera at the LMT with a sensitivity band centred around 1, 1 mm (270 GHz).
TolTEC (108) is the second MKID camera project for the LMT. It is intended as
millimetre-wave imaging polarimeter with three bands around 1, 1, 1, 4, and 2, 0 mm

(280, 220, and 150 GHz).
Ground-based observations of the Cosmic Microwave Background (CMB) have been a
significant driving force behind the development of low temperature detectors for
many years. In this field of study multiple instruments already deploy MKIDs as
their sensing elements or are considering MKIDs as detectors for their instruments.
Among these, GroundBIRD (109), ACTPol (110) and BICEP-Array (111) are the
most prominent.

Infrared On-Chip Spectrometers

DESHIMA (DEep Spectroscopic HIgh-redshift MApper) (112, 113) is a single pixel
microwave spectrometer sensitive between 332 and 377 GHz (903–795µm). It uses an
on-chip microwave antenna on which incoming light is focused on in order to couple
incoming photons into a superconducting feedline which is coupled to 49 MKIDs each
with its own individual resonance frequency. DESHIMA achieves an energy resolution
R = E

∆E
= 380 (112). The design of an on-chip filter-bank spectrometer using MKIDs

is also pursued by SuperSpec which is targeting the 195–310 GHz (1.54–0.97 mm)
frequency range and is aiming for up to 500 channels to achieve a spectral resolution
R of 700.
CAMELS (114) aims at achieving an energy resolution of 3000 using 512 filter
channels in the region between 103 and 114, 7 GHz (2.9 –2.6 mm).
Micro-Spec (115) is an MKIDs based project designed to measure spectra in the 0, 5 –
1.0 mm with an expected energy resolution between 512 and 1200. Micro-Spec is
designed to be a miniaturised diffraction grating and is proposed as a detector for the
EXCLAIM (116) instrument which would operate as a low resolution mapper for the
night sky.
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11.1 Particle Physics

Although it could sound like astronomy is the only application for Microwave Kinetic
Inductance Detectors, many applications for such impressive detectors have been
proposed for particle physics experiments.
CALDER (the Cryogenic wide-Area Light Detectors with Excellent Resolution)
(117, 118) is an instrument proposed for rare event searches and deploys
phonon-mediated MKIDs to detect Cherenkov radiation in TeO2 crystals. Its main
scientific purpose is to investigate whether neutrinos are Majorana particles and to
investigate the deep nature of Dark Matter. Currently the CALDER collaborations is
investigating the feasibility of using MKIDs as sensing elements (118).
HOLMES (119) is an experiment which aim is to measure the mass of neutrino in
163Ho crystals (120). While it currently deploys Transition Edge Sensors, MKIDs are
being developed as possible sensors for such an experiment (121) as they are easier to
fabricate, would require a simpler readout electronics and eventually would achieve
sub-eV energy resolution in the desired energy range.

MKIDs have been proposed as possible detectors for multiple applications in the
search of Dark Matter Particles: WIMPS, Axions and Dark Photons.
Golwala et al. (122) pioneered the idea of MKIDs as dark matter detectors. The
interaction in a massive absorber with dark matter particles would produce phonons
that can then be detected with kinetic inductance detectors. The first proposed
detectors would use Tantalum (Ta) absorbers and Aluminium MKIDs. This idea has
been further expanded in 2020 by Colantoni et al (123). BullKID exploits 105
Si-voxels of the weight of 0.29 g each as absorbers and MKIDs would be then
fabricate on the backside of the wafer where the voxels are produced. The resonators
would allow the identification of photons produced by the dark matter particles
interacting in the silicon voxels.
Derenzo et al. (124) propose the coupling of MKIDs with scintillating elements such
as CsI, NaI and GaAs. The detection of scintillation photons can result in lower
backgrounds. MKIDs are especially suitable for this application as they are
inherently energy resolving detectors (afterglow and phosphorescence events
rejection) and are, for most practical purposes, effectively dark count free.
An MKID based experiment has been proposed to detect axions with masses in the
range of 0, 25 – 2, 5 eV (125, 126).

11.2 Material Science

Microwave Kinetic Inductance Detectors are excellent X-Ray detectors and have been
proposed as detectors for synchrotron radiation. Ulbricht et al. (127) developed
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Thermal Kinetic Inductance Detectors (TKIDs) for X-Ray imaging spectroscopy
which have applications in both synchrotron spectroscopy and X-Ray astronomy with
an energy resolution of ≈ 75 eV at energies of 5.9 keV. Using MKIDs as detector
element in synchrotron beam lines allows to exploit their major advantages of energy
resolution and their ability to be multiplexed to large arrays, and only having to deal
with the disadvantage of requiring advanced cryogenics to cool them down to
milli-Kelvin temperatures (128, 129, 130).

11.3 Security

MKIDs have been developed also for security applications. Passive GHZ and THz
imaging cameras are being developed in Cardiff (131) , Glasgow (132), Rome (133),
Groeningen (134) and Helsinki (135). MKIDs are extremely promising detectors, as
they allow for the multiplexing of large arrays of fast detectors that are sensitive
between 100 and 300 GHz. At such frequencies some materials that are be optically
opaque become transparent. Passive security allows for airport passengers to be
scanned while simply walking in front of a camera (131, 132, 133, 135).
Doyle et al. (131) in Cardiff developed a 350 GHz camera that operates at a frame
rate of 2 Hz and a test run successfully detected objects inside a subject’s coat
including a wallet, an air pistol and some coins.
Hassel et al. (135) in Helsinki developed an imaging system that operates at a
frequency band centred at 250 GHz and demonstrated the detection of an aluminium
bar as well as plastic and paper hidden underneath a person’s jacket.

11.4 Further Applications

Microwave Kinetic Inductance Detectors are a relatively new technology that has not
been exploited to its fullest. Two applications that have been proposed but have not
been discussed in the previous sections are the possibility of using polarisation
sensitive MKIDs for plasma diagnostics as proposed by F. Mazzocchi (136). Also,
MKIDs could be used as detectors in Quantum-Limited Atomic Force Microscopy
where MKIDs would be used as strain detectors to monitor the resonant frequency of
the cantilever as discussed by Baglioni et al. (137).
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12 Future Work

Microwave Kinetic Inductance Detectors are very promising detectors for many
applications in many fields of science, from astronomy to particle physics, dark
matter detectors and even as X-Ray detectors for synchrotrons (40).
While some established instruments already deploy MKIDs, as single detectors or in
arrays, as their sensing elements, the development and optimisation of
superconducting resonators is still under progress.
As already discussed in this thesis, Section 2.3, the parameters that define the
performance of a single photon resolving MKID array are the following:

• Fabrication Yield

• Energy resolution

• Quantum efficiency

• Responsivity

While the responsivity of a detector is easy to control by changing the thickness of
the superconducting film, other parameters are not as easy to optimise and future
work in the field has to tackle them in order to provide MKID arrays that can really
be competitive with more established technologies.
I will address a few possible ways to improve the performance of Microwave Kinetic
Inductance Detectors on each of those aspects.

12.1 Fabrication Yield

The fabrication yield of an MKIDs array is defined by the number of uniquely
identifiable resonators as a fraction of the total number of resonators that were
intended to be present on the array. In reality, a thorough analysis of the
performance of each individual pixel can further reduce the yield if one defines it as
the ratio between the number of pixels which meet specific energy resolution and
noise requirements to the desired number of resonators in the array. Many factors
account into the fabrication yield of an array, including fabrication defects and
microscopic and macroscopic inhomogeneities in the superconducting films. These
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inhomogeneities are expected to be most significant when the superconducting film is
not made of an elemental metal but is produced through reactive processes, and it is
even more present in the case of sub-stoichiometric Titanium Nitride (TiNx). Possible
improvements in this direction include switching from a research-grade cleanroom to
a professional cleanroom, and our work with the facilities at the Tyndall National
Institute are a first step in this direction. Other improvements include further testing
of multi-stacks of different superconducting films in order to achieve the desired
critical temperature through proximity effect but relying on the high uniformity of
elemental titanium and stoichiometric titanium nitride. The multilayers described in
this thesis exhibited little to no macroscopic inhomogeneities with a difference in
critical temperature between centre and edge of the wafer fully within our
measurement accuracy of 20 mK .
Other attempts at improving the fabrication yield after the full fabrication of an
array include a post-production trimming of the capacitor legs to tune the resonant
frequency of the colliding resonators (82) and, as discussed in this thesis, the
possibility of achieving the same retuning through a DC bias of the resonator (91).
Further experiments would be required to deem the latter option as possible.

12.2 Energy Resolution

The energy resolution of a detector is a parameter that describes how sharp the
response of said detector is when illuminated with perfectly monochromatic radiation.
The higher the energy resolution, or what is somewhat its inverse, the resolving
power, the better. Currently, the most MKIDs seem to exhibit moderate resolving
powers of 10 to 15 and increasing this value is one of the biggest concerns in the
community.
This thesis investigates what are the biggest limitations to the energy resolution of a
kinetic inductance detector. The two main hindrances come from the noise
introduced by the High Electron Mobility Transistor Amplifier and, of course, Fano
noise with special consideration to hot phonon losses. Unfortunately not much can be
done when it comes to push the Fano limit, but it seems that a phononic crystal or a
suspended membrane can reduce the hot phonon losses resulting in a resolving power
of about 50 (85). In this direction, the fabrication of the inductor on a Kaptiza
resistance could produce the same benefits without the need to fabricate a suspended
membrane. Two or more acoustically mismatched materials can be put together in
order to confine phonons in one of the layers. The difference in vibrational properties
in different materials effectively create a barrier so that when a phonon attempts to
traverse the interface, it will scatter at the interface. The probability of transmission
after scattering will depend on the available energy states on side 1 and side 2 of the
interface.
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Today HEMT Amplifiers are the best option in terms of gain and noise performance,
and companies such as Low Noise Factory are actively working to push down the
noise figure of these amplifiers. One other promising option, that might be still a few
years down the line, involves using a parametric amplifier as described in (70) which
exhibit a way lower noise temperature and a comparable gain.

12.3 Quantum Efficiency

The quantum efficiency of a detector represents the amount of photons detected as a
fraction of the total number of photons that impinge on the detector. It is an
inherent property of the material. Being most superconductors metallic, a rather high
reflectivity is an issue, and while it is been thought to deposit anti-reflective coating
on the sensitive surface of the detectors, it is also a common concern that this might
reduce the quality factor of the resonators. In general, testing new materials and
exploring their optical properties, with Granular Aluminium being one eminent
example, might produce results in the desired direction.

12.4 Further Improvements

Further improvements on MKIDs would include the development of new readout
systems which feature the new Xilinx Board RFSoC 2x2 and custom-made
intermediate frequency boards that would reduce readout cost to about 1 euro per
pixel.
Sapphire substrate could be used to deposit TiN/Ti/TiN multilayers, and might
result in resonators with lower TLS noise as two level systems are less dominant in
sapphire than in silicon.

12.5 Granular Aluminium

One very interesting material for MKIDs is Granular Aluminium (grAl). Granular
Aluminium is made of nanometric sized granules of aluminium coupled together
through aluminium oxide. The critical temperature of the film depends on the size of
the grains and this parameter can be controlled during the deposition process. GrAl
is well known for its outstanding kinetic inductance and very long particle
recombination times, as of today its optical properties have not been measured yet
and could result in a material with better quantum efficiency than other
superconductors, especially Al and Ti which are very reflective.
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12.6 Mixing up the technologies

One further route that is worth pursuing relies on the TiNX deposited in CRANN.
The Trifolium Dubium is capable of depositing a highly uniform layer of TiNx with a
critical temperature of ≈ 2.9K. The high uniformity of this layer combined with a
lower critical temperature than that of stoichiometric TiN, could be employed in
multilayer stackings. The advantage of a TiNx/Ti/TiNx multilayer over a
TiN/Ti/TiN multilayer resides in a critical temperature that is easier to control
around 800 mK , a reduced carrier density and therefore higher kinetic inductance,
and the uniformity of trilayers.

12.7 Reflecitivity below Tc

One final thing that might be worth trying out, is to measure the optical properties,
such as reflectivity, of the same films at thermal equilibrium at room temperature and
below its critical temperature. When discussing the reflectivity of thin films in the
community, it is often referred to the room temperature reflectivity of the bulk
material. The opening of the superconducting band gap when the thin film is cooled
down below its critical temperature might influence the adsorption properties of the
film and this would be an interesting information to provide to the MKIDs
community.

12.8 Elemental composition analysis

When working with sub-stoichiometric titanium nitride films, the best way to
uniquely identify a film is through the critical temperature of the film and the ratio of
gases in the atmosphere of the deposition chamber. Unfortunately, the latter
parameters are instrument dependent; two different sputter systems will produce
films with completely different critical temperatures when running a deposition with
the same gas ratio. One option that is still to be explored is the possibility of using
Energy Disperive X-Ray Spectroscopy to characterise the elemental composition of
the thin film. If this technique were to be deemed fruitful, it would provide a way to
compare film layers deposited in different tools and by different research groups.
Furthermore, a broad scan on the whole chip would highlight both microscopic and
macroscopic inhomogeneities giving way to the pre-visualisation of possible issues
such as a reduced fabrication yield.
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12.9 Resonator design automation

As previously discussed, Microwave Kinetic Inductance Detector arrays are known to
only exhibit a moderate yield and only the best arrays reach a yield of ≈ 80%. In the
process of designing the array, often only approximately a tenth of the resonators are
designed and simulated. Then, by changing the length of the capacitor’s fingers as
predicted through linear interpolation, all the other resonators are designed and
fabricated. Since the task of simulating each individual resonator in the array would
require an incredible amount of man-hours, the practice of producing resonators
through linear interpolation is widely accepted for test arrays and purely
demonstration-purpose arrays. More recently, through the use of SONNET’s
parametric sweep, a non-linear fit to the design of the resonator can be performed to
predict the resonator’s placement in frequency space. Thankfully newer versions of
SONNET allow the interfacing of its EM engine and design suite to MatLab through
a library called SonnetLab. SonnetLab can run a Montecarlo-like simulation in order
to produce a design that meets the required parameters such as resonance frequency
and coupling quality factor. Unfortunately, programming MatLab for this task is not
straightforward and the project of optimising the Montecarlo-like simulation by
changing the geometries at play in the design to produce the design files for the
resonators with the desired properties. Such a project would be rather intensive and
would constitute for a masters project on its own.
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1 Introduction

This report documents the tests the D3 dichroic filter
has undergone and also contains a thorugh description
of the methods and processes through which the tests
were performed. We report data on the cryogenic cy-
cles that were performed to test the filter’s capability of
withstanding temperatures as low as 4K. We’re also
reporting on the optical characteristics, visible (Vis)
to near-infrared (NIR) of the filter measured at both
room temperature (300K) and at cryogenic tempera-
tures (namely 4K, but in realtity between 4, 5K and
6, 5K). All measurements were taken in vacuum, with
pressures ≤ 10−3 mbar at 300K and ≤ 10−6 mbar at
4K. All the data refers to transmission measured with
an Angle Of Incidence (AOI) of 20◦ between the optical
axis and the dichroic filter D3 unless otherwise stated.

2 Cryogenic Cycles

The D3 filter has been mounted in an off-the-shelf filter
mount from Thorlabs (part number LMR05/M) with a
torque of the holding screw of 0.2 Nm. The filter mount
was connected to the 4 K plate of our two-stage pulse
tube cooled, dry cryogenic system and was thermally
cycled 20 times. The typical shape of a full thermal cy-
cle of the fridge is shown in Figure 1. After 20 thermal
cycles, the minimum temperatures of which are shown
in Table 1, no damage or changes to the D3 dichroic
were observed whilst using a compound optical micro-
scope with magnification up to x800.

# T (K) # T (K) # T (K) # T (K)
1 2.92 6 4.12 11 2.92 16 2.88
2 2.97 7 3.03 12 3.03 17 4.08
3 3.13 8 2.89 13 3.01 18 3.63
4 4.15 9 3.24 14 2.97 19 4.07
5 4.14 10 2.97 15 2.89 20 4.13

Table 1: Base temperature reached with each cool-
down cycle

Figure 1: Standard thermal cycle of the 4K plate to
which the dichoric is mounted.

3 Optical tests

The main purpose of the tests carried out in DIAS was
the optical characterisation of the D3 filter in terms
of transmission spectrum at, both, room temperature
(300K) and 4K to ensure no unexpected changes oc-
cur in the transmission spectrum at cryogenic tem-
peratures including changes to the transmission fea-
tures or the engineeered onset of transmission. This
was achieved through the use of a Quantum Design
monochromator (MSH 150) coupled to a 100 W halo-
gen lamp (LSH 102) to illuminate the filter with light
which has a linewidth of ≈ 2.5nm over the whole spec-
trum of 400nm to 2500nm. The light is detected with
two off-the-shelf photodiodes from Thorlabs: S120C
is sensitive and calibrated for wavelengths between
400nm and 1100nm (Vis-NIR).Whereas the ”S148C”
detector is calibrated between 1200nm and 2500nm
(NIR), but is sensitive for wavelengths down to 1100
as shown in Figure 2. A comprehensive description of
the characteristics of each instrument can be found in
the Appendix B
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Figure 2: Response of the detectors outside their range
of calibration, 1100nm to 1200nm. Both detectors
are responsive, however S148C produced a higher and
flatter signal, and is therefore the one designated for
operation across this calibration gap

3.1 Experimental setup

Figure 3: Top: Schematic of the optical setup for the
filter test. Bottom: picture of the mounting plate an-
chored to the 4K stage of the cryostat with the optical
fibre, its mounting, the filter and its mounting.

Figure 3 (top) shows a schematic of the experimental
setup used for the measurements including the optical
fibre ( Ocean Optics OCF-107593) with its mounting,
the dichroic and its mounting, the vacuum compatible
borosilicate glass window and the detector. They are
aligned on the optical axis represented as a dashed line.
The fibre is connected to a halogen lamp which acts as
a light source and the wavelength is selected through a
monochromator. The light source and the monochro-
mator are not shown in the schematic. The lamp is
set in a configuration that maximises its coupling to

the monochromator and the optical throughput of the
monochromator, for which both the entrance and exit
slit are fixed at a width of 0.5 mm. This configuration
results in a nominal minimum linewidth of the spec-
trum (according to the manual provided by the man-
ufacturer) of 2.5nm. At the output of the monochro-
mator, the light is coupled into an optical fibre which is
then fed into the cryostat through a vacuum-tight op-
tical feedthrough. Three more fibres are used to reach
the 4K stage of the cryostat where a metal plate is
mounted so that the filter is on axis with the optical
window of the cryostat. Both the filter and the fibre
are kept in place on the plate through apposite mount-
ing parts which are also off the shelf from Thorlabs.
The detectors are mounted at room temperature on
the outside of the cryostat so not to require cryogenic
detectors. Figure 3 (bottom) shows a view of the setup
in the fridge. A labVIEW Virtual Instrument to inter-
face with the monochromator and the detectors was
developed. For details see appendix ??.

3.2 400nm - 1100nm

The interesting part of the wavelength range is around
the transition edge which, is designed to be at ≈
800nm. This region is where the lamp is the bright-
est and is fully covered by the low wavelength detec-
tor ”S120C”. Three different scans were performed at
each temperature of interest: one broad scan to ac-
quire data on the shape of the transmission curve and
two finely stepped scans around two areas of interest
which are where the filter presents light leaks at low
wavelengths and the transmission edge. All the mea-
surements were performed with an integration time of
1 s. The broad scan, which measures between 400nm
and 1100nm was performed with wavelength intervals
of 1nm, whereas 0.1nm was used for finer scans. Fig-
ure 4 shows the transmission curve produced by the
broad scan after having subtracted the dark current
contribution to the signal from the detectors and then
normalising the curves so that the transmission ob-
tained is defined as the ratio of the spectrum obtained
with the filter in divided by the spectrum with the
filter out of the optical axis. All data presented in
this report, represents spectra obtained after dark cur-
rent subtractions. Figure 4 shows the presence of a
transition edge around 800nm and some non negligi-
ble transmission in the low-wavelength region between
450nm and 500nm. The two further scans, whose data
is shown in Figure 5 (Top and Bottom), were performed
to capture the fine structure of the transmission edge
and the low-wavelength peaks. Figures in Appendix
A show the individual measurements produced by the
detector in two different conditions: with the filter in
and with the filter out for both temperatures of interest
(300K(Top) and 4K(Bottom)).

3.3 1100nm - 2500nm

For wavelengths above 1100nm a different sensor and
different settings were used. The decreased brightness
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Figure 4: Broad scan of the transmission curve of the
dichroic filter D3 mounted at an AOI of 20◦ at 300K
(red) and 4K (black) between 400nm and 1100nm

Figure 5: Fine scans of D3 filter transmission, signifi-
cantly oversampled as a 0.1 nm step size but at a nomi-
nal monochromator resolution of only 2.5 nm was used.
Black dots show low temperature (4K) measurements,
red dots represent room temperature, all data taken
with AOI of 20°. Top: Low wavelength filter transmis-
sion leaks. Bottom: Zoom into the filter transmission
edge.

of the lamp in the NIR region, and the smaller sensi-
tivity and the smaller collection area of the ”S148C”
detector, results in measurements with increased noise
in the 1100nm - 2500nm region compared to those of
400nm - 1100nm. In order to counterbalance this un-
desired side effect of the experimental setup, a longer
integration time is required. Unfortunately the detec-
tor’s embedded circuitry sets a maximum integration
time of 10 s per measurement point. So eventually the
whole spectrum has been scanned 10 times with said
10 s integration time per each point and the values thus
obtained have been averaged to produce an effective
100 s average for each measurement point. The NIR
measurements were conducted with a wavlength inter-
val of 5nm.

Figure 6: Top: Lamp spectrum measured at a temper-
ature of 300K with the filter in the beam path (black),
and without the filter (red). The blue line represents
the noise floor of the detector. (See below)
Bottom: Lamp spectrum measured at at temperature
of 4K with the filter in the beam path (black), and
without the filter in the beam path (red). The blue
line represents the noise floor of the detector.

We will present the transmission curve in section 4,
instead in this section we are going to show the data
points obtained after subtracting the dark current of
the detectors in the two possible configurations: with
the filter in the optical beam and with the filter re-
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moved from the optical beam at both 300K and 4K (
Figure 6 (Top and Bottom)). It is worth discussing the
blue curve that, in both figures, represents the min-
imum energy above which our detector is considered
sensitive. Our dark current has two components: a
constant offset and a scatter noise distribution around
it. The threshold ( namely, Background in the plots) of
our detector is intended as 3σ of the dark current dis-
tribution, around its zero value, multiplied by the cal-
ibration curve. It is clear that the noise dominates the
signal from 2000nm onwards, meaning that the mea-
surements have little interpretative value in this region.
However, in order to try and mitigate the effects of the
small signal to noise ratio, when plotting the transmis-
sion curves (see Section 4), a 10-point moving average
has been applied to the the data shown in Figure 6.

4 Results

Figure 7 (Top) shows the two transmission spectra of
the D3 dichroic filter over the whole wavelength range,
one measured at 300K (in red) and one measured at
4K (in black).The separation between the two curves:
300K and 4K can be accounted to possible drifts in
the lamp performance. Since a full thermal cycle takes
about three days and a measurement run takes one
full day, the time difference between the measurements
with the filter in is 5 days, while the measurements
taken with the filter out are taken 10 days apart. The
jump at 1100nm is also due to the diminished per-
formance of the halogen lamp. In order to mitigate
this effect, further 10-point moving average smoothing
was applied between 1080nm and 1200nm in order
to compensate a gap that shows up at 1100nm. The
smoothed out curve is shown in Figure 7 (Bottom).

5 Discussion

No measurable difference has been observed in the
transmission profile of the filter when measured at
300K and 4K. In particular, the transmission edge
was observed not to show any change at 4K from its
300K characteristic, nor did the lower wavelength fea-
tures exhibit an increase in transmission. In the fol-
lowing two sections we will discuss concerns reading
the designing the experiments.

5.1 Best slit width

One of the main challenges was the optimisation of the
width of both slits of the monochromator. In princi-
ple, the wider the slits, the more light couples into the
optical fibre and consequently the signal to noise ratio
increases. The drawback here is that the wider the slit,
the less monochromatic the light that illuminates the
filter is. In addition to that, by manufacturer’s design
the monochromator switches between the two gratings
at exactly 800nm, precisely where the transition edge
lies. This switch of gratings produced an asymmet-
ric spectral profile of the light produced at around the

Figure 7: (Top): Transmission curve measured for the
dichroic D3 with an AOI 20◦ at 300K (red) and 4K
(black). (Bottom): smoothed out curve as per (Top) in
order to remove the artifact in the spectrum through
a second stage of 10-point moving average between
1080nm and 1200nm.

switching wavelength and, paired with the transition
edge, this produced a gap in the transmission curve.
This artefact only vanishes for slit widths smaller than
0.5mm. Unfortunately the signal to noise ratio plum-
mets when closing further the slits.

5.2 Lamp emission stability

As we have to directly compare filter-in to filter-out
measurements that had to be taken up to 10 days apart
(caused by fridge warm-up and cool-down times) lamp
emission stability is important for the reliability of our
results. As per usual with halogen light sources, the
lamp needs time to warm up. We observed that it
takes approximately one hour for the lamp to warm up
to a point where its emissivity is maximum. In partic-
ular, in order not to damage the bulb, the lamp is only
biased with 50% of its bias voltage for the first 15 min-
utes from the switching on of the lamp. In order to test
its stability over one measurement day, the lamp spec-
trum was measured connecting directly the detectors
through an optical fibre to the monochromator with-
out going through the cryostat at the beginning and
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at the end of every day of measurements. This mea-
surement is, of course, affected by the inherent noise of
the detectors, but it is possible to state that the lamp
spectrum is stable over 12 hours and the curves over-
lap fully. The convolution of the lamp noise and the
detectors noise produce an upper limit of uncertainty
of about ± 3% for the S148C infrared detector and
about ± 0.5% for the S120C detector. The lamp is
expected to have experienced a reduction in emissivity
over the experimental run, which took approximately
a month, and might account for the differences visible
in the transmission curves.

5.3 4K plate temperature

There is one point that requires further explanation
and it concernes the definition of the 4K plate tem-
peature. It might appear that there is a contraddiction
between the temepratures reported in Table 1 and the
temperature of the 4K plate as intended in the rest
of the report ( ranging 4, 5K to 6, 5K). The confu-
sion might arise from lack of explanation. When the
filter was tested to prove it could withstand a thermal
cycle, no optical fibres were installed in the cryostat
and, in this configuration, the base temperatures of
the cryostat would range according to Table 1. In or-
der to perform the optical characterisation of the filter,
it was necessary to feed optical fibres into the cryostat.
Unfortunately their thermal conductivity is not neg-
ligible and their presence increased the thermal load
on the 4K plate of the cryostat resulting in a higher
base temperature, which now ranges, as reported in the
text, between 4, 5K and 6, 5K.

6 Conclusion

In conclusion, the purpose of the first part of this
experimental run was to test that the dichroic filter
D3 designed and produced for the ARIEL collabora-
tion could withstand multiple cryogenic cycles without
shattering, cracking or exhibiting any signs of wear.
This was demonstrated by cooling the dichroic down
multiple times in a cryostat down to a temperature
between 2.8K and 4.15K as described in Table 1.
The filter was checked after every cryogenic cycle and
showed and continues to show no no visible sign of
strain, cracking or any other damage. Secondly, the
optical characteristics of the dichroic D3 was measured
at room temperature, namely 300K and compared
to those measured at cryogenic temperatures, namely
4K. The data shown in Section 3.2 demonstrates that
there is no visible shift of the transition edge and that
there are no new transmission peaks that open up,
while the peaks’ amplitude remained unchanged.

A Supplementary images

A.1 filter pictures

Figure 8: Top: Filter before first thermal cycle. Mid-
dle: The filter after the last cryogenic cycle show-
ing no visible sign of wear. The Thorlabs LMR05/M
shown in both pictures is the filter mount in which the
dichroic D3 was mounted for cryogenic tests and op-
tical characterisation. Bottom: Filter not mounted in
the LMR05/M.
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A.2 Individual spectra

Figure 9: 300K Spectrum 400nm to 1100nm as de-
scribed in Figure 6. As per the previous picture, in
black: spectrum with the filter in the optical axis, in
red: spectrum without the filter in the optical axis.
Blue: background noise.

Figure 10: Spectrum 400nm to 1100nm as described
in Figure 6. As per the previous picture, in black: spec-
trum with the filter in the optical axis, in red: spectrum
without the filter in the optical axis. Blue: background
noise. Top: curves at 300K Bottom: curves at 4K

B Experimental Setup specs

B.1 Monochromator

The factory calibratedMSH−150 has a focal length of
150mm and uses a Czerny-Turner layout to minimise
scattered light and maximise throughput. Effective in-

ternal baffling reduces general scatter whilst the mirror
arrangement avoids rediffracted light.

Slits 10µm to 10mm
Aperture Ratio f/4.6

Wavelength Reproducibility ±0.05nm
Grating 1 MSG-S-600-500
Grating 2 MSG-S-600-1600

Theoretical Resolution
for 1mm slit 10nm

Table 2: Monochromator specifications

B.2 Detectors

Two photodiode detectors are used, giving an effective
detectable wavelength range of 400nm to 2500nm.
Monochromatic light is delivered from the monochro-
matic exit slit to them via an optical fibre.
Thorlabs - Silicon Detector (S120C)

Detector Type Silicon Photodiode
Wavelength Range 400 - 1100 nm

Optical Power Range 50nW - 50mW
Resolution 1nW

±3% 440-980nm
Measurement uncertainity ±5% 400-439nm

±7% 981-1100nm
Response time ≤ 1µs
Active Area 9.7mm× 9.7mm

Table 3: S120C specifications

Thorlabs - Integrating Sphere Power Sensor
with Extended InGaAs Detector (S148C)

Extended
Detector Type InGaAS

Photodiode
Wavelength Range 1200 - 2500 nm

Optical Power Range 1µW - 1000mW
Resolution 1nW

Measurement uncertainity ±5%
Response time ≤ 1µs
Active Area ϕ 1mm

Table 4: S148C specifications
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A2 Equation derivation
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A2.1 HEMT Noise

Here we want to calculate the equation that describes the HEMT noise contribution
to the energy resolution. We will go through the maths that lead to equation 2 and
?? in Chapter 7. The basic assumption for this model is that the HEMT contributes
equally to the in phase (I) and in quadrature (Q) noise in the I-Q plane. There is no
strong argument for this to be considered an unreasonable starting point as already
discussed by Zmuidzinas in (39). This assumption corresponds to saying that the
HEMT is responsible for a perfectly circular scatter in the I-Q plane about the
"resting" position of the resonator with diameters being < I > and < Q >.
Zmuidzinas in (39) describes the fluctuation in the forward measured transmission
as:

< δI (ν)δI ∗(ν ′) >=< δQ(ν)δQ∗(ν ′) >=
KBTA

2Pg
δ(ν − ν ′)

This means that cross-correlation between different frequencies ( between ν and ν ′)
vanish and that Pg is the power spectral density observed by the MKID, while TA is
the temperature noise of the amplifier. Henceforth, for brevity we will drop the delta
notation and we will identify < δI δI∗ > with < I 2 > and likewise for < Q2 > which is
reflected in the values of < I > and < Q > that represent the radius of the circular
scatter just described.
This equation looks at the power spectral density of the noise, hence, only accounts
for the noise in an infinitely sharp frequency bin. In reality, and given the readout
electronics described in Chapter 2.4, the Fast Fourier Transform and its bandwidth
have to come into play. The Fast Fourier Transform acquires 1µs of data and
produces and therefore its frequency bin has a finite width. Since it can be assumed
that the HEMT produces white noise across all frequencies, the width of the FFT
bin, or the Bandwidth (BW) which is its reverse, defines the total power noise in the
I and Q components. An hypothetical Fast Fourier Transform that uses an infinite
amount of data would result in an infinitely sharp FFT bin and produce less noisy
values of I and Q.
The second assumption made for the sake of this derivation is that the following
identity is true: < I >=

√
< I 2 > and likewise for < Q >. Under these circumstances,

the diameter of the circular scatter is given by:

HEMTnoise =< I >=< Q >=

√
KBTAG

2Pg
BW

Where G is the gain of the HEMT and Pg is the power spectral density as seen by the
MKID, therefore . And here we’re assuming no power loss in the MKID itself.
A small discussion on the gain of the amplifier is needed in this very specific instance.
The amplifier is imagined as a four-terminal device that accepts a voltage input and
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outputs a voltage. This model of the amplifier is imagined as an input resistance and
an ideal amplifying stage and the noise temperature is defined as the temperature the
input resistor would be at to produce the same amount of Johnson-Nyquist noise as
the noise spectral power produced by the real amplifier. In this situation, the output
spectral power noise produced by a change in temperature of the resistor can be
described by the following equation:

Poutput = KBTAG

A2.2 Energy resolution

We need to understand how to calculate how to translate this fluctuation in
transmission into an uncertainty in energy resolution. This is achieved through some
geometrical considerations. First of all, it is interesting to evaluate what angle, i.e.
phase, is covered by HEMT_noise.

∆α =
HEMT_noise

radius

Here, considering a perfect transmission and therefore a unitary circle given by the
transmission line, and since the minimum of the transmission is the closest point to
the origin, it is possible to conclude that the diameter of the loop d = 1−min|S21|.
Simple geometrical considerations, such as shown in Figure A2.1 prove the previous
statement.
By definition, the coupling quality factor Qc is defined as Qc = Qtot

1−min|S21| . Hereby it is
possible to substitute this into the previous equation; and solving for radius, rather
than diameter one obtains the following relation:

∆α = 2
HEMT_noise

QcQtot (1)

This equation describes the width of the distribution of phase uncertainty given by
the HEMT noise, in order to get a maximum value, it is common practice to take into
account 3 sigmas, therefore multiply by 3 obtaining the equation used in Chapter 7.
On a further note, for the sake of clarity it is important to understand that the
naming of Qtot has been changed to Q which is not to be mixed up with the quantity
<Q> previously discussed.
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Figure A2.1: resonator loop in IQ plane. The outer circle describes the feed line delay
while the inner circle represents the resonators’ loop. The quantities in the figure reflect
those described in the paragraph.
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A3 Phase noise characterisation

171



A3.1 Understanding the phase noise

This section is intended as a place where to add a few extra words on the phase noise
analysis performed and discussed in Section 9.2.1.
It was expected that a non illuminated resonator driven with its own resonant
frequency, would have been seen in the IQ plane as an isotropic scatter around the
position of the resonance frequency, and that the noise produced by the electronics,
including the HEMT, would have been of the same magnitude in the radial direction
as in the tangential direction (often referred to as phase). In order to investigate the
nature of the phase noise described in Section 9.2.1, it was decided to drive the
resonator with a frequency that is off resonance, and look at the feed-line delay loop.
As soon as the driving frequency is off the resonance loop, the resonator noise returns
to the expected circular scatter. Figure A3.1 shows that the scatter around the
driving frequency is circular, isotropic and in terms of Analogue-to-Digital Units
(units in the 12-bits sampler) the I and Q components, it is a circle of about 40 ADU
and it represents the ADC noise in the sampling. It is noteworthy that the noise
measured at resonance frequency (shown in Figure 9.4) is 1500 units long in the
tangential direction (Phase) and about 500 units wide in amplitude direction.

Figure A3.1: DAC noise on the cable delay loop. Out of resonance the noise has
a diameter of approximately 40 Analogue-to-Digital Units. This confirms that the
noise observed in the resonator at resonance frequency is not induced by the readout
electronics.
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A4 Transmission curves of different glasses
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A4.1 Asahi YSC1100 Super Cold filter

Figure A4.1: Transmission curve of the Asahi YSC1100 Super Cold Filter as provided
by the manufacturer in (19)

A4.2 BK7 Glass filters

Figure A4.2: Transmission curve of 5mm thick BK7 glass as provided by the manufac-
turer in (20)
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Figure A4.3: Transmission curve of 5mm thick BK7 glass as provided by the manufac-
turer in (20)

A4.3 Filters stacking

Figure A4.4: Transmission curve of 2 stacks of Asahi YSC1100 supercold filters and a
total of 30mm (25mm + 5mm) of BK7 glass
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A5 Residual Gas Analysis
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Figure A5.1: Residual Gas Analysis of the sputter chamber after the degassing process.
Each different gaseous molecule is identifiable with a different colour: Cyan - Hydrogen
; Orange - Nitrogen ; Green - Water ; Purple - Argon

A5.1 Trifolium Dubium

The Trifolium Dubium sputter system was installed in the clean room in CRANN in
the second half of 2018 and the Sputter chamber #2 suffered some issues including a
sever malfunctioning of the wafer manipulator, after the robotic arm crashed into it
during its commissioning phase. Once the manipulator got repaired and the
deposition of Ti-based films was restarted, we couldn’t deposit any Ti-based films
that would exhibit superconducting properties, and some of them exhibited an
unusual blue colour. It turned out that the Ti target had oxidised and was producing
titanium oxynitride (TiOxNy ) and required a rather long, high-power pre-sputter
cleaning. During this investigation a residual gas analysis (mass spectrometry of the
chamber atmosphere) has been performed so to characterise the sputtering chamber
and its conditions before the deposition phase. Here is reported that at pressures
≈ 5× 10−9mbar only small amounts of light gases can be found (Hydrogen, Nitrogen)
and some amount of water that in these conditions does not constitute a hindrance to
our deposition recipes.
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A5.2 Mathematical derivation of equation 1 in Chap-

ter 7
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Let us assume that the n-th resonator is distributed according to a Gaussiand
distribution around the frequency n∆, where n is an integer and ∆ is the ideal
spacing between adjacent resonators. And let us define a collision window around the
0th resonator of width w where is an integer and w is the line-width of the
resonator. Under these assumptions, it is possible to define Pn0, the probability that
the n-th resonator does not collide with the 0-th resonator, as:

Pn0 = 1− 1√
2πσ

+χw∫
−χw

e
1
2

( (fn−n∆
σ

)2

dfn (1)

It is possible to perform a change in the integration variable from fn to t = fn−n∆
σ

,
therefore the integral changes from dfn to dt = 1√

2σ
dfn. When changing the variables,

it is important to remember to change the integration limits. Under the new
variables, we have χw becoming χw+∆n√

2σ
and −χw becoming +∆n−χw√

2σ
.

The integral becomes:

1√
π

+χw+∆n√
2σ∫

∆n−χw√
2σ

e−t
2

dt (2)

The error function Erf (x) is defined as Erf (x) = 1√
π

x∫
−x

e−t
2
dt, and it is immediate,

given the size of the two intervals in question and the negative parity of the error
function, that Pn0 can be rewritten as:

Pn0 = 1−
Erf (χw+n∆√

2σ
)− Erf (n∆−χw√

2σ
)

2
(3)

q.e.d.
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