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Abstract

Microwave Kinetic Inductance Detectors (MKIDs) are photon detectors based on
superconducting resonators, capable of detecting single photons with inherent energy
resolution and µs time resolution, while also allowing arrays of tens of thousands of
MKIDs to be read out on a single feedline using frequency domain multiplexing
(FDM). MKIDs are a promising technology for a range of applications, including
astronomy, particle physics, and THz imaging. We are developing MKIDs for optical
to near infrared astronomy. This thesis covers work done at Trinity College Dublin and
the Dublin Institute for Advanced Studies developing MKIDs optical to near infrared
astronomy, as well as the readout electronics needed to perform this FDM.

This thesis gives an outline of the background information needed to understand
MKIDs, and also gives an outline of their applications. It details the work done
developing a laboratory setup for measuring MKIDs, and also developing code for
performing frequency sweep measurements. Code is presented for fitting the data
generated to equations from the literature, to obtain the quality factors and resonant
frequencies of the MKIDs. The results of this are shown. Following this the work
done developing a single pixel readout system based on a Re-configurable Open Access
Computer Hardware (ROACH) board is detailed. This setup was used to measure
and analyse photon pulses in the MKIDs’ phase and I/Q data. The results gathered
by this setup are presented. An analysis was performed into some potential future
systems for reading out large arrays of MKIDs, ultimately selecting the Xilinx ZCU111
and 2x2 Radio Frequency System on Chips (RFSoCs). This analysis, as well as the
work done developing firmware and software for this purpose is also outlined.

MKIDs were designed and fabricated for this project which were measured, using the
setups described above, to internal quality factors of the order of 100, 000. Moreover,
they also displayed energy resolutions ranging from 3.14 for 400 nm light, to 2.50 for
900 nm light.

Finally, a next generation MKID readout system based on a Xilinx 2x2 Radio Fre-
quency System-on-Chip (RFSoC) is proposed, with a potential cost-per-pixel of ∼
¤1.
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1 Introduction

This thesis describes the development of microwave kinetic inductance detectors

(MKIDs) and the readout electronics system which is needed to be able to analyse

them.

It opens with a brief introduction with relevant background information, covering

superconductivity, low temperature detectors, the kinetic inductance effect,

microwave resonators, and finally, microwave kinetic inductance detectors, including

their readout systems and fabrication process. Chapter 2 details some of the

applications of MKIDs, including observational astronomy, particle physics, material

science and security applications. Chapter 3 outlines the work done to build up the

experimental setup needed to characterise the MKIDs which were fabricated as part

of this project. Chapter 4 details the work done to develop code for analysing these

MKIDs while Chapter 5 covers the work done developing firmware and software for

the ROACH board which was used to measure measure photon pulses in the

MKIDs. Chapter 6 outlines the process of selecting an FPGA board to develop as a

next generation MKID system, while Chapter 7 covers the work done developing

firmware and software for this board. Finally, Chapter 9 concludes and details plans

for continuing this work in the future.

1.1 Superconductivity

Superconductivity, first discovered by Kamerlingh Onnes in 1911, is the

phenomenon where some materials, known as superconductors, demonstrate zero
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electrical resistance, and also expel any magnetic fields, when they are cooled below

a certain temperature known as the critical temperature, denoted Tc (22). While

ordinary conductors will display a decrease in resistance with decreasing

temperature, for a superconductor the resistance abruptly drops to zero at the

critical temperature.

In an ordinary conductor, the amount of phonons will decrease with temperature.

This decrease in vibrations in the lattice causes a corresponding decrease in

collisions between the lattice and the electrons, causing the resistance of the

material to decrease. However, for a normal conductor, impurities in the lattice

mean that even at 0 K, there will still be interactions between the lattice and the

charge carriers. These interactions results in ordinary conductors showing a finite

resistance, even at 0 K.

Bardeen–Cooper–Schrieffer (BCS) theory was the first theory to explain

superconductivity. Its basic premise is that at temperatures below the critical

temperature electrons become bound together forming Cooper pairs, which act as

superconducting charge carriers, allowing current to flow through the

superconductor undisturbed by interactions with atoms in the conductor (23) (22).

This has the effect of the causing the material to show zero resistance. For

temperatures significantly below TC these Cooper pairs will be bound together with

an energy, 2∆, given by:

2∆ = 3.528kTC (1.1)

The operation of microwave kinetic inductance detectors, as is described in Sections

1.3 and 1.5 is based upon the breaking of these Cooper pairs in superconductors,

forming unpaired electrons which are called quasi-particles.
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1.2 Low Temperature Detectors

Low temperature detectors (LTDs) have, in recent years, become an area of interest

in astronomy due to their ability to achieve low noise, broadband photon

measurements. LTDs are photon detectors which operate at extremely low

temperatures, usually below 1 Kelvin. These are in contrast to charge-coupled

devices (CCDs) which are room temperature or liquid nitrogen cooled

semiconductor based photon detectors that are the standard photon detector

currently used in astronomy. One of the primary advantages of low temperature

detectors (including Microwave Kinetic Inductance Detectors (MKIDs)) over CCDs

is that they offer inherent energy resolution. This energy resolution is given

by:

R =
E

∆E
(1.2)

In Equation 1.2, E is the energy of the photons being detected, while ∆E is the

smallest difference in energy between two photons which the detector can

differentiate.

Due to the extremely low band gap of superconductors, for example on the order of

10−4eV for some, a single optical photon can generate on the order of 10,000

quasi-particles by breaking the Cooper pairs of the superconductor. This large ratio

of charge-carriers per photon allows the energy of optical, and even

near/mid-infrared photons to be resolved. In contrast, semiconductors have a much

larger band gap, for example 1.1 eV for Silicon, meaning that the number of

electrons excited from an incident optical photon is roughly 2 or 3. This low,

almost unity ratio means that it is not feasible to differentiate photons of differing

energies.

Of course, with the use of dispersive optics such as gratings or prisms, or selective
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chromatic filtering, the photon energy spectrum of any signal can be determined.

However, chromatic filtering reduces the efficiency of any broadband measurements

being carried out, and dispersive techniques typically result in one dimension of the

detector array being required for the spectroscopy, making it difficult to carry out

spatio-spectral imaging in any efficient manner. Furthermore, the relatively large

band gap of semiconductors like silicon result in them having a fundamental cut-off

in terms of the lowest energy photons they can detect, typically in the near-infrared.

However, it must be noted that there exists semiconductors such as mercury

cadmium telluride (MCT) whose bandgaps can be tuned down to 0 eV. For MCT

this is achieved by varying the amount of cadmium present (24).

The remainder of this section gives a brief explanation of some other low

temperature detector technologies, as opposed to MKIDs, which are the focus of

the remainder of this thesis. Note that these descriptions are not meant to be

exhaustive, and only to provide some background information on low temperature

detectors.

Low temperature detectors use one of two main modes of operation: thermal

detection or athermal detection. Thermal detectors, such as transition edge sensors

(TESs) and metalic magnetic calorimeters (MMCs), work on the principle that

incident photons on the detector’s absorber will cause an increase in its

temperature. The increase in temperature is proportional to the energy of the

incident photon, allowing the photon energy to be resolved.

Thermal detectors can be further divided into the categories of calorimeters and

bolometers. Calorimeters measure single, high energy photons which cause a large

change in temperatures, while bolometers measure the power of the incident flux of

low energy photons. A photon flux of a certain power will cause the temperature of

the absorber to stabilize at a certain value, from which the power of this incident

flux can be resolved (5).

TESs are based on superconducting films which operate in the transition region

4



Figure 1.1: Model of a TES circuit, given as a bias voltage in series with a resistance,
an inductance and the variable resistance of the TES. The resistance of the TES will
be somewhere between its normal value and zero, depending on its temperature,
which itself is dependent on the incident photons. (1)

between their superconducting and normal states, giving them a resistance between

zero and its normal resistance which is temperature dependent. Thus, photons

incident on the absorber will raise the temperature of the film, causing a

measurable increase in the resistance (1). The equivalent circuit of a TES is shown

in Figure 1.1 and an example of the temperature dependence of a superconducting

film used as a TES is shown in Figure 1.2.

MMCs are based on a paramagnetic material in a weak magnetic field which is

coupled to an absorber in order to act as a temperature sensor. Photons striking

the absorber cause an increase in its temperature, decreasing the magnetization of

the paramagnetic material. Photon energy is resolved by monitoring the change in

the magnetic field (2). A diagram showing the operating principle of an MMC is

shown in Figure 1.3.

Conversely, athermal detectors, instead of measuring the temperature change due

to incident photons, measure the change in the number of quasi-particles that are
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Figure 1.2: Transition profile of a superconducting film in a TES, showing the resis-
tance of the film increasing from zero with increases in temperature. This change
in resistance with respect to temperature, which is itself dependent on the energy of
the incident photons is used to resolve the energy of these photons. (1)

Figure 1.3: Drawing of an MMC showing their operating principle. Photons which
strike the absorber cause a change in the temperature of the paramagnetic sensor,
which decreases its magnetization. This change in magnetization can be detected by
the magnetometer, and the energy of the photon can be resolved from this change.
(2)
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generated by photons striking a superconductor. Photons striking the

superconductor break Cooper pairs, forming quasiparticles. Cooper pairs (25) are

pairs of electrons which become bound together when a superconductor is cooled

below its critical temperature, or Tc . It is these compound Bosons, which

experience no scattering, that give rise to the superconducting effect.

Superconducting Tunnel Junctions (STJs), Quantum Capacitance Detectors

(QCDs), and Microwave Kinetic Inductance Detectors (MKIDs) are all examples of

athermal low temperature detector technologies. STJs are made up of two

superconducting layers, separated by an insulating layer, forming a Josephson

junction. When photons strike the superconducting layers, Cooper pairs are broken

and quasiparticles are formed. These quasiparticles tunnel through the insulating

layer of the Josephson junction, forming a measurable increase in current. This

increase in current is proportional to the photon energy, allowing the photon energy

to be determined by measuring the tunnel current (26) (27).

The basis of QCDs are superconducting devices called Single Cooper Pair Boxes

(SCBs). This a superconducting island coupled to a superconducting absorber by a

pair of Josephson junctions. Radiation striking the absorber breaks Cooper pairs,

forming quasiparticles. When these quasiparticles tunnel through the Josephson

junctions to the superconducting island, they change its capacitance. This island

forms part of a resonator circuit. The resonant frequency of an LC resonator is

given by:

f0 =
1√
LC

(1.3)

By Equation 1.3, a change in the island’s capacitance will cause a change in the

frequency of the resonator. This frequency is monitored continuously, and from

this, the photon energy is resolved. (3) Figure 1.4 displays a schematic of a QCD

(3).

Finally, Microwave Kinetic Inductance Detectors (MKIDs) are low temperature
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Figure 1.4: Cartoon schematic (a) and circuit diagram (b) of a QCD. Photons striking
the absorber break Cooper pairs forming quasi-particles which tunnel through the
Josephson junctions. This causes a measurable change in the capacitance of the
superconducting island from which the photon energy can be resolved (3).

detectors based on superconducting LC resonators and the kinetic inductance effect.

For each of the above described LTDs, unfortunately their inherent energy resolving

capability, and their ability to detect low-energy photons (down to sub-mm) often

comes at the cost of difficulties when trying to multiplex to large-format arrays.

However, as will be described in this introduction, MKIDs offer a path to combining

the sensitivity of LTDs with a relatively straight forward multiplexing strategy. As

such, MKIDs are the most promising novel detector technology for achieving very

large-format arrays of photon-counting, energy-resolving detectors. For these

reasons, they were selected for this research, and are described in the remainder of

this thesis. First though, their basis of operation is explained in more detail.

1.3 The Kinetic Inductance Effect

By definition, a superconductor below its critical temperature, Tc , has zero

resistance at DC frequencies, σdc −→ ∞ as f −→ 0. This is because at cryogenic
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temperatures the electrons in the superconductor form Cooper pairs, which are not

effected by scattering as they move through the superconductor as a current.

However, at non zero frequencies, the finite inertia of the charge carriers manifests

as an inductance, which opposes an alternating electric field. This is the kinetic

inductance effect, and it is described by the Drude model (17) (28).

The Drude model describes the complex conductivity of a conductor with real part

σ1 and imaginary part σ2 as:

σ = σ1 + jσ2 =
σ0

1 + ω2τ 2
− jωτ

σ0

1 + ω2τ 2
(1.4)

where, τ is the collision time, ω = 2πf , j =
√
−1, and σ0 is the DC conductivity

and is given by,

σ0 =
ne2τ

m
(1.5)

where, n is the number of charge-carriers, e is the elementary charge, and m is the

electron mass. σ1 and σ2 are the real and imaginary parts of the conductivity.

As a perfect inductor has an impedance ZL = jωL, it will have a conductance

σL =
1

jωL
or −j

ωL
. As this conductance has no real part, this means that changes in

the kinetic inductance will manifest as a change in the imaginary part of the

conductors conductance, σ2. An increase in kinetic inductance will cause σ2 to

become more negative.

Typically, the collision time for a metallic conductor, τ , is of the order of 10−14s

meaning that ω2τ 2 << 1, and σ2 → 0 . Therefore, it is apparent that for a normal

conductor, the kinetic inductance value is negligible as the imaginary part of

Equation 1.4 tends to zero. It is also clear that as f −→ 0, σ reduces to σ0.

However, in a superconductor, there are no collisions meaning that τ → ∞. This

gives:
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σ1 =
ne2

m
τ
+mω2τ

= 0 (1.6)

and,

σ2 = − ne2ω
m
τ2

+mω2
= −ne2

mω
(1.7)

Thus, for a superconductor, the real part of the complex impedance disappears

while the imaginary part, in which an inductance will appear, dominates.

Cooper pairs will be broken, and quasiparticles formed when the superconductor is

struck by a photon with an energy greater than 2∆, where ∆ is the bandgap of the

superconductor.

The number of quasiparticles generated, Nqp can be given by:

Nqp =
Poptητqp

∆
(1.8)

Here, Popt is the optical power, η is the efficiency of converting photons to

quasiparticles, and τqp is the quasiparticle lifetime. The corresponding change in the

quasiparticle carrier density, nqp, can be calculated using Nqp and the geometry of

the absorber. This results in an increase in the total number of quasiparticles, n,

which by Equation 1.7 causes σ2 to become more negative, meaning that this gives

an increase in kinetic inductance. As the quasiparticles recombine into Cooper

pairs, the kinetic inductance and, thus, impedance return to their original state.

This is later used in Section 1.4 to illustrate how this change in kinetic inductance

will cause a change in the frequency of an MKID.
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Figure 1.5: LC resonant circuit consisting of an inductor and capacitor in parallel,
connected to a pair of feedlines, each with impedance Z0.

1.4 Microwave Resonators

Having already discussed the kinetic inductance effect, the second topic which

needs to be discussed in order to understand MKIDs is the physics of resonant

circuits.

An MKID can be thought of as a parallel LC tank circuit connected to two feedlines

of impedance Z0 (29). Note that this model presumes that the resistance due to

unpaired electrons, created by broken Cooper pairs, is negligible. A diagram of such

a circuit is shown in Figure 1.5.

To clarify, here L denotes inductance, C denotes capacitance, Z denotes impedance,

ω denotes frequency in rads−1 and j =
√
−1. The total impedance through a

parallel LC tank circuit can be described by adding impedances in parallel

reciprocally to give:

1

Z
=

1

ZL
+

1

ZC
(1.9)

Where the impedance of the inductor is:

ZL = jωL (1.10)
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and the impedance of the capacitance is

ZC =
1

jωC
(1.11)

This gives:

1

Z
= jωC +

1

jωL
(1.12)

=⇒ Z =
jωL

1− ω2LC
(1.13)

To simplify the algebra, this is then rewritten in terms of s, where s = jω,

=⇒ Z =
sL

1 + s2LC
(1.14)

Resonance occurs at the impedance’s minimum point, meaning that the circuit will

resonate when dZ/ds = 0, giving,

dZ

ds
=

L(1 + s2LC )− sL(2sLC )

(1 + s2LC )2
= 0 (1.15)

=⇒ (1 + s2LC )L = sL(2sLC ) (1.16)

=⇒ s2LC = 1 (1.17)

=⇒ s = ± 1√
LC

(1.18)
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=⇒ ω =
±j√
LC

(1.19)

The square root term is taken to be the resonant frequency ω0. This gives a value

for the resonant frequency of a parallel LC tank circuit:

ω0 =
1√
LC

(1.20)

It is shown in Section 1.3 that a photon striking a superconductor will cause an

increase in its inductance by the kinetic inductance effect. Thus, by Equation 1.20,

a photon striking the inductor of an MKID will cause an increase in its inductance,

and thus a decrease in its frequency. As the quasi-particles recombine the

inductance, and thus the resonant frequency will return to their original states. This

is operating principal of an MKID.

The energy stored in the parallel LC tank circuit is given by:

E = C < V 2 > (1.21)

Here, <> refers to averaging over the period of a full oscillation. This is the total

energy stored in both elements of the circuit, the inductor and the capacitor.

The power dissipated in the circuit, P, across a full cycle is:

P =
< V 2 >

R
(1.22)

Here, R is the resistance of the circuit, which comes from the transmission lines. E

can be related to P by:

dE

dt
= −P = −E

τ
(1.23)
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τ is the time constant of the circuit, which is the time taken for the energy in the

circuit to decrease to 1/e of the initial value.

This gives:

τ = −P =
E

P
(1.24)

=⇒ τ =
C < V 2 >

<V 2>
R

(1.25)

=⇒ τ = RC (1.26)

The total quality factor (Q) of a resonator describes how much energy it loses per

oscillation. The quality factor of the circuit can be written in many forms, including

as its resonant frequency multiplied by its time constant, Q = ω0τ . The total

resistance of the circuit being R = Z0

2
gives(29):

Q = ω0RC =
ω0Z0C

2
(1.27)

Thus, Equations for the resonant frequency, ω0 and quality factor, Q, of a parallel

LC tank circuit have been derived. These are later used in Section 4.3 to derive an

equation for the forward transmission coefficient, S21, of an LC tank circuit.

Measurment data is then fitted to this equation and from this fit ω0 and Q are

obtained.

1.5 Microwave Kinetic Inductance Detectors

Microwave kinetic inductance detectors are photon detectors based on

superconducting LC resonators, capable of detecting individual photons with

inherent energy resolution.
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Figure 1.6: MKID detection principle from Day et al. (4). a) shows a photon with en-
ergy hν striking a superconducting film breaking Cooper pairs forming quasi-particles.
b) is the lumped element model of an MKID, showing the inductor as the absorbing
element, whose kinetic inductance is dependent on the incident photons with energy
hν. c) shows the transmission (|S21|) of a single MKID, showing how the the res-
onant frequency and amplitude shift when a photon strikes the MKID. It must be
noted that this effect is greatly exaggerated in this illustration. d) shows the phase
response of an MKID, also showing the shift in phase response when a photon strikes
the MKID. Similarly to in c), this effect is exaggerated in this illustration.
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Figure 1.7: Sample MKID fabricated at CRANN for this project showing meandered
inductor at top and interdigitated capacitor at bottom. To read out such an MKID
a bond wire needs to be added to couple the MKID to the feedline. This photograph
was taken using a scanning electron microscope.
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Figure 1.6 illustrates the detection principle of microwave kinetic inductance

detectors (4). The MKID’s inductor acts as the detector’s sensitive area, absorbing

incident photons. When a photon of energy greater than 2∆, where ∆ is the

superconducting bandgap, strikes the inductor, Cooper pairs are broken and form

quasiparticles as was shown in 1.3. Since the kinetic inductance Lk is inversely

proportional to the number of charge-carriers, the sudden decrease in the number of

Cooper pairs results in an increase in Lk , and a related decrease in the resonant

frequency (ω0) of the resonator, as per Equation 1.20.

By driving the resonator with a single tone of frequency f0 (matching the resonant

frequency of the resonator), and monitoring the tone closely, any shift in the

MKID’s resonance will be measurable. Namely, when an incident photon causes the

resonant frequency of the resonator to shift away from that of the probe tone

driving it, the tone can no longer drive it efficiently and the signal line-throughput

increases rapidly. The probe tone’s amplitude and phase are both measurably

affected, and the changes in both are proportional to the energy of the incident

photon, hν.

While in principle one or both of amplitude and phase can be monitored to resolve

the photon energy, in practice the phase measurement provides a stronger

signal-to-noise ratio (SNR). Additionally, the phase measurement is only feasible if

using complex I/Q signals, so almost all MKID arrays employ this I/Q readout

scheme. (20) (30) (31) (32)

A sample MKID is displayed in Figure 1.7. By designing an array of MKIDs, each

with a slightly different planar geometry and corresponding varying values for L

and/or C , one can create an array of resonators with a unique resonant frequency

for each pixel. This allows multiple MKIDs to be driven and monitored by a single

feedline, with minimal crosstalk between pixels.

The total quality factor of an MKID, Q, can be described in physical terms as a

measure of the resonator’s full width at half maximum (FWHM), here written as
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∆ω relative to its central frequency:

Q =
∆ω

ω0
(1.28)

This total Q can be described in terms of the internal quality factor, Qi , and the

coupling quality factor Qc :

1

Q
=

1

Qi
+

1

Qc
(1.29)

While the total quality factor of a resonator describes how much energy it loses per

oscillation, Qc accounts for the loss through coupling to the feedline, while Qi is

responsible for all other loss.

S21, the forward voltage gain scattering parameter, for a single MKID resonator,

measured through the whole system, including cabling and amplifiers, can be shown

to be given by the following (17):

S21(ω) = ae−2πif τ [1− Q/Qce
iϕ0

1 + 2iQ(ω−ω0

ω)

] (1.30)

Here, a is a coefficient depending on the transmission properties of the transmission

line, and describes the gain and phase shift which it introduces, while τ describes

the path length of the cables. ϕ0 is the phase angle between the IQ loops centre

point and the x-axis of the IQ plane. S-parameters are further explained in Section

4.1.

The transmission of an MKID, given by Equation 1.30, describes a dip in amplitude,

and a shift in phase of π relative to the resonant frequency, as in Figure 1.6.

Moreover, when plotted instead on the complex plane as IQ data, this describes a

loop, as shown in Figure 1.8, where the distance to the origin denotes the

amplitude of the signal and the angle relative to the positive horizontal axis denotes
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Figure 1.8: Sample IQ loop of an MKID measured as part of this project. Raw data
is shown in blue and a fit is shown in red. This process is covered in Chapter 4.

the phase of the signal.

If monitoring the IQ data at a single frequency, just below the resonant frequency of

the MKID, a photon striking the detector will cause the signal to move along this

track in the IQ loop, before settling back at its original position once the Cooper

pairs recombine. If the phase value is calculated with respect to the centre of this

IQ loop, and the MKID is monitored at its resonant frequency, then the signal will

be able to move through πradians, or 180◦.

1.5.1 Important Parameters of KID Resonators

There are a range of important parameters that are used to quantify and qualify the

performance of singular MKID devices, as well as complete MKID array

instruments. These measurable parameters include quantum efficiency, pixel yield,

time resolution ∆τ , energy resolution ∆E and cost per pixel. Some of these are

interrelated, and may depend strongly on a single controllable parameter, such as

resonator Q-factor. However, some are more weakly-coupled to others and may
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even stand-alone on a single condition such as material choice.

The state-of-the-art ultraviolet/optical/infrared (UVOIR) MKIDs are already

outperforming CCDs on some of these parameters. However, MKIDs are lagging

behind semiconductor detectors on others. As such, there is a large parameter

space open for the improvement of MKIDs for UVOIR astronomy and astrophysics

applications.

Pixel Yield

The pixel yield of any detector array is defined as the fraction of usable pixels in a

fabricated array, relative to the number of detectors in the designed array.

One factor which determines the total pixel count of an MKID array is the

operating frequencies of the readout electronics used to read out the array. If the

room temperature electronics are restricted to a certain frequency band, then the

detectors must also be restricted to the same band. The frequencies which can be

used are limited by the maximum operating frequency of the electronics, as this

determines which frequency octave can be used. A frequency octave is a frequency

band such that the maximum frequency is double that of the minimum frequency

e.g. 4 - 8 GHz. An array must be limited to a single frequency octave in order to

prevent crosstalk between resonators with resonant frequencies which are multiples

of each other. Otherwise, there will be interference between signals which are at

harmonics of each other. Similarly, the frequency octave which can be used is also

determined by the operating frequencies of the amplifiers which are used, meaning

that the frequencies of the MKIDs in the array must correspond to the operating

frequency of the room temperature and low temperature electronics.

Within this band, the total pixel count is further confined by the frequency spacing

between each pixel. When resonators are manufactured too close to each other in

the frequency domain they become unusable due to overlapping and cannot be

distinguished from each other by the electronics. While resonators are designed to
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have ample frequency spacing between adjacent pixels, imperfections in the

fabrication process cause the actual resonant frequency of MKIDs to stray from the

design value. The minimum possible spacing between pixels in an array is governed

by the Q factor of the resonators, as well as by the number of frequency bins used

in the FFT which is applied by the readout electronics. This number of FFT bins is

limited by the FPGA logic of the readout system, as well as by the desired sampling

rate. Based on the current state-of-the-art, the minimum allowable frequency

spacing between detectors is typically on the order of 500 kHz, though pixels are

usually designed with a spacing of > 1 MHz (5).

Because the operating frequencies cannot be increased for a given readout system,

the only way to increase the pixel count is by reducing the number of overlapping

pixels by optimizing the fabrication process. This can be done by experimenting

with more suitable superconductors, such as PtSi, WSi2, Os, PdSi, NbSi, or

TiN,/Ti/TiN. Furthermore, using better simulations of the resonators may allow for

a better understanding of the superconductor’s kinetic inductance, and thus,

precisely where its resonance will lie.

Energy Resolution

Another key parameter which is used to describe the performance of MKIDs is their

energy resolution. Already described in Section 1.2, the energy resolution of an

MKID is given by R = E/∆E , and describes the ability of MKIDs, or indeed any

optical detector, to differentiate between different wavelengths of light.

Current MKIDs show energy resolutions of R = E/∆E = 8− 12 for optical light,

thought energy resolutions of upto 52 have been shown (33). The energy resolution

of an MKID is determined by calibrating the instrument with a laser of known

wavelength, λ. The phase pulse heights in the transmission of the MKID as a result

of these photons are then plotted as a histogram. This histogram can be fitted to a

Gaussian, as in Figure 1.9, and the full width at half maximum (FWHM) is taken to

be ∆E . Thus, the energy resolution can be calculated.
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Figure 1.9: Pulse height histogram from Szypryt (5). The pulse heights of a range
of photon pulses generated by photon source with known wavelength are plotted as
a histogram. The energy resolution of these MKIDs can then be calculated by taking
the full width at half maximum (FWHM) of the peaks in the histogram. The peak
at 110◦is the pulses caused by a 980 nm source, while the lower pulses is caused by
false counts caused by excess thermal radiation.
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Time Resolution

Another important parameter when discussing MKIDs, and one of their chief

advantages, is their fast time resolution. Typically, we implement a time resolution

of roughly 1µs, but this can be further reduced at the cost of more FPGA

resources, or by having less pixels per feedline.

This allows for the arrival time of single photons to be accurately tracked and is of

interest in high time resolution astronomy, such as in the observation of millisecond

optical pulsars and real-time tracking and removal of speckles, which is highly

valuable for direct imaging of exoplanets (6).

Quantum Efficiency

Quantum efficiency is the percentage of light, at a given wavelength, that an

optical detector absorbs. This is important when detecting extremely faint objects,

such as in astronomy, where it is important to maximise the number of photons

detected.

In an MKID, the inductor acts as the photon detection element. Thus, any photons

which strike elsewhere in the detector will cause a decrease in its quantum

efficiency. Thus, the quantum efficiency of an MKID array can be improved by

coupling the array to a microlens array, increasing its fill factor. The fill factor is the

fraction of the chip’s area which can be used to collect light. Without using a

microlens array, the only part of the chip collecting light would be each individual

detectors’ inductor. This array of lenses focuses incident light to the detector’s

inductor, thus reducing the amount of light striking elsewhere on the detector, thus

increasing the quantum efficiency.

However, whilst this may increase the detectors fill factor, not all of the photons

which strike the inductor will be absorbed. Because of this, it is important to

fabricate the detector out of a material which is not reflective at the wavelength of

interest. For example, aluminium is reflective at optical wavelengths and is
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therefore not ideal for optical astronomy.

1.6 MKID Readout

A primary advantage which MKIDs have when compared to other low temperature

detectors, such as TESs, is that they require relatively simple cryogenic electronics,

needing only a high electron mobility transistor (HEMT) amplifier and a feedline.

However, this simplicity at low temperatures comes at the cost of requiring complex

room temperature electronic systems in order to readout arrays of MKIDs.

In order to read out large arrays of MKIDs, a readout system needs to be developed

that can separate the entire frequency span into unique, non-uniform channels for

each resonator, and subsequently monitor these channels for photon events.

Multiple readout systems for MKIDs have previously been developed elsewhere, but

each has been limited by several factors, such as the speed of available data

converters at the time, high power consumption, high mass and volume, and have

been very costly (per pixel). As such, if MKIDs are to be progressed toward array

formats of 100 K pixels or more, a more compact, lower power, affordable readout

solution will be essential. Furthermore, if large-format arrays of MKIDs are ever to

be used for space-based applications, power consumption and mass/volume

minimisation will be paramount. As such, the focus of this research will be the

development a more affordable, low-power, compact readout system for the next

generation of MKID camera. (30) (34) (32) (31)

Due to the intense signal processing needed to readout a large array of MKIDs,

digital signal processing tools used for radio astronomy applications have been

adapted to also be used for MKIDs. Because of this, technology developed by the

Collaboration for Astronomy Signal Processing and Electronics Research

(CASPER), which develop open source hardware and firmware for radio astronomy

instruments, has been adapted to read out large arrays of MKIDs. (35) (6)
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Figure 1.10: 100 tone frequency comb generated by the ROACH setup used in this
project. A 100 tone frequency comb generated at frequencies from 2 MHz to 200
MHz is upmixed with the local oscillator frequenucy at 5.1 GHz, giving the waveform
shown. This process is covered in Chapter 5.

1.6.1 Operation

MKID readout systems use frequency domain multiplexing (FDM) to differentiate

between each of the pixels in the array. In FDM the total frequency span of a signal

is divided in to a series of sub-bands which can be monitored independently. Here,

this frequency span is equivalent to the frequency octave for which the the MKIDs

are designed.

The first step in an MKID readout system is to generate a frequency comb of tones

at low frequencies (fbaseband), typically MHz frequencies, using I/Q data by a

two-channel digital to analogue converter (DAC). This frequency comb is then

upmixed with a local oscillator (fLO) to create a frequency comb at higher

frequencies, the frequencies of the resonators in the MKID array (ftone).

This up-mixing can be carried out in such a manner as to either add the baseband

frequencies to the local oscillator frequency, or subtract them them from it (see

Equation 1.32). In this way, both the upper and lower-sidebands can be utilised for

readout bandwidth. In other words, this I/Q mixing allows both positive and

negative frequency values within the Nyquist band to be employed, thus doubling

the available bandwidth of a given DAC/ADC pair.

25



ftone = fLO ± fbaseband (1.31)

In order to monitor this data, the tones coming out of the ADR must be

downmixed back to baseband frequencies:

fbaseband = ftone − fLO (1.32)

These baseband frequencies must then be digitized by a pair of analogue to digital

converters (ADCs). This digitized data can then be read in by a field programmable

gate array (FPGA), which can perform the necessary digital signal processing

(DSP). FPGAs are programmable integrated circuits (ICs) consisting of an array of

logic blocks and interconnects.

Channelization

The first step in this DSP is for the digitized data to be channelized. This is the

process of dividing the full frequency band into a series of sub-bands, with one for

each resonator in the array. Each of these channels are then individually monitored

for photons. This process typically takes place in two stages; coarse channelization

and fine channelization. This is done because the pixels are not equally spaced in

frequency, and also to improve the frequency response of the channels.

The coarse channelization divides the band into equally spaced channels, each

containing one, zero or multiple tones. Fine channelization then further divides

these bands into finer frequency bands, with only one tone, occupying the centre of

the band, as in Figure 1.11. (6)

The coarse channelization stage is achieved using a polyphase filter bank (PFB). A

PFB is a computationally efficient way of separating an input signal into individual

frequency bands (7). A PFB is also used to ensure that these frequency bands

maintain a flat frequency response (see Figure 1.13). In a PFB the input signal is
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Figure 1.11: Coarse and fine channelization process described by Strader (6). The
first step of channelization divides the bandwidth in a series of equally spaced chan-
nels, while the second stage takes any channel with a tone in it, and generates a
unique fine channel for these tones.

divided into m blocks of identical length, P. These m blocks are then multiplied

with the intended window function (7). These m time chunks are then summed up

and fed into an FFT resulting in the coarse channelization. An FFT is an algorithm

which achieves a digital Fourier transform (36). Thus, this PFB process divides the

input signal into a series of equally spaced channels such that each channel will

contain one, none or multiple tones (6).

Without the filtering step in the PFB an FFT bin would not have a flat frequency

response, and would have significant side lobes. The PFB used in this project has

the effect of flattening the frequency response and suppressing these side lobes.

This prevents signals which are not at the centre of an FFT bin from being

attenuated and also prevents leakage from signals in adjacent bins via the side

lobes. The effect of this is shown in Figure 1.13. This could be quantified by

calculating the sidelobe level (SLL) of one of these FFT bins, with and without

using the filtering step. SLL is the ratio of the power of the main lobe to that of

the side lobes.

The window functions being used in the PFB are bandpass finite impulse response

(FIR) filters. A bandpass filter will pass a certain span of frequencies, defined by its

cutoff frequency, and will block all frequencies outside of this span. An FIR filter is

27



Figure 1.12: Diagram showing the operation of a polyphase filter bank (PFB) taken
from Price (7), consisting of dividing the input signal into m chunks of size P which
are each individually multiplied by the window function, summed up, and passed to
an FFT.
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Figure 1.13: The frequency response of a typical FFT and PFB, taken from Strader
(6). The frequency response of the FFT is flattened and the side lobes are suppressed
by using the FIR filter bank.

one whose response to an impulse input will settle in a finite amount of time,

meaning it is inherently stable (37).

The fine channelization step consists of taking one of the coarse channels and

shifting the frequency of the tone so that it is now in the centre of the channel,

before applying a low low pass filter (LPF).

Applying a LPF to this narrows the channel, attenuating any other tones which are

nearby in the frequency space, such that there is now a narrow bin with a single

tone in it. For channels which contain more than one tone after the coarse

channelization, the above step is repeated for each individual tone. Any coarse

channels with zero tones are ignored. Thus, the fine channelization leaves a series of

unique fine channels of width 2fc , where fc is the cutoff frequency of the LPF. Each

of these channels will contain a single tone at the centre of the channel (6) (30).

There are also other possible channelisation techniques, such as instead of using

coarse and fine channelisation stages, using a very large FFT to divide the band

into a large number of narrow frequency bins. Using a large enough FFT will ensure
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that any tone will be close enough to the centre of a frequency bin. However,

having a larger number of bins means a larger time stream must be fed into the

FFT. This causes a decrease in the time resolution of the MKIDs. (31)

Pulse Detection

Finally, after the data has been sufficiently channelised, the phase, ϕ, can then be

calculated from the IQ data using Equation 1.33:

ϕ = tan−1(
Q − Q0

I − I0
) (1.33)

Here, I and Q are the in-phase and quadrature components respectively, while

(I0,Q0) is the centre point of the resonator loop in the IQ plane. Calculating the

phase relative to the centre point of the resonator loops allows for a pulse to give

phase values from 0◦ to 180◦. The phase calculation principal is illustrated in Figure

1.14.

In practice, this phase is calculated using a Coordinate Rotation Digital Computer

(CORDIC) algorithm. These are algorithms which efficiently calculate trigonometric

and hyperbolic functions without using hardware multipliers (38). This is important

as it conserves the FPGA’s hardware resources, in particular its DSP slices. A

photon event is said to have occurred if a phase pulse relative to the phase baseline

exceeds a predefined threshold, and if the pulse is in the negative direction. The

relevant data is then stored to memory. As the CORDIC algorithm introduces some

quantisation errors (39) when it calculates the inverse tangent shown in Equation

1.33, it is important to save both the calculated phase data, but also the raw I and

Q data as sampled by the ADCs. This is covered in greater detail in Chapter

5.
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Figure 1.14: Diagram explaining the pulse detection principal. Here, (I0, Q0) is the
centre point of the MKID’s IQ loop, and (Ir, Qr) is the resonant point of the MKID.
(I, Q) represents the instantaneous position on the IQ loop during a photon pulse
with the phase, ϕ, being given by Equation 1.33. The pulse height is given by the
phase at (Ir, Qr) subtracted from the phase at (I, Q), and a photon pulse is said to
have occured when this value exceeds a threshold.
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1.6.2 Existing Readout Systems

Previously developed MKID readout systems have used technology developed by the

Collaboration for Astronomy Signal Processing and Electronics Research

(CASPER). CASPER develops open source, general purpose hardware, software and

firmware with the aim of reducing the cost and difficulty of developing radio

astronomy instruments (35). Due to the similarity in the FDM readout needed for

radio astronomy and MKIDs, this technology has been adapted for use in MKID

readouts.

The Reconfigurable Open Access Computer Hardware (ROACH) board (see Figure

1.15 (8) (35)) is a standalone field programmable gate array (FPGA) processing

board, the core of which is a Xilinx Virtex 5 SX95T FPGA (40). While this was

initially devloped for radio astronomy applications, firmware was developed for it to

readout MKIDs for the ARCONS instruments, using 8 ROACH boards, along with a

pair of DACs, a pair of ADCs, and an intermediate frequency (IF) board for each

ROACH board, to read out 2024 MKIDs. (20)

Following this, the ROACH 2 board, also developed by CASPER, was used as the

readout system for the DARKNESS instrument. The ROACH 2 board has a Xilinx

Virtex 6 FPGA and improved processing capabilites when compared to the ROACH

1. Similarly to the ARCONS ROACH 1 readout, 10 ROACH 2 boards were each

combined with an ADC/DAC board and an IF mixer board to read out a total of

10,000 pixels. (21) (35) This system was later also used by the MEC instrument to

read out 20,440 pixels with 20 ROACH2 boards. (41)

Table 1.1 compares the ROACH and ROACH2 boards in terms of their data

converter and FPGA resources, as well as their costs and cost per pixel. Logic cells

consist of a 4-input look-up table followed by a flip-flop, and act as reconfigurable,

programmable logic gates. DSP slices are FPGA resources used for the resource

intensive multiply-accumulate operations needed for DSP operations. (42)

(43)
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Figure 1.15: ROACH 1 board schematic (8)

Figure 1.16: Block diagram of a Xilinx logic block which act as programmable,
reconfigurable logic blocks in the FPGA.
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Figure 1.17: Xilinx DSP48E1 slice used to carry out resource intensive multiplication
operations on the FPGA.

Table 1.1: ROACH and ROACH 2 board comparison, comparing their ADC and DAC
capabilities, as well as the FPGA resources, made up of the DSP slices and logic
blocks. Also given is the number of pixels which has been read out using these
boards, and their costs and cost per pixel values. Note: MSPS means mega-samples-
per-second and GSPS means giga-samples-per-second.

Board ADCs DACs DSP Slices Logic
Cells

Pixel
Count

Total
Cost (¤)

Cost per
Pixel (¤/
pixel)

ROACH 2x12bit,
550MSPS

2x16bit,
1GSPS

640 7,360 256 3,770 14.73

ROACH2 2x12bit,
2GSPS

2x16bit,
2GSPS

1,120 326,400 1,000 13,200 13.20
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1.7 MKID Fabrication

While this project is mainly focussed on the readout of MKIDs, it is also important

to mention the fabrication process which was used to develop these MKIDs. This

work was done by others in this project, and was carried out in the the Centre for

Research on Adaptive Nanostructures and Nanodevices (CRANN) in Trinity College

Dublin, and in the Tyndall National Institute in University College Cork. The

general recipe used to fabricate MKIDs which was used both in CRANN and

Tyndall for this project, is listed below:

• Silicon Oxide Removal

• Metal Depostion

• Photolithography

• Inductively Coupled Plasma Etch

• Dicing

• Bonding

These are briefly described in more detail below.

1.7.1 Silicon Oxide Removal

The standard material which is used a substrate on which to fabricate MKIDs is

undoped, high-resistivity silicon. Whilst some groups use sapphire as a substrate,

for this project silicon was used. Because silicon forms silicon dioxide (SiO2), these

silicon wafers usually come with a SiO2 coating layer of ∼ 100nm. SiO2 can cause

high frequency losses to two level systems (TLSs) which can decrease the quality

factor of resonators. Because of this the silicon oxide needs to be removed from the

silicon wafers before they can be used for fabricating MKIDs. This is done using a

hydrofluoric acid (HF) etch where the wafer is submerged in HF. This removes the

SiO2 without attacking the silicon.

35



1.7.2 Metal Deposition

The second step of the fabrication process is to deposit a thin superconducting film

on the freshly etched Si substrate. This is done on a freshly etched wafer to ensure

that the SiO2 does not reform on the wafer. To do this for this project a high

vacuum sputter system was used. This involves generating a gaseous plasma in an

area which contains a target, made of the metal which is to be deposited. The

surface of the target is eroded by the plasma these atoms are diffused towards the

Si substrate, forming a thin film. In order to do this without contaminating the

sample, the sputtering chamber must first be evacuated to a high vacuum of

typically below 10−9mbar , and a high purity gas, such as argon, is fed into the

chamber to achieve the desired operating pressure. Then a deposition technique

called magnetron sputtering is used to produce a high density plasma and sputter

the target metal on the substrate.

1.7.3 Photolithography

The third step in this fabrication process is photolithography. In the

photolithography stage the film is covered in a thin layer of photoresist, which either

hardens or softens when it is illuminated. This can be used to create a pattern on

the photoresist. The photoresist consists of photsensitive polymers in a solution.

Whether the photoresist hardens or softens depends on the kind of photoresist used.

Here, "positive" photoresist" was mainly used, meaning it is removed upon being

illuminated. The pattern which is created on the photoresists is achieved by

illuminating through a mask, which has been designed with this pattern.

1.7.4 Inductively Coupled Plasma Etch

The next step in the fabrication recipe is to remove any excess metal from the film

using an inductively coupled plasma (ICP) etch. This uses a reactive plasma to etch

away the surface of the metal layer. This is different to in the deposition step where
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an inert plasma is used. While this process will also begin to etch away the

photoresist, this is not an issue as the photoresist is typically 3µm thick, while the

metal layer has a thickness of tens of nm. Thus, the ICP etch will etch away the

areas of the metal layer which are not coated by the photoresist, leaving the desired

pattern of superconducting film on the substrate. Of course, the remaining

superconducting layers are covered in the now hardened photoresist. Thus, this

photoresist needs to be removed. This is removed using a two bath removal

process. First the sample is ultrasonicated in a bath of 1165 photoresist remover,

an organic solvent mixture, at 80◦C for 60 minutes, before being further

ultrasonicated in a fresh batch of 1165, also, at 80◦C for a further 15 minutes. The

wafer is then further cleaned using isopropanol, acetone and de-ionized water.

1.7.5 Dicing

After the ICP etching and photoresist removal steps, the fabrication process is

complete and an array of MKIDs has been fabricated on the substrate. Next the

wafer needs to diced into individual chips. A dicer uses a special blade for cutting

silicon to dice the wafer according to the mask’s pattern. To prevent silicon dust

produced by the dicing from contaminating the sample, the samples are coated in

photoresist before dicing. After this the photoresist is further cleaned from the

individual chips using the same method as described in Section 1.7.4.

1.7.6 Bonding

Once the wafer has been diced and the individual chips have been cleaned of any

photoresist, these chips now must be glued into and bonded to a sample box. These

sample boxes are specially designed to be mounted in the cryostat system which is

being used. Bonds then have to be made between the chip and the boxes SMA

connectors, such that the array can be read out. In this project bonds are made

between the chips and custom made printed circuit boards (PCBs). These PCBs

are then connected to the SMA connectors on the outside of the box. Aluminium
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bonds are made using a wedge bonder, which feeds a thin aluminium bond wire

onto the wafer, and ultrasonicates it, welding the wire onto the wafer, ensuring an

electrical connection. This is then repeated at the bond pad of the PCB, ensuring a

connection between the MKID array’s feedline and the SMA connector.

At this point one of these sample boxes can be mounted in a cryostat and cooled

down.
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2 Applications

Due to the advantages of MKIDs hitherto described, MKIDS have, in recent years,

found use in a range of applications, including observational astronomy (for which

they were originally developed(4)), particle physics, material science and THz

imagery. The topics covered in this chapter are explored in greater detail by

Ulbricht et al. (44) which was written as part of this project.

2.1 MKIDS for Observational Astronomy

To date, astronomy is the application for which MKIDs have become best

established. MKIDs have been used extensively for detecting and characterizing

photons for wavelengths ranging from infrared to ultraviolet. Here it must be noted

that the detection principal used for low energy and high energy photons is slightly

different. For high energy photons MKIDs are capable of detecting individual

photons with energy resolution, whereby each photon incident on the MKID gives a

single pulse, whose height will be proportional to the photon energy. Meanwhile, for

lower energy photons (typically from about 1.5µm), MKIDs cannot detect single

photons, but are instead used to measure a photon flux, meaning that photon

energy and photon flux become indistinguishable.

2.1.1 Infrared to mm-Wave Astronomy

For the infrared to mm-wave range of observational astronomy, MKIDs can be used

as both on-chip spectrometers and as imagers.
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MKID Spectrometers for Infrared to mm-Wave Astronomy

MKID on-chip spectrometers which have been developed include the Deep

Spectroscopic High Red Shift Mapper (DESHIMA)(45), SuperSpec(46), the

Cambridge Emission Line Surveyor (CAMELS)(47), WSPEC(48), and

Micro-Spec(49).

DESHIMA uses an on-chip antenna to couple incident 332 to 377 GHz radiation to

an NbTiN feedline, which is then coupled to 49 individual MKIDs, via 49

corresponding passband filters. DESHIMA achieves a spectral resolution R = f
∆f

of

380. SuperSpec is also using MKIDs to achieve an on-chip filter bank spectrometer

for the 195 to 310 GHz range. It is being designed for 500 channels with a spectral

resolution of R = f
∆f

= 700. Also an on-chip filter-bank MKID spectrometer,

targeting a range of 103 to 114.7 GHz, CAMELS is planned to use 512 channels to

achieve R = f
∆f

= 3000, be operated at the 12m Greenland Telescope. WSPEC,

which does not use an on-chip filter bank, but instead a normal-metal rectangular

waveguide splitting into 54 branches, is intended to cover two bands, 135 to 175

GHz and 190 to 250 GHz, with R = 200. Micro-Spec uses a different design,

focusing light from a telescope onto an antenna which couples photons to a Nb

feedline. This feedline is then split into 256 arms, each with microstrip transmission

lines of varying lengths, causing each arm to have a unique phase delay structure.

These 256 feedlines then emit light into a 2-dimensional parallel-plate wave-guide

region, forming an interference pattern. This interference pattern is then measured

using 345 feed-horns coupled to MKIDs. It is planned to achieve a spectral

resolution of 512 to 1200. Six of these Micro-Spec spectrometers are intended to

be used in the balloon-borne EXCLAIM(50) experiment to map the night sky.

MKID Imagers for Infrared to mm-Wave Astronomy

As well as spectrometers, MKIDs have also been used for a range of imagers for

infrared to mm-wave wavelengths. For this, MKIDs have to be arranged in an array,
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at the focal plane of a telescope, with each MKID acting as a pixel. Incident

photons break Cooper pairs in the MKIDs, changing the quasi-particle density,

which can be measured to resolve the photon flux, and used to construct an

image.

Some MKID imagers for these wavelengths include the Multiwavelength

Sub-millimeter Inductance Camera (MUSIC)(51), the New IRAM KIDs Array

(NIKA)(52) and NIKA2(53), the Mexico UK Sub-mm Camera for Astronomy

(MUSCAT)(54), TolTec(55), the Apex MKID Camera (A-MKID)(56), the

Multicolor Sub-THz KID-array Camera (MUSICAM)(57), SPACEKIDs(58), the

Balloon-born Large Aperture Submillimeter Telescope’s sucessor BLAST-TNG(59),

the Osservatorio nel Lontano Infrarosso e le Microonde su Pallone Orientabile

(OLIMPO)(60), and GroundBIRD(61).

MUSIC was one of the first scientific instruments to use MKIDs and was used at

the Caltech Submillimeter Observatory (CSO) on Mauna Kea, Hawaii. It consisted

of 16 pixels, detecting at two bands of 240 and 350 GHz. NIKA, which was used at

the 30 m Institute for Millimetric Radio Astronomy (IRAM) telescope, had 400

pixels, 144 of which were for the 125-175 GHz band, with the remaining 256 pixels

for the 200 to 280 GHz band. NIKA2 is also operating around two bands, one

centered around 150 GHz, and the other around 260 GHz, with 1040 pixels for the

150 GHz band, and two 1200 pixel arrays for the 260 GHz band, giving a total of

3440 pixels. The two 150 GHz arrays are for the two polarization directions.

MUSCAT is a 1600 pixel array, for the band centered around 270 GHz using

aluminium MKIDs, and installed at the Large Millimeter Telescope (LMT) in

Mexico. TolTEC is also an MKID camera designed for the LMT, consisting of 1900,

950, and 475 pixel arrays for the 280, 220 and 150 GHz bands respectively, giving a

total of 6650 MKIDs. The A-MKID camera is planned to consist of a 353 GHz and

855 GHz camera for the 12m Atacama Pathfinder Experiment (APEX) telescope in

Chile, while MUSICAM is a proposed MKID camera made up of four 25 pixel arrays

for 150, 225, 288 and 350 GHz for the Eurasian Sub-Millimeter Telescope (ESMT).
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There have also been proposals to use far-IR MKIDs on space based telescopes,

where the radiation is not absorbed by the Earth’s atmosphere. This includes the

SPACEKIDs project, which has demonstrated a 961 pixel, 850 GHz, MKID array

made from Al and NbTiN. BLAST-TNG is a balloon borne mission, using three

arrays of TiN MKIDs, with pixel counts of 1836, 938, and 544 for the 1200, 857,

and 600 GHz bands. OLIMPO is also a balloon borne mission, containing a 2.6m

telescope coupled to a four-band MKID camera, with bands centered on 150, 250,

350 and 460 GHz,and between 19 and 41 pixels per band. Finally, GroundBIRD is a

ground based camera, observing the cosmic microwave background (CMB) B-mode

polarization, using a rotating 30 cm telescope and 161 pixels in bands around 145

GHz and 220 GHz, with 138 pixels at the former and 23 pixels at the latter.

2.1.2 Near Infrared, Optical and Ultraviolet Astronomy

From approximately 1.5µm, individual photons incident on an MKID will have

enough energy, to break enough Cooper pairs, to cause a sufficiently large change in

the phase of the resonator’s transmission, such that individual photons can be

detected and counted, and not just photon flux. In contrast to the previous for

lower energy detectors, for near-IR and above, MKID detectors are capable of

differentiating between changes in photons flux compared to changes in photon

energy. The wavelength limit below which photon counting can be carried out

depends on the pixel size, the detector geometry, and the thickness of the

superconducting layer, along with other factors. Work is being carried out elsewhere

to reduce this limit. (62) For these near-IR to ultraviolet photons, the main

advantages which MKIDs offer over their competitors are that they offer no dark

counts (provided the triggering threshold is set sufficiently high), are energy

resolving, have high time resolution which is mainly constrained by their readout

electronics, and they are easily multiplexed (compared to other low temperature

detectors), meaning that they can be scaled up to large arrays. (44)

One of the first MKID instruments used for these higher energy photons was the
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Array Camera for Optical to Near-IR Spectrophotometry (ARCONS)(20). ARCONS

consists of 2024 sub-stochiometric TiNx MKID pixels sensitive to the 350nm to

1100nm band, operating with a spectral resolution of λ
∆λ

=∼ 10 at 400nm.

ARCONS was developed to showcase what MKIDs can offer for astronomy, and was

used to study transiting binaries(63). ARCONS was later replaced by the

DARK-speckle Near-infrared Energy-resolving Superconducting Spectrophotometer

(DARKNESS), a 10,000 pixel array made from PtSi MKIDs, and sensitive at 800 to

1400nm with a spectral resolution of 5 to 7, and designed to be used with a

coronagraph to block out the light from a host star, allowing the high contrast

imaging of exoplanets (21). Two further MKID cameras being developed for high

contrast imaging of exoplanets are Planetary Imaging Concept Testbed Using a

Recoverable Experiments - Coronagraph (Picture-C) MKID Camera(64) and the

MKID Exoplanet Camera (MEC)(41). The Picture-C MKID Camera is a 10,000

pixel MKID array for 540 to 600 nm, and is part of the Picture-C project, consisting

of a balloon borne 0.6 m telescope with coronagraph. It is optimized for imaging

debris discs, exozodiacal light and young hot Jupiters. MEC, which is the largest

MKID array currently in use consists of 20,440 PtSi MKIDs sensitive from 800nm

to 1400nm, with a spectral resolution, λ
∆λ

, of 5 to 7. MEC is being used at the

Subaru Coronagraphic Extreme Adaptive Optics (SCExAO) instrument at the 8m

Subaru telescope in Hawaii, also doing high contrast exoplanet imaging.

Due to their inherent energy resolution MKIDs have been used for integral field

spectographs (IFS). In short, this is a camera whereby each pixel provides a full

spectrum. With CCD devices this can be achieved with the use of filters, which has

the effect of reducing the speed and energy resolution of the device. While MKIDs

are still only capable of medium energy resolution, they can improve the

performance of IFSs in certain situations. For example, the Keck Radiometer Array

using KID Energy Sensors (KRAKENS) is a proposed MKID IFS for the Keck-1

Telescope. It will have 30,660 MKID pixels, sensitive between 380nm and 1350nm,

and a planned energy resolution of 20. A later update to 57,600 pixels is also
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planned. (65)

2.2 MKIDS for Particle Physics

While astronomy was the initial, and to date most prevalent field in which MKIDs

have been used, they have also been used as detectors in other applications. One of

the other main fields in which MKIDs have been used is in particle physics. Within

particle physics, there are groups studying the use of MKIDs for rare events

experiments, such as in experiments evaluating the nuetrino mass, as well as in

detecting dark matter particles such as Weakly Interacting Massive Particles

(WIMPs).

2.2.1 Neutrino Physics Experiments

Superconducting detectors have been proposed for neutrino physics experiments

since the 1980s (66). The first proposed use of MKIDs for neutrino physics was for

MARE (the Microcalorimeter Arrays for a Rhenium Experiment), which

unfortunately was later cancelled (67). Later, improvements in MKIDs performance

have allowed for them to be used in the CUORE(68), CUPID(69), CALDER(70)

and HOLMES(71) experiments.

CUORE (the Cryogenic Underground Laboratory for Rare Events), and its successor

CUPID (CUORE Upgrade with Particle IDentification), is an experiment to detect

neutrino-less double beta decay events in tellurium oxide (TeO2) crystals. CUORE,

is intended to use Neutron Transmutation Doped (NTD) thermistors to detect

temperature changes caused by the radioactive decay of 130Te nuclei. For these rare

event experiments, it is crucial to have an optimal backgrounbd rejection. For

example, CUORE is intended to have a background of 10−2counts/kg/keV /year ,

giving approximately 200 counts over the 5 year span of the experiment (72) (68).

CUPID, which is the successor to CUORE, will instead use Li2MoO4 crystals, and

will detect particles by coupling photodetectors to CUORE’s bolometers. While it is
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currently planned for CUPID’s photodetectors to also be based on NTD Ge

thermistors, other options, including MKIDs, are also being explored.

CALDER (the Cryogenic wide-Area Light Detectors with Excellent Resolution) is an

experiment to develop MKIDs for rare event searches. The two fundamental

questions which CALDER aims to answer are whether the neutrino is a standard

particle or is it a Majorana particle, and what is the nature of dark matter in our

universe? (73) CALDER aims to develop phonon mediated MKIDs to detect UV

and Cherenkov radiation emitted from TeO2 crystals. The detection of this UV and

Cherenkov radiation would allow the background radiation of the experiment to be

greatly improved. CALDER is investigating using Al/Ti/Al trilayer MKIDs for these

detectors. Further materials have also been investigated, such as TiNx and Ti/TiN

multilayers. (74) (75)

HOLMES is an experiment to directly measure the electron nuetrino mass using the

electron capture decay of 163Ho (71). HOLMES currently uses TESs, coupled to

SQUIDs. However, because TESs are not as easily scaled up to larger arrays as

MKIDS, HOLMES MKIDs are currently being developed. Both Ta and Ti/TiN

multilayers are under development. Along with their ability to be scaled up to

mega-pixel arrays, other reasons why MKIDs are currently being developed for

HOLMES are that they are easier to fabricate, and that they require simpler

readout electronics and cryogenic setup. MKIDs are capable of achieving sub-eV

energy resolution for the energy range of this project. (76)

2.2.2 Dark Matter Experiments

Another field in particle physics where MKIDs have been proposed as detectors is in

the search for WIMPs, a possible dark matter candidate. Because of their low

interaction rate of < 0.1event/kg/day , and their energy deposited per interaction

of 10s of keV, state of the art detectors are being developed with increased

sensitivity. Detector improvements which are desirable for the detection of WIMPs
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include increased sensitive area, energy collection and improved fabrication

reliability. These are all areas where MKIDs could be a useful technology, due to

their sensitivity, ability to be multiplexed and thus scaled up to large arrays, and

their insensitivity to inhomogenities and thus their relative ease of fabrication.

(44)

One proposed use of MKIDs in this field is BULLKID (BULKy and Low-Threshold

Kinetic Inductance Detectors), a project developing MKIDS for the detection of

rare, low energy procesess (77). BULLKID is proposed to use 108 5x5x5mm3 ,

0.29g Si voxels, which act as the interacting medium for the detection of WIMPS.

These voxels are fabricated from a Si wafer, on which an MKID array is structured.

Dark matter WIMPS in the voxels will produce phonons in the Si voxels, which will

then be detected by the MKID array. Al/Ti/Al MKIDs with a critical temperature

of TC = 805mK , and an energy resolution of 20 eV have been proposed for

BULLKID. (77)

2.3 MKIDs for Material Science with Synchrotrons

Another field where kinetic inductance detectors are being used is in the use of

synchrotron radiation for material science. Synchrotron radiation is emitted by

electrons accelerated while travelling with speeds close to the speed of light in the

vacuum of a particle accelerator. In the reference frame of the electron, this

emission is at radio frequencies, while in the reference frame of the detectors, it is

shifted into the X-ray range. A periodic series of magnets, called undulators, cause

transverse undulations in the electron. The wavelength of the emitted radiation is a

function of the period of these undulators. Synchrotrons have increased the

brightness of X-ray sources by 26 orders of magnitude since the 1970s. Using

MKIDs as detector element in synchrotron beam lines allows to exploit their major

advantages of energy resolution and their ability to be multiplexed to large arrays,

and only having to deal with the disadvantage of requiring advanced cryogenics to
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cool them down to mK temperatures. (44, 78)

T. Cecil et al. (79) have developed MKIDs for synchrotron X-ray spectroscopy. In

particular they cite MKIDs ability to be scaled up to larger arrays as one of their

benefits. As well as synchrotron experiments, they also mention laboratory tools

and astronomical satellites as uses for X-ray MKIDs. WSix is proposed as a material

for these detectors due to its high Qi , TC of between 1 and 3 K, and the ability to

easily sputter W and Si from separate targets. Initial results for these detectors give

Q factors in excess of 106 (80). Moreover, they later suggest the use of TKIDs for

X-ray detection. In order to explore the use of TKIDs for X-ray spectroscopy, these

TKIDs were simulated, and based on the results of these simulations, optimized

TKIDs were designed for 6 keV X-rays. This simulated TKID has a critical

temperature of TC = 1K and a heat capacity of 1 pJ/K. They further suggest the

use of parametric amplifiers instead of HEMT amplifiers to improve noise

performance. (81) (82)

Ulbricht et al. (83) have also developed TKIDs for X-ray spectroscopy, also

referencing sychrotron experiments, as well as X-ray astronomy as potential

applications. They refer to how both diffractometers (84) and TESs have been used

for 5.9 keV photons with energy resolutions of 0.5 eV and 2.4 eV respectiviely, but

note that diffractometers have the disadvantage of to be scanned across the energy

range, and that TESs run into difficulties scaling upto kilo-pixel arrays. They have

fabricated sub-stoichiometric TiNX TKIDs, with a Nb feedline and ground plane,

and 500 nm thick Ta absorber. These TKIDs were excited with a Fe55 source and

found to have an energy resolution of 75 eV at 5.9 keV. They conclude that further

optimization should allow MKIDs to achieve the energy resolution of TESs.

Furthermore, Faverzani, Giachero et al. (85) (86) are also developing TKIDs for

X-ray spectroscopy, fabricating their arrays from Ti/TiN multilayers. Different

trilayers were produced with Ti/TiN thicknesses of 10/7 nm (total thickness of 100

nm), 10/10 nm (total thickness of 102 nm), and 10/12 nm (total thickness of 110

47



nm). These films produced critical temperatures of 0.6 K, 0.8 K, and 1.2 K

respectively and kinetic inductances of 30pH/□, 20pH/□, and 12pH/□. Chips

were produced from each of these films, each with four resonators, showing quality

factors of Qc = 17, 000 and Qi = 82, 000 at a resonant frequency of

f0 = 5598MHz . (85) (86)

2.4 MKIDs for Security Applications

Another area where MKIDs are being explored is in security applications, specifically

in the area of GHz and THz imaging. Groups in Cardiff, Glasgow, Rome, Helsinki

and Groningen are developing MKIDs for security applications. They have been

developed for, for example, airport screening, the detection of landmines, and the

screening of trucks and vans. MKIDs are an appealing technology for these

applications as they allow for large arrays of detectors with response times of the

order of 10−4s, while also being sensitive to radiation with frequencies from 300

GHz to 1000 GHz, at which certain materials appear translucent, thus allowing for

concealed items to be detected. (87, 88, 89, 90, 91)

Doyle et al. (87) have developed a 152 pixel lumped element kinetic inductance

detector (LEKID) camera fabricated with aluminium on a high purity silicon

substrate, sensitive to 350 GHz radiation. It has a frame rate of 2 Hz a noise

temperature of approximately 0.1 K per frame. This array has successfully shown

the spatial resolution, frame rate, and sensitivity to detect objects such as a wallet,

air pistol or coins concealed inside a person’s clothes. (87)

Hassel et al. (90) have developed a 8208 pixel imager, CONSORTIS, for passive,

"walk-by", airport security screening. This array consists of 8208 kinetic inductance

bolometers (KIBs), one third of which are sensitive to the band centered at 250

GHz, and the remaining two thirds of which are sensitive to the band centered at

500 GHz. This system has been shown to detect aluminium, paper and plastic

objects concealed under a person’s clothing, demonstrating its basic operation. It is
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now being scaled up to larger arrays. (90)

Messina et al. (89) have designed and fabricated YBa2Cu3O7 (YBCO) MKIDs for

use in security applications. YBCO has been used to achieve high TC MKIDs, with

critical temperatures of upto 89 K, with the aim of allowing cheaper, more reliable

cryogenic systems. They propose using high critical temperature superconductors

(HCTS) to achieve the high sensitivity of typical MKIDs, while allowing relatively

cheap Stirling coolers to be used to cool the MKIDs to between 20 K and 40 K.

(89)

Morosov et el. (88) have investigated using TiN thin films for MKIDs in passive

THz imaging systems. They use TiN thin films due to their critical temperatures of

above 300 mK, allowing for compact cryogenic systems. They state that desirable

characteristics of such a system would be a noise effective temperature difference

(NETD) of ≤ 0.1K , frame rate of 25 Hz, a time constant of τ ≤ 100µs, and a

noise effective power (NEP) of 100s of pW. Their test array of 12 pixels showed

results of NEP ≈ 2.3 ∗ 10−15W /
√
Hz and τ ≈ 31µs. While this time constant is

sufficient, optimization of the pixel design and improvements in the readout noise

need to be implement to reduce this NEP. (88)

Fianlly, De Jonge et al. (91) are also developing MKIDs to be used as a passive

THz imager for security and biomedical applications. As an initial proof of concept

of MKIDs for these applications, they developed a 4 x 4 pixel MKID array which

could be scanned to create 70 x 70 pixel images. These MKIDs are for the 350 GHz

band. This system was used to take an image of the hand of the author, with

spatial resolution of 3.2 mm. (91)
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3 Experimental Setup

As part of this project, significant work was put into developing the laboratory

setup needed for reading out and characterizing arrays of MKIDs.

3.1 General Setup

The first step in the general experimental setup for detecting photons with an

MKID array is the generation of a ’comb’ of probe tones (see Figure 1.10) using a

DAC (Digital to Analogue Converter) - the first component of the room

temperature electronics signal chain. A tone is generated at the resonance

frequency of each pixel in the array. This process is explained in more detail in

Section 1.6. This frequency comb, which is a single source defined as the sum of all

tones, is passed into an adiabatic demagnetization refrigerator (ADR) by co-axial

cables. The ADR, which ultimately cools the MKID array to mK temperatures, is

mechanically and thermally separated into three stages: the 70 K, 4 K, and finally

the mK stage, where the array is mounted. Stainless steel co-axial cables carry the

input signal from room temperature to 4 K, with baseplate coaxial connectors

linking the coaxial lines between the stages. From the 4 K stage, the signal passes

through superconducting coaxial cables to the array at the 100 mK stage via

on-chip microstrip or co-planar waveguides. The frequency comb then passes

through the MKID array, and the detectors will imprint phase and amplitude

changes on the probe tones when photons strike the detectors. The output of the

array travels back to 4 K through two smaller lengths of superconducting coax line,
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Figure 3.1: Schematic showing the microwave lines used in the experimental setup,
from room temperature to 100 mK, and back to room temperature.

which are connected in series via a pre-amplifier stage consisting of a HEMT (High

Electron Mobility Transistor) cryogenic amplifier. The amplified signal then travels

through the stainless steel coax to room temperature, and back out of the cryostat,

through another set of SMA cables. Next, the signal is further amplified by low

noise, room temperature amplifiers and the signal is input to the readout

electronics. The analogue signal is digitised with ADCs (Analogue to Digital

Converters), before being processed on a field programmable gate array (FPGA)

using digital signal processing (DSP) techniques based on SDR (Software Defined

Radio). These signal processing techniques are further explored in Section 1.6. A

schematic showing the type of microwave feedlines used at each stage in the ADR

is including in Figure 3.1. The resonator array can also be analysed using a Vector

Network Analyser (VNA). Connecting the VNA’s output to input to the cryostat,

and the VNA’s input to the output of the room temperature amplifier, the

resonator’s transmission, S21, can be measured and from this its quality factors can

be calculated. This process is further covered in Chapter 4.

Furthermore, the readout systems developed as part of this work are covered in

Chapter 5, Chapter 6 and Chapter 7.
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Figure 3.2: Entropy adiabatic demagnetization refrigerator (ADR) which is used to
cool the MKID arrays down to below 100 mK using the magnetocaloric effect (MCE)

3.2 Adiabatic Demagnetization Refrigerator

The centrepiece of this setup is the adiabatic demagnetization refrigerator (ADR)

(see Figure 3.2) which was used to achieve the mK temperatures needed to

operating superconducting detectors. This ADR was constructed by Entropy

Cryogenics (92).

The operation of ADRs is based on the magnetocaloric effect (MCE) (see Figure

3.3 (9)). Magnetic materials store energy in two forms; phonon excitations and

magnetic excitations. Initially, When an external magnetic field is applied to a

paramagnetic material, the magnetic moments of the material become aligned,

heating up the magnetic material. This heat is then lost to its surroundings. When
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the magnetic field is removed, the magnetic moments become randomized and the

paramagnet cools to below the ambient temperature. Using a heat transfer

medium, heat can then be removed from the system. Using this method an ADR

can be used to achieve mK temperatures (9). It was decided to use an ADR as

opposed to other cryostat technologies, such as a dilution fridge, as it does not need

continuous helium circulation to be pumped. This is an advantage as it is planned

that this fridge will ultimately be transported to an observatory, where it will be

impossible to place pumps close to an instrument. This is due to size restrictions

and also due to vibrations caused by the pumping. The Entropy Cryogenics ADR

used in this experimental setup has achieved temperatures as low as 30 mK.

Figure 3.4 and Figure 3.5 show Solidworks computer aided design (CAD) drawings

of the sample space of the Entropy ADR. Figure 3.4 shows the open ADR, with the

room temperature stage at the bottom, followed by the 70 K stage above that, and

the 4 K stage above that again. At the top of the drawing is the magnetic shielding

within which the sample box containing the MKID arrays is mounted. Figure 3.5

shows a more detailed drawing of the magnetic shielding (shown in transparent), as

well as the sample box mounted inside it.

In order to be able to operate this ADR to measure arrays of MKIDs, some

adjustments had to be made to it. These adjustments include the addition of low

temperature high electron mobility transistor (HEMT) amplifiers, low temperature

co-axial cabling, a setup for measuring the critical temperature of superconducting

samples, and two stages of infrared filtering. These adjustments are covered in

Sections 3.3, 3.5, 3.7 and 3.8. While these additions decreased the hold time of the

setup, and slightly increased the time taken to reach 3 K when cooling down from

room temperatures, the ADR is still capable of reaching 3 K within approximately

24 hours, and able to maintain 100 mK temperatures for approximately 12 hours,

more than enough time for a full night of measurements. The ADR cools down in

two stages, cooling down from room temperature to 3 K using a pulse tuber cooler,

and from 3 K to 100 mK using the magnetocaloric effect described above. Figure
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Figure 3.3: Schematic showing the magnetocaloric effect (MCE) which is the op-
erating principle of an adiabatic demagnetization refrigerator (ADR). Applying an
external magnetic field to a magnetic materials causes the magnetic moments to
become aligned, causing the material to heat up. When this magnetic field is then
removed the magnetic moments become randomized again, causing the magnetic
material to cool down again. By using a movable heat switch to transfer heat to
the surroundings the temperature can decrease below the ambient temperature upon
decreasing the magnetic field. This is the process which cools the sample down from
3 K to below 100 mK. (9)
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Figure 3.4: ADR Solidworks CAD model showing the room temperature, 70 K and
4 K stages, as well as the magnetic shielding within which the MKIDs are mounted
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Figure 3.5: ADR Solidworks CAD model showing a close-up of the magnetic shielding
(shown in transparent) and the sample box on which the MKID arrays are mounted
within
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Figure 3.6: ADR cooldown from room temperature to 3 K. This part of the cooldown
is achieved using a two stage pulse tube cooler. This process takes approximately 24
hours. Once the ADR has stabilised at 3 K it is let to soak for approximately another
4 hours to ensure that the magnet is fully cooled down. This is to prevent a quench
from occurring.

3.6 shows a typical cooling curve when cooling down to 3 K, and Figure 3.7 shows

the cooling curve when cycling the magnet to reach 100 mK.

3.3 High Electron Mobility Transistor Amplifiers

One of the primary benefits of MKIDs is that large numbers of the detectors can be

readout using only a pair of co-axial cables and a cryogenic amplifier, without any

other low temperature electronics, such as SQUIDs. The low temperature amplifier

of choice is the high electron mobility transistor (HEMT) amplifier. HEMT

amplifiers are used at the 4 K stage of the cryostat to provide amplification to the

output from the array. Amplification is performed at cryogenic temperatures as

placing the amplification as close to the detectors as possible maximizes the

signal-to-noise ratio (SNR), and also because these HEMT amplifiers achieve better

noise characteristics at cryogenic temperatures. It was decided to use Low Noise

Factory LNF-LNC4-8C S/N 3957 Cryogenic HEMT amplifiers, and later Low Noise
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Figure 3.7: ADR cooldown From 3 K to 100 mK. This part of the cooldown is
achieved by cycling the superconducting magnet from 0 A to 40 A and back to 0 A,
using the magnetocaloric effect. Cooling from 3 K to 100 mK takes approximately
1 hour and once achieved this temperature can be maintained for approximately 12
hours.

Factory LNF-LNC4-8C S/N 2335 Cryogenic HEMT amplifiers. These provide

approximately 40 dB of gain across 4 GHz of bandwidth, from 4 GHz to 8 GHz with

a noise temperature of just above 2 K (see Figure: 3.8 and Figure 3.9) (10) (11).

This constrains the frequencies for which the MKIDs can be designed for to this

octave of bandwidth. However, this wide bandwidth also means that a single

amplifier can be used to pre-amplify the signal from each of upto 2,000 MKIDs

(assuming an approximate 2 MHz spacing between resonators).

As the HEMT amplifier is the first amplification stage in the process, the noise from

this dominates when compared to the room temperature electronics (93).

Moreover, the amplifier noise of the system limits the energy resolution of any

measurements. It is suggested that using new cryogenic amplifier technologies, such

as parametric amplifiers (paramps) may drive down this noise (5). HEMTs are a

type of field effect transistor (FET) that contain a heterojunction. This is a

junction between two material with different bandgaps. Commonly used materials

include n-AlGaAs/GaAs and n-InAlAs/InGaAs. HEMTs are commonly used in
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Figure 3.8: LNF-LNC-8C S/N 3957 HEMT gain and noise characteristics showing
gains of approximately 40 dB and noise temperatures of approximately 2 K for the
4 to 8 GHz octave (10). The increase in noise and decrease in gain for frequencies
below 4 GHz and above 8 GHz constrains the MKIDs’ design frequencies to this 4
to 8 GHz octave.

applications that require high frequencies and low noise, such as radio astronomy,

telecommunications and radar, and more recently in quantum computing

technologies and research. (94) (95) (96)

3.4 Room Temperature Amplifier

The second stage of amplification used in this setup is the room temperature

amplification. The output from the cryostat is amplified, at room temperature,

before it is input to the readout electronics system. To date, two different room

temperature amplifiers have been investigated for this purpose. These are the

MiniCircuits ZVA-183-S+ and ZX60-83LN+. The ZVA-183-S+ provides 26 dB of
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Figure 3.9: LNF-LNC-8C S/N 2355 HEMT gain and noise characteristics (11). This
shows the improved gain performance compared to the HEMT shown in Figure 3.8,
reaching a gains of approximately 42 dB and noise temperatures of approximately
1.8 K for the 4 to 8 GHz octave of interest.
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Figure 3.10: ZVA-183+ room temperature amplifier noise figure data giving noise
figures of below 3 dB for the 4 to 8 GHz octave (12)

gain across a bandwidth of 0.7 GHz to 18 GHz with a noise figure of 3.2 dB to 2.5

dB, and a 1 dB compression point power of approximately 25 dBm. Meanwhile, the

ZX60-83LN+ provides 21 dB of gain from 0.5 GHz to 8 GHz with a noise figure of

1.5 dB to 2.2 dB, and a 1 dB compression point power of approximately 20 dBm

(see Figure 3.10 and Figure 3.11) (12) (13). Initially, the ZVA-183-S+ was used,

but then it was noted that the ZX60-83LN+ provided a superior noise figure, while

only costing a sixth of the price (¤150 versus ¤900). While the cheaper option

only supplies a bandwidth of 0.5 GHz to 8 GHZ, the HEMT amplifier already

confines the frequency of operation to 4 GHz to 8 GHz. Thus, this cheaper

amplifier was used to reduce the total cost-per-pixel figure of the system. However,

it must also be noted that these cheaper amplifiers proved to be sensitive to

overvoltage, causing them to malfunction, so slightly extra care must be used when

using them. The main purpose of these room temperature amplifiers is to ensure

that the full available dynamic range of the ADCs can be utilized.
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Figure 3.11: ZVX60-83LN+ room temperature amplifier noise figure data giving
noise figures of below 1.6 dB for the 4 to 8 GHz octave (13)

3.5 Low Temperature Cabling

It is necessary to use special, superconducting cabling in the low temperature

sections of the cryostat. This is to minimize the heat load on the mK stage of the

ADR. Minimizing the heat load maximizes the hold time of the ADR. The hold time

is the time for which the ADR can maintain its mK temperatures. Moreover,

superconducting co-axial cables reduce the impedance, and thus the power loss, of

the transmission line. The main source of heat load in the system is through

thermal transport. Resistive heating in the system is almost insignificant due to the

low currents involved. Thus, it is important to use low thermal conductivity cables,

to reduce the thermal transport, as opposed to low resistance cables, to reduce the

resistive heating. Superconducting co-axial cables need to be used for the GHz

signals in and out of the MKID array, while low thermal conductivity wiring must be

used for the DC signals which are used for the critical temperature measurement

setup which is described in Section 3.7. For the GHz signals, Niobium Titanium
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co-axial cables from Coax Japan are used at both the input and the output of the

MKID array, reducing the transmission loss for the signals coming out of the array,

while also minimizing the heat load. Meanwhile, for the DC signals, manganin low

thermal conductivity loom is used. The only source of resistive heating in the

system is in the DC power signals to the HEMT amplifier, where the source current

is 100 mA. Thus, copper lines are used here, as copper’s low electrical resistivity

minimizes resistive heating, by P = I 2R .

Typically, materials with a high electrical conductivity also have a high thermal

conductivity and vice versa. At 4 K, manganin has a thermal conductivity,

kmanganin = 5 ∗ 10−1Wm−1K−1 and an electrical resistivity, ρmanganin = 4 ∗ 10−7Ωm ,

while copper has a thermal conductivity, kCu = 200Wm−1K−1 and an electrical

resistivity, ρCu = 5 ∗ 10−10Ωm. (97) Using these materials allowed the ADR to

maintain a hold time of approximately 16 hours.

As the ADR has six SMA ports at each stage, it is capable of having three

feedlines. With an input and an output co-axial cable for each feedline at each

stage, it is important to ensure that none of these cables touch off of the cans of

the ADR. This was because a touch could create a thermal short in the system,

potentially preventing it from reaching mK temperatures, and reducing its hold

time. In order to avoid this, care was taken to plan out the cabling with Solidworks,

coming up with a cabling plan that allowed these superconducting co-axial cables to

navigate from room temperature to mK stages without any touches. This is

displayed in Figure 3.12.

3.6 Sample Boxes

The co-axial cables described in Section 3.5 carry the frequency comb waveform

from the readout system to the MKID array, and also carry the output from the

MKID array back to the readout system. Thus, it is necessary to a sample box on

which the MKID array can be mounted and which can connect the co-axial cables
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Figure 3.12: Superconducting semi-flexible co-axial cables Solidworks CAD plan. Six
cables are needed to allow for three feedlines, with one cable for the input and one
for the output. As space inside the ADR is limited, and each these six cables are all
close together, it was neccessary to plan out the positioning of the bends in these
cables such that they could all be mounted alongside each other in the ADR without
any causing any thermal shorts. This figure shows the cable plan between the room
temperature and 70 K stages. The same had to be done for the cabling between the
70 K and 4 K stages.
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Figure 3.13: Gold plated oxygen free high conductivity Copper MKID sample box.
Six SMA connectors allow for three feedlines to be connected. This sample box is
mounted on the FAA plate, inside the magnetic shielding as shown in Figure 3.5.

to the arrays’ feedlines. One of these sample boxes is shown in Figure 3.13. These

boxes are made from oxygen free high conductivity (OFHC) copper, and are gold

plated. Six cryogenic SMA connectors allow for three feedlines to be connected at

once. Bonds are made between the feedlines on the chip and two printed circuit

boards (PCBs) which are themselves soldered to the SMA connectors. These

sample boxes are mounted onto the FAA (ferric ammonium alum) plate of the

ADR. FAA is one of the paramagnetic salts used to achieve the magnetocaloric

effect, and the FAA stage is the part of the ADR which achieves the coldest

temperatures. The sample boxes are mounted facing out through the hole in the

magnetic shielding, allowing them to be illuminated using a laser box. A Solidworks

drawing showing a sample box mounted inside of the magnetic shielding can be

seen in Figure 3.5.
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3.7 Critical Temperature Measurement Setup

A critical temperature (TC ) setup has been constructed to allow the critical

temperature of superconducting samples to be accurately measured. As such, a

critical temperature setup was constructed to give better understanding of the

behaviour of the MKIDs. To measure TC , the resistance of the superconductor is

monitored while the temperature in the cryostat decreases. At one instance, the

resistance will rapidly drop to zero. The temperature at which this happens is the

critical temperature. The resistance is measured using a 4-wire resistance

measurement setup, where the current through, and voltage across a sample are

measured simultaneously (by an ammeter and a voltmeter) and the resistance of

the sample is determined in the usual manner using an I/V curve (based on Ohm’s

Law). This reduces inaccuracies caused by the resistance of the leads connecting

the subject to the Ohmmeter. The resistance of the leads to the ammeter can be

ignored as there is constant current through a closed loop, and the resistance of the

leads to the voltmeter can be ignored as there is no current through an open

circuit.

It is important to measure the resistance of the samples using an extremely low

power resistance bridge. Otherwise, the excitation current from the resistance

bridge will heat up the sample, causing inaccuracies in the measurements. As such,

a Stanford Research Systems SIM921 AC Resistance Bridge is used to measure the

critical temperature of the samples. This provides excitation powers of below 100

aW (98).

This resistance bridge connects to the ADR at room temperature using a D-sub

connector and manganin loom runs from this connector to the mK stage. This

loom is then soldered onto a pair of printed circuits boards (PCBs). A chip carrier

containing the superconducting samples sits on top of these PCBs, thus connecting

the low power resistance bridge to the samples which are to be measured.
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Figure 3.14: Critical Temperature Measurement for TiNx on Silicon Showing a Crit-
ical Temperature of 2780 mK

This setup was used to optimize the recipe of the superconducting films which were

then used to fabricate arrays. Before MKID arrays could be fabricated, it was

important to optimize these recipes such that they had critical temperatures of

Tc ≈ 1K . Tc values of 1 K were desired as MKIDs are usually operated at a

temperature of between Tc/10 and Tc/8 (5) (99), meaning that for the ADR’s

operating temperature of 100 mK, critical temperatures of between 800 mK and 1

K are desired.

Four such critical temperatures measurements, taken using the setup described

above are shown in Figure 3.14, Figure 3.15, Figure 3.16 and Figure 3.17, with

critical temperatures of 2780 mK, 1370 mK, 1160 mK and 1040 mK respectively.

Various designs were tried, in order to achieve critical temperatures of ≈ 1K like

which can be seen in Figure 3.17. Figure 3.14 and Figure 3.15 display TiNx samples

on silicon, fabricated in CRANN, differing in the ratio of Nitrogen to Argon used.

Figure 3.16 and Figure 3.17 are Ti/TiN/Ti trilayers, differing by the thicknesses of
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Figure 3.15: Critical Temperature Measurement for TiNx on Silicon Showing a Crit-
ical Temperature of 1370 mK

Figure 3.16: Critical Temperature Measurement for Ti/TiN/Ti Tri-Layer Showing a
Critical Temperature of 1160 mK
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Figure 3.17: Critical Temperature Measurement for Ti/TiN/Ti Tri-Layer Showing
a Critical Temperature of 1040 mK. In this measurement the non superconducting
resistance was measured as a negative value due to the sample being bonded in the
wrong orientation.
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the layers. Note that for Figure 3.17 the resistance begins as a negative value, due

to it being bonded to its chip carrier in the wrong orientation.

3.8 Optical Setup and Infrared Filters

To properly characterize the MKID arrays made in this project, one of the key

characteristics which need to be characterised is their energy resolution,

R = E/∆E . To determine the energy resolution for an MKID, it has to be

illuminated by a laser of known wavelength, and the MKID is then monitored for

photon pulses. After a sufficient number of photon pulses are measured, they can

be plotted as a histogram, from which the energy resolution can be calculated. This

is explained in Section 1.5.1.

To do this, a laser box was constructed, capable of exciting MKID arrays with lasers

with wavelengths of 450 nm, 635 nm, 808 nm, 980 nm, 1310 nm and 1550 nm.

Light from these 6 lasers are coupled to a single fibre optic cable which is then

connected to the entrance window of the cryostat, via a variable attenuator. As the

6 lasers are coupled to a single fibre, the MKIDs in the cryostat can be

simultaneously excited by photons of 6 different wavelengths. Due to their inherent

energy resolution an MKID will be able to distinguish between the photons from

each of these six lasers, which each wavelength resulting in a different phase pulse

height in the MKID’s transmission.

The light from the fibre optic cable is then fed into the ADR’s viewport. At this

stage the light from the laser box enters the ADR through BK7 glass of the

viewport. Between this point and the MKID array there are two stages of filtering,

one at the ADR’s 70 K can, and one at the ADR’s 4 K can. It was important to

ensure sufficient infrared filtering at this stages to ensure that the MKIDs were not

swamped by infrared photons from both the room temperature and 70 K

backgrounds. It is also important to note that the maximum filter dimensions was

heavily constrained by the geometry of the ADR, and thus much work had to be
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done to ensure that a filter was used which provided sufficient blocking to IR

photons, while also fitting in the ADR’s 70 K and 4 K cans without causing any

thermal shorts. Based on the above, the design requirements for these filters

was:

• Two filter stages, one at 70 K and one at 4 K.

• Total filter thickness of approximately 20 mm per stage.

• Transmission greater than 50% from wavelengths below 1400 nm.

• Transmission less than 0.5% for wavelengths above 1500 nm.

Here, the total thickness per stage is constrained by the available space in the ADR.

The 50% transmission below 1400 nm is so that the MKIDs can be illuminated by

optical and near-IR photons. It must be noted that UV photons are not a concern

and thus the transmission below 400 nm is irrelevant. Also, while 50 %

transmission will mean half of the incident radiation is blocked, is still more than

sufficient photons to successfully characterize the MKIDs in the cryostat. Finally,

the < 0.5% transmission above 1500 nm is to filter out these background IR

photons. Of course, this optical setup is for characterizing MKIDs, and not for

on-sky measurements. An optical setup for on-sky measurements would require

stricter filter design requirements. Based on these requirements, the following filter

setup was selected:

• 70 K stage: 1 x 5 mm Asahi YSC1100 Super Cold Filter + 1 x 5 mm BK7

Filter

• 4 K stage: 1 x 5 mm Asahi YSC1100 Super Cold Filter + 1 x 25 mm BK7

Filter

Figure 3.18, Figure 3.19 and Figure 3.20 show the transmission data of the 5 mm

Asahi YSC1100 Super Cold Filter, 5 mm of BK7 and 25 mm of BK7 respectively.

Note that the data for 25 mm of BK7 (Figure 3.20) is calculated from the data for

5 mm of BK7 (Figure 3.19). (14) (15)
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As the main purpose of these filters is to filter out any infrared photons which may

swamp the MKID arrays, and because these filters clearly provide enough

transmission below 1450 nm to allow sufficient photons to excite the MKIDs such

that they can be characterized for energy resolution, the next important thing to do

was to look at the transmission data above 1450 nm and find the total possible

transmission through these two stages of filtering. Figure 3.21 shows the combined

transmission data for the to filter stages, calculated from the data displayed in

Figure 3.18, Figure 3.19 and Figure 3.20. This gives a maximum transmission

above 1450 nm of 0.028%, sufficiently below the design requirement of 0.5%

maximum transmission. It should be noted that initially it was planned to use the

same filtering at both 70 K and 4 K stages, i.e. 1 x 5 mm Asahi YSC1100 Super

Cold Filter (made of fused silica) and 1 x 5 mm BK7 Filter at both stages.

However, this was found to result in the quality factor of the MKIDs to be greatly

reduced, implying that the 100 mk stage was indeed being swamped by infrared

photons. It was then decided to increase the BK7 thickness at 4 K to 25 mm.

While the transmission of the Asahi filters shown in Figure 3.18 shows good

blocking for wavelengths above 1500 nm, the BK7 is important for ensuring good

blocking for wavelengths even above 4000 nm. While there was no data available

for the blocking characteristics of BK7 at extremely high wavelengths, it was found

experimentally that there were no issues with long wavelength IR radiation from the

ADR, provided that the filters were mounted.

Finally, it was important to verify that there was no issue with 4 K radiation

striking the detectors, requiring another set of filters at the 100 mK stage. This

was done by measuring the quality factor of MKIDs with the lid of the sample box

both mounted and removed. With the lid on, no radiation from the 4 K stage

would be able to strike the detectors. As there was no significant difference in the

quality factors measured with and without the lid, it was determined experimentally

that a further 100 mK filtering stage was not required.

With the laser box designed and built, and the correct infrared filters selected, the
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Figure 3.18: Asahi YSC1100 5mm Supercold Filter transmission data giving good
transmission for wavelengths below 1100 nm (14). One of these is mounted at each
of the 70 K and 4 K stages.

Figure 3.19: Transmission data for 5 mm of BK7 glass, showing good transmission
for wavelengths below approximately 2500 nm (15). 5 mm of BK7 glass is mounted
at the 70 K stages alongside one of the Asahi Supercold filters.
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Figure 3.20: Transmission data for 25 mm of BK7 glass, calculated from the data
given in Figure 3.19 (15). 25 mm of BK7 glass is mounted at the 4 K stages alongside
one of the Asahi Supercold filters.

Figure 3.21: Transmission data for 2 Asahi YSC1100 Supercold filters and 30 mm of
BK7 glass for wavelengths from 1448 nm to 4000 nm (14) (15). As good transmission
is desired for wavelengths below 1400 nm, to allow for optical photons to strike the
MKID array, it was only accessory to ensure good blocking for wavelengths above this
wavelength. As this data shows the maximum optical transmission for wavelengths
above 1450 nm to be 0.028 %, sufficiently below the design requirement of 0.5 %,
two YSC1100 filters and a total of 30 mm of BK7 was deemed to be a suitable optical
filtering setup for preventing the MKIDs from being swamped by room temperature
infrared photons.
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last necessary part of the optical setup was to design and build filter holders to

mount the filters to the 70 K and 4 K cans of the ADR, without causing any

thermal shorts which could reduce the hold time of the system . Two aluminium

filter holders were designed with Solidworks, one at the 70 K stage to hold the 5

mm YSC1100 and 5 mm BK7, and one at 4 K to hold the 25 mm YSC1100 and 5

mm BK7. The 70 K and 4 K stage cans both have a removable view port upon

which these filters were able to be mounted. These holder were manufactured by

Trinity College Dublin, and Maynooth University workshops. The design for the 4 K

filter is shown in Figure 3.22. The 70 K filter used the same design, albeit adjusted

for 5 mm of BK7, as opposed to 25 mm.
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Figure 3.22: Solidowrks CAD design for the 4 K stage filter mount for the 5 mm
Asahi YSC1100 Supercold filter and 25 mm of BK7 glass. A similar design was made
for the 70 K stage filter mount for the 5 mm Asahi YSC1100 Supercold filter and
5 mm of BK7 glass. The filter holder is mounted to the ADR using copper screws,
providing good thermalization between the filter holders and the ADR. All units are
given in mm.
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4 Resonator Analysis Code

In Chapter 3 the general experimental setup used in this project was described. It

was briefly explained how a vector network analyser (VNA) is used to perform

frequency sweep measurements on the MKID resonators in an array and how the

MKID’s quality factors, the total quality factor (Q), the coupling quality factor (Qc)

and the internal quality factor (Qi), are calculated from this data. Much work was

done writing control software to automate the VNA to perform frequency sweeps

for each of the resonators in an array and to save this transmission data. Further

code was written to take this data and fit it to the relevant equations from the

literature and from these fits to obtain the quality factors. This chapter covers this

work.

4.1 S-Parameters

Using a VNA, a frequency sweep can be performed across a defined frequency span,

sourcing a signal from the VNA’s port 1 with a defined power, and changing this

frequency across the bandwidth of the sweep span with a defined step size, while

maintaining a constant power. The output from port 1 is inputted the ADR, passing

through the resonator array, before being amplified by the HEMT amplifier, passing

back out of the ADR before being further amplified by the room temperature

amplifier. This amplified signal is then inputted to the VNA’s port 2. Thus, the

VNA can measure the resonators forward transmission parameter, S21.

S21 is an example of a scattering parameter or S-parameter. In a two-port network,
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with ports 1 and 2, the S-parameter matrix can be written as:

b = S ∗ a (4.1)

Or:

b1
b2

 =

S11 S12

S21 S22

 ∗

a1
a2

 (4.2)

As linear equations this gives:

b1 = S11a1 + S12a2 (4.3)

And:

b2 = S21a1 + S22a2 (4.4)

In Equations 4.3 and 4.4 a1 and a2 are the waves travelling towards ports 1 and 2

respectively while b1 and b2 are the waves travelling away from ports 1 and 2

respectively. Thus, S21 is the ratio of the signal present at port 2 as a results of the

signal sourced from port 1 and can be given by Equation 4.5 (16):

S21 =
b2
a1

where a2 = 0 (4.5)

4.2 Vector Network Analyser Frequency Sweep

Code

Thus, code was written for the VNA to automate the process of obtaining this S21

data. VBScript code was written which uses the SCPI (Standard Commands for
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Figure 4.1: Sample IQ Frequency Sweep for a Ti/TiN/Ti MKID generated using
a Keysight E5080A vector network analyser running the frequency sweep VBScript
code included in Appendix A1.1. This code takes a list of frequencies and powers
and performs a frequency sweep measurement for each of these frequencies, at the
corresponding power, with a defined sweep bandwidth and number of steps in the
sweep, and measures S21, saving off the data in terms of I and Q.

Programmable Instruments) protocol (100) to control the VNA. SCPI is a standard

set of commands for programming instrumentation. The VNA which was used was

a Keysight E5080A ENA (101). This code takes an input of the frequency of the

resonators which the user wants to analyze, the power at which they want to

perform the frequency sweeps, and the bandwidth across which they want to sweep,

and it saves off the S21 data for the resonators in question. This data is saved as

raw, I/Q data. The VBSCript for code for performing these frequency sweeps is

included in Section A1.1:

A sample IQ sweep, generated by this code for a Ti/TiN/Ti MKID with a resonant

frequency of f0 = 5255.03MHz is shown in Figure 4.1.
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Figure 4.2: Shunt admittance circuit showing two feedlines with admittances Y1 and
Y2, coupled to an admittance Y . This is equivalent to LC resonator circuit shown in
Figure 1.5. (16).

4.3 Fitting Code

Now that code was written to reliably perform frequency sweeps across each

resonator in an array, and to save off the I/Q data for each of these frequency

sweeps, code was needed to take this data and fit it to some equation from which

the total quality factor, Q could be obtained, and from this Qi and Qc could also be

obtained.

The parallel LC tank circuit in Figure 1.5 can be simplified to a shunt admittance

Y , coupled to two transmission lines with admittances, Y1 and Y2, as in Figure 4.2.

Admittance is the reciprocal of impedance and here admittances are used as

opposed to impedances as they allow for the maths to be simplified. RF circuit

theory describes the S-paramaters for such a circuit (16). Scattering parameters, or

S-parameters describe the scattering behaviour of high frequency signals in an

electrical network. The S-parameters for the network shown in Figure 4.2 are given

by the following matrix in Equation 4.6 (16):

S11 S12

S21 S22

=
1

DS

Y1 − Y2 − Y
√
2Y1Y2

√
2Y1Y2 Y1 − Y2 − Y

 (4.6)

Here, DS = Y + Y1 + Y2.
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Thus, this gives:

S21 =
2
√
Y1Y2

Y + Y1 + Y2
(4.7)

From Figure 1.5, as the impedance of the transmission lines are Z0, the admittance

of the transmission lines can be given by:

Y1 = Y2 =
1

Z0
= Y0 (4.8)

Moreover, with the admittance of an inductor given by YL =
1

jωL
, and the

admittance of a capacitor as YC = jωC . The total admittance of two admittances

in parallel can be found by simply adding them together. This gives:

Y =
1

jωL
+ jωC (4.9)

Thus, S21 can be written as:

S21 =
2
√
Y0Y0

Y + Y0 + Y0
(4.10)

=⇒ S21 =
2Y0

Y + 2Y0
(4.11)

=⇒ S21 =
2

2 + Y
Y0

(4.12)

=⇒ S21 =
2

2 + YZ0
(4.13)

Substituting in the equation for Y gives:

83



=⇒ S21 =
2

2 + Z0(
1

jωL
+ jωC )

(4.14)

=⇒ S21 =
2

2 + Z0(jωC − j
ωL
)

(4.15)

=⇒ S21 =
2

2 + j(Z0ωC − Z0

ωL
)

(4.16)

=⇒ S21 =
2

2 + 2j(Z0ωC
2

− Z0

2ωL
)

(4.17)

=⇒ S21 =
1

1 + j(Z0ωC
2

− Z0

2ωL
)

(4.18)

=⇒ S21 =
1

1 + j(Z0ωC
2

− Z0ωC
2

1
ωL

1
ωC

)
(4.19)

=⇒ S21 =
1

1 + j Z0ωC
2

(1− 1
ω2LC

)
(4.20)

It has already been shown in Equation 1.20 that for an LC resonator circuit the

resonant frequency of the circuit is ω0 =
1√
LC

, and in Equation 1.27 that its quality

factor is Q = ω0Z0C
2

.

Thus, S21 can be further simplified to:

S21 =
1

1 + jQ(1− ω0
2

ω2 )
(4.21)

For the sake of simplicity, this is then rewritten in terms of x , where

x = ω−ω0

ω0
.
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For small perturbations from the resonant frequency |δx | = | δω
ω0
| ≪ 1 and

ω = ω0 + δω.

This allows the equation for S21 to be rewritten as:

S21 =
1

1 + jQ(1− ω0
2

(ω0+δω)2
)

(4.22)

=⇒ S21 =
1

1 + jQ(1− ( ω0

ω0+ω0δx
)2)

(4.23)

=⇒ S21 =
1

1 + jQ(1− ( 1
1+δx

)2)
(4.24)

=⇒ S21 =
1

1 + jQ( (1+δx)2−1
(1+δx)2

)
(4.25)

=⇒ S21 =
1

1 + jQ(1+2δx+(δx)2−1
1+2δx+(δx)2

)
(4.26)

Since, δx ≪ 1, (δx)2 ≈ 0.

=⇒ S21 =
1

1 + jQ( 2δx
1+2δx

)
(4.27)

And, since δx ≪ 1

S21 =
1

1 + jQ(2δx)
(4.28)

=⇒ S21 =
1

1 + 2jQδx
(4.29)

Thus, Equation 4.29 describes the complex forward transmission of a single, ideal
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Figure 4.3: S21 for an ideal resonator with no cable delay, given by Equation 4.29.

LC resonator circuit, with no cable delay. This is plotted in Figure 4.3. Figure 4.3

differs from the data shown in Figure 4.1 as Equation 4.29 does not account for the

cable delay of a resonator. Thus, the cable delay loop needs to be subtracted from

the frequency sweep data before it can be fitted. After this it would seem like the

data generated by the frequency sweep code could just simply be fitted to Equation

4.29. It was intended to use Python for this piece of code. Unfortunately, it was

found that Python’s curve fitting algorithm did not behave well when trying to fit

to complex functions. Because of this, and based on the work by Gao (17), it was

found that the best way to get around this problem was to separate Equation 4.29

into its magnitude (|S21|) and phase (ϕ) components, which themselves could be

fitted without running into any issues with complex numbers. Thus, S21 can be

rationalized to |S21|, giving:

|S21| =
|1|

|1 + 2jQδx |
(4.30)
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=⇒ |S21| =
1√

1 + 4Q2δx2
(4.31)

Furthermore, for simplicity, this was squared giving |S21|2:

|S21|2 =
1

1 + 4Q2δx2
(4.32)

Substituting back in for δx gives:

|S21|2 =
1

1 + 4Q2(ω−ω0

ω0
)
2 (4.33)

Finally, this is then used to fit the data to a skewed Lorentzian model, with

constant background A1, background slope A2, maximum A3 and skew A4, as

described by Gao (17) and Petersan and Anlage (102):

|S21(ω)|2 = A1 + A2(ω − ω0) +
A3 + A4(ω − ω0)

1 + 4Q2(ω−ω0

ω0
)2

(4.34)

Thus, the data in Figure 4.1 had to be manipulated to give |S21|2 instead of S21,

and a model of the cable delay circle also had to be subtracted. At this point the

data could be fitted to Equation 4.34.

Similarly to how Equation 4.29 could be manipulated to instead be in terms of

|S21|2, it could also be manipulated to give the argument of S21, written as ϕ(ω).

Starting with Equation 4.5, and taking its argument (denoted "arg()") (17):

ϕ = arg(S21) = arg(
1

1 + 2jQδx
) (4.35)

The argument of a complex number is given by taking the arctangent of the

imaginary part divided by the complex part. To get the argument of Equation 4.29

it is easiest to use phasor algebra. Phasor algebra shows that the argument of a
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fraction can be found by subtracting the argument of the denominator part from

the argument of the numerator part. Thus:

ϕ = arg(1)− arg(1 + 2jQδx) (4.36)

=⇒ ϕ = arctan(
0

1
)− arctan(

2jQδx

1
) (4.37)

=⇒ ϕ = − arctan(2Qδx) (4.38)

Substituting for δx gives:

ϕ = − arctan(2Q
ω − ω0

ω0
) (4.39)

=⇒ ϕ = arctan(2Q(1− ω

ω0
)) (4.40)

Finally, including a term −θ0 denoting the starting phase angle of the IQ sweep

data gives Equation 4.41.

=⇒ ϕ = −θ0 + arctan(2Q(1− ω

ω0
)) (4.41)

Similarly, to how the raw data had to be manipulated to allow it to be fitted to

Equation 4.34, the raw data can also be manipulated to allow it to be fitted for

phase with Equation 4.41. First the cable delay needs to be fitted to a circle which

is subtracted from the data in Figure 4.1. Next the resulting loop is translated to

be centered around the origin, (0, 0), and rotated such that the resonant point lies

along the x-axis. Finally, this data can then be fitted to Equation 4.41.
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Thus, there are now two equations to which the data generated by the frequency

sweep code can now be fitted. Both of these equations, Equation 4.34 and

Equation 4.41, contain a term for the total quality factor, Q, meaning this can now

be easily obtained for any resonator in an array. Next, this must be used to obtain

Qi and Qc . Zmuidzinas describes how Qi and Qc can be obtained from Q and |S21|

by (103):

Qi =
Q

min(|S21|)
(4.42)

And,

Qc =
Q

1−min(|S21|)
(4.43)

Thus, now Q, Qi and Qc can be obtained from the frequency sweeps generated by

the VNA. A python script was written to read in the I/Q frequency sweep data for

all of the resonators in the array and to fit it to Equation 4.34 and Equation 4.41.

It was found that the most reliable way to operate this code was to first fit for |S21|

and then to use the results of this fit as initial guesses in the fit for ϕ. Once the

manipulated data is fitted to Equation 4.34 and Equation 4.41, the result of the fits

can then be manipulated in the same way as described above, and combined to give

an overall fit for the raw I/Q data in Figure 4.1. Thus, it is possible to generate a

fit for the raw I/Q, in the complex plane, using Python despite the Python curve

fitting algorithm’s issues with plotting to complex functions. Figure 4.4 and Figure

4.5 are the results of fitting the frequency sweep data to Equation 4.34 and

Equation 4.41 respectively. These plots also include the Q, Qi and Qc values

calculated by the fits, as well as the resonant frequency value, f0, calculated by the

fits. Thus, for the Ti/TiN/TiN resonator shown in Figure 4.1, the calculated

resonant frequency was fr = 5255.0324MHz , and the calculated quality factors were

Q = 18717, Qc = 23616 and Qi = 90217.
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Figure 4.4: Sample |S21|2 frequency sweep (blue) and fit (red) for the same Ti/TiN/Ti
MKID as shown in the sample frequency sweep in Figure 4.1 and fitted using the
fitting code included in Appendix A1.2, giving Q = 18717, Qc = 23616 and Qi =
90217, with a resonant frequency of fr = 5255.0324MHz .

Once completed, this code was used to characterize the MKID arrays which were

fabricated in Tyndall National Institute and CRANN (in Trinity College Dublin), and

the information gained from this analysis was then used to inform future, always

aiming to improve the internal quality factors of the resonators. Figures 4.7 to 4.12

show frequency sweeps and fits in terms of S21 and I/Q for three successive MKID

designs, showing successive improvements in quality factors.

The code described in this chapter, and used to generate Figures 4.7 to 4.12 is

included in Section A1.2.
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Figure 4.5: Sample frequency sweep (blue) and fit (red) in phase for the same
Ti/TiN/Ti MKID as shown in the sample frequency sweep in Figure 4.1 and fitted
using the fitting code included in Appendix A1.2, giving Q = 18717, Qc = 23616
and Qi = 90217, with a resonant frequency of fr = 5255.0324MHz .

Figure 4.6: Sample frequency sweep (blue) and fit (red) in the IQ plane for the same
Ti/TiN/Ti MKID as shown in the sample frequency sweep in Figure 4.1 and fitted
using the fitting code included in Appendix A1.2, giving Q = 18717, Qc = 23616
and Qi = 90217, with a resonant frequency of fr = 5255.0324MHz .
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Figure 4.7: MKID design 1 |S21|2 frequency sweep (blue) and fit (red), giving Q =
1781, Qc = 22170 and Qi = 1936, with a resonant frequency of fr = 4764.811MHz .

Figure 4.8: MKID Design 1 IQ frequency sweep (blue) and fit (red), giving Q = 1781,
Qc = 22170 and Qi = 1936, with a resonant frequency of fr = 4764.811MHz
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Figure 4.9: MKID Design 2 |S21|2 frequency sweep (blue) and fit (red), giv-
ing Q = 13977, Qc = 47144 and Qi = 19868, with a resonant frequency of
fr = 4081.7789MHz

Figure 4.10: MKID Design 2 IQ frequency sweep (blue) and fit (red), giving
Q = 13977, Qc = 47144 and Qi = 19868, with a resonant frequency of
fr = 4081.7789MHz
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Figure 4.11: MKID Design 3 |S21|2 frequency sweep (blue) and fit (red), giving
Q = 9530, Qc = 10384 and Qi = 116005, with a resonant frequency of fr =
4480.1788MHz

Figure 4.12: MKID Design 3 IQ frequency sweep (blue) and fit (red), giving
Q = 9530, Qc = 10384 and Qi = 116005, with a resonant frequency of
fr = 4480.1788MHz
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5 ROACH Based Readout Sys-

tem

Section 1.6.2 mentions the Reconfigurable Open Access Computer Hardware

(ROACH) 1 (8) board as an existing readout system, originally developed by the

Collaboration for Astronomy, Signal Processing and Electronics Research

(CASPER) (35) for radio astronomy applications, but later used for the ARCONS

project (20) as an MKID readout. This board is manufactured by Digicom

Electronics (104). Based on this, the initial readout system used in this project was

a ROACH 1 based system, initially based on the firmware developed for ARCONS.

This firmware was then modified to meet the demands of this project. This chapter

will describe the work done with the ROACH 1 system and the results obtained

using this system. Figure 5.1 displays one of these ROACH boards, while Figure 5.2

shows a Techne Instruments intermediate frequency mixer board (105) which is

used to upmix the signals from the ROACH board, which are typically at MHz

frequency, up to the frequency of the MKIDs, typically between 4 and 8 GHz.

5.1 CASPER Programming Approach

The work done programming the ROACH board was based on the philosophy of the

CASPER collaboration, the group which developed the board (35). The CASPER

philosophy is based on minimizing "time to science" in the development of

astronomical instrumentation. This is done by developing open source hardware
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Figure 5.1: Photograph of the ROACH board used in this project including the FPGA
board board (blue) and the Techne Instruments ADC/DAC board (green).
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Figure 5.2: Photograph of the Techne Instruments intermediate frequency mixer
board used in this project to upmix the baseband signals generated by the ROACH
board from MHz to GHz frequencies, and also downmix the GHz frequency which
come out of the ADR back to baseband frequencies.
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platforms, such as the ROACH board, as well as re-usable, modular firmware

libraries for programming this hardware. Typically, FPGAs are programmed using a

hardware description language such as Verilog or VHDL. This is a low level,

programming language that is used to program electronic devices, such as FPGAs

or application specific integrated circuits (ASICs). The CASPER approach to

programming FPGAs allows for a higher level of abstraction, being able to program

the FPGA using pre-programmed blocks.

The CASPER approach for radio astronomy is based on digitization and

channelization. Analogue signals received by a radio telescope are digitized by

analogue-to-digital converters (ADCs), before being separated into a series of

channels in frequency space by a fast fourier transform (FFT) and filter bank. This

approach is also needed for reading out arrays of MKIDs, as MKID readouts also

need to digitize the data signals coming out of the resonators, and then channelize

this data to separate into a unique data stream for each resonator. This is why the

CASPER open source hardware and firmware is also suitable for MKIDs. The main

difference is that while for radio astronomy ADCs are needed to digitize the

analogue data, for MKIDs digital-to-analogue converters (DACs) are also needed to

generate the frequency comb which is used to excite the MKIDs in the array. The

ROACH board shown in Figure 5.1 includes a Techne Instruments ADC/DAC board

(bottom left), meaning that this setup can be used for MKID readouts. This

consists of two 12 bit 550 mega-samples-per-second (MSPS) ADS54RF63 ADCs,

and two 16 bit 1000 mega-samples-per-second (MSPS) DAC5681 DACs.

(106)

Using the CASPER approach, programming the ROACH board consists of two main

steps:

• Writing firmware for the board using MATLAB Simulink and Xilinx ISE to do

the digital signal processing (DSP).

• Writing Python code for the laboratory PC to interface with the ROACH
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board’s firmware.

The CASPER approach allows for Simulink blocks to be used to programme the

firmware to perform complex signal processing tasks such as FFTs or filtering,

without needing to write hardware description language (HDL) code such as VHDL

or Verilog. This is because these Simulink blocks contain pre-written HDL code.

Simulink can then connect each these individual blocks of HDL code together.

These re-configurable CASPER blocks can be added to a Simulink model which can

be compiled into a firmware file, typically a .bof or .bit file. This is an advantage as

it allows for a higher level of abstraction, and simplifies the process of writing

firmware for astronomical instruments. The ROACH board’s FPGA can then be

programmed with the firmware by loading these files onto it.

The Python scripts running on the laboratory PC can then be used to write to and

read from registers in these firmware files. For example, the Python script can write

a frequency value to a register in the firmware, which is then written to the DAC,

telling it to output a signal at this frequency. Similarly, the data which is digitized

by the ADC is also sent to a register by the firmware, and this can then be read by

the Python code and saved on the PC.

5.2 Programming the ROACH Board

As explained in Section 1.6, the general approach for reading out arrays of MKIDs

is to use frequency domain multiplexing (FDM) to divide the full bandwidth of

interest (in this project this is 4 to 8 GHz) into a series of individual channels, such

that each channel contains the signal from a single pixel, which is then monitored

for photons pulses. Digital to Analogue Converters (DACs) generate a frequency

comb at MHz frequencies, which are then upmixed to the frequencies of the MKIDs

in the array using an intermediate frequency board (see Figure 1.10). Each signal in

the upmixed comb consists of an I and Q component, with I referring to the

in-phase and Q referring to the quadrature signals. This allows for both positive
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and negative frequencies to be used.

These signals pass through co-axial cables, into the adiabatic demagnetization

refrigerator (ADR), through the superconducting co-axial cables, and through the

MKID array, with each MKID in the array being excited by the corresponding signal

in the frequency comb. After exiting the MKID array the signals are amplified by

the HEMT amplifier, and pass back through the superconducting co-axial cables,

out of the ADR, through the regular co-axial cables, before being further amplified

by the room temperature amplifier. Here the signals are downmixed back to MHz

frequencies using the same local oscillator frequency as was used for upmixing, and

divided into the separate I and Q components, and are re-digitized by the

analogue-to-digital converter (ADC). Note that the ADR, co-axial cables, and the

two stages of amplification are covered in Chapter 3.

Following the digitization of the baseband signals the FPGA performs the digital

signal processing used to achieve this FDM process. The FPGA applies a polyphase

filter bank, consisting of a finite impulse response (FIR) filter and fast Fourier

transform (FFT), to divide the full bandwidth into a series of channels. The signals

in each of these channels are then all downconverted to 0 Hz, and a low pass filter

is applied to remove any other signals from the channel. Finally, pulse detection

code is then applied to these downmixed signals.

This general approach, which was implemented on the ROACH, using the CASPER

programming approach described above, is shown in Figure 5.3. Here, using the

CASPER approach to program the ROACH board was advantageous due to the

pre-existing firmware Simulink blocks for controlling the ROACH’s ADCs DACs, as

well as signal processing blocks for performing the FIR filtering and FFT needed for

the polyphase filter bank, as well as the digital down conversion and low pass

filtering. An example of these CASPER blocks are shown in Figure 5.4, showing the

Simulink blocks which were developed by the CASPER community, and used in this

project, to control the Techne Instruments ADC/DAC board (106). These blocks,
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Figure 5.3: Flow diagram showing the approach used to read out arrays of optical
MKIDs using frequency domain multiplexing (FDM) with the ROACH board in this
project.

like the other CASPER blocks can be further modified by clicking them and

defining the relevant properties, such as the clock speed.

5.3 Pulse Analysis Code

As already described, at the onset of this project the ROACH firmware and software

developed for the ARCONS project (20) was used. However, it was soon realised

that major changes would need to be made to this code for it to meet the needs of

this project and to be capable of fully and accurately characterising prototype

MKID resonators.

The first major requirement was to be able to use the ROACH board to monitor

MKID pixels for photons, and save off a raw stream of both phase and a I/Q data

for each pulse. The purpose of this was so that individual pulses could be looked at

and analyzed, learning not only their pulse height (and thus being able to determine

the energy resolution of the MKIDs), but also to be able to measure the pulses’ rise

and fall times. This is important data as the the fall time is related to the

quasi-particle recombination time, and is needed to model these resonators.

This data is also used to create a model of a sample pulse which is used to design
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Figure 5.4: CASPER MATLAB Simulink blocks for controlling the Techne Instru-
ments ADC/DAC Board used with the ROACH 1 readout system. These blocks al-
low for a higher level abstraction of programming the ROACH’s FPGA. These blocks
contain pre-written HDL code, meaning that the user can programme an FPGA by
adding these blocks to a Simulink design, without having to write the HDL code from
scratch, greatly speeding up the programming process. Blocks such as these are also
available for performing an array of digital signal processing procedures, again with-
out having to write the HDL code from scratch.
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an optimal filter. When reading out an entire array of MKIDs, this optimal filter is

used to calculate an accurate value for the pulse height. Thus, the raw pulse data

needs to be saved off in order to properly characterize the MKIDs, before they can

be used in a full kilo-pixel readout system (5).

While other groups have previously decided to use separate readout systems for

reading out large arrays of pixels as for analysing pulses for single pixels, it was

decided that it would be more economical to use a single system already capable of

reading out large arrays, and to adapt this to also accurately characterise individual

pulse data for prototype resonators. Thus, the pulse detection block shown in the

flow diagram in Figure 5.3 had to be re-designed.

While the rise and fall times and the sample pulse model for the optimal filter can

be calculated from the phase data, it is important to also save off the pulse data in

terms of I and Q. This is because of the way in which FPGA’s calculate the

arctangent which gives the phase of the transmission by Equation 1.33. While other

techniques can be used, such as using a look-up table, the main way in which

FPGAs calculate certain mathematical functions, including trigonometric and

inverse trigonometric functions such as arctangent, is to use the Coordinate

Rotation Digital Computer (CORDIC) algorithm (38). CORDIC calculates these

functions by replacing multiplications with a series of rotations, additions and

substractions. This reduces the amount of hardware resources which need to be

used to calculate the phase of the signal, especially the valuable DSP slices which

are used for multiplications and which typically form the resource bottleneck.

While this CORDIC algorithm greatly reduces FPGA hardware resources needed to

readout MKIDs, it was found to introduce some errors to our pulse analysis readout

setup. It was noticed when saving off phase pulse data, that the phase signals often

contained a noise element, consisting of distinct bands of noise. An example of this

noise, introduced by the CORDIC algorithm is shown in Figure 5.5. Similarly, Figure

5.6 shows a cosmic ray measured with the ROACH system, with a pulse height of
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Figure 5.5: Example of the quantisation noise introduced by the CORDIC ARCTAN
algorithm. This data was generated by monitoring a single pixel using the ROACH
setup while it was in darkness. The phase value is calculated on the ROACH’s FPGA
using the CORDIC algorithm. This phase baseline clearly contains some un-physical
element, manifesting as two distinct bands of noise. These are introduced by the
CORDIC algorithm’s quantisation error which is epsecially pronounced with small
input signals.

approximately 125
◦ , but also containing this quantisation noise in the phase

baseline.

Hu (39) describes how the CORDIC algorithm introduces quantisation error into

measurements, which is especially problematic when dealing with small signals.

Thus, one way to minimize the effect of this was to ensure that the signal into the

ROACH board’s ADC was sufficiently amplified, ensuring that it uses the full range

of the ADC. However, while this reduces the effect of the CORDIC algorithm’s

quantisation error, it could still introduce errors in these pulse measurements. In

particular, as it would cause the readout to not give accurate pulse heights, this

could effect any energy resolution measurements. Thus, in order to properly

characterize the MKIDs in this project, the CORDIC algorithm would not be

sufficient for arctangent calculations.
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Figure 5.6: Example of a cosmic ray measured with the ROACH 1 setup, calculating
the phase value using the CORDIC algorithm. While this signal clearly shows a
pronounced phase pulse, the baseline contains the same quantisation noise element
as in Figure 5.5. While this would not be an issue when using the system for reading
out multiple pixels, only needing the maximum pulse height to resolve the photon
energy, for pulse analysis of single pixels it is important that this pulse data is accurate.
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Figure 5.7: Flow diagram of process used to save phase data on FPGA. Phase
is calculated on the FPGA using the CORDIC ARCTANGENT algorithm, and this
phase value is compared to a defined phase threshold. If the phase value exceeds
this threshold, it is deemed to be a pulse and a chunk of the phase data, consisting
of 500 points before the pulse, and 1500 points after the pulse are saved to the PC.
These pulses can then be plotted and analysed on the PC using Python.

As such, it was decided that for the single pixel readout, where individual pulses

would be analysed, a different approach was needed. Instead, the stream of raw I

and Q data on the FPGA would be sent to a buffer, and to the CORDIC block in

parallel. The CORDIC block would calculate the arctangent, and this phase data

would be compared to a threshold. However, when the phase value exceeded the

threshold, instead of the phase data being saved, the raw I and Q data in the buffer

would be saved to the PC. This data could then be plotted using Python, and the

arctangent could be calculated from the raw I/Q data relative to the centre of the

resonator IQ loop as per Equation 1.33 without any errors being introduced by the

CORDIC algorithm. Figure 5.7 shows the original process used on the ROACH’s

FPGA, taking the I and Q data and using that to calculate phase, which is saved to

the PC if it exceeds a pre-defined threshold, while Figure 5.8 shows the updated

process which instead saves off the original I and Q data, when the phase exceeds

the threshold.

The Simulink code used to achieve the process described in Figure 5.8 is shown in

Figure 5.9. The block denoted "saveIQ" is a CASPER snapshot block which

captures a chunk of data (inputted to "din"), whenever the trigger port ("trig")

goes high. The "we" port of the snapshot block, when high, sends the chunk of

data which is captured to the FPGA’s block RAM (BRAM). The two yellow register

blocks are inputs which can be written to by the user, in order to define the phase

threshold and the channel to read out. The channel denotes for which MKID in the
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Figure 5.8: Flow Diagram of process used to save raw I/Q data on FPGA. The raw I
and Q data is both sent to a buffer and also to the CORDIC ARCTANGENT block.
In the same way as in Figure 5.7, the calculated phase value is compared to a defined
phase threshold, and if it exceeds this threshold a pulse is said to have occurred.
However, differing from Figure 5.7, when a pulse occurs instead the raw I and Q
data is sent to the PC to be plotted and analysed with Python. Python can take this
I/Q data and calculated the phase value, without having to use CORDIC, thus not
resulting in additional quantisation noise.

array to collect pulse data. The "z" blocks are delays, delaying by a certain number

of clock cycles, helping the design to meet timing requirements, helping to prevent

errors when compiling the design.

Figure 5.10 and Figure 5.11 display the same pulse caused by a cosmic ray striking

a Ti/TiN/Ti MKID in both the IQ and phase domains. Here, the IQ data is the

data saved by the process described above, and shown in Figure 5.8, while the

phase data is calculated on the PC, using Python, as opposed to using the FPGA’s

CORDIC block. Note that the pulse in Figure 5.10 is moving in the clockwise

direction, while the pulse in Figure 5.11 is positive. This is because the phase data

is simply multiplied by −1 to ensure that the phase pulses are positive. This is

simply for ease of reading. The phase pulses are also re-centred, such that the

phase baseline is at zero degrees.

As such, the ROACH 1 board was successfully used as a single pixel readout for

characterizing pulses, negating the need for a second, separate system for reading

out arrays as for pulse characterization. Obviously, as only a single readout system

is needed, this reduces the cost of electronics needed for measuring and
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Figure 5.9: Simulink code used to save raw I/Q data on FPGA using the process
illustrated in Figure 5.8.
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Figure 5.10: Cosmic ray pulse In IQ domain measured using the firmware illustrated
in Figure 5.9. This is the raw IQ data which is sampled by the data converters, and
is sent to the PC for plotting when a pulse is triggered in the way illustrated in Figure
5.8. The same pulse plotted as phase data is shown in Figure 5.11.

Figure 5.11: Cosmic ray pulse in phase domain, showing the same pulse as in Figure
5.10, but having used Python to calculate the phase numbers, without having to use
the CORDIC algorithm. This pulse clearly contains an element of phase noise which
is explored in Section 5.4.
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characterising MKIDs.

5.4 Phase Noise Measurements

Using the pulse readout code which was developed, and described in Section 5.3, it

was observed that the pulses observed in certain MKID arrays, caused either by

photons from the laser box, or else by cosmic rays, featured a significant amount of

noise, as can be seen in Figure 5.10 and Figure 5.11. This shows the importance of

developing the ROACH readout system to not just measure photon heights and

timestamps, but to also save the profiles, in terms of IQ and phase, for each

individual pulse. For example, without saving all of this pulse data, the pulse shown

in Figure 5.10 and Figure 5.11 would simply be logged as a pulse with height 30◦,

and the relevant timestamp. However, the new pulse analysis readout code allowed

for the individual pulses to be analysed, and for this noise to be observed,

motivating further improvements to the MKID design and fabrication process.

Furthermore, it also highlighted the need to save not just the phase data, but also

the IQ data. Noise in the IQ plane could appear as both amplitude and phase noise,

with amplitude noise being in the direction of the centre of the resonator loop, and

phase noise being tangential to this (17). Figure 5.12 taken from Gao (17), show a

diagram of a "noise ellipse", with these two perpendicular components.

Monitoring a single MKID pixel with the ROACH readout, and saving off streams of

IQ data, made it apparent that this noise was significantly more prevalent in the

phase direction. These snapshots of IQ data were plotted on top of the MKID

frequency sweep, showing the size of the phase noise relative to the MKIDs entire

frequency sweep. Examples of these measurements are displayed in Figure 5.13,

Figure 5.14 and Figure 5.15, showing the noise present in these Ti/TiN/Ti MKIDs.

These measurements show 0.5 ms snapshots of IQ data for a single frequency,

sampled at 1 MSPS. Note that these measurements are from the same array as

shown in Figure 4.8. Also note that the frequency sweep data in these plots is
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Figure 5.12: MKID noise ellipse showing amplitude and phase directions, with the
amplitude noise corresponding to the minor axis and the phase noise corresponding
to the major axis. This is taken from Gao (17).

measured using the ROACH setup, not with the VNA as in Chapter 4. This was to

make sure that the phase noise data and frequency sweep data were both being

measured with the same instruments. The VNA could not be used to measure the

phase noise due to it not having as high a readout speed as the ROACH board, and

thus only being able to measure "slow" shifts in the phase. Using the ROACH

system with its high sampling rate allowed for high frequency noise to be

analysed.

From these measurements, it is clear that the noise in these resonators is primarily

in the phase direction. Note that in these plots, each step in the blue frequency

sweep loops denotes a step of 10 kHz in the frequency sweep. The phase noise for

these three resonators can be measured as approximately ±15◦. This figures are

typical for the rest of the resonators in the array. This is problematic as it could

lead to any photon pulses with height less than this 15◦ figure becoming lost within

the noise. As such, these resonators clearly display problematic signal-to-noise

ratios, causing smaller signals to be lost within the noise.
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Figure 5.13: Phase noise measurement (red) frequency sweep (blue) for 5255 MHz
MKID, showing phase noise of approximately ±15◦, corresponding to ±30kHz . The
spacing between each point in the frequency sweep is 10 kHz.
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Figure 5.14: Phase noise measurement (red) and frequency sweep (blue )for 4512
MHz MKID, showing phase noise of approximately ±15◦, corresponding to ±15kHz .
The spacing between each point in the frequency sweep is 10 kHz.
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Figure 5.15: Phase noise measurement (red) and frequency sweep (blue) for 4666
MHz MKID, showing phase noise of approximately ±15◦, corresponding to ±15kHz .
The spacing between each point in the frequency sweep is 10 kHz.
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As a sanity check, these noise values were compared to the noise introduced by the

readout electronics, to verify that this phase noise could not be attributed to the

electronics. The readout electronics were re-configured to measure a loopback test,

with the the DACs sourcing a frequency comb, that passed through a co-axial

cable, before being re-digitized by the ADCs, without passing through the ADR and

MKID array. Similarly, for this loopback test, a single frequency of 4512 MHz was

measured, and a 0.5 s snapshot of IQ data was sampled at 1 MSPS, and plotted on

top of a frequency sweep. For this measurement, as there is no resonator in the

feedline, there is no loop visible in the frequency sweep. Here, the span of the

frequency sweep is 2 MHz, while a span of approximately 50 MHz would be needed

to see the cable delay loop given by the co-axial cable. The results of this are

shown in Figure 5.16, showing how the readout introduces both amplitude and

phase noise of approximately ±20 analogue-to-digital units (ADUs).

This showed that the noise in the amplitude direction in Figure 5.13, Figure 5.14

and Figure 5.15 was slightly larger to that found in the loopback test, while the

phase noise was significantly larger. For these resonators the noise in the amplitude

direction was of the order of 100s of ADUs, while noise in the phase direction was

an order of magnitude greater than this. Thus, it was apparent that the phase noise

was inherent to the resonators.

Thus, the adapted ROACH readout developed for this project was used to diagnose

noise in MKID resonators. This noise was later attributed to an issue in the

fabrication process (see Section 1.7), caused by some sort of uncontrolled

oxidization during fabrication. Thus, a modified fabrication process including an

additional annealing step was developed, and results are presented in Section

5.5.
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Figure 5.16: Phase noise measurement (red) and frequency sweep (blue) for loopback
test. The spacing between each point in the frequency sweep is 10 kHz. Here the
noise cycle is given by the noise of the ROACH board’s data converters, with no
additional phase noise introduced by the system. This was used to show that the
phase noise seen in Figures 5.14, 5.15 and 5.13 was intrinsic to the MKIDs in the
array, and not from the readout system.
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5.5 Optimized Sample

After the problem with the excess phase noise was identified, it was suggested that

after the fabrication process was complete, an additional step which may mitigate

this problem would be to anneal the samples at 500◦C for 50 minutes to remove

this problem with excess oxidization, preventing the oxide from forming. The

process was carried out on an array which was identical to the array shown in Figure

5.14, Figure 5.15 and Figure 5.13.

When these newly annealed samples were fabricated, the first test to characterize

the phase noise of these samples in the same manner as was done in Section 5.4,

and to verify whether or not the annealing process had any effect on the phase

noise. The result of one of these phase noise measurement is shown in Figure 5.17.

It is clear that the newly annealed samples are no longer showing the same noise

shape was seen in Figure 5.14, Figure 5.15 and Figure 5.13. The phase noise profile

shown in Figure 5.17 shows a more typical phase noise profile, similar to the noise

ellipse which is described by Gao (17) and shown in Figure 5.12. One thing which

needs to be noted here is that the MKID in Figure 5.17 had a Qi value of

approximately 60,000, while those in Figure 5.14, Figure 5.15 and Figure 5.13 had

Qi values of approximately 100,000 to 200,000. Thus, it the annealing process

appeared to decrease the quality factor of the resonators, but also caused a

reduction in the phase noise. This annealing also a change in the frequencies of the

MKIDs in the array, shifting to below the 4 GHz. As this is below the optimal

operating frequencies of the HEMT amplifier (see Figure 3.9), this may have

affected the accuracy of the quality factor measurements.

Once it was apparent that the phase noise had been reduced, the next step was to

verify if the resonators could be used to reliably measure pulses. The same

resonator shown in Figure 5.17 was monitored using the ROACH readout system

and while the resonator was illuminated with 400 nm light. With the reduced phase

noise the readout was now reliably measuring photon pulses, typically measuring
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Figure 5.17: Phase noise measurement (red) and frequency sweep (blue) for 2893
MHz MKID which was fabricated with the additional annealing step, showing phase
noise of approximately ±7.5◦, corresponding to ±5kHz . The spacing between each
point in the frequency sweep is 10 kHz.
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Figure 5.18: 400 nm photon pulse from an annealed MKID sample, measured using
the ROACH readout system.

approximately 50 photon pulses per second. A sample photon pulse, caused by this

400 nm source is shown in Figure 5.18, showing a pulse height of approximately 30◦

with a baseline phase noise of approximately ±6◦.

With the system now reliably measuring tens of photons per second, the next thing

which needed to be done was to measure for a longer period of time and gather

thousands of photon pulses which could be plotted to a histogram (as in Figure

1.9). Thus, integrating for 20 minutes allowed for tens of thousands of photon

pulses to be saved for the 400 nm source. This was repeated for photon sources

with wavelengths of 525 nm, 650 nm, 775 nm and 900 nm, thus measuring photons

from violet up to the near infrared. While there is significant overlap between the

525 nm, 650 nm and 775 nm peaks, there is a clear distinction between these and

the 400 nm and 900 nm peaks on either side, demonstrating the intrinsic energy

resolution of MKIDs. Using Equation 1.2 the energy resolution was determined to

be 3.14 at 400 nm, 3.01 at 525 nm, 2.60 at 650 nm, 2.57 at 775 nm and 2.50 at

900 nm. It should be noted again that these energy resolution values will be

119



Figure 5.19: Power spectral density of 400 nm photon pulse shown in Figure 5.18

decreased to to the sub-optimum signal to noise.

To investigate the noise present in these pulses, the noise spectral density of the

pulse shown in Figure 5.18 was calculated and plotted. This is shown in Figure

5.19. This shows significant noise power at low frequencies, degrading the signal to

noise ratio of the measurements. Work is being continued by other members of this

group to investigate this noise.
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Figure 5.20: Pulse histogram showing tens of thousands of photon pulses for 400
nm, 525 nm, 650 nm, 775 nm and 900 nm photons. Note that the pulse heights
used to plot these histograms were calculated by taking the maximum phase value
of each pulse and subtracting it from the baseline. As such, no optimal filtering step
has been carried out on this data.
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6 Next Generation Readout Sys-

tems

While the ROACH 1 readout setup described in Chapter 5 has been adapted to

perform single pixel analysis, characterizing photon and cosmic ray pulses for single

pixels in an MKID array, it also capable of reading out upto 256 pixels

simultaneously on a single feedline (20). However, this is far below the current state

of the art. Thus, the next objective of this project was to develop a new readout

system, capable of reading out a far higher number of pixels per feedline, at a lower

cost per pixel.

While the MEC array (41), which is to date the largest array of optical MKIDs, has

managed to use twenty ROACH 2 boards to read out over 20,000 MKID pixels, for

larger arrays of MKIDs new readout systems are being developed. In order to meet

the FPGA and data converter requirements for reading out tens of thousands of

MKIDs, electronics boards containing on-chip FPGAs and data converters, used for

industries such as telecommunications and defence, are also being adapted for

MKIDs. While it would be possible to just increase the number of ROACH 2 boards

used, scaling up like this introduces issues with increased costs, power consumption

and size.

Thus, the first step in developing a new MKID readout system, capable of reading

out arrays of 1000s of MKIDs on a single feedline, was to analyze the design

requirements for this system, as well as the readout capabilities of any potential
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future systems, and use this analysis to select a solution as to which FPGA board to

develop. This chapter covers that process of selecting which board to use.

6.1 Requirements

With each resonator being designed with a spacing of 2 MHz, this gives 500

resonators per GHz per feedline. 2 MHz spacing is used to minimize crosstalk

between adjacent resonators in frequency space and to optimize yield. As the

operating frequencies are limited to a single octave, and the operating frequency of

the HEMTs goes upto 8 GHz (see Figure 3.9), this means operation is limited to

the 4 to 8 GHz octave, allowing for 2,000 pixels to be read out over 4 GHz of

bandwidth per feedline. Thus, the future readout system needs DACs that are

capable of producing 2,000 probe tones in 4 GHz of bandwidth. Thus, the ideal

data converters for our purposes should be capable of handling 4 GHz of bandwidth

spanning -2 GHz to + 2 GHz. This is because these baseband signals can then be

upmixed with a 6 GHz local oscillator (LO). Tones can be generated at either side

of the LO, allowing upmixing of these baseband signals to the desired 4-8 GHz

band. This gives a Nyquist rate of twice of the maximum frequency to be

outputted, giving fNyquist = 2 ∗ fMax = 2 ∗ 2GHz = 4GHz , meaning that a 4

giga-samples-per-second (GSPS) DAC is necessary (107). Similarly, for the signals

output from the ADR, the ADCs also need to be capable of sampling a 4 GHz

bandwidth with GSPS sampling speed. Thus, it is clear that the DACs and ADCs

are a major constraint on the design requirements of this next generation readout

system, with sampling of > 4GSPS needed for both the DACs and ADCs.

While the data converters are one aspect of the MKID readout system, the other

aspect which needed to be considered when deciding upon a board is the FPGA

resources, needed to perform the signal processing needed for large arrays of

MKIDs, as shown in Figure 5.3. As explained in Section 1.6, the logic resources of

the FPGA are characterized in terms of logic blocks and DSP slices, with logic
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blocks acting as programmable logic gates, and DSP slices being used to perform

more resource intensive operations such as multiplications.

The FPGA logic resources of potential future boards was compared to that of the

ROACH 1 system, capable of analysing 256 pixels while using 313 out of 640 DSP

slices, and 5,997 out of 7,360 logic blocks. Thus, a rough idea for the number

pixels which another FPGA would be able to process was determined by scaling up

the 256 ROACH 1 pixels with 313 DSP slices, and 5,997 logic blocks, relative to

the number of DSP slices and logic blocks of the alternative systems. Thus, scaling

up linearly, a rough estimate for the number of DSP slices and logic blocks needed

to read out the 2,000 MKIDs per feedline would be ∼ 2450 DSP slices and

∼ 47, 000 logic blocks per feedline. It should be noted that these are conservative

estimates as it assumes a linear instead of logarithmic DSP usage increase with

number of channels. Moreover, this also assumes that the ROACH system was

ideal, and that no further improvements could be made to improve its resource

usage. For example, ither, less resource intensive FFT algorithms could be used to

save FPGA resources. In reality However, given the relative crudeness of the

comparison, a conservative model was deemed sensible.

6.2 Potential Boards

With the basic requirements for a next generation readout system now defined, the

next step was to gather a list of the currently available boards on the market, and

to compare them in terms of those characteristics which were mentioned in Section

6.1, namely the data converter and FPGA resources, but also in terms of their total

cost. Of course, ultimately these solutions must be compared in terms of their

estimated cost per pixel.

The costs of some of these boards and their respective resources are summarised in

Table 6.1. The Unit Price column only takes into account the price of the board in

question, and does not consider the price of any additional electronics that would
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be required to use it, such as ADC/DAC boards, or an additional, external FPGA

board. This is because some of these boards contain a system-on-chip (SoC), which

in this context means the entire system, of both data converters and FPGA

resources are contained on a single chip, while others are like the ROACH 1 board,

where external data converter boards need to be used. Furthermore, it was

speculated that some boards, which do not have a significant amount of FPGA

resources could be coupled to an external FPGA board, to increase the number of

pixels which they could process.

The SKARAB board (108) has the advantage of being developed by CASPER, and

being already in use, meaning that it has pre-existing firmware and software, as well

as support from the CASPER community (35). This would mean that the CASPER

Simulink blocks which were used for programming the ROACH board in Chapter 5

could again be used. However, it has the disadvantage of already starting to

become outdated, having been released in 2017. Furthermore, while it is relatively

cheap, costing only ∼ ¤11,000 the board does not containing any DACs, only

ADCs. This is because, like the other CASPER boards, it has been developed for

radio astronomy applications, where ADCs are required to digitize the analogue

data from a radio telescope, but DACs are not needed. Thus, it would be necessary

to purchase an external DAC board, further driving up the cost, and the

workload.

Similarly, the Uniboard II, which is developed by ASTRON, does not have support

from the CASPER community, and also does not contain any onboard data

converters and thus would requires modifications to allow for compatibility with

DAC and ADC boards, again increasing the cost and work needed to get it up and

running (109) (110). It also has a relatively high cost to begin with, before

considering external data converters.

The remaining boards are customized off the shelf solutions (COTS), based on

readily available FPGA processing boards, developed for industrial applications such

126



Table 6.1: FPGA board resource and price comparison for a selection of potential
MKID readout solutions. Note that the Uniboard II and Xilinx VCU118 boards do not
give any figures for the ADC and DAC resources as these boards do not possess any
data converters and thus would require an external data converter board. Similarly,
the SKARAB board has ADCs, which are needed for the radio astronomy applications
which it is designed for, but does not have any DACs. Prices are accurate for 2019
when this analysis was done.

Board Logic
Blocks

DSP
Slices

ADCs DACs Unit Price
(¤)

SKARAB 693,120 3,600 2 x 14 x bit /
3 GSPS

N/A 10,693

UniBoard II 4,600,000 1,518 N/A N/A 20,000
Xilinx
VCU118

2,586,000 6,840 N/A N/A 5,800

Xilinx
ZCU111

930,000 4,272 8 x 12 bit /
4.096 GSPS

8 x 14 bit /
6.554 GSPS

8,995

Vadatech
AMC599

1,451,000 5,520 2 x 12 bit /
6.4 GSPS

2 x 16 bit /
12 GSPS

20,000

as telecommunications and defence. These have the advantage of being, in general,

affordable, having high performance, and having additional components, such as

ADCs and DACs, available. These boards are the Xilinx VCU118 (111) (112),

Xilinx ZCU111 (18), and Vadatech AMC599 (113). Of these, the Xilinx XCU118

would also need an external ADC/DAC board, as it does not have any on-chip data

converters, unlike the ZCU111, which is classed as a radio frequency

system-on-chip, having its data converters and FPGA on the same chip. While the

Vadatech AMC599 is not an RFSoC, it does come with onboard data converters,

meaning that it would not require an external ADC/DAC board.

Based on these characteristics, the estimated number of MKID pixels which each of

these boards could process was calculated. For different systems, the maximum

pixel count will be constrained by either the FPGA resources or the data converter

resources. Obviously, as per Table 6.1 the UniBoard II and Xilinx VCU118 do not

have any data converters, while the SKARAB board only has ADCs, meaning that

for these boards only an estimate for the FPGA logic limited pixel count was

calculated. For each of the FPGA constrained pixel count estimates, it was found

that this was limited by the number of DSP slices, not by the logic blocks. These
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Table 6.2: FPGA board pixel count estimates. These values are the estimated num-
bers of MKID pixels which these boards FPGA’s and data converters could process.
Similarly to in Table 6.1, no values are given for the ADC/DAC constrained estimated
pixel counts for the SKARAB, UniBoard II and Xilinx VCU118 due them requiring
external data converter boards.

Board FPGA Constrained Esti-
mated Pixel Count

ADC/DAC Constrained
Estimated Pixel Count

SKARAB ∼ 2, 900 N/A
UniBoard II ∼ 1, 200 N/A
Xilinx VCU118 ∼ 5, 600 N/A
Xilinx ZCU111 ∼ 3, 500 8,000
Vadatech AMC599 ∼ 4, 500 3,200

estimates are summarised in Table 6.2

From the data presented in Table 6.1 and Table 6.2 the SKARAB and UniBoard II

were immediately ruled out as a future MKID readout candidate due to their

relatively high cost and low pixel counts. This was before even considering an

ADC/DAC solution for these boards. Thus, the final cost would be even higher.

The VCU118, though also requiring an external ADC/DAC board, has an

abundance of FPGA resources, and was cheaper than the SKARAB and Uniboard

II, meaning it was a more promising solution. However, ultimately this board was

also eliminated from contention due to its lack of data converters. Finally, for the

two remaining boards, the Xilinx ZCU111 and Vadatech AMC599 the ZCU111 was

estimated to provide a higher pixel count, at a lower total cost.

Thus, of all of these boards, ultimately, the ZCU111 was seen as the best available

system on the market to be developed to read out tens of thousands of MKID

pixels, due to its FPGA and data converter capabilities, as well as its relatively low

cost. Section 6.3 covers this board in more detail.

One aspect which has been not included in this analysis is the ease with which each

of these systems can be integrated into a full MKID readout system. Instead it was

the cost per pixel value which was the main metric which was considered.

Moreover, it should be noted that Total Cost values which are given in this section

only consider the total cost of the FPGA and data converter boards, and do not
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include extra elements which would also be needed such as amplifiers and mixer

boards. While it is acknowledged that including the cost of these additional

elements is of interest, it was not included here as this would be the same for each

of the boards analysed in this section, and thus would not have affected the

ultimate decision of choosing the best system in terms of cost-per-pixel.

6.3 Xilinx ZCU111 RFSoC

The ZCU111 (see Figure 6.1) (18) is a radio frequency system-on-chip (RFSoC)

developed by Xilinx. It boasts FPGA resources of 4,272 DSP slices and 930,000

logic blocks. What is particularly appealing about this board is that it does not

require external data converters, having eight on-chip 12 bit / 4.096 GSPS ADCs

and eight on-chip 14 bit / 6.554 GSPS DACs on the same system-on-chip (SoC) as

the FPGA. The on-chip format of the data converters and FPGA greatly reduces

the size of this MKID readout system. Each of the feedlines connected to the

MKID array require two ADCs and two DACs in order to sample both the I and Q

components of the resonators’ transmission. With an ADC sampling rate of 4.096

GSPS and a pixel spacing of 2 MHz, this allows for 2,000 pixels to be read out on a

single feedline, with the possibility for four feedlines. Thus, the ZCU111 has

sufficient data converters resources to read out upto 8,000 MKIDs. However, while

this is ample data converter resources to read out an array of 8,000 pixels (like

which was described in Section 6.1), the FPGA resources are estimated to only be

sufficient for processing less than 4,000 pixels (see Table 6.2). Thus, the ZCU111

has the FPGA resources to only use half of the eight ADC/DAC pairs. Thus, in

order to fully utilize the RF bandwidth provided by the ZCU111’s data converters,

additional FPGA resources are required.

It was additionally proposed to simply use two ZCU111 boards to allow for enough

FPGA resources to read out almost all of the 8,000 pixels which is desired. This

would ultimately mean total data converter resources sufficient for reading out
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Figure 6.1: Photograph of the Xilinx ZCU111 RFSoC Board (18)
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16,000 pixels, with most of this bandwidth going to waste. Thus, using two

ZCU111 boards, costing ∼ ¤9,000 each, to read out 8,000 pixels would give a final

cost per pixel of ∼ ¤2.25. Another solution to this mismatch of data converter

resources to FPGA logic resources, would be to couple a single ZCU111 board to an

external FPGA board. Thus, the FPGA on the ZCU111 could be used to process

the pixels on a pair of feedlines, while the secondary external FPGA could be used

for the remaining two feedlines. This would also allow for the full, planned 8,000

MKID pixels to be processed. Thus, it was proposed to purchase a HiTech Global

FPGA board to do this (114). This could be coupled to the ZCU111 using its

FMC+ port, which allows for a data transfer rate of 524 Gbps, meaning that it has

sufficient data transfer rate to get the data from the ZCU111 to the FPGA board

to be processed. This would allow access to Xilinx Ultrascale+ VU9P FPGA’s

resources of 2,586,000 logic blocks and 6,840 DSP slices, allowing for a total pixel

count of 8,000. With a cost of ∼ ¤10,000 this would give a total cost per pixel of

∼ ¤2.40. Eventually, another, more promising solution to this problem was found

when Xilinx released their new 2x2 RFSoC for academic partners. This is covered in

Section 6.4.

6.4 Xilinx 2x2 RFSoC

The 2x2 RFSoC (19) is a low cost alternative to the ZCU111 released by Xilinx and

HiTech Global as part of their University Programme. While it contains the same

FPGA resources as the ZCU111, it has only a quarter of the data converter

resources, containing only two on-chip 12 bit / 4.096 GSPS ADCs and two on-chip

14 bit / 6.554 GSPS DACs. Significantly, the 2x2 board costs only one fifth of the

price of the ZCU111, driving down the cost per pixel value of a potential MKID

readout system. As it has an abundance of FPGA resources, relative to the data

converter resources, all of the ADC/DAC pairs can be used, in contrast to with the

ZCU111, meaning that each board can read out 2,000 pixels. A comparison

131



Figure 6.2: Photograph of the Xilinx 2x2 RFSoC board (19)
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Table 6.3: Comparison of the estimated readout capabilities of the two Xilinx RFSoC
boards, the ZCU111 and 2x2, with the ROACH 1 and ROACH 2 boards which were
used for the ARCONS and DARKNESS optical MKID arrays, showing potential for
reduced cost per pixel values for the RFSoC boards. (20) (21)

Board Total
Cost (¤)

Pixel
Count

Approx.
Cost/Pixel
(¤/pixel)

Logic
Blocks

DSP
Slices

ROACH 1 4,000 256 16 7,360 640
ROACH 2 4,000 1,000 4 326,400 1,120
ZCU111
RFSoC

10,000 3,500 2.25 930,000 4,272

2x2 RF-
SoC

2,000 2,000 1.00 930,000 4,272

between the important characteristics of the ROACH 1, ROACH 2, ZCU111 RFSoC

and 2x2 RFSoC boards is shown in Table 6.3.

6.5 Cost Per Pixel Values of Xilinx RFSoCs

As described in Section 1.5.1 an important metric which is used to evaluate MKID

readout systems is their cost per pixel value. For example, the ARCONS (20) and

DARKNESS (21) arrays used ROACH 1 and ROACH 2 boards, respectively, to read

out arrays of optical MKIDs, with cost per pixel values shown in Table 6.3.

As explained in Section 6.3, while the ZCU111 has ample data converter resources

for reading out up to 8,000 pixels, the actual number of MKIDs which it is

estimated to be capable of reading out is confined by the FPGA resources to

∼4,000 pixels. Thus, a single ZCU111, costing ∼ ¤10,000, has a cost per pixel of

¤2.50.

However, the 2x2 RFSoC, having four times the FPGA resources relative to data

converter resources, when compared to the ZCU111, allows for the entire RF

bandwidth of the data converters to be used. Thus, a single 2x2 RFSoC, capable of

reading out 2,000 pixels and costing ∼¤2,000, will have a cost per pixel of ¤1.

This is summarised in Table 6.3.
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Table 6.4: Possible Xilinx RFSoC solutions estimated costs per pixel. This shows
the estimated costs per pixel of the RFSoC boards when including the additional
electronics required for them to be able to read out a full array of ≈ 8, 000 pixels.
The equivalent figure for a single ZCU111 board is included for reference.

Solution Total Cost (¤) Estimated
Pixel Count

Estimated Cost
Per Pixel (¤)

ZCU111 RFSoC 8,995 3,500 2.50
ZCU111 RFSoC x
2

17,990 7,000 2.50

ZCU111 RFSoC
+ HiTech Global
FPGA Board

18,995 8,000 2.40

2x2 RFSoC x 4 8,000 8,000 1.00

Because of this, it was decided that the 2x2 RFSoC was a promising solution for an

MKID readout, allowing for large arrays of MKIDs to be read out, without running

into a bottleneck in terms of pixel count caused by the mismatch of FPGA

resources to data converters. Thus, in order to meet the design requirements from

Section 6.1, of being able to read out 8,000 MKIDs, four 2x2 RFSoCs would be

needed. Table 6.4 summarises the different possible solutions to using a Xilinx

RFSoC board to read out 8,000 pixels while overcoming this bottleneck issue.

As a result of the analysis in Chapter 6 both a Xilinx ZCU111 RFSoC and a pair of

Xilinx 2x2 RFSoCs were purchased to be developed as a next generation MKID

readout system. The progress in developing these systems is covered in Chapter 7.
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7 Xilinx Based Readout Systems

Following on from the work in Chapter 5, developing firmware and software for the

ROACH 1 readout system, and Chapter 6, selecting an FPGA board to develop as a

future MKID readout system, readout firmware and software was also developed for

these new Xilinx systems, namely the ZCU111 and 2x2 Radio Frequency

System-on-Chips (RFSoCs). As the ZCU111 was released first, development began

on this board. When the 2x2 was later released, development was continued on

this. Thankfully, as both boards use the same FPGA, a ZYNQ UltraScale+ RFSoC

XCZU28DR, adapting the firmware developed for the ZCU111 to the 2x2 was

straightforward.

7.1 Programming Approach

Like with the ROACH 1 system, programming these RFSoCs consists of two steps,

developing stable firmware for the hardware itself, namely the FPGAs and data

converters, and then developing control software for real-time interfacing with the

hardware via an external machine. For the ROACH 1 this was done using the

CASPER approach (see Section 5.1) of developing the firmware using CASPER’s

re-configurable MATLAB Simulink blocks, and developing Python software scripts

for interacting with this. While it was initially decided to use this same approach for

the ZCU111 and 2x2 RFSoCs, at the beginning of this project these boards had not

been sufficiently "CASPER-ised". To programme a board using CASPER firmware

blocks, the board needs to have a board specific CASPER "yellow block", which is
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used to compile the firmware design for that specific board. While a CASPER

yellow block has now been developed for the Xilinx RFSoC platforms(115), at the

beginning of this process there was no such CASPER support for the ZCU111 and

thus it was deemed best to use a different approach.

While the ZCU111 and 2x2 RFSoCs did not initially have CASPER support, they

could instead be programmed using Xilinx’s Pynq development framework (116)

(117). Pynq is an open source framework developed by Xilinx for programming

Xilinx platforms. Similar to the CASPER approach, the Pynq approach intends to

simplify the programming process by utilizing re-usable Python libraries. This Pynq

approach which was employed for programming these boards also consisted of two

steps:

• Writing firmware for the board using Xilinx Vivado for programming the data

converters and performing the digital signal processing.

• Writing Python code via JupyterLab Notebooks to interact with the RFSoCs’

firmware and output results.

Vivado (118) is a Xilinx package for developing HDL code for their packages and

compiling this code into firmware files, namely .bit, .hwh and .tcl files. While it is

at a lower level of abstraction than MATLAB Simulink, as was used for the

ROACH, it still contains some pre-programmed, re-configurable firmware blocks

which can be re-used for different boards and different firmware designs. While

Vivado allows for the user to programme firmware using HDL code such as VHDL

or Verilog, it also allows for higher level programming using these above-mentioned

firmware blocks. This is what was used to programme the firmware for the RFSoCs.

JupyterLab(119) is a web based notebook interface that is used to run interactive

Python notebooks, that is used to generate visualisations of the data inputted and

outputted from the RFSoC without the need for generating a bespoke graphical

user interface for the project.
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7.2 Design

The firmware design for this board follows the same basic approach as that used for

ROACH 1 systems in Chapter 5 and shown in Figure 5.3. I and Q signals are

generated for a comb of frequencies. These can be generated from -2 GHz to 2 GHz

due to the RF data converters of the RFSoCs. This frequency comb then has to be

upmixed to the the 4 GHz to 8 GHz octave. Obviously, this highlights the need for a

mixer board for the RFSoCs. While the mixer board which was used for the ROACH

system (105) could be re-purposed to be used with the RFSoCs, as it only has a

bandwidth of 512 MHz, the remaining bandwidth of the RFSoCs’ data converters

would be wasted. Again, these upmixed signals are fed into the ADR and excite the

MKID array, such that photon events are imprinted on the signals in the frequency

comb. These output signals are then downmixed back to baseband frequency and

are digitized by the RFSoCs’ RF ADCs. The FPGA then performs frequency

domain multiplexing, made up of an FIR filter and FFT followed by a digital down

conversion stage and low pass filter. Finally, the same pulse detection approach as

used in Section 5.3 is used to search for photons in each individual channel based

on the phase, calculated using Equation 1.33 exceeding a certain threshold.

The main difference between this implementation for the RFSoCs and for the

ROACH 1 is in the dimensions of the signal processing blocks. For example while

both implementations are using a polyphase filter bank based on an FIR filter on

FFT, due to the increased FPGA and data converter capacity of the RFSoCs, a

much larger PFB can be implemented, which can channelize more MKIDs.

Similarly, while both designs use the DACs to output a comb of frequencies, and

the ADCs to re-digitize the output from the ADR, due to the significantly fast data

converters on the RFSoC, it can operate with 2,000 signals per feedline, as opposed

to 256 for the ROACH 1. For the convenience of the reader, this readout

implementation plan is included again in Figure 7.1, updated to include the

capabilities of the ZCU111 and 2x2 RFSoCs.
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Figure 7.1: Flow Diagram showing the approach used to readout arrays of optical
MKIDs using frequency domain multiplexing (FDM) for the ZCU111. This is adapted
from Figure 5.3.

7.3 Progress

7.3.1 Data Converters

Following the design outline shown in Figure 5.3, the first step taken in

programming the RFSoCs was to develop the control firmware for the ZCU111’s RF

data converters. Figure 7.2 and Figure 7.3 show the Vivado firmware design which

was developed for controlling these data converters. Figure 7.3 in particular shows

the contents of the ’dataconverters’ block that can be seen in Figure 7.2. As

described above, while Vivado does allow for pre-designed blocks of firmware to be

used in a design, this is at a lower level than when using MATLAB Simulink and

CASPER. However, the Zynq Ultrascale+ RF Data Converter block (120), which is

shown in Figure 7.3 was able to be used as the basic control firmware for the data

converters. This block can be modified to define characterisitcs such as the data

converter’s sampling and clock rates, and which of the ZCU111’s SMA ports to

connect the data converter. To allow for the data converters to interact with the

chips processor, the Zynq Ultrascale+ RF Data Converter block is coupled with an

AXI Direct Memory Access (DMA) Block (121) which provides high bandwidth

access between firmware blocks, such as this data converter block, and the CPU,
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and memory. These two firmware blocks are then lumped together into a single

’dataconverters’ block which is coupled to the Zynq Ultrascale+ MPSoC

block(122), which is used to connect between the processor and FPGA’s

programmable logic. The three remaining firmware blocks shown in Figure 7.2

manage and synchronize the clock and reset signals between the data converters,

DMA block, processor and programmable FPGA logic. The design shown in Figure

7.2 was successfully compiled into .bit, .hwh, and .tcl firmware files that could then

be loaded onto the ZCU111.

With these firmware designs compiled and loaded onto the ZCU111, the next step

in controlling the board’s data converters was to write Python control scripts. As

stated above, using the Pynq approach to programming RFSoCs, instead of just

using a regular Python script, this Python code was written as JupyterLab

notebooks. Using this, a user can open JupyterLab in a browser window, and,

provided their PC is connected to the ZCU111 board via Ethernet, connect to it by

navigating to the board’s IP address. From here the board can be programmed by

calling the firmware files which have already been loaded onto the board. Then the

data converters can be programmed by writing to their registers, similarly as was

done for the ROACH board in Chapter 5.

Code was written to allow a user to input an array of frequencies, each with a

corresponding amplitude relative to the full scale of the 14-bit DACs. A sine wave

was then generated in software for each of these frequency/amplitude pairs, giving

each individual signal in the desired frequency comb. All of these individual tones

were summed together to get the entire waveform of the frequency comb. At this

point it was important to verify that the maximum value of this combined waveform

did not exceed the maximum 214 range of the DACs. This was done in software

simply by checking the maximum value of the integer array describing this combined

waveform. If this happened the frequency comb waveform was multiplied by a

constant make sure it didn’t exceed the maximum and cause overflow issues. This

final waveform could then be written to the data converters’ registers via the DMA
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Figure 7.2: Vivado block diagram for data converter control firmware. The ’data-
converters’ block is connected to the ZCU111’s Zynq Ultrascale+ MPSoC processing
unit via the Xilinx AXI Interconnect and SmartConnect firmware blocks.
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Figure 7.3: Vivado block diagram of the contents of the ’dataconverters’ block which
is shown in Figure 7.2. This consists of a Zynq Ultrascale+ RF Data Converter block
which is coupled to an AXI Direct Memory Access block.
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Figure 7.4: Frequency comb generated by ZCU111 at frequencies between 1000 MHz
and 1018 MHz and measured using a vector network analyser

block in Figure 7.3. At this point the DAC outputs the desired array of frequencies,

with their corresponding amplitude. Figure 7.4 displays a frequency comb generated

with the ZCU111 using the firmware and software described in Section 7.3.1 and

measured using the Vector Network Analyzer used in Chapter 4.

While Figure 7.4 shows a frequency comb generated by the ZCU111’s DACs and

measured using the VNA, shows the operation of these DACs, the ADCs also had

to be programmed. In the same way as done for the DACs, the Python code was

written for JupyterLab to read from the ADCs registers, via the direct memory

access block in Figure 7.3. Thus, a frequency comb was generated with the DACs,

but instead of reading it in with the VNA, a loop back test was carried out. This

means that the output from the ADC was connected directly to the DAC via a

co-axial cable. An FFT was then performed in software on both the data outputted

by the DACs and the data digitized by the ADCs to confirm that both showed the

same frequency comb, confirming that the ADCs were also programmed
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Figure 7.5: FFT applied using Python to frequency comb generated by ZCU111’s
DACs at frequencies from 3500 MHz to 3600 MHz.

correctly.

Figure 7.5 displays the result of applying a FFT using Python to the combined

frequency comb waveform which is sent to the DACs. At this stage, this is a purely

mathematical function, consisting of nine sine waves summed together. Because of

this, the FFT gives eleven ideal signals, each with the same power and zero width.

Figure 7.6 shows the result of applying the same Python FFT to the corresponding

data when it is digitized by the ADCs. While it is clear that the same eleven tones

in the frequency comb have been received by the ADCs, showing that both sets of

data converters are operating correctly, unlike the data in Figure 7.5, the tones in

Figure 7.6 are no longer ideal signals with uniform height and zero width.

Along with the code described above, the Python code was also modified to

perform frequency sweeps with the RFSoCs, in the same way as was done using

both the VNA in Chapter 4 and using the ROACH 1 in Chapter 5.4. This can be

used to change the frequency in the signals in a frequency comb across a defined
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Figure 7.6: FFT applied using Python to frequency comb digitized by ZCU111’s
ADCs. This shows the same signals as displayed in Figure 7.5, but after they have
been re-digitized by the ADCs.

span, with a defined number of steps, thus sweeping the frequencies being output

by the DACs.

7.3.2 Mixer Board

While the firmware and software presented in Section 7.3.1 was able to successfully

programme the ZCU111’s data converters, it must be noted that frequency combs

presented in Section 7.3.1 were all at lower frequencies lower than the 4 to 8 GHz

octave for which the MKIDs in this project are designed. Thus, despite the far larger

bandwidth of the RFSoCs’ data converters compared to the ROACH 1, a mixer

board board was still required to access this octave. Similarly, due to the expanded

bandwidth of the RFSoC, the Techne Instruments mixer board used for the ROACH

1, with its bandwidth of 512 MHz, could not be used for the RFSoCs.

Thus, to solve this issue, an intermediate frequency mixer board was sourced from

Dr. Deli Geng in Durham Univeristy who is also developing firmware for reading out
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Figure 7.7: Frequency comb generated by ZCU111 from 4 MHz to 9 MHz and
upmixed with 6 GHz local oscillator with mixer board and measured using vector
network analyser.

MKIDs using the ZCU111 RFSoC. Figure 7.7 shows an example of a frequency

comb, generated at baseband frequencies, and then upmixed with the 6 GHz local

oscillator of this mixer board, to the upper sideband.

7.3.3 Fast Fourier Transform

For programming the FPGA to perform an FFT on the digitized data, the Xilinx

Fast Fourier Transform firmware block(123) on Vivado was used. This block

implements a programmable FFT which can be modified to perform different length

FFTs, from size 23 to 216. This can be easily modified and re-compiled for different

firmware designs. While this value can be easily changed, a default FFT length of

211 = 2, 048 was selected. This was because the optimum solution for minimizing

cost-per-pixel, as detailed in Chapter 6, was to use four 2x2 RFSoC boards, with

each reading out 2,000 MKIDs. Thus, a 2048 tap FFT would be sufficient for

145



providing one frequency bin for each resonator in the array. For interacting with this

FFT block, the same approach was used as for interacting the data converter

blocks, coupling the FFT to an AXI direct memory access block, which is then

connected to the processor with additional firmware to control the reset and clock

signals. The Vivado firmware block design for this process is displayed in Figure

7.8.

To test this design, firstly an idealized frequency comb, like that shown in Figure

7.5, was applied to the FFT block. After this, the real frequency comb data, which

was digitized by the ADCs, like that shown in Figure 7.6 was also applied to the

FFT block. Thus the performance of the firmware implemented FFT could be

compared to one performed using Python. Figure 7.9 shows the results of applying

an ideal 14-tone frequency comb to this firmware block.

7.3.4 Finite Impulse Response Filter

With one component of the polyphase filter bank, which consists of an FFT and

FIR filter (as is highlighted in Figure 7.1), now complete, the next piece of firmware

needed was the FIR filter section. This could be done with the same design as was

used for the FFT firmware and shown in Figure 7.8, but replacing the Vivado FFT

block with a Vivado FIR compiler block(124). This firmware block can be modified

to achieve the desired filtering with a choice of filter coefficients. Up to 1024 sets

of filter coefficients can be implemented by this FIR compiler block, thus allowing

1024 individual filters to be applied. A MATLAB script was written to use

MATLAB’s "fir1" function to generate filter coefficients based on user defined

characteristics, such as corner frequencies, number of filter taps, and filter type,

such as rectangular, Blackman, Hamming or Hanning filters (37). This code is

included in Appendix A1.3.

The results from testing this FIR filtering firmware is shown in Figure 7.10 and

Figure 7.11. Figure 7.10 shows an FFT of a ten tone frequency comb outputted
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Figure 7.8: Vivado block diagram for fast Fourier fourier transform firmware. The
’fourier’ block is connected to the ZCU111’s Zynq Ultrascale+ MPSoC processing
unit in the same way as was done for the data converters in Figure 7.2.
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Figure 7.9: FFT of a 14 tone frequency comb applied to fast Fourier transform
firmware which was developed for ZCU11, shown in Figure 7.8. The power of the
tones drops off due to the non flat frequency response of the FFT.

which has been digitized by the ADCs. Figure 7.11 shows the results of digitizing

this signal with the ADCs and sending it to the FIR filter block in the firmware. In

this instance the filter block is configured to apply a low pass filter (with frequency

response shown in Figure 7.12) with a cutoff frequency of 5 MHz, thus filtering out

frequencies above this point. This shows the correct operation of a programmable

FIR filter on the ZCU111 FPGA. It is important to note that while this shows a

single filter (shown in Figure 7.12) being applied to a single frequency comb, this

filter block can be programmed with a range of different sets of filter coefficients,

thus achieving a filter bank.

7.3.5 Combined Firmware Design

With working firmware successfully developed for programming the DACs and

ADCs, as well as for applying a programmable series of FIR filters and an FFT, the

next step of the firmware design was to take each of these individual components
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Figure 7.10: FFT of a 10 tone frequency comb sent to DACs before applying FIR
filtering firmware.

Figure 7.11: FFT of a 10 tone frequency comb sampled by ADCs and filtered using
the FIR low pass filtering firmware which was developed.
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Figure 7.12: Frequency response of a sample low pass FIR filter with coefficients
generated by the code in Appendix A1.3. These filter coefficients can be loaded onto
the FIR filtering firmware.
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and combine them together into a single firmware file which can be compiled and

loaded onto the ZCU111’s FPGA. To achieve this each of the firmware programmes

described in Section 7.3.1, Section 7.3.3 and Section 7.3.4, were combined such

that each element was coupled to a single direct memory access block, connecting

each of them to the processor. Similarly, the corresponding JupyterLab Python

notebooks for each of these firmware files were also combined giving a single file

that allows a user to sequentially programme the DACs to output a frequency

comb, the ADCs to digitize the output from the ADR, and then send this digitized

waveform to the FIR filter bank and FFT block to channelize the digitized

waveform into a series of frequency bins, with each bin corresponding to a single

bandwidth, and thus a single tone in the frequency comb and a single pixel in the

MKID array.

7.3.6 Adapting Firmware for 2x2 RFSoC

While the work described in Chapter 7 was initially carried out on the ZCU111, due

to it being released first, once a 2x2 RFSoC was obtained the ZCU111 firmware was

adapted to also be usable with the 2x2. As already described, as both boards use a

ZYNQ UltraScale+ RFSoC XCZU28DR FPGA (18) (19) it is relatively

straightforward to adapt the firmware which is developed for one of these boards to

the other board. To use the ZCU111 firmware for the 2x2 the only thing which

needed to be changed was to download the relevant 2x2 RFSoC board files for

Vivado and to select the 2x2 instead of the ZCU111 when setting up the project.

On top of this, as the 2x2 only has one pair of ADCs and one pair of DACs, it was

important to make sure that the correct data converters were selected in the RF

Data Converter firmware block. Once this was done the firmware designs were

compiled and loaded onto the 2x2 boards and were also shown to work correctly, in

the same way as they did for the ZCU111. Similarly, the same Python notebooks

also worked for the 2x2 board with minor adjustments.
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8 Conclusion

This thesis has detailed the work completed developing MKIDs and MKID readout

systems at the Dublin Institute for Advanced Studies and Trinity College Dublin, as

well as providing an introduction into the operation of MKIDs, and some

background information into some of the fields in which they have been

applied.

A complete laboratory setup was built up from scratch, including an adiabatic

demagnetization refrigerator capable of cooling down to temperatures as low as 30

mK, as well maintaining temperatures of 100 mK for approximately 16 hours. While

this ADR was purchased from Entropy Cryogenics, significant modifications had be

made to ensure it was capable of cooling down MKID arrays and allowing then be

analysed. Modifications had to be made to the sample space to add a plate on

which a sample box containing an MKID array could be mounted. Low temperature

co-axial cabling was installed from the room temperature stage of the ADR, down

to the mK stage where the sample box is mounted, allowing GHz signals from

either the readout system or the vector network analyser to excite the MKIDs, and

also to allow the signals outputted from the MKID array to pass back out from the

ADR. Furthermore, optical filters were characterised and installed in the fridge

allowing light from a laser box to be shone on the samples. Other additions to the

ADR which were made were the addition of HEMT amplifiers, to amplify the

signals output from the MKID array at cryogenic temperatures, as well as the

design and construction of a critical temperature measurement setup. This uses a
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resistance bridge to measure the resistance of superconducting films as the

temperature decreases below the critical temperature.

VBScript code was written to perform frequency sweeps for multiple resonators in

an array, measuring S21 for a selected excitation power, and saving off the data in

terms of I and Q. Python code was then also written to take this data and to fit it

to equations from the literature and to extract Q, Qi , Qc and ω0 from these fits.

This allowed for the MKIDs which were fabricated to be characterized, and this

characterization was used to tweak the design of these resonators until the quality

factors of the MKIDs were optimized. This was used to increase in internal quality

factor of the MKIDs from initial values of approximately 2,000 to optimized values

of approximately 120,000.

As well as this, single pixel analysis firmware and software was developed for a

ROACH board allowing for photon pulse data from an MKID array to be saved to

an external PC for analysis. This code was used to diagnose an issue with excess

undesirable phase noise in the resonators, which was later mitigated by annealing

the resonators at the end of the fabrication process. After this change was made to

the fabrication recipe, the ROACH readout system was used to measure tens of

thousand of pulses from the resonators, caused by being excited by light with

wavelengths ranging from 400 nm to 900 nm. From this data the energy resolution

was determined to be 3.14 for 400 nm, 3.01 for 525 nm, 2.60 for 650 nm, 2.57 for

775 nm and 2.50 for 900 nm.

With an operational MKID readout system based on the ROACH board, it was

decided to develop a new readout system capable of reading out thousands of

MKID pixels, using a single electronics board. Thus, an analysis was carried out on

some of the solutions which were available on the market. Comparing the prices of

these boards and the number of pixels which they could potentially read out, as well

as considering some other factors such as what additional parts would be required,

it was ultimately decided that the Xilinx ZCU111 and 2x2 radio frequency
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system-on-chips were the most promising solutions.

Finally, firmware and software was then written for these Xilinx boards, with the

intention of using them to read out thousands of MKIDs. This code controls their

data converters, outputting frequency combs at the desired frequencies from the

DACs. These frequency combs can be fed into the ADR, exciting the MKIDs. The

output signals from the MKIDs can then be digitized by the ADCs, and filters and

FFTs can be applied to the digitized data, separating this data into equally spaced

channels. Work is ongoing scaling up this code to allow for it to be used a kilo-pixel

MKID readout.
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9 Future Work

9.1 Optimizing Resonator Performance

As shown in Section 5.4, the first MKIDs which were measured using the ROACH

readout system showed considerable amounts of undesirable phase noise. However,

by annealing the MKID samples at the end of the fabrication process this phase

noise was greatly reduced and the MKIDs were able to be reliably used to measure

photon pulses with intrinsic energy resolution. However, these resonators still only

showed an energy resolution of approximately 4, and thus the first suggested piece

of future work is to improve upon this figure.

While the annealing process did succeed in causing a decreased phase noise, it also

reduced the quality factor of the resonators, while also introducing a considerable

shift away from their design frequency, and a decrease in the critical temperature. A

shift in the resonant frequency of the MKIDs suggests a shift in the inductance of

the samples, as per Equation 1.20. The resonator shown in Section 5.5 was for a

5pH/□ design. This means that the design presumed that the superconducting film

had a sheet inductance of 5pH/□. The fact that the actual resonant frequency was

lower than expected suggests that the actual sheet inductance of the

superconducting film was greater than this. Thus, it is suggested to characterise

another MKID array, with the fabrication process as in Section 5.5, but which has

been designed for a lower sheet inductance.

This should result in a higher resonant frequency, which should shift the resonators
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back into the ideal operating range of the HEMT amplifier. This should reduce the

noise and thus cause an increase in the quality factor of the resonators. This noise

reduction could also improve the energy resolution of the resonators.

Another thing which must be noted is that the annealing step decreased the critical

temperature of the MKIDs from 1520 mK to below 1000 mK. This is an important

factor to consider because it was found in earlier samples that TiN/Ti multilayer

MKIDs display low quality factors if their Tc drops below 1.2 K. Also, in general the

best MKID energy resolutions is achieved at temperatures below approximately

Tc/10, because at this point there no more unpaired electrons. However, it must be

noted that this is only a rule of thumb. Since the ADR is unable to maintain an

operating temperature of 75 mK for considerable time, it was impossible to properly

characterise these resonators at their optimal temperature. Instead the energy

resolution measurements were done at the sub-optimum temperature of 100 mK.

Thus, a second step in optimizing the performance of these MKIDs is to optimize

the critical temperatures of the annealed samples. The effect of operating an MKID

at above its ideal operating temperature is shown in Figure 9.1, demonstrating the

need to properly optimize the critical temperature of the annealed samples.

9.2 Using RFSoCs to Read Out MKID Arrays

While firmware was developed for the ZCU111 and 2x2 RFSoCs to control the data

converters and perform the fast Fourier transform and finite impulse response

filtering (see Chapteer 7), the remaining firmware as shown in Figure 7.1 needs to

be developed to allow it to read out arrays of thousands of MKIDs. The FIR filter

and FFT blocks perform the first stage of channelization, while a further fine

channelization stage, consisting of down conversion and low pass filtering needs to

be added to create individual channels for each pixel in the array. Additionally, once

this fine channelization firmware has been created, the final element of the readout

which needs to be designed is the pulse detection firmware to monitor a single one
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Figure 9.1: Plot showing the effect of temperature on the quality factor of an MKID
at temperatures above approximately Tc/10.
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of these fine channels for photons. Thus, the first future piece of work to be done

for the RFSoCs is to write this firmware using Vivado, and similarly to write the

corresponding Python notebooks for interacting with this firmware.

Following this, it is intended to use all of this firmware on a single 2x2 RFSoC to

read out, potentially, 2,000 pixels. As was explained in Chapter 6, it is planned to

eventually use four of these 2x2 RFSoCs to read out a total of 8,000 pixels. Thus,

once a single 2x2 RFSoC is used to show the correct operation of the firmware,

additional boards will need to be acquired. Previously, two RFSoC 2x2 boards have

been purchased meaning that another two will be needed. One thing which must be

noted is that while the first two boards were purchased at a cost of ¤2,000, this

price may be now increased due to the current global chip shortage. Thus, this

should cause an increase to the final cost per pixel value for the readout

system.

9.3 Programming CASPER Boards with CASPER

A second recommended future piece of work for the RFSoC systems, both the

ZCU111 and 2x2, is to examine the use of the CASPER approach for programming

these boards. As was described in Chapter 7, the CASPER approach could not

initially be used for the RFSoC boards due to them not yet being "CASPER-ised".

This meant instead that the firmware had to be designed using the lower level

abstraction of Vivado. However, other groups have since made progress with

making the RFSoC board compatible with CASPER programming. Because of this

it is hoped to employ this approach to compile an adapted version of the firmware

used for the ROACH board in Chapter 5 for the ZCU111 and 2x2 RFSoCs and to

use it to measure photon pulses. This should simplify the process of designing

firmware for these boards.
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9.4 Using MKIDs for Astronomy Applications

While this thesis was mainly focused on optimizing MKIDs and their readout, it

must be remembered that these MKIDs are ultimately being developed in order to

be used in some application, such as those detailed in Chapter 2. As the MKIDs

which were developed for this project were for optical to near-infrared wavelengths,

one interesting application which they could be used for is for the imaging of

exoplanets. Once the energy resolution of the MKID arrays is improved (as

mentioned in Section 9.1), and the ZCU111 and 2x2 readout systems are fully

operational (as mentioned in Section 9.2) it is hoped to scale up the size of the

MKID arrays in order to achieve a fully operational kilo-pixel MKID camera. Finally,

eventually it is hoped to bring this camera to a telescope and to use it for

astronomy.
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A1 Appendix

A1.1 Frequency Sweep Code for Vector Network

Analyser

Included below is the VBScript code used for the Keysight E5080A ENA Vector

Network Analyzer to perform frequency sweep measurements for an array of

MKIDs. The user defines the freuencies of the MKIDs that they want to measure,

as well as the optimal power with which to excite the MKID, a well as the desired

frequency sweep span. The user can define as many resonators as they desire. The

code then performs frequency sweep measurements for each of these resonators,

measuring S21 and saving off the output data in 3 columns, one for frequency, one

for I and one for Q. This is described in Section 4.2.

Listing A1.1: Frequency Sweep Code

’ Th i s program c r e a t e s a S21 measurement

’ I t i s w r i t t e n i n VBsc r i p t u s i n g SCPI commands

Dim app

Dim s c p i

Dim oFSO

’ r e q u i r e d f o r c r e a t i n g a f o l d e r
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’ C r ea t e / Get the VNA a p p l i c a t i o n

Set app = CreateObject ( "Agi lentPNA835x . A p p l i c a t i o n " )

Set s c p i = app . S c p i S t r i n gP a r s e r

Set oFSO = CreateObject ( " S c r i p t i n g . F i l e S y s t emOb j e c t " )

’ C r ea t e / Get the VNA a p p l i c a t i o n

Set app = CreateObject ( "Agi lentPNA835x . A p p l i c a t i o n " )

Set s c p i = app . S c p i S t r i n gP a r s e r

’ De f i n e f r e qu en c y e t c

f r e q s = Array (5254 .1975)

powers = Array (−60)

spans = Array (3 )

Name_Var = "Sample␣Sweep"

power_change = 0

Folder_Name = CSTR(Year (Now) ) + "_" + CSTR(Month(Now) ) + "

_" + CSTR(Day(Now) ) + "_" + Name_Var

oFSO . CreateFolder "C: \ Use r s \ I n s t r umen t \My␣Documents\

Frequency_Sweeps \" + Folder_Name

For i = 0 to UBound( f r e q s ) Step 1

f r e q = f r e q s ( i ) ∗1000000

power = powers ( i ) + power_change

span = spans ( i ) ∗1000000

f r e q s t r = CSTR( f r e q )

powe r s t r = CSTR( power )

s p a n s t r = CSTR( span )
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’ P r e s e t the Ana l y z e r . FPREset p r e s e t s the s e t t i n g

and d e l e t e s a l l t r a c e s and windows

s c p i . Execute ( "SYST : FPReset " )

’ C r ea t e and tu rn on window 1

s c p i . Execute ( "DISPlay :WINDow1 :STATE␣ON" )

’ De f i n e a measurement name , pa ramete r

s c p i . Execute ( "CALCulate : PARameter : DEFine :EXT␣ ’

MyMeas ’ , ␣ ’ s21 ’ " )

’ Set power l e v e l

s c p i . Execute ( "SOUR:POW1␣" + powe r s t r )

’ Set c e n t r e f r e qu en c y o f sweep

s c p i . Execute ( "SENS :FREQ:CENT␣" + f r e q s t r )

’ Set f r e qu en c y span o f sweep

s c p i . Execute ( "SENS :FREQ:SPAN␣" + sp a n s t r )

’ Set number o f p o i n t s i n sweep

s c p i . Execute ( "SENS :SWE: POIN␣10001" )

’ Change format to Po l a r

s c p i . Execute ( "CALC :MEAS:FORM␣POL" )

’ A s s o c i a t e ("FEED") the measurement name ( ’MyMeas

’ ) to WINDow (1) , and g i v e the new TRACE a

number (1 ) .
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s c p i . Execute ( "DISPlay :WINDow1 : TRACe1 : FEED␣ ’MyMeas

’ " )

’ Au t o s c a l e s d i s p l a y

s c p i . Execute ( "DISP :MEAS:Y :AUTO" )

’ S t a r t s a v e r a g i n g

s c p i . Execute ( "SENS :AVER␣ON" )

’ Set number o f p o i n t s to ave r age ove r

s c p i . Execute ( "SENS :AVER:COUN␣64" )

WScr ipt . S l e ep (10000) ’ s l e e p s f o r 10 second to

a l l ow a v e r a g i n g to f i n i s h

’Dim measurementdate as S t r i n g

f i l e n ame = "C:\ Use r s \ I n s t r umen t \My␣Documents\

Frequency_Sweeps \" + Folder_Name + "\" + "

sweep_" + Name_Var + "_" + CSTR(Year (Now) ) + "_

" + CSTR(Month(Now) ) + "_" + CSTR(Day(Now) ) + "

_" + powe r s t r + "_" + f r e q s t r + " . c sv "

s a v e s t r i n g = " ’ " + f i l e n ame + " ’ , ’CSV␣Formatted ␣

Data ’ , ’ d i s p l a y e d ’ , ’ RI ’ ,−1"

’ Save data to c sv f i l e

s c p i . Execute ( "MMEM:STOR:DATA␣" + s a v e s t r i n g )

Next
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A1.2 S21 Fitting Code

Included here is the Python fitting code, as described in Section 4.3, which takes

the output files generated by the VNA code (see Section A1.1), and fits this data

to the equations from the literature (17) (103) and extracts the resonant frequency,

total quality factor, coupling quality factor and internal quality factor from these

fits. Derived in Section 4.3, the final equations, for |S21|2 and phase, ϕ, are giving

below:

|S21(ω)|2 = A1 + A2(ω − ω0) +
A3 + A4(ω − ω0)

1 + 4Q2(ω−ω0

ω0
)2

(A1.1)

And,

ϕ = −θ0 − arctan(2Q(1− ω

ω0
)) (A1.2)

Listing A1.2: S21 Fitting Code

#note , works f o r IQ f i l e s saved u s i n g f sweep macro saved

on the VNA

#impor t u s u a l packages

import numpy as np

from s c i p y . s i g n a l import a r g r e l e x t r ema

from s c i p y . s i g n a l import a r g r e lm i n

from s c i p y import op t im i z e

from s c i p y . o p t im i z e import c u r v e_ f i t

import py l ab

import ma t p l o t l i b . p y p l o t as p l t

import a r r a y as a r r

import c sv

#from f p d f impor t FPDF
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from ma t p l o t l i b . backends . backend_pdf import PdfPages

from da te t ime import date

import os

#ge t s today s date .

#This i s used i n the name o f the r e s u l t s f i l e s t ha t a r e

saved .

today = date . today ( )

t o d a y s t r = today . s t r f t i m e ( "%Y_%m_%d" )

#E.17 from Gao t h e s i s − w i l l be used l a t e r to amp l i t ude

data f i t cu r v e

def amp l i t u d e equa t i o n ( f , A1 , A2 , A3 , A4 , Qr , f r ) :

return A1 + A2∗( f − f r ) + ( (A3 + A4∗( f − f r ) ) / (1 + 4

∗ Qr∗∗2 ∗ ( ( f − f r ) / f r ) ∗∗2 ) )

#E.11 from Gao t h e s i s − can be used to f i t phase data

def pha s e equa t i on ( f , theta0 , theta1 , Qr , f r ) :

return −t h e t a0 − t h e t a1 ∗( f − f r ) + 2∗np . a r c t an (2∗Qr∗(1

− ( f / f r ) ) )

#ask u s e r to e n t e r f i l e n ame .

#Uncomment t h e s e too l i n e s i f you want to prompt the u s e r

#p r i n t ( ’ P l e a s e e n t e r name o f . c s v f i l e : ’ )

#f i l e n ame = i npu t ( )

#f i l e name . Hard codes the f i l e n ame .
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#Comment t h i s out i f p rompt ing u s e r f o r name

f o l d e rname = ’ Sweep_Fi les /2022_01_31/ ’

f i l e n ame = ’ sweep_2021_11_10_4480250000 . c s v ’

f u l l n ame = fo lde rname + f i l e n ame

#s t a r t r e a d e r and c a l c u l a t e l e n g t h o f f i l e

with open ( f u l l n ame ) as c s v_ f i l e :

c sv_reade r = csv . r e a d e r ( c s v_ f i l e , d e l i m i t e r=’ , ’ )

row_count = sum(1 for row in c sv_reade r )

# f i l e O b j e c t i s your c sv . r e a d e r

number_of_values = row_count − 8

#account s f o r e x t r a l i n e s at s t a r t and end o f f i l e

#d e c l a r e 3 a r r a y s , f o r f r e qu en c y and I and Q v a l u e s

f r e q s = np . z e r o s ( number_of_values )

I v a l u e s = np . z e r o s ( number_of_values )

Qva lues = np . z e r o s ( number_of_values )

#open r e a d e r aga in , t h i s t ime to read i n data

with open ( f u l l n ame ) as c s v_ f i l e :

c sv_reade r = csv . r e a d e r ( c s v_ f i l e , d e l i m i t e r=’ , ’ )

l i n e_coun t = 0

for row in c sv_reade r :

i f l i n e_coun t <= 6 : #open ing l i n e s , b e f o r e a c t u a l

data

#p r i n t ( f ’{" , " . j o i n ( row ) } ’ )
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l i n e_coun t += 1

e l i f l i n e_coun t < row_count − 1 : #t h i s i s the

a c t u a l IQ data

#p r i n t ( f ’ f = \ t {row [ 0 ] } Hz , I = {row [ 1 ] } , Q =

{row [ 2 ] } ’ ) #p r i n t s data , f o r debugg ing

f r e q s [ l i ne_count −7] = row [ 0 ]

#sav e s data to a r r a y from csv f i l e

I v a l u e s [ l i ne_count −7] = row [ 1 ]

#sav e s data to a r r a y from csv f i l e

Qva lues [ l i ne_count −7] = row [ 2 ]

#sav e s data to a r r a y from csv f i l e

l i n e_coun t += 1

#p r i n t ( f ’ P roce s s ed { l i n e_coun t } l i n e s . ’ )

#p r i n t s number o f l i n e s r ead out . Used f o r debugg ing .

freqsMHz = f r e q s / 10∗∗6

#c a l c u l a t e amp l i t ude o f IQ data

amp l i t ud e s = np . s q r t ( ( I v a l u e s ) ∗∗2 + ( Qva lues ) ∗∗2)

#f i n d phase s o f raw data r e l a t i v e to o r i g i n

#have to do t h i s f o r 4 d i f f e r e n t quad ran t s

phase s = np . a r c t an2 ( Qvalues , I v a l u e s )

#magni tudes = amp l i t ud e s ∗∗2
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#norma l i z edmagn i tude s = magn i tudes / np . max( magn i tudes )

no rma l i z e d amp l i t u d e s = amp l i t ud e s / np .max( amp l i t ud e s )

#no rma l i z e s magnitude data r e l a t i v e to max v a l u e

squa r emagn i tude s = no rma l i z e d amp l i t u d e s ∗∗2

#c a l c u l a t e s squa r e magnitude

p0 = np . a r r a y ( [ 1 , 1 , 1 , 1 , 10000 , np . mean ( freqsMHz ) ] )

#i n i t i a l g u e s s e s f o r f i t

#need to d e f i n e s igma a r r a y to we ight c e r t a i n p o i n t s

h e a v i e r

r e sonan t_ index = np . argmin ( squa r emagn i tude s )

#index o f r e s onan t p o i n t i n a r r a y

weight_ampl i tude = np . ones ( number_of_values )

#se t r e l a t i v e e r r o r eve r ywhe r e to 1

#weight_ampl i tude [ r e sonant_ index − 100 : r e sonan t_ index +

100 ] = 0 .01

#s e t e r r o r around r e s onan t to sm a l l e r

#f i t s squa r e magnitude data to amp l i t ude equa t i on

#popt i s the a r r a y o f f i t t e d pa ramete r s

#pcov i s the c o v a r i a n c e o f popt

popt , pcov = cu r v e_ f i t ( amp l i t udeequa t i on , freqsMHz ,

squaremagn i tudes , p0 , s igma = weight_ampl i tude ,
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abso lu te_s igma=Fa l s e , maxfev=10000)

Q = popt [ 4 ] #t o t a l Q i s taken from the f i t

Q = abs (Q)

f r = popt [ 5 ] #re sonan t f r e qu en c y i s taken from the f i t

#fr_MHz = f r / 10∗∗3 #re s onan t f r e qu en c y i n MHz

Qi = Q / np .min( n o rma l i z e d amp l i t u d e s )

#c a l u l c u l a t e s i n s t r i n s i c Q u s i n g equa t i on 28 from

Zmuidz inas r e v i ew

Qi = abs ( Qi )

Qc = Q / (1 − np .min( n o rma l i z e d amp l i t u d e s ) )

#c a l u l c u l a t e s c o up l i n g Q u s i n g equa t i on 29 from Zmuidz inas

r e v i ew

Qc = abs (Qc)

squa remagn i tudesdb = 10∗np . l og10 ( squa r emagn i tude s )

#con v e r t s squa r e magnitude data to dbs

#next need to conv e r t t h i s to IQ data and p l o t v e r s u s raw

data

s q u a r emagn i t u d e f i t = amp l i t u d e equa t i o n ( freqsMHz , popt [ 0 ] ,

popt [ 1 ] , popt [ 2 ] , popt [ 3 ] , popt [ 4 ] , popt [ 5 ] )

#sav e s squa r e magnitude f i t data

172



f i t am p l i t u d e = np . abs ( np . s q r t ( s q u a r emagn i t u d e f i t ) )

#take s s q r t to ge t amp l i t ude

f i t am p l i t u d e s c a l e d = f i t am p l i t u d e ∗ np .max( amp l i t ud e s )

#unno rma l i z e s data r e l a t i v e to max v a l u e

#get c e n t r e o f l oop

#f i n d c e n t r e o f l oop

raw_data_xc = ( np .max( I v a l u e s ) + np .min( I v a l u e s ) ) / 2

raw_data_yc = ( np .max( Qva lues ) + np .min( Qva lues ) ) / 2

#Next s tep , remove c ab l e d e l a y term from data .

#To do t h i s , n o rma l i z e by c a b l e d e l a y l oop

#For now , u s i n g c i r c l e w i th r a d i u s 4 , c e n t e r e d on o r i g i n

#Wi l l have to use a c t u a l data , a f t e r nex t cooldown

c a b l e d e l a y p h a s e = np . z e r o s ( number_of_values )

#f i r s t f i n d t o t a l ang le , between f i r s t and l a s t p o i n t

#f i n d i n i t i a l phase

i n i t i a l _ p h a s e = np . a r c t an2 ( Qva lues [ 0 ] , I v a l u e s [ 0 ] )

f i n a l_pha s e = np . a r c t an2 ( Qva lues [ number_of_values −1] ,

I v a l u e s [ number_of_values −1])

to ta l_phase = abs ( f i n a l_pha s e − i n i t i a l _ p h a s e )
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phase_per_freq = to ta l_phase / ( number_of_values − 1)

i = 0

for x in c a b l e d e l a y p h a s e :

c a b l e d e l a y p h a s e [ i ] = i n i t i a l _ p h a s e − phase_per_freq ∗ i

i += 1

#need to f i n d amp l i t ude o f c a b l e d e l a y l oop − take ave r age

o f s t a r t and end o f l oop

#amp l i t ud e s = np . z e r o s ( number_of_values )

amp l i t ud e s = np . s q r t ( I v a l u e s ∗∗2 + Qva lues ∗∗2)

c ab l e amp l i t u d e = np .max( amp l i t ud e s ) #take s max v a l u e

c a b l e d e l a y I = cab l e amp l i t u d e ∗np . cos ( c a b l e d e l a y p h a s e )

#f i n d s I component o f c a b l e

cab l ede l a yQ = cab l e amp l i t u d e ∗np . s i n ( c a b l e d e l a y p h a s e )

#f i n d s Q component o f c a b l e

#p l t . p l o t ( c a b l e d e l a y I , cab l ede l ayQ , ’ r ’ )

#s u b s t r a c t c a b l e d e l a y from IQ data to no rma l i z e

I n o rma l i z e d = I v a l u e s − c a b l e d e l a y I

Qnormal i zed = Qva lues − cab l ede l a yQ

#amp l i t ude s_no rma l i z ed = np . z e r o s ( number_of_values )

amp l i t ude s_norma l i z ed = np . s q r t ( I n o rma l i z e d ∗∗2 +
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Qnormal i zed ∗∗2)

#next have to move l oop to be c en t r e d on (0 , 0)

xc = ( np .max( I n o rma l i z e d ) + np .min( I n o rma l i z e d ) ) / 2

yc = ( np .max( Qnormal i zed ) + np .min( Qnormal i zed ) ) / 2

#f i n d a lpha − the argument o f zc , the c e n t r e o f the

no rma l i z ed c i r c l e

a lpha = np . a r c t an2 ( yc , xc )

t r a n s l a t e d c i r c l e I = I n o rma l i z e d − xc #f i n d s I component o f

c a b l e

t r a n s l a t e d c i r c l e Q = Qnormal i zed − yc #f i n d s Q component o f

c a b l e

amp l i t u d e s_ t r a n s l a t e d = np . s q r t ( t r a n s l a t e d c i r c l e I ∗∗2 +

t r a n s l a t e d c i r c l e Q ∗∗2)

#p l t . s c a t t e r ( t r a n s l a t e d c i r c l e I , t r a n s l a t e d c i r c l e Q , s = 5 ,

c o l o r = ’m ’ )

t h e t a = np . a r c t an2 ( t r a n s l a t e d c i r c l e Q , t r a n s l a t e d c i r c l e I )

r_ t r a n s l a t e d = np . s q r t ( ( t r a n s l a t e d c i r c l e I ) ∗∗2 + (

t r a n s l a t e d c i r c l e Q ) ∗∗2)

#now r o t a t e e v e r y t h i n g by a lpha

#need to r o t a t e e v e r y p o i n t i n t h i s c i r c l e by −a l pha
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t h e t a_ro ta t ed = the t a − a lpha #r o t a t e s by a l pha

I_ ro t a t ed = r_ t r a n s l a t e d ∗np . cos ( the t a_ro ta t ed )

#f i n d s I component o f c a b l e

Q_rotated = r_ t r a n s l a t e d ∗np . s i n ( the t a_ro ta t ed )

#f i n d s Q component o f c a b l e

#amp l i t ude s_ro ta t ed = np . z e r o s ( number_of_values )

amp l i t ude s_ro ta t ed = np . s q r t ( I_ ro t a t ed ∗∗2 + Q_rotated ∗∗2)

#p l t . s c a t t e r ( I_rota ted , Q_rotated , s = 5 , c o l o r = ’ y ’ )

t h e t a f i n a l = np . unwrap ( the t a_ro ta t ed )

#now , f i t t h i s to phase equa t i on

p_phase = np . a r r a y ( [ 1 , 1 , Q, f r ] )

#weight_phase = 0.001∗ np . ones ( number_of_values )

#s e t r e l a t i v e e r r o r eve r ywhe r e to 1

#weight_phase [ r e sonant_ index − 1500 : r e sonan t_ index +

1500] = 0 .01

#s e t e r r o r around r e s onan t to sm a l l e r

#popt_phase , pcov_phase = cu r v e_ f i t ( phaseequat i on ,

freqsMHz , t h e t a f i n a l , p_phase , s igma = weight_phase ,

abso lu te_s igma=True )

popt_phase , pcov_phase = cu r v e_ f i t ( phaseequa t i on , freqsMHz

, t h e t a f i n a l , p_phase )

#p r i n t ( f ’ t h e t a0 = {popt [ 0 ] } , Qr = {popt [ 1 ] } , f r = {popt
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[ 2 ] } ) ’ )

theta0_phase = popt_phase [ 0 ]

theta1_phase = popt_phase [ 1 ]

Qr_phase = popt_phase [ 2 ]

f r_phase = popt_phase [ 3 ]

#fr_MHz_phase = fr_phase / 10∗∗3

#p l t . p l o t ( f r e q s , pha s e equa t i on ( f r e q s , popt_phase [ 0 ] ,

popt_phase [ 1 ] , popt_phase [ 2 ] ) , ’ r ’ )

Q_phase = abs ( Qr_phase )

Qi_phase = Q_phase / np .min( n o rma l i z e d amp l i t u d e s )

#c a l u l c u l a t e s i n s t r i n s i c Q u s i n g equa t i on 28 from

Zmuidz inas r e v i ew

Qi_phase = abs ( Qi_phase )

Qc_phase = Q_phase / (1 − np .min( n o rma l i z e d amp l i t u d e s ) ) #

c a l u l c u l a t e s i n s t r i n s i c Q u s i n g equa t i on 29 from

Zmuidz inas r e v i ew

Qc_phase = abs (Qc_phase )

#p r i n t ( f ’ Ampl i tude f i t : Q = {Q} , Qc = {Qc} , Qi = {Qi } , f r

= { f r ∗10∗∗9} ’)

#p r i n t ( f ’ Phase f i t : Q = {Q_phase } , Qc = {Qc_phase } , Qi = {

Qi_phase } , f r = { f r_phase } ’ )

177



#f i n a l s tep , c on v e r t phase and amp l i t ude f i t back to IQ

data

#and r e p l o t f i t

f i t t e d_pha s e = pha s e equa t i on ( freqsMHz , popt_phase [ 0 ] ,

popt_phase [ 1 ] , popt_phase [ 2 ] , popt_phase [ 3 ] )

#f i r s t s tep , ge t I and Q data and r o t a t e and t r a n s l a t e

back to p o s i t i o n

#f i t t e d_pha s e_ro t a t ed = np . z e r o s ( number_of_values )

f i t t e d_pha s e_ro t a t ed = f i t t e d_pha s e + a lpha

f i t I = np . mean ( amp l i t ude s_ro ta t ed ) ∗np . cos ( f i t t e d_pha s e )

#f i n d s I component o f f i t

f i tQ = np . mean ( amp l i t ude s_ro ta t ed ) ∗np . s i n ( f i t t e d_pha s e )

#f i n d s Q component o f f i t

f i t I r o t a t e d = np . mean ( amp l i t ude s_ro ta t ed ) ∗np . cos (

f i t t e d_pha s e_ro t a t ed )

#f i n d s I component o f f i t

f i t Q r o t a t e d = np . mean ( amp l i t ude s_ro ta t ed ) ∗np . s i n (

f i t t e d_pha s e_ro t a t ed )

#f i n d s Q component o f f i t

f i t I t r a n s l a t e d = f i t I r o t a t e d + xc

f i t Q t r a n s l a t e d = f i tQ r o t a t e d + yc
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f i t I u n n o rm a l i z e d = f i t I t r a n s l a t e d + c a b l e d e l a y I

f i tQunno rma l i z e d = f i t Q t r a n s l a t e d + cab l ede l a yQ

#get phase o f unno rma l i z e data

f i t p h a s e u n n o rma l i z e d = np . a r c t an2 ( f i tQunno rma l i z ed ,

f i t I u n n o rm a l i z e d )

#l a s t t h i n g to do , combine f i t t e d amp l i t ude and phase data

I f i t f i n a l = f i t am p l i t u d e s c a l e d ∗np . cos ( f i t p h a s e u n n o rma l i z e d

)

#f i n d s I component o f c a b l e

Q f i t f i n a l = f i t am p l i t u d e s c a l e d ∗np . s i n ( f i t p h a s e u n n o rma l i z e d

)

#f i n d s Q component o f c a b l e

#make name o f pdf f i l e to save p l o t s ot

s a v e f i l e n ame = fo lde rname + f i l e n ame . r e p l a c e ( ’ . c s v ’ , ’ ’ ) +

’_Fit_ ’ + t o d a y s t r + ’ . pd f ’

#c r e a t e s pdf to save p l o t s

pp = PdfPages ( s a v e f i l e n ame )

#p l o t s squa r e magn i tudes v e r u s f r e qu en c y i n dbs

p l t . f i g u r e ( )

p l t . s c a t t e r ( freqsMHz , squaremagn i tudesdb , marker=’ . ’ , s=5)
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p l t . t i t l e ( ’ $ |S_{21}|^2 $␣Data␣and␣ F i t ’ )

p l t . x l a b e l ( ’ Frequency ␣ (MHz) ’ )

p l t . y l a b e l ( ’ $ |S_{21}|^2 $␣ (dB) ’ )

p l t . g r i d ( )

#p l o t s squa r e magnitude f i t i n d e c i b e l s ove r data

p l t . p l o t ( freqsMHz , 10∗np . l og10 ( amp l i t u d e equa t i o n ( freqsMHz ,

popt [ 0 ] , popt [ 1 ] , popt [ 2 ] , popt [ 3 ] , popt [ 4 ] , popt [ 5 ] ) )

, ’ r ’ )

#c a l c u l a t e s midpt o f y−a x i s i n p l o t . Used f o r s a v i n g p l o t

to f i l e

midpt = ( np .min( squa remagn i tudesdb ) + np .max(

squa remagn i tudesdb ) ) / 2

boxprops = dict ( b o x s t y l e=’ round ’ , f a c e c o l o r=’ wheat ’ , a l pha

=0.5) #p r o p e r t i e s o f t e x t box on p l o t

bo x s t r = f ’Q␣=␣{ round (Q_phase ) }\nQc␣=␣{ round (Qc_phase ) }\

nQi␣=␣{ round ( Qi_phase ) }\ n f r ␣=␣{ round ( fr_phase , ␣ 4) }␣MHz ’

#con t en t s o f t e x t box

p l t . t e x t ( np .min( freqsMHz ) , np .min( squa remagn i tudesdb ) ,

box s t r , f o n t s i z e =12, bbox=boxprops )

#adds t e x t box to p l o t

p l t . s a v e f i g ( pp , format=’ pdf ’ )

#p l t . s a v e f i g ( pp , fo rmat=’ pdf ’ )

#now p l o t unwrapped , r o t a t e d phase data
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p l t . f i g u r e ( )

p l t . s c a t t e r ( freqsMHz , t h e t a f i n a l , marker=’ . ’ , s=5)

p l t . t i t l e ( ’ Phase␣Data␣and␣ F i t ’ )

p l t . x l a b e l ( ’ Frequency ␣ (MHz) ’ )

p l t . y l a b e l ( ’ Phase␣ ( r ad s ) ’ )

p l t . p l o t ( freqsMHz , pha s e equa t i on ( freqsMHz , popt_phase [ 0 ] ,

popt_phase [ 1 ] , popt_phase [ 2 ] , popt_phase [ 3 ] ) , ’ r ’ )

p l t . g r i d ( )

boxprops = dict ( b o x s t y l e=’ round ’ , f a c e c o l o r=’ wheat ’ , a l pha

=0.5)

#p r o p e r t i e s o f t e x t box on p l o t

bo x s t r = f ’Q␣=␣{ round (Q_phase ) }\nQc␣=␣{ round (Qc_phase ) }\

nQi␣=␣{ round ( Qi_phase ) }\ n f r ␣=␣{ round ( fr_phase , ␣ 4) }␣GHz ’

#con t en t s o f t e x t box

p l t . t e x t ( np .min( freqsMHz ) , np .min( t h e t a f i n a l ) , box s t r ,

f o n t s i z e =12, bbox=boxprops )

#adds t e x t box to p l o t

p l t . s a v e f i g ( pp , format=’ pdf ’ )

#now p l o t j u s t o r i g i a n l IQ data and f i t t e d data

p l t . f i g u r e ( )

p l t . s c a t t e r ( I v a l u e s , Qvalues , marker=’ . ’ , s=5)

p l t . p l o t ( I f i t f i n a l , Q f i t f i n a l , ’ r ’ )

p l t . x l a b e l ( ’ I ’ )

p l t . y l a b e l ( ’Q ’ )

p l t . t i t l e ( ’Raw␣IQ␣Data␣and␣ F i t ’ )

p l t . g r i d ( )

#boxprops = d i c t ( b o x s t y l e =’ round ’ , f a c e c o l o r =’wheat ’ ,

181



a lpha =0.5) #p r o p e r t i e s o f t e x t box on p l o t

#bo x s t r = f ’Q = { round (Q_phase ) }\nQc = { round (Qc_phase ) }\

nQi = { round ( Qi_phase ) }\ n f r = { round ( fr_MHz_phase , 4) }

GHz ’

#con t en t s o f t e x t box

#p l t . t e x t ( np . min ( I f i t f i n a l ) , np . min ( Q f i t f i n a l ) , box s t r ,

f o n t s i z e =12, bbox=boxprops )

#adds t e x t box to p l o t

#c r e a t e s pdf to save p l o t s

p l t . s a v e f i g ( pp , format=’ pdf ’ )

pp . c l o s e ( )
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A1.3 Filter Coefficient Generator Code

The following MATLAB code was written to generate filter coeffieicents for a

defined filter size, type, and corner frequency. These filter coefficients could be used

in the FIR filter blocks in the RFSoC firmware.

Listing A1.3: Frequency Coefficient Generator Code

function [ ] = g e t _ f i l t e r _ c o e f f i c i e n t s (wc)

c lear a l l

c lose a l l

%wc = 500000; %c u t o f f f r e qu en c y

f s = 1000000; %no rma l i z i n g f r equency , s amp l i ng f r e qu en c y

o f 1 MHz

N = 25 ; %Number o f f i l t e r t ap s

bRec tangu l a r = f i r 1 (N, 2∗wc/ f s , ’ low ’ , r e c tw i n (N+1) ) ; %

Rec t angu l a r f i r f i l t e r

f igure

f r e q z ( bRec tangu l a r )

t i t l e ( ’ Re c t angu l a r ␣ F i l t e r ␣−␣Norma l i zed ’ )

R e c t F i l e = fopen ( ’ R e c t F i l t e r . t x t ’ , ’w ’ ) ;

f p r i n t f ( Re c tF i l e , ’%f ␣\n ’ , bRec tangu l a r ) ;

f c lose ( R e c t F i l e ) ;
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bHamming = f i r 1 (N, 2∗wc/ f s , ’ low ’ , hamming (N+1) ) ; %

Hamming f i r f i l t e r

f igure

f r e q z (bHamming )

t i t l e ( ’Hamming␣ F i l t e r ␣−␣Norma l i zed ’ )

HammingFile = fopen ( ’ HammingFi l te r . t x t ’ , ’w ’ ) ;

f p r i n t f ( HammingFile , ’%f ␣\n ’ , bHamming ) ;

f c lose ( HammingFile ) ;

bHanning = f i r 1 (N, 2∗wc/ f s , ’ low ’ , hann (N+1) ) ; %Hanning

f i r f i l t e r

f igure

f r e q z ( bHanning )

t i t l e ( ’ Hanning␣ F i l t e r ␣−␣Norma l i zed ’ )

Hann i ngF i l e = fopen ( ’ H a n n i n gF i l t e r . t x t ’ , ’w ’ ) ;

f p r i n t f ( Hann ingF i l e , ’%f ␣\n ’ , bHanning ) ;

f c lose ( Hann i ngF i l e ) ;

bBlackman = f i r 1 (N, 2∗wc/ f s , ’ low ’ , blackman (N+1) ) ; %

Blackman f i r f i l t e r

f igure

f r e q z ( bBlackman )

t i t l e ( ’ Blackman␣ F i l t e r ␣−␣Norma l i zed ’ )

B lackmanF i l e = fopen ( ’ B l a c kmanF i l t e r . t x t ’ , ’w ’ ) ;

f p r i n t f ( B lackmanFi l e , ’%f ␣\n ’ , bBlackman ) ;

f c lose ( B lackmanF i l e ) ;
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f v t o o l ( bRectangu la r , ’ Fs ’ , f s ) %p l o t s unno rma l i z ed

f i l t e r r e s pon s e w i th f i l t e r v i s u a l i s a t i o n t o o l

t i t l e ( ’ Magnitude ␣Response ␣ (dB) ␣−␣ Rec t angu l a r ␣ F i l t e r ’ )

f v t o o l ( bHamming , ’ Fs ’ , f s ) %p l o t s unno rma l i z ed f i l t e r

r e s pon s e w i th f i l t e r v i s u a l i s a t i o n t o o l

t i t l e ( ’ Magnitude ␣Response ␣ (dB) ␣−␣Hamming␣ F i l t e r ’ )

f v t o o l ( bHanning , ’ Fs ’ , f s ) %p l o t s unno rma l i z ed f i l t e r

r e s pon s e w i th f i l t e r v i s u a l i s a t i o n t o o l

t i t l e ( ’ Magnitude ␣Response ␣ (dB) ␣−␣Hanning␣ F i l t e r ’ )

f v t o o l ( bBlackman , ’ Fs ’ , f s ) %p l o t s unno rma l i z ed f i l t e r

r e s pon s e w i th f i l t e r v i s u a l i s a t i o n t o o l

t i t l e ( ’ Magnitude ␣Response ␣ (dB) ␣−␣Blackman␣ F i l t e r ’ )

f igure

stem ( bRec tangu l a r ) ; %P l o t s f i l t e r co−e f f i c i e n t s o f

r e c t a n g u l a r f i l t e r

gr id on ;

t i t l e ( ’ F i l t e r ␣Co−E f f i c i e n t s ␣−␣ Rec t angu l a r ␣ F i l t e r ’ ) ;

x labe l ( ’ n ’ ) ;

y labe l ( ’ h ( n ) ’ ) ;

f igure

stem ( bHamming ) ; %P l o t s f i l t e r co−e f f i c i e n t s o f hamming

f i l t e r

gr id on ;

t i t l e ( ’ F i l t e r ␣Co−E f f i c i e n t s ␣−␣Hamming␣ F i l t e r ’ ) ;
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x labe l ( ’ n ’ ) ;

y labe l ( ’ h ( n ) ’ ) ;

f igure

stem ( bHanning ) ; %P l o t s f i l t e r co−e f f i c i e n t s o f hann ing

f i l t e r

gr id on ;

t i t l e ( ’ F i l t e r ␣Co−E f f i c i e n t s ␣−␣Hanning␣ F i l t e r ’ ) ;

x labe l ( ’ n ’ ) ;

y labe l ( ’ h ( n ) ’ ) ;

f igure

stem ( bBlackman ) ; %P l o t s f i l t e r co−e f f i c i e n t s o f blackman

f i l t e r

gr id on ;

t i t l e ( ’ F i l t e r ␣Co−E f f i c i e n t s ␣−␣Blackman␣ F i l t e r ’ ) ;

x labe l ( ’ n ’ ) ;

y labe l ( ’ h ( n ) ’ ) ;

end
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