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Abstract 

This paper explores the contribution of the glottal flow residu-

al in affect-related voice transformation. This signal, which is 

defined as the difference between the output of the inverse fil-

ter estimating the glottal flow signal and the modelled source 

signal, was analysed using multiple regression analysis.  

Results show that the strength of the residual varies as a func-

tion of the source parameters and this variation is frequency 

dependent: low frequency energy in the residual is mainly 

determined by the glottal excitation strength, whereas mid to 

high frequencies are more influenced by the glottal pulse 

shape. A method for modelling the residual is presented, 

which enables modifications based on the changes in source 

parameters used for voice transformation. This method makes 

it possible to use the residual as part of the voice source signal 

when transforming the voice quality in expressive speech syn-

thesis. The result of a listening test, involving the transfor-

mation of a neutral voice to an angry or a sad voice, shows 

that including the glottal flow residual can improve the per-

ceived naturalness of the synthesis. However, the fact that the 

transformed utterances are still relatively degraded indicates 

that other factors also need to be considered. 

Index Terms: glottal flow, residual, voice source, voice quali-

ty, affect, voice modification, voice transformation. 

1. Introduction 

This paper investigates the contribution of the glottal flow 

residual to the quality of the synthetic speech output in affect-

related voice modification. The glottal flow residual is here 

defined as the difference between the output of the inverse fil-

ter (i.e. the estimated glottal flow derivative) and the modelled 

glottal flow derivative. Thus, this residual signal is conceptu-

ally related to the linear prediction (LP) residual but defined 

within an acoustic-phonetic source-filter framework. 

The contribution of this residual signal has not been exten-

sively studied, but Nukaga et al. [1] found that it carries 

important information relating to voice quality and natural-

ness. Specifically, they suggested that the glottal flow residual 

during the open phase of the glottal cycle is important for cue-

ing breathiness, while the residual during the return phase 

after the main glottal excitation may be particularly important 

for the naturalness of the output. 

In a somewhat different vein, but related to the current 

study, Cabral and Oliveira [2] proposed a method involving 

time-scale modification of the LP residual to modify three 

  

source parameters. Informal listening tests suggested that this 

method produced synthetic speech with higher naturalness 

compared to standard time domain methods such as LP-

PSOLA [3], particularly for large modifications to the pitch.  

Although the broad aim of this paper is to explore the gen-

eral properties of the glottal flow residual, it is done in the 

context of a recently developed analysis-resynthesis system, 

GlórCáil [4-6]. This system has been used in the ABAIR Irish 

synthesis project [7, 8] to facilitate voice transformations and 

more expressive voices. 

The analysis part of the GlórCáil system initially performs 

a source-filter decomposition of the speech signal, whereby 

estimates of the vocal tract (VT) and voice source parameters 

of an utterance are captured. For voiced speech, inverse filter-

ing provides an estimate of the glottal flow signal as well as a 

parametric representation of the VT function. The inverse fil-

tering is done automatically by using the Glottal Flow Model-

based Iterative Adaptive Inverse Filtering (GFM-IAIF) algo-

rithm [9], which is a modified version of the well-established 

Iterative Adaptive Inverse Filtering (IAIF) method [10]. The 

estimated glottal flow signal is modelled using the 

Liljencrants-Fant (LF) model [11] and the source parameters 

which define the glottal pulse shape of the model are automat-

ically derived by using the DyProg-LF algorithm [12, 13]. 

Furthermore, aspiration noise is added to the modelled glottal 

flow pulses according to the principles described in [14, 15].  

The synthesis part of the GlórCáil system takes the mod-

elled source signal and filters it using the VT filter function 

from the inverse filtering to generate the resynthesised speech 

signal. However, the synthesised source signal is not identical 

to the original: the difference is the glottal flow residual, i.e. 

any aspect of the source signal not captured by the model (as 

well as any error in the vocal tract/source estimation). It is 

generally assumed that if the modelling of the VT filter and 

the voice source is successful, the residual should be small, 

and thus relatively unimportant.  

However, the quality of the resynthesised speech is in fact 

often noticeably degraded. This can even be the case when 

there is no transformation involved, but the quality is general-

ly worse as the degree of modification is increased [5]. For 

that reason, this study focusses on the contribution of the glot-

tal flow residual to the quality of the speech output in the con-

text of such voice modifications. A method for modelling the 

residual is proposed that would enable modifications to the 

residual corresponding to changes in voice source parameters 

in affect transformation. The method was tested on sample 

utterances and listeners’ evaluations were elicited. 
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2. Analysis methods 

In order to analyse the glottal flow residual, it needs to be 

extracted from the speech signal. Although the GlórCáil sys-

tem can be used to do this, we decided here to opt instead for 

carefully analysed speech using the manual interactive tech-

niques described in [16-18]. By doing so, any artefacts in the 

source-filter decomposition were minimised, and therefore the 

obtained glottal flow residual would represent a realistic esti-

mate of this signal.  

Apart from the accuracy of the source-filter decomposi-

tion, the estimated residual would to a certain extent also 

depend on the voice source model used. In this study, the LF 

model was chosen, mainly because it is used in GlórCáil, but 

also since it is a well-established model that has been used 

extensively. Nevertheless, it is expected that many other 

source models, e.g., [19-24] would produce similar results. 

2.1. Speech data 

The speech materials used are a set of recordings of the sen-

tence "We were away a year ago", originally used in [25]. The 

recordings were carried out in a semi-anechoic studio using 

high-quality equipment to ensure phase linear speech data, 

which is required for this type of voice source analysis. The 

utterances were produced by a male speaker of Irish English, 

portraying different affects, namely angry, bored, sad, sur-

prised as well as a neutral version.  

For the voice source analysis, the recordings were 

downsampled to a sampling rate of 10 kHz. The five utteranc-

es contained a total of 609 glottal cycles, which were analysed 

by the second author using the interactive inverse filtering and 

model matching techniques described in [15-17]. 

2.2. Voice source parameters 

In this study we focus on the three voice source parameters 

which are used as control parameters in the GlórCáil system, 

namely: the strength of the glottal excitation Ee, the global 

waveshape parameter Rd and the fundamental frequency f0.  

However, since the LF model is used to synthesise the 

glottal waveform, the full set of LF parameters is required. 

The LF model is defined according to the piecewise function 

in (1), where the first and second parts define the glottal flow 

derivative in the open phase and in the return phase respec-

tively (see also the lower panel of Fig. 1). 
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Note that E0 and Ta are auxiliary parameters: E0 can be 

derived from Ee, α, Te, and ωg, and Ta from ε and Tb as shown 

in (2) and (3) respectively. 
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Hence, the LF model parameters are Ee, Te, ωg, α, ε and Tb, 

and the pulse duration is Te + Tb. Note that analysis data for α 

are not needed since α is set to meet the LF model requirement 

of a given net flow gain. As is normally done, this net flow 

gain was here set to 0, which means that the α value is set so 

that the ‘area’ of the positive and negative parts of the flow 

derivative are the same.  

Normally, analysis data are obtained for Ta (or Ra, see 

Fig. 1) and therefore ε will need to be derived from Ta and Tb. 

 

Figure 1: Two LF model pulses and parameter definitions. 

Flow derivative (bottom) and corresponding glottal flow (top). 

In [26] Fant recast the LF model using a different set of 

parameters for a more intuitive control of voice quality, and 

this transformed LF modelled includes the global waveshape 

parameter Rd as the central parameter. 

Note that Rd = 0.11─1 f0 Up /Ee, which means that the Rd 

value also depends on the peak glottal flow Up (see Fig. 1). 

Consequently, we also need data for Up. Although not a 

parameter of the LF model, Up can be obtained from the LF 

parameters according to (4). 
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2.3. Analysis and modelling of the glottal flow residual  

Since Ee is a major determinant of the sound pressure level 

(SPL) of the source, it is hypothesised that the SPL of the 

residual signal will be positively correlated with Ee – that is, 

the assumption is that the higher the Ee value, the greater the 

overall intensity of the residual. Furthermore, since Ee is likely 

to be higher where an utterance has higher f0 values [27], it 

might also be the case that the SPL of the residual and f0 are 

positively correlated. As for Rd, the distribution of energy in 

different frequency regions of the residual might be correlated 

with Rd, since variation in Rd affects the source spectral slope, 

where a higher Rd tends to correlate with a laxer phonatory 

setting, and a lower Rd with tenser settings.  

To investigate the relationships between the voice source 

parameters and the intensity of the residual, multiple linear 
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regression analysis was carried out. The SPL data for the 

residual signals were derived using Praat [28], and the SPL 

trajectories were carefully time-aligned with the voice source 

data.  

Multiple linear regression analysis was initially carried out 

between the overall SPL of the residual signals and Ee, Rd and 

f0 of the different utterances, and the results indicate a high 

level of correlation (R2 = 0.72). The modelling function of the 

change in SPL of the residual as function of the dB-change in 

Ee (ΔEe), the f0 change (Δf0) and the change in Rd (ΔRd) is 

shown in (5). 

 00.280 0.077 2.69res e dL E f R =  +  −   (5) 

The analysis thus suggests that there is a positive correla-

tion between the SPL of the residual and the parameters Ee 

and f0, whereas the correlation with Rd is negative.  

Multiple linear regression analysis was also carried out 

between the change in SPL of the residual in three different 

frequency bands and the three source parameters. The fre-

quency bands were 0-1 kHz, 1-3 kHz and 3-5 kHz. The mod-

elling functions of the change in SPL of the residual in the dif-

ferent frequency bands are shown in (6a), (6b) and (6c), and 

the R2 values were 0.70, 0.75 and 0.69 respectively. 

 0 1 00.289 0.072 2.42res e dL E f R− =  +  −   (6a) 

 1 3 00.141 0.131 7.23res e dL E f R− =  +  −   (6b) 

 3 5 00.024 0.127 9.33res e dL E f R− =  +  −   (6c) 

The results from this analysis show that variation in the 

strength of the residual is frequency dependent. Notably, (5) 

and (6a) are very similar suggesting that the scaling of the low 

frequencies of the residual is very similar to the overall ampli-

tude scaling. However, for the scaling in the higher frequency 

ranges, Ee becomes much less important, whereas f0 and Rd (in 

particular) contribute more to the scaling. 

This would suggest that low frequency energy in the 

residual is mainly determined by the glottal excitation, with a 

stronger excitation resulting in stronger low frequency energy 

in the residual. Mid to high frequency energy of the residual is 

more influenced by the glottal pulse shape: a glottal pulse 

generating more high frequency energy also results in more 

high frequency energy in the residual. Since the analysis 

shows that results differ among the frequency bands, the 

approach adopted for the modifications used here, are based 

on the expressions in (6a), (6b) and (6c).  

The first step of the modification of the residual is to cal-

culate the scale factors for the three different frequency bands 

of the residual signal with the changes in Ee, Rd and f0. The 

residual signal is then rescaled by the scale factor of the 0-1 

kHz frequency band and filtered by two pairs of first order 

low-pass and pre-emphasis filters. 

The purpose of applying the low-pass and pre-emphasis 

filters in pairs is to achieve smooth changes in the amplitude 

levels of the spectrum of the residual across the frequency 

bands. The level difference between two adjacent bands can 

be realised by setting two symmetric cut-off frequencies 

(symmetric in terms of log frequency) for the filters around 

the edge of the adjacent frequency bands, i.e. around 1 kHz 

and 3 kHz for each pair of filters respectively. If there is no 

difference in the level between two adjacent frequency bands, 

e.g., between 1-3 kHz and 3-5 kHz, then the cut-off frequen-

cies of both the low-pass filter and the pre-emphasis filter is 

set to 3 kHz and the two filters will cancel each other out. 

3. Voice transformations 

The relationship between the SPL of the residual and the 

source parameters obtained from the regression analysis ena-

bles voice transformation, which includes a modified glottal 

flow residual. In this section, we describe the process used to 

transform the original neutral utterance into utterances with a 

perceived angry or sad affect. For the purpose of testing and 

evaluating this process, we used the analysis of the original 

angry and sad utterances as targets for these transformations. 

Note, however, that having a target utterance is not necessarily 

required to carry out modifications involving the glottal flow 

residual.  

Initially, the source parameters of the target were obtained 

(i.e. for the angry and the sad utterances in this case). To do 

this, alignment of the target parameter trajectories is necessary 

since each utterance has its unique glottal excitation 

timepoints (te, see Fig. 1). The alignment was here realised by 

scaling the overall duration of the target utterance to be the 

same as the duration of the original utterance. Note that since 

the overall duration of the utterances were relatively similar, 

as were the individual segment durations, non-linear time-

scaling was not deemed necessary for these modifications. 

The parameter trajectories for the source parameters Ee, 

Up, Oq, Ta and f0 were derived by linearly interpolating the 

source data for the target utterance. These trajectories were 

then resampled, and the target values for the parameters were 

extracted at the timepoints matching the excitation timepoints 

of the original utterance. Using the new values for Ee, Up and 

f0, the target Rd values could also be obtained, which were 

needed for the modification of the original glottal flow 

residual. 

Using the modified source parameter data, a new LF voice 

source signal was generated, but at this point the f0 contour of 

the original utterance was not changed. To this new source 

signal, the modified glottal flow residual was added, as 

derived from the expression in (6a), (6b), (6c) and the filtering 

process described in Section 2.4. Since f0 is still identical to 

the original utterance, perfect alignment between the modified 

residual and the synthesised source signal was maintained.  

At this stage the modified source signal, which now 

included the modified residual, was passed through the 

original VT filter derived from the inverse filtering, by which 

a transformed synthetic speech signal was generated, but still 

without f0 modifications. As a final step, f0 was modified using 

the TD-PSOLA method [3] to achieve the f0 contour of the 

target utterance. 

4. Listening test 

To evaluate the effect of the filtered glottal flow residual on 

the quality of the transformed speech, a listening test involv-

ing the resynthesised speech utterances was performed. The 

test was administered online, and participants were instructed 

to take the test in a quiet room using high-quality headphones. 

They were also informed of the approximate duration of the 

test and that they could listen to each stimulus as many times 

as they wished. Before the main test, a practice file was pre-

sented, which contained all the test stimuli. This would allow 

the participants to familiarise themselves with the stimuli and 

to adjust the volume to a comfortable level. Participants would 

then proceed to the main test and judge the naturalness of the 

stimuli on a scale from 1 to 7, where 1 denotes extremely un-

natural (i.e. the stimulus sounds very artificial) and 7 perfectly 
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natural (i.e. the stimulus is likely to be produced by a human). 

The stimuli were presented in a randomised order, and includ-

ed three versions of neutral, angry and sad voice: the original 

recording and the resynthesised signal with and without the 

modified glottal flow residual.  

In total, 25 participants completed the test, and the results 

in terms of the mean opinion score are presented in Fig. 2. The 

mean values of the naturalness increased in all cases thus 

showing that the glottal flow residual can potentially contrib-

ute to the naturalness of the synthetic output in voice trans-

formations. Nevertheless, the amount of improvement was 

rather less than expected for the transformed voices. This sug-

gests that there are also other factors contributing to the 

degrading of the quality as the signal is transformed. 

 

Figure 2: Mean opinion score of the naturalness of utterances 

synthesised with or without the glottal flow residual. 

Note that, as expected, the resynthesis of the neutral utter-

ance with the residual received almost identical ratings to the 

original recording. This simply shows that by adding back the 

residual to the modelled source signal, one should in principle 

obtain the original waveform. 

5. Conclusions 

This paper explores the potential contribution of the glottal 

flow residual for improving the quality of the synthetic speech 

output in the context of affect-related voice transformation. 

The properties of this residual signal were analysed and 

modelled using multiple regression analysis, and the results 

suggest that there is a strong correlation between the SPL of 

the residual and the source parameters Ee, Rd and f0. The 

results also show that the variation is frequency dependent, 

where low frequency energy in the residual is mainly 

determined by the glottal excitation and mid to high frequency 

energy of the residual is more influenced by the glottal pulse 

shape. 

A method for modelling the residual is presented, which 

enables modifications of the residual based on the changes in 

the voice source parameters used in voice transformations. 

Consequently, this modelling makes it possible to use the 

modified residual as part of the voice source signal when 

transforming the voice quality in expressive speech synthesis. 

The three voice source parameters used as control para-

meters in the GlórCáil system (i.e. Ee, Rd, and f0) and the SPL 

of the residual in different frequency bands were used in the 

modelling and in the transformation of the residual. The 

results of the listening test support the proposition that when 

modified appropriately, the residual signal can improve the  

quality of the synthesis. However, they also indicate that even 

with the inclusion of the residual signal thus modified, the 

quality of the transformed voice is judged to be degraded rela-

tive to the original recordings of the targeted affective utter-

ances. 

As a next step we plan to incorporate the glottal flow 

residual into the GlórCáil system. However, the residual mod-

elling will have to be tuned to the system, since the automatic 

analysis will most likely yield a larger residual with, potential-

ly, a different correlation pattern. We further envisage on-the-

fly adaptation of the modelling to optimise the residual also to 

the speaker’s voice characteristics.  

A limitation in the modelling presented here is that the 

voice transformation did not include any VT filter modifica-

tions or changes to the durations. Although the current modifi-

cations can transform the utterances and convey different 

affects, such additional modifications should contribute to the 

expressiveness of the utterances, and therefore also improve 

the naturalness. For instance, the lax voice quality associated 

with the sad utterance also results in substantially increased 

formant bandwidths – a source related effect on the VT filter 

settings that was not included here. 

 For the transformed angry voice, the voice quality was on 

the other hand quite tense. This combined with very narrow 

formant bandwidths for this speaker produced strong higher 

harmonics which may have caused some distortion due to ali-

asing. The LF model, and other source models based on sam-

pled piecewise elementary functions, can introduce noticeable 

aliasing distortion when the sampling frequency is relatively 

low [29-31]. We are therefore planning a rerun of the experi-

ment using instead the aliasing free version of the LF model 

presented in [32]. 

Additionally, while the GlórCáil system includes aspira-

tion noise as part of the voiced excitation, the synthetic voice 

signal used here did not take this into account. It might there-

fore be interesting to compare the relative contribution of this 

noise source with that of the glottal flow residual in future 

studies. 

An important aspect of the modelling of the residual is the 

capacity to capture frequency dependent changes. There was 

evidence from the present analysis that changes in the residual 

are indeed frequency-dependent when source parameters are 

modified to synthesise different affects. However, the fre-

quency-depended model that was developed here needs to be 

explored in more detail in order to clarify precisely how the 

spectrum of the residual is affected by changes to the source 

parameters. The perceptual consequences of these spectral 

changes to the residual also need further investigation. It 

would be interesting to establish to what extent the more com-

plex frequency modelling contributes to the naturalness and 

the affect perception of the synthetic speech compared to the 

simpler modelling involving only modification of the ampli-

tude level of the residual. 
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