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Abstract 

3D models find application in a range of materials science areas, from fractography and failure 

studies to 3D printed metal topology. Atomic force microscopy (AFM) is commonly used for 

measuring surface topology, though this is limited to relatively flat surfaces and by tip 

geometry. However, 3D data can be obtained from scanning electron microscope (SEM) 

images via quadrant detectors (“shape from shading”), stereo pair reconstructions or 

photogrammetric datasets. Photogrammetry constructs 3D models from several 2D images at 

different viewpoints through the use of a number of mathematical algorithms to extract the 

scene’s geometry. With the reconstruction only requiring 2 or more 2D images, standard SEM 

imaging can be used in place of digital photography, and without requiring specialised 

hardware. The widespread popularity of photogrammetry has created an upsurge in 

reconstruction software, both commercial and open source, whose rapid advancements can 

be leveraged for SEM applications. Photogrammetry, however, can be a time consuming and 

expensive process, depending on the sample being imaged and the software used for model 

reconstruction. We demonstrate an efficient method for ‘microscopy for photogrammetry’, 

developing a framework for selecting imaging parameters to ensure a satisfactory 

photogrammetric data set is acquired. This results in a practical and accessible procedure for 

reconstructing 3D microscale structures using open-source photogrammetry software in the 

SEM. 
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1. Glossary 

VR – Virtual Reality 

SIFT – Scale-invariant feature transform  

SfM – Structure from Motion 

MVS – Multi-View Stereo 

SEM – Scanning Electron Microscopy/Microscope  

TEM – Transmission Electron Microscope 

SE – Secondary Electron 

HC – High Current 

E-T – Everhart-Thornley Detector 

BSE – Backscattered Electron 

WD – Working distance 

ESB – Energy Selective Backscatter Detector 

In-Lens – In-Lens Detector 

STEM – Scanning Transmission Electron Microscopy  

AFM – Atomic Force Microscope 

EDX – Energy Dispersive X-Ray Spectroscopy  

EP - Eucentric Point  
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2. Motivation 

Accurate measurement of the three-dimensional form is essential for enhancing the 

performance and behaviour of technologically significant devices, ranging from electronics to 

medical stents. The intricate relationship between a device’s 3D structure and its functionality 

requires precise measurements to identify areas for improvement, in order to drive innovation 

in device design. By capturing and analysing the 3D characteristics of these devices, 

researchers can uncover new insights that contribute to the development of more efficient 

and advanced technologies.  
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3. Introduction 

3.1. Stereo Pair imaging 

When an observer looks at a solid object with both eyes, the lateral separation of the eyes in 

the observer’s head means that each eye obtains a 2D image of the object at slightly different 

viewpoints.1 The observer’s brain/central nervous system uses this binocular disparity to unite 

the two images and produce a single 3D representation of the scene and thus perception of 

depth, in a process called stereopsis. Humans, through knowledge and experience of the 

world, can also perceive depth through a number of monocular depth cues (linear perspective, 

shading, relative size), although it is not as powerful as binocular depth perception. In other 

words, depth perception allows humans to view the world around them in three dimensions.2–

4  

3.1.1. History of 3D viewing 

Charles Wheatstone is credited with the discovery of stereopsis and subsequent invention of 

the first stereo scope (called the Wheatstone mirror) in 1838.5 Wheatstone illustrated that 

horizontal disparity was an effective depth cue by creating the illusion of depth from two 2D 

pictures that differed only in their horizontal position.6 This illusion of depth is called 

stereoscopy and has been a source of entertainment/amusement since Victorian times. This 

method brought 2D photographs to life and allowed ordinary people to see a world they may 

never see from the comfort of their own home.  
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Figure 1: The Wheatstone mirror, invented by Charles Wheatstone in 1838 and the 3D stereoscopic 
viewers which have been developed since then, including: The Holmes Steropticon, the Mattel View-

Master and modern Virtual Reality headsets (like the Oculus Rift) 

The Wheatstone mirror, or stereoscope (Figure 1), involved the use of a pair of mirrors at 45-

degree angles to the observer’s eyes, each of which reflected an image onto screens located 

off to the sides. The brain fuses the two images as one, proving that each eye sees one image.5 

The stereoscope has continually been improved upon throughout history, from the bulky 

Wheatstone mirror, came the Holmes Stereopticon, which was then improved upon by the 

Mattel View-Master in the early 1900s. Modern applications of stereoscopes include red-blue 

3D movies (anaglyph stereo pairs) and Virtual Reality (VR) headsets, such as the Oculus Rift or 

the HTC Vive.7–9 Anaglyph 3D stereo pair imaging involves taking two images of the same 

subject at slightly different perspectives. This imitates how our eyes look at objects from 

separate perspectives and can determine depth. The two images are taken and overlaid.10 The 

individual images are filtered into the viewers separate eyes by encoding the images with 

chromatically opposite colours (red and blue) or in modern 3D movies, by polarising the 

images differently.11 Glasses with a red and a blue lens or different polarising lenses are then 

used to view the subject in 3D.12 This imitates how our eyes look at objects from separate 

perspectives in order to determine depth. Nowadays VR headsets allow a stereoscopic viewer 

to not only view 2D images in 3 dimensions, but to interact and fully immerse themselves into 
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a simulated environment through the use of images projected into each eye and 

accelerometers in the head mounted display and hand controllers to track head and hand 

movement.8 Having been first developed in the mid 90’s, VR has recently seen an enormous 

rise in popularity due to their heavy use in entertainment (video games)13, education (military 

or medical training)14,15 and business settings (metaverse).16 

3.2. Photogrammetry  

Photogrammetry is the science of taking 3D measurements from 2D photographs.17 Generally, 

when measuring the size of an object, e.g. the length, height and width of a building, then an 

operator would carry this out on site. However, in the case where this building did not exist 

anymore, then these dimensions could be determined through historical photos, provided the 

scale of the photos was known.18 This process is an example of photogrammetry. 

Photogrammetry can be defined as any technique allowing the modelling of 3D space from 

two or more 2D images.19 In other words, it is a measurement technique which can extract the 

geometry of a 3D object from a number of 2D images of the object. 3D reconstruction in any 

environment is one of the integral tasks in 3D computer vision for artificial intelligence which 

has occupied mathematics and computer science researchers for the last 3 decades.20  

3.2.1. History of photogrammetry  

Photogrammetry finds origin in ancient Greece, with Aristotle laying the foundation with his 

theory of vision.21 This was further worked upon through the perspective technique, which 

involved the implementation of 3D cues within 2D paintings by mathematicians, architects and 

painters in the 18th century.22 Photogrammetry techniques couldn’t exist without the 

existence of a photographic process, which was pioneered in the 19th century by Nicéphore 

Niépce.23 In the late 19th century, the first photogrammetry experiments involving aerial 

photographs for the process of topographical mapping were carried out by Colonel Aimé 

Laussedat in his hot air balloon. His dedication to the subject earned him the title “The father 

of photogrammetry”.24 Technological innovation and progress in film, cameras, 

photogrammetric techniques and flight continued through the 20th century, driving continual 

innovation across the sector. The drive for military reconnaissance allowed for improved 
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research into aerial imaging/photogrammetry and therefore the mass production of maps 

during the first and second world wars.25,26  

 
Figure 2: Outlines the many industries employing photogrammetry to improve the quality of work or 

make it more efficient. The industries displayed are (top-left, clockwise) Geoscience, Construction, 
Entertainment, Archaeology, Health and Safety, Urban Surveying. 

The modern development of photogrammetry has been heavily influenced by the 

advancement and falling cost of computing power, software engineering, commercial 

unmanned aerial vehicles (drones) and digital photography.27,28 These advancements have 

improved the field of topographical mapping, but more importantly, have made 

photogrammetry more accessible to a plethora of different industries/fields, including 

hobbyists. The incorporation of photogrammetry into different applications has allowed it to 

evolve from solely aerial datasets of a topography to images of close-range subjects. Some of 

these industries are outlined in Figure 2. The field of geoscience which uses aerial 

photogrammetry to study volcanos, their growth over time and possibly predict eruptions.29 

Photogrammetry allows construction firms and safety inspectors to safely monitor the 

progress of building sites or hazardous/difficult to reach areas.30,31 Archaeologists use 

photogrammetry to record buildings, artefacts and dig sites. It allows for a better 

understanding of the subject and offers a more comprehensive record than drawn records.32 

Photogrammetry is also used in the film and video gaming industry to enhance the computer-
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generated imagery (CGI) and to bridge the gap between the real and digital world.33,34 

Photogrammetry is developed on the angles and relative shifts of the objects within the scene. 

Therefore, the mathematics of the algorithms will hold up for objects of any size including 

celestial objects35 and micro- and nanoscale objects. This is discussed further in section 3.2.2.4. 

 
Figure 3: The key stages in a photogrammetry workflow: (1) Dataset acquisition of a subject, in this 
case of a tree stump, imaged with an iPhone camera. (2) keypoint matching through Scale-invariant 

feature transform (SIFT). (3) Structure From Motion (SfM) with camera position/perspective and 
sparse point cloud as an output. (4) Densified point cloud computed via Multi view stereo (MVS). (5) 

3D model and mesh generation  

Photogrammetry software reconstructs sets of 2D photographs of the original 3D source 

object into 3D computerised models. In order to complete this task, the software employs a 

number of mathematical algorithms.36 These algorithms, summarised in Figure 3, have the 

ability to determine/compute the camera’s position and extract 3D information from a scene, 

through the use of a series of overlapping images. This negates the need for a priori, or 



8 
 

prerequisite information on camera location, orientation, calibration and/or known reference 

points within the scene, as these are all computed by the software.37  

3.2.2. Summary of Common Algorithms 

3.2.2.1. Structure from Motion (SfM) 

Structure from Motion (SfM) is a photogrammetric technique which is modelled on the basis 

that humans, with binocular vision and the ability to view objects while in motion, can 

determine an object’s depth, volume and 3D features.38 It involves a number of mathematical 

algorithms in order to carry this process out. Such algorithms include Scale-invariant feature 

transform (SIFT), Bundle adjustment and multi-view stereo, among others.39,40  

3.2.2.2. Scale invariant feature transform (SIFT) 

SIFT, also known as keypoint extraction, identifies points or sets of pixels known as keypoints, 

that are locally distinct, i.e. have distinctive contrast or texture. When keypoints are on two or 

more images within a dataset and SIFT gives them each a numerical descriptor, called a feature 

vector.41 The keypoint is found on the image through a difference of Gaussian approach: 

multiple Gaussian blurs are applied at different magnitudes and then subtracted from one 

another. The stacked blur will reveal extreme points, those that stand out with high contrast 

or intensity.42 These key points are then matched up on all of the images in which they appear.  

 
Figure 4: A visual description of how the SIFT algorithm determines keypoints on images. 

Figure 4 illustrates how the SIFT algorithm determines keypoints on the basis of localised 

differences of intensity/brightness/contrast. It does this by analysing the surrounding image 

patch or local area/neighbourhood of the distinctive point within the image and determining 
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the intensity gradients of this area/patch, through collecting histograms of the intensity of the 

local image area (image gradients).43 These histograms are discretised thus giving the local 

point its descriptor vector.44 This exact intensity gradient is then used to search for where the 

intensity gradient/descriptor vector appears in other images taken of the same scene/object.45 

Therefore, the amount by which one image’s area includes the area covered by another image 

is key. When this coverage is expressed as a percentage it is commonly called overlap. 60-70% 

overlap is quoted as the suggested minimum overlap for most photogrammetry software, to 

ensure the same points between images are being tracked by the algorithm.46 This is known 

as keypoint matching an algorithm in computer vision to detect and describe local features in 

images which was invented by David Lowe in 1999.47 If a sufficient number of keypoints are 

matched across an acceptable number of images, then the SfM process carries out a bundle 

adjustment. 

3.2.2.3. Bundle Adjustment 

Bundle adjustment is an estimation technique which estimates the location of the 

computed/matched keypoints from the SIFT algorithm in 3D space.48 It is not technically a part 

of the SfM process but is a very common next step in order to refine the initial point cloud 

produced by SfM.49  
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Figure 5: (Top) A schematic of how bundle adjustment uses the keypoints, computed by SIFT, to 

determine the camera’s internal and external parameters as well as the position of the keypoint in 3D 
space. (Bottom) Also shown is how the algorithm determines the reprojection error of the 2D points in 

relation to the 3D point.  

Bundle adjustment estimates the 2D keypoints’ location in 3D, as presented in Figure 5. The 

algorithm also estimates the camera’s external parameters, known as its position and 

orientation. It calculates this to 6 degrees of freedom (i.e. 3 movements (x, y, z) along an axis 

and 3 rotations (roll, pitch, yaw) around an axis).50 The algorithm also estimates the camera’s 

internal parameters (focal length, principal point etc.). The estimation of the location of the 
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keypoints and the location of the cameras, in 3D space, are completed at the same time in 

order to ensure that reprojection error is minimised.51 As outlined by Figure 5, the reprojection 

error is the distance between a reprojected keypoint and a 2D keypoint, computed by SIFT.52 

Minimising the reprojection error leads to a large least squares problem.53 Due to sparsity 

(inability to observe all key points in all images) in the dataset, only some keypoints/features 

will be present in all or many images. This will lead to a number of zeroes, resulting in sparse 

matrices. The algorithm can exploit this sparsity by computing just the non-zero parts of the 

sparse matrices to make this process more computationally efficient.54 Thus this algorithm 

optimises 3D point and camera placements simultaneously by minimising the squared error 

between the estimated and measured image feature locations.55 What results is a so-called 

sparse point cloud, shown in Figure 3, which displays the matched keypoints in their positions 

in 3D space.56  

3.2.2.4. Multi View Stereo (MVS) 

Multi view stereo (MVS), as the name suggests, is a multiple viewpoint version of the stereo 

matching algorithm, invented in 1979.57 Instead of just two viewpoints however, the algorithm 

would use multiple viewpoints in an effort to increase surface texture and decrease image 

noise.58 It allows for a huge number of images to be used with the only constraint on the user 

being computing memory/power and time.59 MVS algorithms are able to produce accurate, 

coloured and dense point clouds from multiple images, if the cameras’ parameters and 

viewpoint positions have been determined.60 These parameters and viewpoints are already 

determined by the previous two techniques (SIFT and Bundle adjustment), which are given by 

the sparse point cloud. The MVS algorithm sets out to densify the sparse point cloud into a 

dense point cloud, as depicted in Figure 3, through attempting to determine the 3D location 

of every pixel in every image. It does this using the sparse point cloud, through a depth map 

computed by trigonometry between the rays projected from the camera positions to the 

image pixels.61 Dense point clouds are subsequently converted into mesh, through one of 

several algorithms, such as Poisson surface reconstruction.62 It does this by linking the points 

in the dense point cloud to produce a polygon mesh, which is made up of a collection of 2D 

shapes which defines the 3D shape of the model.63 The more points that the dense point cloud 
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has, the smaller the individual polygonal shapes leading to a more refined polygonal mesh. 

The mesh can be further refined through photo-consistency checking algorithms and UV 

application. Texturing the 3D mesh is carried out through UV unwrapping. The letters “U” and 

“V” denote the axis of the 2D texture as x, y and z are already being used to denote the objects 

position in 3D space. UVs are essentially points which indicate which pixels on the texture 

corresponds to which vertexes on the 3D mesh. What results is a photo realistic version of the 

3D mesh based on the 2D images it was created from. This improves the mesh’s texture and 

photo realism and lead to a working 3D model as displayed in Figure 3.64  

These algorithms have made photogrammetry a lot more accessible to the general public and 

have drastically altered the workflow of a photogrammetric acquisition for the better, saving 

time and money.65 Where a traditional photogrammetric topographic workflow would involve 

extensive planning and the use of specialised equipment, workers and/or a number of 

helicopter flights, a modern digital photogrammetry workflow could just involve a single 

operator with a DSLR camera and a personal computer.66,67 This greatly reduces the cost and 

time factor involved with photogrammetry, especially because of great advances in DSLR 

cameras, unmanned aerial vehicles (UAVs/Drones) and GPU and computing power.68,69 That 

being said, because photogrammetry is a passive technique, the quality of the resultant 3D 

reconstruction is entirely dependent on the quality of the input images. Therefore, even 

though the general public has good access to relatively good cameras, good computing power 

and robust photogrammetry software, the acquisition designs, cameras and settings should 

still be optimised and considered with utmost care.37  

Originally designed for macro-scale photogrammetry applications, these algorithms have been 

adapted and applied to microscopy, specifically in the context of scanning electron microscopy 

(SEM).70 Photogrammetry relies on angle measurements, which are size invariant, and relative 

shifts, which are proportional to scale. As a result, photogrammetry can be scaled up to huge 

objects, like the sun,35 or can be scaled down to the micro scale while maintaining the integrity 

of its mathematical algorithms’ principals. With the aid of these algorithms, SEM operators 

can now capture a series of micrographs and reconstruct detailed 3D models of microscopic 

samples. This will be evaluated in the following section. 
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3.3. Scanning Electron Microscopy 

Scanning electron microscopy (SEM) is a characterisation technique used in a multitude of 

different fields. It is widely used in both academia and in industry, for quality control or failure 

analysis of materials.71,72 As the name suggests, electron microscopes use a beam of electrons 

as a source of illumination, in contrast to light rays used for a light microscope.73 There are 

two main types of electron microscopes: Scanning Electron Microscope (SEM), where the 

electron beam is scanned over the sample and the resultant signal collected at a detector; 

Transmission Electron Microscope (TEM), which involves the electron beam passing fully 

through the sample and being detected at the bottom of the microscope.  

 
Figure 6: Cross-section and main components of Zeiss© GEMINI electron column. 

The internal components of the SEM electron column are described in Figure 6. Electron 

beams are produced by electron guns (i.e. a negatively charged electrode) via one of two 

processes called thermionic emission74 or field emission.75 Thermionic emission involves the 
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liberation of electrons from a cathode when it’s heated to a certain temperature and field 

emission involves creating a strong electric field to extract electrons from the tip of a sharp 

W/ZrO2 crystal (Schotkky Field Emission gun). Electrons are negatively charged sub-atomic 

particles and can be manipulated by electric or magnetic fields.76 The electrons are accelerated 

down the electron column by an accelerating voltage, which can determine the velocity and 

energy of the electron beam. Samples to be imaged by electron microscopes must be 

conductive or made to be conductive, through various methods (Au/Pd sputtering, Ag colloid 

etc.). If an insulating sample is used, the electron beam can cause a build-up of electric charge 

on the surface of the sample. This can cause various imaging artefacts (due to beam deflection 

from the negative surface charge) and sample damage.77 Samples within an electron 

microscope must be under vacuum to allow free unimpeded movement of electrons from the 

electron gun to the sample and then to the detector. This vacuum is produced through a series 

of increasingly powerful pumps.78 Resolution is defined as the smallest distance between two 

points that can still be distinguished as two separate entities. The resolution of a microscope 

depends on the wavelength of the illumination source, diffraction effects cause the image to 

distort, leading to blurred or smeared-out features. TEMs have a theoretical resolution of 

approximately 0.05 nm, which is much smaller than the smallest resolution achievable by light 

microscopy (400-700 nm). SEMs have a theoretical resolution of approximately 1-5 nm, which 

is also much smaller than light microscopy. However achieving a theoretical resolution can be 

difficult due to a number of factors (i.e. instrument stability, sample preparation and imaging 

conditions).79,80  

As described by Louis De Broglie,81,82 electrons have a wave-particle duality just as photons do, 

and coincidentally have much smaller wavelengths (10-12 m) than light rays (10-7 m).83,84 This 

was described by De Broglie, where the wavelength (λ) is inversely proportional to the 

momentum (m v) of the particles: λ = ħ / m ν where ħ is the reduced Planck’s constant. The 

momentum of photons of light is governed by their energy (E = h f), and therefore their 

frequency/wavelength (c = f . λ). A visible light microscope’s resolution is therefore 

constrained by the large wavelengths of the visible light range (700-300 nm). The best possible 

resolution of a light microscope would therefore be 300 nm x 0.5 = 150 nm.85 Due to the much 
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smaller wavelength of electron beams, much smaller objects can be resolved by the electron 

microscope, such as the SARS-CoV-2 viral structure.86 The resolution of electron micrographs 

depends on the sample composition and the parameters used on the microscope, such as: 

detector used, accelerating voltage and working distance (WD).87 The electron beam is then 

focused using electromagnetic lenses into a fine spot, onto the sample being imaged.88 The 

distance between the pole piece and the beam’s cross over is the WD. A small WD means the 

resolution of the sample will be larger due to a smaller electron flight to the sample. The 

strength of the magnetic field produced by the lenses and therefore the severity of the 

deflection of the electron beam can be modulated by changing the current supplied to the 

lenses.89 The electromagnetic lenses therefore control the focus (using the 

condenser/objective lens),87 astigmatism (using the quadrupole lens),90 and magnification and 

position (using the scan coils) of the electron beam. The electron beam is then scanned across 

the surface of the sample being imaged in a rectangular fashion called a raster scan.91 The 

aperture of the electron column is “hole”, which has a variable radius, that the electron beam 

passes through. Aperture choice is dependent on the user’s/sample’s need. The aperture is 

placed in between the condenser lens and the objective lens. The aperture and condenser lens 

in the SEM play crucial roles in beam current and depth of field. The depth of field refers to 

the distance along the z-axis over which the sample remains in an acceptable focus. The WD, 

when increased, can also increase the depth of field, due to the decrease of the convergence 

angle. 92 In general, when the aperture size is large, the convergence angle of the electron 

beam is larger which decreases the depth of field of the image. Using a larger aperture, 

however, causes a larger probe diameter and therefore, allows for more electron beam 

current to reach the sample. This allows for increased signal yield to be produced by the 

sample, leading to larger contrast, with the drawback of having less resolution due to the 

larger spot size.93 The electron column shown in Figure 6 is specifically a GEMINI© column, 

developed by Zeiss©.94 The GEMINI© technology has been designed to overcome the main 

limiting factors of the SEMs resolution, using innovative solutions such as the integrated beam 

booster or the magnetic/electrostatic objective lens. The GEMINI© column does not have a 

multiple condenser lens set up and crossing over of the beam happens only after the objective 
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lens. The GEMINI©’s probe current can be influenced by the High current (HC) mode. HC mode 

doubles the beam current in comparison to standard operation parameters by changing the 

angle of the probe entering the objective allowing a greater flux of electrons. As a by-product, 

the convergence angle is decreased, which increases the depth of field. The higher current in 

a smaller beam diameter allows for a greater depth of field over the sample. However, tilting 

a flat specimen to a high degree can exceed this large depth of field. This leads to a focused 

centre of the image and out-of-focus edges. At high tilt angles, the sample's higher side causes 

underfocus, while the lower side causes overfocus of the electron beam. Consequently, the 

edges of the resulting electron micrographs appear defocused. This can be relieved through 

the use of dynamic focus. When dynamic focus is selected, the power amplifier supplies the 

objective lens with a “saw-tooth” current in order to modulate the focal point along the range 

focal changes across a tilt. 
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Figure 7: Sample interactions of an electron beam. (Top-Left) describes how primary electrons (PE) can 
interact with sample atoms and produce different types of signals. (Bottom-left) describes the depth 

at which the electron beam can penetrate and where different SE (SE1, SE2 and SE3) and BSE 
originate from, this is also known as the interaction volume. (Top-Right) describes the edge effect and 

how a larger signal originates from higher aspect ratio surface structures. (Bottom-right) describes 
how the interaction volume changes with differing SEM parameters, in this case accelerating voltage. 

As presented in Figure 7 (top-left), when the electron beam scans the sample’s surface it 

interacts with the sample’s atoms. The energy exchange between the electron beam and the 

sample’s atoms produces a number of signals which may be used as a source of contrast for 

an image (secondary electrons (SE), backscattered electrons (BSE), characteristic X-rays etc.).95 

BSEs occur when the incident electron beam undergoes elastic scattering with the atomic 

nuclei. There are two types of SE produced by the sample. SE1 are generated by the direct 
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impact of the electron beam with the sample. SE2 are generated by BSEs, which have 

elastically scattered, from deeper in the sample. SE3 are generated by high energy BSE which 

have emerged from the sample and strike the vacuum chamber wall or pole piece and 

generate SEs from these surfaces.96 Some of the signals received from a scanned sample can 

give topographical contrast (SE) and others give characteristic contrast (BSE). These signals are 

collected by different detectors, which are placed in several different positions in the specimen 

chamber.97 

The SE detector, an Everhart-Thornley (E-T) detector, solved the problem of detecting low 

energy SEs through post-specimen acceleration.98 To prevent this from affecting the primary 

electron beam, the E-T detector is located at a distance from the primary beam, on the lateral 

wall of the sample chamber (Figure 6), off to the side of the sample being imaged. The E-T 

detector is sensitive to type 1,2 and 3 SEs as well as BSEs, providing both topographical and 

atomic number contrast.93 Various topographical contrast mechanisms play a role in 

enhancing the visualisation of the SEM including: diffusion contrast, SE diffusion contrast, 

mass-thickness contrast, shadowing contrast and surface-tilt contrast. The edge effect, which 

is shown in Figure 7 (top-right), is primarily described by the shadowing and surface-tilt 

contrast mechanisms. Surface-tilt contrast refers to the variations of SE signal intensity from 

the surface of a sample when the incident electron beam interacts with inclinations of the 

surface on a specimen. When the surface is tilted/inclined the angle of incidence of the 

electron beam changes, which results in variations in SE emission and collection efficiency. 

Shadowing contrast is the mechanism when the incident electron beam strikes a bump or 

protruding feature on the sample surface. When the beam interacts with this raised area it 

causes a shadow to form on the surface behind the feature, caused by reduced SE emission.99 

This interplay of illumination and shading of the sample’s protruding features, known as 

topographical contrast, is the dominant mechanism of secondary electron detection. It reveals 

the topography of the sample, providing a visual representation that is analogous to the way 

directional light reveals surface details, contours, and creates perception of depth, similar to 

how the human eye perceives three-dimensional objects.93,100  
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Through-the-lens (TTL) detectors, which include the energy selective backscattered (ESB) 

detector and the “In-Lens” SE detector. The In-Lens detector detects SE1 which are produced 

by the interaction of the electron beam and the sample surface, as described by Figure 7 

(bottom-left). They are then captured by the lens’ magnetic field and are then attracted to an 

E-T detector at the top of the lens.93 This method of SE capture means that BSE are completely 

excluded, resulting in the In-Lens detector being much more surface sensitive.101 It also 

reduces the topographic information given by the edge effect, as the detector is along the 

same axis as the electron beam, rather than to the side of the sample. This is analogous in the 

macroscale to an object being illuminated and viewed from top-down.  

3.4. 3D Characterisation  

Currently there are many techniques used to extract 3D images from electron microscopes. 

That is, images that represent the x, y and z axes of the sample. Obtaining 3D information 

provides valuable insights into the relationship between the chemical make-up, structure and 

performance of materials. 102 For this reason, many industries require more spatial resolution 

than that in the 2D. Fields like the petrochemical industry to examine the porosity of clays,103 

Carbon-Carbon composite research to determine its internal density104 and semiconductor 

industry to determine the surface topography and the subsurface tomography of the 

sample.105  

  



20 
 

 

 
Figure 8: Diagram of the different methods to produce a tomographic 3D-model in the SEM (SBF-SEM, 
FIB-SEM and Array Tomography) and in the TEM (TEM Tomography) and their subsequent 3D models 

(a-d)106 

3.4.1. Micro-tomography 

Tomography is an imaging technique using a penetrative ray to image multiple sections of a 

sample. It is used in multiple industries to form a 3D reconstruction of the internal components 

of 3D objects.107–110 Computerised tomography (CT) scans can be used as powerful diagnostic 

tools for medical patients with internal injuries/diseases. A rotating x-ray source produces 

slices/cross sectional images of the patient’s body. These are then stacked together to form a 

3D image of the part of the body that is being imaged.111 Electron tomography is analogous of 

this process. This is the same mechanism by which electron tomography is carried out, except 

the penetrative rays used are electron beams instead of X-rays. Electron beams are used in 

place of X-rays due to their much smaller wavelength as a consequence of the De Broglie 

wavelength of travelling electrons,82,102 as mentioned above in the section 3.3. Electron 

Tomography is used to image the internal structures of biological samples (cells, tissues, 

primitive multicellular organisms) and can be carried out by an SEM or a TEM, as described by 
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Figure 8.112,113 The ability of electron micro-tomography to acquire 3D information of the 

internal structure of a sample is limited by factors such as the thickness of the sample and the 

accelerating voltage of the electron beam used. The z-resolution of the images is entirely 

dependent on the thickness of the slices. Thickness of the slice can vary depending on the 

instrument used and the sample’s material.114 A microtome (diamond knife) must therefore 

be used to section a sample, encased in resin. The microtome can section the sample (in 10 to 

200 nm)115 within the SEM’s vacuum chamber while imaging (Serial Block Face Tomography – 

SBF-SEM)116 or before imaging by mounting the sample slices on a stub and then placed into 

the SEM vacuum (Array Tomography).117 In place of a microtome, a small section of the sample 

can be milled away using a focused ion beam (FIB-SEM).118 A TEM transmits the electron beam 

straight through the sample allowing a 2D view of the internal structures of the sample. 

Electron tomography using a TEM involves taking multiple electron micrographs at different 

sample tilt values (i.e. this doesn’t involve the use of slicing the sample). Computational 

algorithms then reconstruct the sample’s 3D internal structure from a series of projections 

obtained by multiple tilts. TEM tomography allows for a comprehensive and detailed 

representation of the sample’s internal features in three dimensions. 
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3.4.2. Shape from shading 

Four quadrant BSE detectors have the ability to capture compositional and topographic 

information simultaneously while imaging.119 BSE (elastically scattered from atoms, as 

described by Figure 7, above) are more likely to occur when the atoms on the sample being 

imaged are large (i.e. when the atomic number is high). 

 
Figure 9: (a) A quadrupole backscattered electron detector. (b-e) The images produced from each of 

the quadrants of the BSE detector. (Bottom) A 3D colourised model produced from a height map 
calculated from the images captured from the detector. Images sourced from: 

(http://dx.doi.org/10.1017/S1551929518000482) 

As the four quadrant BSE detector is split into 4 sections (as in Figure 9), each section views 

the same point at a slightly different perspective, which is analogous to the way in which our 

eyes perceive depth. This causes there to be shading on different sides of each image (Figure 

9 (b)-(e)). This shading is seen as a local gradient/slope at each pixel. When opposite sides of 

the detector are combined as pairs (N-S and E-W), these slopes can be calculated. A height 

map can be produced through the integration of these local slopes. The height map is a 

grayscale image which represents the height of each pixel on the sample, with brighter pixels 

indicating higher elevations. The 3D modelling software utilizes adjacent point connecting 
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algorithms, combined with smoothing algorithms, to connect the height map data and create 

a 3D model of the sample.120 However, there are several limitations BSE images to consider 

when using them as a 3D reconstruction tool. As mentioned in section 3.3, the BSE signal is 

sensitive to the atomic number (Z) of the material, so variations in sample composition could 

negatively affect the contrast and accuracy of the resulting 3D reconstruction. BSE do not 

provide the same level of surface detail of other electron interactions (such as SE1) as they 

originate from deep within the sample, as described by Figure 7. Also, quadrant detectors can 

incur significant costs on the researcher in terms of acquiring specialised hardware and 

training which may be prohibitive to some researchers. 

3.4.3. Stereoscopic 3D imaging 

Stereoscopic imaging in SEM is a technique that which aims to replicate the depth perception 

in human vision by simulating the way our eyes perceive 3D objects, outlined in section 3.1. In 

stereoscopic SEM, two scanning electron micrographs are acquired from slightly different 

angles, mimicking two images being detected by human eyes. The two SEM images can then 

be combined digitally through anaglyph generation or by creating a stereo pair. The image can 

then be viewed using a stereoscope or other display system that allows each eye to see the 

corresponding image, creating a perception of depth. This method provides enhanced visual 

information about the 3D structure and morphology of samples. By perceiving depth, 

researchers can new insights into the surface topography. However, there are certain 

limitations to consider when using stereoscopic imaging in the SEM. The superposition of two 

images can lead to loss of fine detail and resolution, compromising the resulting image quality. 

Stereoscopic imaging requires specialised equipment such as a stereoscope or 3D display 

system, which may not be readily available or accessible for all. Additionally, getting optimal 

results with SEM stereoscopy requires expertise and training, as achieving the correct angle 

between the two images is complex and crucial. Lastly, 3D images produced by stereoscopy 

have a very limited field of view, limiting the comprehensive visualization of the surface 

structure and specimen.121 SEM Stereoscopy is analogous to the work of Stefan Diller and 

Nanoflight© who produced very impressive 3D videos of micro and nanoscale samples. The 

videos show the user “flying” through the micro or nanoscale world, showing the complete 
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sample. This is not a common technique, however. Diller needed to procure specialised 

equipment in order to carry out these videos. The technique required a larger vacuum 

chamber to house a non-standard, 8-axis SEM stage as well as nine detectors, to capture 

multiple perspectives of the sample at the same time. The technique also required a lot of 

manual control over SEM parameters to ensure accurate images were being obtained. 

Therefore, this is a highly specialised technique which requires significant modifications and 

training to carry out.122 

3.4.4. Photogrammetry in the SEM 

As described in section 3.2, Photogrammetry is a process of extracting precise geometric 

measurements and generating accurate 3D models or maps from a collection of overlapping 

2D images. With photogrammetry software only requiring two or more overlapping 2D 

images, standard SEM imaging can be used in place of digital photography, without requiring 

specialized hardware.123 This is possible due to photogrammetry being based on matching 

keypoints between overlapping images and not being reliant on specific length scales or 

additional information about the camera or scene. This has already been attempted by a 

number of technique development researchers, such as: P. Kozikowski et al. who utilized paid 

photogrammetric software and an SEM to determine the diameter of relatively large graphite 

nanoparticles (hundreds of microns in size) or A.D. Ball et al. who used paid photogrammetry 

software to create a digital 3D model of a fly’s head using an SEM and then used the 3D model 

to create a physical model of a fly’s head through 3D printing for outreach.123,124 These studies 

demonstrate the potential of utilizing photogrammetric software for reconstructing 3D 

models from SEM images. However, it is worth noting that these studies primarily focused on 

larger samples, which may not fully represent the microscale range typically observed in the 

SEM. Moreover, specific details regarding SEM and software parameters were not extensively 

provided in these works which can present challenges in replicating their findings. 

3.5. Atomic Force Microscopy (AFM) and Limitations 

The most common method of 3D model production of micro/nano scale samples is atomic 

force microscopy (AFM). AFM is a type of scanning probe microscopy which is universally used 
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due to its versatility. A cantilever with a sharp tip at the end is scanned across the surface, 

scanning the sample in the x, y and z directions.  

 
Figure 10: Diagram of the main components of an atomic force microscope (AFM). (Right) the 

resolution limitation caused by the size and aspect ratio of the cantilever tip. 

The cantilever (which obeys Hooke’s law) bends, when it comes in contact with the sample, 

deflecting a laser positioned on the back of the cantilever as outlined in Figure 10. The laser 

reflects from the back of the cantilever onto a photodiode. When the cantilever is deflected 

due to being in contact with the sample surface, so does the laser, reflected onto the 

photodiode. As the position of the laser on the photodiode changes, it produces a voltage. This 

voltage is sent to the z-piezoelectric element, via a feedback loop. This lifts the cantilever to 

follow the height of the sample, until it reaches a set point of laser deflection. If there is a pit 

in the topography, the cantilever descends to keep the set point constant. These ascents and 

descents in cantilever heights can be recorded and therefore the topography of the sample’s 

surface can be accurately determined. In tapping mode, the cantilever is oscillated in order to 

read a change in amplitude. The feedback loop keeps the amplitude between the tip and 

sample constant. AFMs have a demonstrated resolution on the order of fractions of a 

nanometre. It has the ability to image with atomic resolution and is therefore well-suited for 

the characterisation of nanomaterials. 

AFM is a versatile technique for producing 3D models of microscale samples due to its 

capability of operating in a variety of environments including ambient air, vacuum or liquid 
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environments, and its ability to image non-conducting samples, unlike in electron microscopy. 

It can operate in contact mode or non-contact mode, which involves deflection based on Van 

der Waals forces between the cantilever tip and the surface. Non-contact mode can be used 

with samples which may cause excess deflection when in contact mode, especially biological 

samples. However, AFM is also limited by factors such as z-piezo range, tip length and aspect 

ratio. (Figure 10, (right)) and by the feedback loop (how quickly the cantilever head responds 

to changes in height) to prevent tip-sample contact/separation. In addition, the imaging 

process can be sensitive to factors such as sample roughness. Uneven or rough samples can 

cause the AFM tip to deflect inconsistently, resulting in inaccurate height measurements, 

which will ultimately lead to distortions in the final 3D model. AFM also requires samples to 

be prepared on a flat clean surface, which can be impractical for certain types of samples125–

127  
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4. Aim of project 

The aim of this project is to develop a framework for efficient imaging parameters in the SEM 

for use in the acquisition of photogrammetric datasets. Additionally, to increase the efficiency 

of this process, a predictive, mathematics-based, stage automation program will be developed 

to potentially decrease the time taken for the acquisition of the full dataset. Finally, these 

developed methods will be used to produce a 3D model of a microscale sample. The resulting 

photogrammetric microscale 3D model will then be compared against a microscale model 

produced via AFM. 

The primary objective of this project is to establish a comprehensive framework for optimizing 

imaging parameters such as brightness, focus, astigmatism, position and depth of field. This 

framework aims to act as a guideline enhance the quality, efficiency and throughput of data 

acquisition, ensuring the acquisition of high-quality photogrammetric datasets that can be 

subsequently reconstructed into accurate 3D models.  

In addition to parameter optimization, a key focus of this project is the development of a 

predictive, mathematics-based stage automation program. This program aims to automate 

the movement and positioning of the sample stage, which is the most time-consuming aspect 

of the data acquisition process. This program should streamline the data acquisition process, 

potentially reducing the time required to capture the full dataset. Furthermore, the developed 

method will be applied to generate a high-resolution 3D model of a microscale sample using 

the acquired photogrammetric dataset. Crucially, the photogrammetric software used should 

be open-source or the very least inexpensive. This model will serve as a valuable reference for 

evaluating the accuracy, cost-effectiveness, and reliability of the SEM-based photogrammetry 

approach. To provide a comprehensive analysis, the resulting microscale 3D model will be 

compared against a model generated using AFM. This comparison will allow us to assess the 

strength of the photogrammetry-based approach. 
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5. Materials and Methods 

5.1. Scanning Electron Microscopy (SEM) 

All microscopy work was carried out on the Zeiss© ULTRA and the Zeiss© Supra Scanning 

Electron Microscopes housed in the Advanced Microscopy Laboratory in Trinity College Dublin. 

The Zeiss© Ultra (made in Germany) has a GEMINI© class electron column, capable of sub-

nanometre resolution.94 This particular Zeiss© SEM is equipped with an SE2, In-Lens, ESB, 

STEM and EDX detectors. 
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Figure 11: Images of the Zeiss© ULTRA SEM (top) situated in the Advanced Microscopy Laboratory 
(AML) in Trinity College Dublin. (bottom-left) A stage carousel, with a single sample. (Bottom-right) 

the vacuum chamber door and the stage traversal system, where the stage carousel is mounted. 

Samples that were imaged were first cleaned and ensured to be conductive (Au/Pd sputtering, 

copper tape, Ag colloid) in order to be placed into the SEM vacuum chamber. Gloves were 

worn to ensure that the samples were protected from natural oils on the user’s skin. Samples 

were affixed to stainless steel sample pin mounts (Ted Pella Ø12.7 mm and Ø25.4 mm pin 

mounts) by conductive sticky carbon tabs (Ted Pella Ø12.7 mm and Ø25.4 mm carbon tabs). 

The samples were further cleaned using a plasma cleaner and then placed into the slots on the 

stage carousel, as seen in Figure 11(bottom-left) and tightened using the tightening screws on 
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the left of the carousel. The vacuum chamber was vented, using the Zeiss SEM software on a 

Dell desktop computer, to allow for the vacuum chamber door to be opened. The carousel was 

turned upside down and shaken lightly to ensure the entire sample had adhered to the carbon 

tab and therefore prevent any unwanted materials contaminating the vacuum pump. The 

carousel was then secured to the sample stage, inside the vacuum chamber. The door was 

closed, and the air was pumped out of the vacuum chamber. Once the vacuum was pumped 

to the standard vacuum level (approximately 5x10-6), which took roughly 5 mins to complete, 

the software allowed for the Extra High Tension (EHT) to be selected and turned on. This allows 

the electron gun to begin to produce an electron beam. From here the sample was positioned 

in the x, y, rotate and tilt axes using the SEM software, or the joystick seen in Figure 11 (top). 

The sample was moved higher in the vacuum chamber using the z-stick and camera inside the 

chamber, to ensure an appropriate WD (or the distance from the objective lens to the sample 

when the sample is in focus) could be reached, without colliding with the pole piece. The 

focus/astigmatism/alignment/brightness and contrast were corrected using the SEM control 

panel. Any imaging parameters (accelerating voltage/apertures etc.) were changed or selected 

using the Zeiss© SmartSEM software. Once adequate imaging parameters had been reached, 

the scan speed was slowed to decrease the signal to noise ratio and the micrograph of the 

sample was captured. Micrographs were then saved to the desktop computer, which were 

subsequently saved onto a USB drive.  

5.1.1. Dynamic Focus 

Dynamic focus mode prevents the defocus on the edges of the electron micrograph during 

tilting. This parameter was turned on using the Zeiss© SmartSEM software. The “Dyn. Focus” 

checkbox was ticked. The “frame corrected focus (FCF) setting”, which sets the degree of 

dynamic focus, slider was adjusted until an optimum sharpness across the entire image was 

achieved.  

5.1.2. High Current Mode 

High current mode is utilized to boost the sample’s depth of field, through doubling the beam’s 

current. This was turned on using the “High Current” check box on the “Apertures” tab on the 

Zeiss© SmartSEM software. 
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5.2. Sapphire Dome Samples 

Aurivillius phase thin films, also known as Sapphire Domes, were produced by L. Colfer from 

the Keeney group in the Tyndall Institute, Cork. The sample is a rare example of a room 

temperature (RT) magnetoelectric multiferroic128,129, that have potential for future application 

in memory storage devices where 2D ultra-thin film that are phase-pure could produce up to 

8 different logic states.130 The discovery of various topological structures in Bi6 Ti2.9 Fe1.5 Mn0.6 

O18 (B6TFMO) such as charged domain walls and exotic polar vortices131 means the material 

has potential for use in nanoelectronics, discrete memory storage technologies132 and domain 

wall device applications. The B6TFMO, which produces microscale dome like structures, was 

grown by a direct liquid injection chemical vapour deposition (DLI-CVD) technique on a 

sapphire substrate. This sample was chosen for this project as the domes on the sample 

surface are crystalline in structure and have a high degree of roughness.  

5.3. AFM Data 

The AFM images were obtained in the Tyndall institute, using a Veeco Multimode V instrument 

in AC Tapping mode. The instrument, produced in the United States, is a desktop scanning 

probe microscope, capable of sub-nanometre resolution. It is a so-called multimode 

instrument, as it can act as an atomic force microscope (AFM), a magnetic force microscope 

(MFM) or scanning tunnelling microscope (STM), depending on the researcher’s needs. The 

images were performed by L. Colfer, using a tip (AC160TS-R3), with a radius of 7 nm.  

5.4. Photogrammetry Regime (Macro and Micro scale) 

Once a subject to be reconstructed into a digital 3D model is decided upon, an imaging regime 

must be established. On this, there are two main methods of capturing a photogrammetry 

dataset of a subject, depending on its size. Photogrammetry of large objects (terrain or 

buildings) requires the movement of the camera, while the lighting and the subject stays 

motionless (parallel axis capture). This was demonstrated by obtaining a photogrammetry 

dataset of a tree stump, shown in Figure 3. Once the tree stump was identified as the subject 

for reconstruction. Good lighting was ensured by taking the dataset on a clear day. The camera 

that was chosen was an iPhone© 11 smartphone camera. 28 images were captured at multiple 
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different elevations and perspectives by walking around the subject with the camera and 

capturing images. The resulting images were then input into photogrammetry software. 

In contrast, photogrammetry of micro-/nanoscale objects (models or artefacts) involves the 

camera remaining stationary and moving the object in a fixed manner (convergent axis 

capture). The shadow of the user/camera can interfere with the acquisition as they move 

around the small object. Therefore, lighting must therefore be kept constant and diffuse across 

all surfaces of the object. Constant lighting prevents false points being counted by the SIFT 

algorithm, due to an excess or insufficient amount of light falling on a single side as it is being 

rotated. In the macroscale this can be carried out with a fixed camera (which can alter its 

height) and a turn table (which can rotate the subject). This is the same mechanism by which 

the SEM can obtain a photogrammetry dataset as the electron beam is in a fixed position. The 

sample is moved via a sample stage, which translates the sample in the x, y and z directions. A 

data set of the sapphire dome sample was captured by obtaining a hemisphere of coverage 

around a decided-on point on the sample surface. 96 images were captured at as many 

different perspectives of the sample as possible. Different perspectives were captured using 

the SEM sample stage. The sample stage was rotated by 360° through 20° increments at tilt 

angles of 0°, 10°, 20°, 30°, 35° and 40°. Increased tilt values above the 40° value were not used 

as the sample stage was at risk of colliding with the microscope’s pole piece. Images were 

captured at each of these points using the method outlined above. Following each tilt or 

rotation, the sample stage required reorientation to the point of interest, by adjusting the x 

and y position of the stage. At each new viewpoint, the brightness, contrast, astigmatism and 

focus were checked and adjusted where necessary. The entire acquisition of the dataset was 

completed in two microscope sessions each lasting 3 hours, totalling 6 hours of microscope 

time. 

5.5. Photogrammetry software 

The photogrammetry software that was to be chosen was first researched. The software 

candidates were broken down and compared on their affordability, if they had user limits and 

if they required the use of a GPU to be used. The software which was chosen was Meshroom© 

made by Alicevision. It was installed and used on a HP Omen laptop, containing an Nvidia© 
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RTX 3060 laptop GPU. Once the dataset was obtained, the SEM images were input into the 

software. At this point, the user can select an appropriate algorithm mix to use for processing 

the images. The user interface of the software allows the algorithms to be interacted with via. 

a node-based graph structure, where each node represents an individual algorithm. The user 

can modify the settings on each node to achieve the desired result for the reconstruction.  

5.6. Stage Automation 

In order to speed up the process of dataset acquisition, a mathematics-based predictive stage 

position program was conceptualised. The most time-consuming part of the dataset 

acquisition was identified as being the movement of the sample stage in x and y, after rotating 

or tilting, in order to re-centre the point of interest. It was noted that the SEMs raster 

mechanism of image capture slowed this process down considerably. Therefore, the 

mechanisms by which the sample stage moved (i.e. x, y, z, rotation and tilt) were studied and 

translated into movement vectors in a 3D Cartesian plane. Then, using the Python 

programming language, a program was written in order to predict the locations, in x, y, 

rotation and tilt. 
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6. Results and Discussion 

This section provides an overview of various experiments and analysis carried out during this 

project. It highlights the distinctions between photography for macroscale photogrammetry 

and scanning electron microscopy for microscale photogrammetry. The discussion then delves 

into the selection into the selection of optimal detectors and microscope parameters to 

maximise the resulting photogrammetric 3D model. Additionally, it explores the significance 

of stage automation in streamlining the data acquisition process. The section also outlines the 

step-by-step procedure for obtaining a photogrammetric dataset and generating the 

corresponding 3D model. Finally, a comparison is made between the 3D model obtained 

through photogrammetry and the AFM data acquired from the same sample, facilitating an 

assessment of their respective attributes. 

6.1. iPhone Data 

As reported in Figure 3, a dataset of a tree stump was obtained using the camera on an iPhone 

11. This was completed as a test for the software on a subject in an environment that it is 

designed to produce 3D models in. Secondly, the 3D model of the tree stump was 

reconstructed to create this figure to visually explain how the photogrammetric algorithms 

work in terms of overlapping images. 

6.2. Scanning Electron Microscopy 

As the Ultramicroscopy research group is not a synthesis research group and is mainly focused 

on technique development, samples that were to be 3D characterised were sourced from 

other research groups. A general call for difficult to image/rough surface features was put to 

research groups in need of more information from their sample’s surfaces. As well as this, a 

number of everyday metal household items were obtained for ease of imaging, due to their 

conductive material’s nature. (i.e. a 10 cent coin, broken safety pin (ductile metal fracture 

surface), broken sewing needle (brittle metal fracture surface) and a shaving razor).  

Because photogrammetry modelling software packages are produced, optimised and 

calibrated for DSLR optical cameras in either close-range or aerial photography, then the SEM’s 

parameters and imaging regimes must mirror those of a normal optical photogrammetry data 



35 
 

acquisition regime. Photogrammetry of large objects (terrain or buildings) requires the 

movement of the camera, while the lighting and the subject stays motionless (parallel axis 

capture).133 This is contrasted with photogrammetry of small objects (models or artefacts) 

where the camera remains stationary, and the object moves in a fixed manner (convergent 

axis capture). This is because the shadow of the user can interfere with the acquisition as they 

move around the small object. Lighting must therefore be kept constant and diffuse across all 

surfaces of the object, to ensure no false points are counted due to an excess or insufficient 

amount of light falling on a single side as it is being rotated. Each of the parameters (Detectors, 

Brightness/Contrast, Depth of field, Focus/Astigmatism, Stage location, lighting effects etc.) of 

the SEM must therefore be carefully considered. 

6.2.1. Lighting Effects 

Lighting effects must also be taken into account when acquiring a photogrammetric dataset.  
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Figure 12: The comparison and differences of macroscale and microscale photogrammetry capture. 
The top row describes the two methods by which a subject could be captured in the microscale. The 

bottom row describes the same method but instead using the SEM. 

A comparison between macro and micro scale photogrammetric acquisition is described in 

Figure 12. The different methods by which photogrammetric datasets are captured in the 

macro scale are compared against each other and how they contrast the photogrammetric 

dataset acquisition techniques within the SEM system. In Figure 12 (top-left), parallel axis 

capture is described by a sensor (camera drone/UAV) performing multiple image capture 

(picture A and B) by flying over a large object (Carousel). The light source (Sun), at an oblique 

angle, casts a shadow on the carousel’s opposite side. From the pictures taken (A + B), the 

shadow and the carousel keep their position, allowing the SIFT image matching algorithm work 
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to match chosen points up based on their relative intensities, which can be seen in Figure 4 in 

the introduction. This is contrasted against Figure 12 (top-right), the convergent axis capture 

technique, where the sensor stays static and the object is rotated through 90° degrees. Here, 

the shadow cast stays static but the object rotates, as seen by the cyan triangle rotating into 

the shaded region. Because the cyan triangle is now in the shaded region, its relative intensity 

value has now changed between picture A and picture B. This will hinder the SIFT algorithm’s 

ability to match these two points together and therefore disorient the rest of the workflow. 

These two situations are compared with the SEM system. In Figure 12 (bottom-left) the sample 

is being imaged by an electron column which can alternate its angle of attack. This is compared 

to the macro imaging example of the drone flying around the object (Figure 12 top-left). This 

would be the ideal solution, considering the position of the SE2 detector, at an oblique angle 

to the sample. No such system exists currently however, due to the complexity of moving the 

electron column (vacuum, lenses, detectors etc. in the way) and for the reason that it is much 

easier, for general use, to move the sample on a moving sample stage. A moving sample stage 

with a fixed SEM column is the method by which the SEM operates in the real world and is 

described in Figure 12 (bottom-right). In the figure and in all real-world SEMs, sample stages 

are motorised and can move in 5 ways (x, y, z translations, tilt, and rotation) allowing for 

objects of interest on the SEM stage to be positioned under the beam. This is analogous to the 

macro example (Figure 12 (bottom-right) where, in place of the sun, the light source is the SE2 

detector and the sensor, in place of the camera drone, is the electron beam.  

6.2.2. The Edge Effect 

Because of the position of the SE2 detector, relative to the electron beam, the so-called “edge 

effect” causes signal intensity differences at changes in topography. In other words, vertical 

sections of the sample surface pointing towards the SE2 detector collect more signal than 

those pointing away and thus these regions are bright, while the regions pointing away are 

darker.  
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Figure 13: SE2 E-T detector images of the star on a 10 cent coin. The red circle on the first image (left) 

shows the position of signal intensity, due to the position of the detector. The next image (right) 
shows the same location but with much less intensity. The red arrow shows the direction of the SE 

detector. 

In Figure 13, the edge effect on the topography of the star on a 10 cent coin is illustrated by 

identifying the particular edge (red ellipse) which has extra intensity (higher contrast). This is 

caused by the identified edge being in the direction of the SE2 detector/SE detector. As 

outlined in section 3.3, SEM gains topographical contrast from a number of contrast 

mechanisms working in tandem. Surface-tilt and shadow contrast contribute to the so called 

“edge effect”. The edge effect is a result of the interplay between of the variations of SE 

emissions from different inclinations on the sample surface and the path of flight of these 

electrons towards the detector. When an edge is facing the detector, a greater number of 

electrons will be detected compared to when the edge is facing away from it. This sample is 

then rotated by approx. 40 degrees, clockwise (Figure 13(right)), turning the identified edge 

away from facing the SE detector. In this location, the identified edge is now pointing away 

from the detector, reducing the intensity. This effectively casts a shadow on this location by 

the electron flight pointing away from the detector. This is analogous of the macro scale 

example described in Figure 12. The SIFT algorithm therefore has difficulty matching the 

distinguishable intensity of the identified edge between the two images. Therefore, to ensure 

that the photogrammetry software is not confused by these high intensity regions moving a 

different detector must also be considered. 
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6.2.3. Detector Choice 

As mentioned in the introduction (and in Figure 7), the electron beam can interact with a 

sample’s atoms in a number of ways. These interactions produce different signals with 

inherent information attached to them. This information’s relative intensity can be used as 

contrast to form an image. SEMs are therefore fitted with a number of different detectors to 

catch particular signals which are being emitted from the irradiated sample. Each detector has 

a different method of obtaining their signal from the sample’s surface, therefore choosing the 

detector has implications for the final photogrammetric dataset. 

 

Figure 14: (Top row) The analogous macroscale methods of capturing a photogrammetry dataset of a 
subject using a drone. (Middle row) Method (to the macroscale) of capturing a photogrammetry data 
with different detectors: (left to right) SE2, In-lens, ESB). (Bottom row) Sample images of a star on a 10 
cent coin, captured by different detectors: (left to right) SE2, In-Lens and ESB detectors). 
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The E-T detector is the most commonly used detectors by SEM operators. This detector would 

be attractive to a user trying to obtain a photogrammetric data set due to its ease of use and 

huge signal availability (detects SE1, 2, 3 and BSE). The E-T detectors, being at an oblique angle 

to the sample’s surface, detects SEs asymmetrically from the sample’s surface. For this reason 

and the so called “edge effect” of shallow emitting SEs, an increased number of SE are 

detected at vertical edges and edges which are facing it. This causes an increase in brightness 

when imaging in these regions, due to excess emission, and a shadow at the surface structures 

facing away from it, due to reduced emission. This can be seen in Figure 13. Where one side 

of the star (right) on the 10 cent coin is illuminated whereas its opposite side is not. This is 

analogous to a macro/aerial photo being taken of an object on the surface of the earth, at 

sunrise/sunset i.e. when the sun is at an oblique angle between the sensor (camera) and the 

object. This is demonstrated in Figure 14 (1A) where the Sun is illuminating the object (a 

carnival’s carousel) at an oblique angle, causing a shadow. The sensor, a camera UAV/drone, 

is imaging the object directly above it. This can cause issues for imaging as the relative intensity 

for the SIFT feature matching algorithm is stays on the same side of the carousel as it rotates 

i.e. the blue triangle rotates into the shadowed region making it difficult to pinpoint between 

the two images. This is contrasted to the In-Lens and ESB detectors. These detectors gather 

electrons in the electron column, as described in Figure 14 (2B+2C). In modern SEMs the two 

In-Lens detectors are generally placed in parallel to each other along the beam axis. The In-

Lens SE detector very efficiently collects SE1 type SE. SE1 electrons are produced very near the 

upper region of the interaction volume and therefore contain the most surface detail of all SE 

types.  
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Figure 15: Comparison between In-Lens (left column) and SE2 (right column) methods of SE collection 

to cause differences in surface contrast while imaging a Sapphire Dome sample.134 

In-Lens detectors capture electrons from a top-down perspective from the sample’s surface 

and therefore do not produce overly bright or shaded regions on either side. This allows for 

electrons to escape from deep portions of a sample and allows for better contrast in hard-to-

reach areas. Figure 15, which shows a sapphire dome sample being imaged using the In-Lens 

SE detector (left) and the ET-SE detector (right), demonstrates this phenomenon. In the SE2 

detected image, there are voids of information in the sections between individual domes. This 

is due to an interruption in the produced SEs flight towards the detector, caused by another 

dome getting in their way. In Figure 15, where the SEs produced in the space between domes 

have their flights toward the ET-SE detector interrupted. This lack of signal produces the 

shaded/dark regions of the SE2 detected image (right). This is compared against the In-Lens 

image (left) where the contents of the sections between each dome are clearly visible. The In-

Lens detector collects SEs along the axis of the beam just above the objective lens. Thus, no 
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signal is blocked by the sample surface, allowing the full surface to be in a modest contrast 

range. This uniform contrast across the full surface, helps build up a clear structure for the 

photogrammetry software to work with.  

6.2.4. Brightness and Contrast 

In an electron microscope, as outlined in section 3.3, the contrast of the micrograph originates 

from several contrast mechanisms, which originate from beam interaction with the sample. 

The contrast can be influenced by a mix of beam parameters, sample interactions, the nature 

of the signal and the position and response of the detector. As described in section 3.3, 

topographic contrast shows brighter portions at vertical inclination of surface structures, due 

to the edge effect (Figure 7 and Figure 13). Therefore, steep portions of the sample, pointing 

towards the detector (easier electron flight), are brighter than those steep portions pointing 

away. Therefore, careful choice of detector and parameters is key to ensure brightness and 

contrast is optimised to avoid data loss and ensure that images taken have significant overlap 

to ensure the most efficient key matching.  
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Figure 16: Comparison of using two different detectors, SE2 (1A + 1B) and In-Lens (2A + 2B) and different 
contrast and brightness values on a PEG nanopillars sample in the SEM, which is represented by a 
histogram (1B, 2B) of the signal intensity for a particular raster line (green line). 

Described in Figure 16 is the difference that changing a detector can do to the signal received 

by the SEM software. As mentioned in Figure 14, above, the SE2 detector is placed on the 

lateral wall of the SEM vacuum chamber wall. This can cause regions of low or high contrast 

depending on the topography of the sample. This can be seen in Figure 16(1A), where the SE2 

signal inside the pit is lost due to the inability of the electrons to fly towards the detector. 

Contrarily, the top of the nanopillars show a large signal intensity which also causes the loss 

of information. This supported by the signal histogram in Figure 16(1B), which shows the signal 

intensities which is being displayed for a particular raster line (green line in Figure 16) Changing 

the contrast/brightness on an SEM is done by changing the gain on the pre-amplifier, which 

amplifies the signal before being digitised. Changing the brightness on the SEM translates the 

histogram in the y-direction on its graph. Changing the contrast on the SEM changes the 
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relative size of the peaks and troughs on the histogram (i.e. increases the amplitude of the 

intensity peaks). Incorrect brightness or contrast settings can lead to loss of surface features 

through the oversaturation or the bottoming of signals, which is evident by Figure 16 (1B), as 

the histogram’s peaks and troughs are outside the graph area. This loss of data can cause 

issues for the photogrammetry software to properly understand the geometry of the scene. 

This is contrasted with Figure 16 (2A and 2B) which are In-Lens images where the brightness 

and contrast has been corrected to ensure that no data is lost through a lack of or too much 

intensity. What results is a much clearer, more resolute image. In this image the surface of the 

bottom of the pit, that the nanopillars sit in, can be clearly seen. The bottom of the pit is now 

not devoid of information, and the bottom can be made out. Also, the surface of the top of 

the nanopillars are also well defined and not oversaturated. These images would be far 

superior candidates for the image matching algorithm of the photogrammetry software, as 

there is much more surface information retained for key points to be matched to each other. 

This is supported by the histogram of this image Figure 16 (2B). In this histogram, the 

brightness and contrasted has been corrected to ensure that the peaks and troughs are not 

out of the graph area, giving a graphical representation of data retention.  

6.2.5. Contamination and Dwell time 

Due to the considerable number of images needed to obtain a 3D model of adequate quality, 

the number of times the raster scan therefore passes over a tiny unit squared spot on the 

sample is considerable. Depending on the sample type, the surface can fail to dissipate the 

electrons it is being bombarded with. This is especially evident in insulating samples where 

electron build-up occurs on the sample surface (Since the electrons fail to be grounded). The 

build-up of electrons causes a localised electric field on the surface, which can influence the 

trajectories of the primary electron beam and signals produced by the sample-electron beam 

interaction. This can cause a large intensity spike seen at the detector and significant image 

distortion.135 A significant dose of the electron beam can also cause radiolysis on sample 

surface.  

Even with conducting samples however, when exposed to large electron beam currents, a 

number of interactions can affect observed contrast. These include sample charging, which 
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should be prevented to minimise electron scattering and beam induced heating. Moreover, 

radiolysis effects can occur, which can cause structural alterations or cause mass loss of the 

sample. Additionally, the deposition of contaminants arising from ambient hydrocarbons (i.e. 

from a dirty sample or vacuum) can obscure or distort the electron micrograph.136  

 
Figure 17: The consequences of contamination as a function of dwell time of the electron beam on the 

sample surface. (top-left) 1st Image of Sapphire Dome sample, (top-right) image of the same area 
after a photogrammetry dataset acquisition and (bottom) an image showing the lingering 

contamination 2 months after the sample had been initially imaged. 

Outlined by Figure 17 is the implications of beam time on a sample, where a permanent change 

in sample surface can be seen in the contrast given back from it. The green square shows the 

result of the sample after a long period of beam exposure (right) due to taking many (100+) 

images of the subject of interest. It highlights the bright squares (relative to the rest of the 

surface) on the surface that are produced by the beam being rastered over the sample’s 

surface. These blemishes are a function of a “dirty” vacuum or sample, because of unwanted 

particles/molecules in the sample chamber or on the sample itself. This is due to improper 
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handling and/or cleaning of the sample or unsuitable samples being placed into the sample 

chamber and through the use of an inadequate (non-ultra high) vacuum. Hydrocarbon gas 

molecules (oils) present in the chamber or on the sample drift near the electron beam. When 

the molecule and the electron beam interact, the molecule becomes positively charged, due 

to the electron beam knocking electrons from the molecule’s orbitals. The electron beam, a 

stream of negatively charged particles, causes the sample surface to be negatively charged, 

thus causing an attractive force between the sample and the hydrocarbon molecule. The 

hydrocarbon molecule therefore deposits onto the sample surface and causes this change in 

brightness/contrast.  

 
Figure 18: A comparison between the visibility of the contamination on the surface (green box) and the 
accelerating voltage (red writing). The figure shows a decrease in visibility of the contamination, which 
correlates with an increase in acceleration voltage. 

This can be negated by increasing the accelerating voltage, which is known to penetrate 

deeper into the sample137 and passing straight through the deposited material. As reported in 
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Figure 18, by increasing the accelerating voltage, the electron beam penetrates deeper into 

the sample, passing by the carbon/hydrocarbons which have been deposited onto the surface. 

However, this also has the effect of lowering the surface sensitivity of the SEs/ reduce the 

number of surface electrons and therefore lose the high surface resolution of a lower 

accelerating voltage. This is due to the beam producing BSEs/SEs deeper within the bulk of the 

sample. Thus, a trade-off between high surface sensitivity and high deposition amounts must 

be accounted for/ considered.  

This surface damage (commonly termed raster burn/deposition) generally worsens with 

prolonged exposure and with a decreased spot size/higher magnification (due to increased 

intensity per unit area). This causes the subject of interest to become darker and darker as the 

sample is continuously imaged for a photogrammetric dataset. This could cause an issue for 

the photogrammetry point matching algorithm as the subject of interest’s brightness/contrast 

changes between images being acquired. Various measures can be undertaken to ensure 

sample hygiene throughout the SEM imaging process. Cleaning the sample’s surface using 

ultrasonic, solvent and/or plasma cleaning techniques can mitigate the issue of a dirty sample. 

Also, an ozone plasma cleaning apparatus can be employed to help maintain cleanliness within 

the vacuum chamber. It is important to take steps to maintain cleanliness of all aspects of the 

analysis before, during and after to ensure any imaging artefacts are avoided, resulting in 

reliable imaging results. This will be discussed further in future work.  

6.3. Image acquisition and preparation 

Like acquiring a dataset for a macro scale object (carousel in Error! Reference source not f

ound.) a dome of overlapping image coverage must be obtained to ensure a good 3D model is 

reconstructed. Thus the “flight” and imaging path of the electron beam must be carefully 

considered before imaging takes place. For aerial photography, a number of software/tools 

(PIX4Dcapture©, SkyDrones© etc.) exist to help the UAV/drone pilot to plan flights along a 

geographical topography. For individual object capture it is recommended, by 

photogrammetry software providers, to obtain a hemisphere of photo coverage around the 

object, using different values of elevation and azimuth. This may involve the use of a drone for 

large objects such as buildings or handheld cameras and small objects. For micro scale 
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photogrammetry the stage rotation allows for different “azimuth” values and the tilt allows 

for different “elevation” values, for the hemisphere of coverage.  

6.3.1. Eucentric Point acquisition 

The Eucentric point (EP) of an electron microscope stage is the point where the sample does 

not move off the field of view, when the stage is tilted or rotated. This is a convenience feature 

in dual beam FIB-SEM, which ensures the feature of interest remains at the same position 

under the electron beam at different values of tilt. In terms of rotation, the EP allows the 

centre of the screen to function as the centre of rotation.138 For this project, the EP of the 

sample stage is sought after in order to easily acquire multiple images at different values of 

tilt and rotation for a 3D model reconstruction.  

 
Figure 19: Low magnification method of determining the EP of the sapphire dome sample. (Left 
image) a surface structure is identified and marked using the SEM software's marking tool. The 

sample is rotated 90 degrees and the structure is marked again. (right image) This is completed until a 
“crosshairs” can be drawn between the marks. The stage navigated to the middle of the crosshairs 
which is the EP of the stage. This is an image of the Sapphire dome sample at low magnification. 

In Figure 19, the method by which the EP is determined is outlined. Before this stage the 

approximate centre of the stage is chosen through clicking the centre of the carousel 

animation on the stage navigation pane (right). The scan time is reduced, to increase the speed 

of the raster scan, giving an almost live look at the sample, albeit with considerable noise 

detected. The stage is then rotated continuously while the stage is moved in the x and y 

direction towards the centre of the rotation. These translations are carried out until the centre 
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of the stage is found i.e. the continuous rotation doesn’t move surface structures out of the 

field of view. 

To find the exact EP of the stage, a surface blemish (piece of dust, dirt or damage) or other 

small distinguishing point is marked with the software line tool. The stage is rotated 90° and 

the point is marked again. This process is repeated 3 times until 4 marks remain on the screen. 

Points directly opposite each other are joined together with another line. The point marked 

by the intersection of these lines is the EP of the stage. The user can then “CTRL+click” on the 

EP to move the stage there. Finding the EP is fine if you have a random or a continuous surface 

structure all throughout the surface and therefore on the EP. However, for particular or 

desired points of interest on the surface it may be required to move away from imaging on the 

EP as it may be devoid of any interesting surface structures.  

 
Figure 20: Describes the movement of the field of view (red circle) of the electron beam on a sample 

when the FOV is a distance away from the EP on the sample. This is also demonstrated using electron 
micrographs by rotating a 10 cent coin 20° on the sample stage. 

Figure 20 shows the implications of sample rotation, when the beam is not imaging the sample 

at the EP of the stage. Sample rotation is carried out to obtain a different perspective of the 
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sample surface (star on 10 cent coin) for the photogrammetry software to create a 3D model. 

When the sample is rotated however, the beam moves off the subject of interest as the star is 

not on the EP of the stage, which would be the middle of the coin. The stage must therefore 

be translated in the x and y directions in order to recentre the subject of interest. During 

microscale photogrammetric capture, traversing the sample is the most substantial burden on 

the time to acquire a full dataset. This is especially the case when the subject of interest is far 

away from the EP (i.e. on one of the outer sample holders on the SEM carousel). To 

counter/help this drawback, stage automation was investigated.  

6.3.2. Stage Automation  

In order to ease the time taken to traverse in the x and y direction after a rotation or tilt change 

a mathematic based predictive stage correcting program was written in the python 

programming language. Through understanding the movement of the stage in x, y, z, rotation 

and tilt, trigonometric translation calculations were written to predict where a point of interest 

would move when the stage was tilted or rotated. The calculations would then determine the 

x and y vectors needed to correct the stage position, so the electron beam was again falling 

on the point of interest. Because the electron beam is in a fixed position it is defined to be the 

z-axis of a 3D cartesian co-ordinate system. It is assumed that the electron beam is defined as 

being at x = y = 0. Then z = 0 is the height at which the electron beam is focused at, i.e. the 

focal point.  
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Figure 21: A graphic showing: (A) The mechanisms by which the sample stage (blue circle) translates 
along the x, y and z axes and how it rotates and tilts, (B) How the methods of movement change their 
axes (Y1 and Rotational axes) with a change of stage tilt. (C) A cross-section of the vacuum chamber 

door and how these axes correspond to it. 

As described in Figure 21, an SEM specimen stage can move in 5 ways. The stage can translate 

along the x, y and z axes. It can be tilted about an axis which is not fixed relative to the stage. 

The stage’s tilt axis is shown in Figure 21 to be the midpoint of the stage part bolted to the 

specimen chamber door. Therefore, the axis of rotation is seen to run perpendicular over the 
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stage carousel in Figure 21 (A). The rotational axis is fixed relative to the stage’s position and 

corresponds with the z-axis when the stage is at the origin and the tilt is zero but changes if 

the stage is tilted. When the stage tilts, the rotational axis tilts by the same angle, as shown in 

Figure 21 (B). The y'-axis, along which the stage translates, changes when the stage tilts. At 

zero tilt, the direction of translation is the y-axis. The x-axis along which the stage translates is 

unaffected by tilting. Therefore, because the movement of the stage is known, the movement 

of a point of interest away from the electron beam due to tilting or rotating can be 

mathematically predicted through the use of trigonometry.  

 

Figure 22: The mathematical workflow of the stage co-ordinate prediction program produced. 

Figure 22 describes the mathematical workflow of predicting the movement of a point of 

interest with the movement of the sample stage. The SEM stage measures its movement in 
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millimetres and has a travel distance, in x, y, and z, of approximately 120 mm, 120mm and 

70mm respectively, from the 0 mm values. The EP of the stage was used as a reference point 

for the mathematics and was defined as the origin of stage movement as this was the point 

through which the stage tilted and rotated. The EP, at an x and y value of 63 mm and 64mm, 

was made the origin in a new coordinate system to simplify calculations. The Point of Interest 

(POI) (or point P0 at 0° tilt and 0° rotation) that we wish to image is at the point (x, y, h), 

demonstrated in Figure 22. It can be represented by the vector: 

𝑃0 =  [

𝑥
𝑦
ℎ

]      (1.1) 

The value of x and y in Eq (1.1) is the difference in distance (in mm) between the x and y value 

given by the SEM software for the EP, subtracted from the value of x and y when the electron 

beam intersects the POI at zero tilt and rotation, as described by Figure 22. The value of ‘h’ 

was the height difference between the EP and the POI on the sample surface. This was 

determined to be 16 mm through the use of a vernier callipers. As described in Figure 22, when 

the sample stage is tilted by the angle θ, in order to obtain a new perspective of the point of 

interest, P0 moves to P1. 

𝑃1 =  [

𝑥
𝑦𝐶𝑜𝑠(𝜃) − ℎ𝑆𝑖𝑛(𝜃)

𝑦𝑆𝑖𝑛(𝜃) + ℎ𝐶𝑜𝑠(𝜃)
]    (1.2) 

The value of θ would be decided ahead of time and would depend on the photogrammetry 

software’s requirements to produce a 3D model. When the POI is not on the EP, tilting the 

sample stage causes the POI to move away from the electron beam’s illumination. The 

trigonometric transform, equation 1.2, shows the distance, in mm, needed to move the stage 

to once again illuminate the POI under the electron beam. As in Figure 22, when the sample 

stage is tilted, the rotational axis also tilts to the same degree, i.e. the sample stage’s rotational 

axis is fixed relative to the stage. 

 𝑃2 =  [
0

−𝑆𝑖𝑛(𝜃)

𝐶𝑜𝑠(𝜃)
]     (1.3) 
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When the stage is tilted by an angle θ, the rotation axis is also tilted by an angle θ about the 

tilt axis. This change in rotational axis is accounted for with the equation 1.3. What is produced, 

is point P2, the predicted position of the point of interest after the stage has been tilted and 

rotated. P2 is defined as (x2, y2, z2). The x and y values of P2 can be input into the stage 

navigation controls on the SEM software, in order for the electron beam to be illuminating the 

POI from a different perspective. However, the y-axis’ movement is relative to the tilting axis, 

like the rotational axis, and thus must be accounted for when moving the stage. There are two 

possible ways to complete this. 

 

Figure 23: The two different trigonometric methods used to determine the distance along the y'-axis, 
the axis the sample stage moves along when the sample is tilted by an angle θ. 

Figure 23 above shows the two methods used to determine the distance needed to move the 

stage along the y’-axis, when the distance to be moved along the y-axis is given by Eq 1.1-1.3. 
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The first method is simple and describes the tangents involved as a right-angled triangle. The 

y’-axis is the hypotenuse, the y-axis is the adjacent with the angle between them being the 

tilting angle θ. Therefore, we know the distance the stage needs to be translated along the y-

axis (adjacent). The angle (θ) by which the stage was tilted is known, then the value of the 

hypothenuse/distance to be travelled in the y’-axis can be determined by simple trigonometry. 

The hypothenuse can be determined to be: 

𝐶𝑜𝑠(𝜃) =
𝑦2

𝑦′   → 𝑦′ =
𝑦2

𝐶𝑜𝑠(𝜃)
     (1.4) 

Eq. 1.4 determines the distance that is to be travelled by the y’-axis given the distance to be 

travelled by the y-axis and the angle by which the stage has been tilted. The value determined 

(y’) can be input straight into the SEM software, which will traverse the sample stage along 

the y’-axis and illuminate the POI with the electron beam once again from a different 

perspective. The equations 1.1 – 1.4 used in tandem with each other, have the ability to predict 

where the POI will move to when the sample stage has been tilted/rotated. Therefore, when 

they are programmed using Python programming language (as seen in the appendix), the 

output will be a list of x and y values of the POI when the sample stage has been tilted or 

rotated by different angles.  

 

Figure 24: A screenshot of the x and y value outputs when the predictive mathematics stage 
movement program is run. 

Figure 24 illustrates, the x and y co-ordinates predicted by the Python program. By entering 

the predicted co-ordinates into the SEM stage movement software, the POI will be aligned in 

the desired orientation on screen. This significantly improves the time to image and acquire 

photogrammetric datasets, particularly at low magnification. The accuracy of these values 
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diminished as the magnification of the electron beam was increased. This is thought to be for 

a number of reasons. Backlash of the stage gears, involved in stage movement, prevented the 

rotation value being exact every time. Backlash is caused by the clearance between two mating 

components. The clearance between two components leads to a loss in motion between the 

drive gear and the driven gear. This caused inaccurate positioning when rotating and 

traversing in x and y. This was not noticeable at low magnifications as they were relatively 

small differences. However, when the magnification increased, the small differences became 

relatively big differences and thus could no longer be ignored. The issue of backlash in the 

sample stage’s gears could be avoided if they are turned in the same way every time. However, 

this may not always be possible when traversing in x and y when the sample is rotated through 

360° and 40°. 

The SmartSEM software did already contain a keystroke logger and macro production element 

to its software. This was developed for a small number of images in mind and would not have 

served our purposes efficiently. The Zeiss© SmartSEM API unlocks huge functionalities for the 

SEM in terms of developing programs. However, this is an expensive piece of software and 

does not align with the cost-effective, accessibility goals of this project.  

The value of ‘h’ the height of the subject of interest from the tilt axis was difficult to determine. 

This was measured with a vernier callipers, but this brought about significant user error due 

to the lack of clear markings where the centre of stage rotation was. However, if there was an 

error in this value, the error was compounded as the image was magnified to smaller pixel 

numbers. This is because of the relative change in microscope inputs to a magnification change 

(i.e. the joystick doesn’t move the image as far when you are at high magnification versus low 

magnification).  

6.4. Getting the photogrammetry dataset  

The sapphire dome sample, synthesised by L. Keeney et al., was chosen as the sample of choice 

due to its high degree of surface roughness as well as the domes’ unique surface shape. This 

would help the photogrammetry software’s photo matching algorithm to find matching points 

on multiple photos. For ease of imaging, after the sample was mounted on an aluminium 
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sample stub, it was fixed to the centre position of the sample carousel in order to view the 

sample at the EP of the stage. The sample consists of repeating, uniquely dome shaped 

crystalline structures, and have approximately 125,000 domes per mm2. Therefore, identifying 

one particular dome, over multiple tilts and rotations or perspective changes, can be 

challenging.  

 

Figure 25: The method of choosing a particular dome, which stands out at low magnification, to 
image multiple times. 

Figure 25, shows how the sample surface was marked in order to flag the approximate centre 

of the sample. The marking, an L-shape, was carried out using a sewing pin under an optical 

microscope. The sewing pin was scraped along the surface of the sample twice to form an L-

shaped scratch. This scratch allowed for ease of identification of the point of interest, even 

from low magnification. Marking the sample surface in this way also prevents the SEM user 

from losing the point of interest when rotating or tilting or becoming lost on the sample 

surface, which could easily happen without this marking. After this, the dome which was to be 

photogrammetrically reconstructed was chosen. This was chosen, far enough away from the 

marking so it would not show up in the final model, but also close enough so it could be easily 

identified. Therefore, 13 domes in the down direction from the long scratch of the L-shape 

was a slightly disfigured dome. This was identified as a focusing point. 6 domes to the right of 
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this dome was identified as the dome to be imaged. The two points of interest are highlighted 

in green in Figure 25: the dome designated for focusing and the dome designated for imaging.  

In order for the beam to be focused more accurately, the magnification was increased. As 

mentioned above, deposition occurs more readily at higher magnifications, due to focusing 

the electron dose over a smaller area. As seen in Figure 25, a focus point was therefore 

established, to avoid excess deposition/raster burn on the subject of interest. In the sapphire 

dome sample, this was the “mohawk” dome. This particular dome has a growth on its crown, 

which is triangular in shape and looks like the mohawk hairstyle. This dome was chosen as the 

point where the beam would be focused on, and the astigmatism corrected as it was easily 

recognisable from every viewpoint and from lower magnification. At 0° tilt, if the sample is 

rotated on the sample stage, the subject of interest will not change its height relative to the 

pole piece and thus there will be no need to refocus/correct astigmatism.  

 

Figure 26: Describes the differences in focus caused by changes in tilting and rotating. 

However, as seen in Figure 26, when the sample is tilted and then rotated the relative height 

between the subject and the pole piece will change and thus focus and astigmatism must be 

corrected. The defocus because of tilting/rotating becomes more severe when the angle of tilt 

is larger. The defocus is alleviated somewhat, due to the fact that the stage moves in the y-

axis relative to the tilt. The sample therefore can be corrected back to the original position by 

correcting the y-axis element. This however is imperfect, due to imperfections in stage 

movement and thus focus and astigmatism must be corrected.  
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Magnification was kept constant throughout each image capture to ensure the same points 

were being counted for the image matching algorithm.  

6.4.1. Dynamic Focus 

As mentioned above, in section 5.4, in order to obtain different perspectives of the sample 

surface, the sample stage must be tilted to a significant degree. This can cause problems for 

the image matching algorithms in photogrammetry software as parts of a sample that were in 

focus at low/zero tilt would be defocused at high tilt. The image matching algorithm would 

therefore fail to recognise an image at high tilt is viewing the same surface structure as the 

surface structure at low/zero tilt. This phenomenon can be corrected using the dynamic focus 

function on the Zeiss© ULTRA SEM.  

 

Figure 27: The mechanism of action and demonstration of dynamic focus and its use for 
photogrammetric dataset capture 
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The operation of the dynamic focus correction is illustrated in Figure 27. Highly tilted samples 

induce underfocus and overfocus of the electron beam, resulting in defocusing at the edges of 

the micrographs. This is demonstrated in the electron micrograph of the sapphire dome 

sample in Figure 27, where the top and bottom of the specimen is out of focus, demonstrated 

by the surface structures on the top left and right and the surface structures on the bottom 

right. The middle of this micrograph is in focus with surface structures being observed with 

high fidelity. This is contrasted with the electron micrograph to its right where all of the image 

is in focus. This is achieved by using the dynamic focus correction setting/parameter on the 

SEM control panel. Dynamic focus achieves this through the focal plane of the sample surface 

following the scanning beam and thus the defocus at the edge of the micrographs are 

eliminated. As mentioned in section 3.3, the position of the electron beam focal plane is 

determined by the current which flows through the objective lens in the electron column. For 

dynamic focus, the power amplifier supplies the objective lens with a “saw-tooth” current in 

order to adjust the focal length (dF in Figure 27) along the tilted sample surface. Thus, if the 

objective lens coil is supplied with the saw tooth current, it is reduced at the top of the image, 

allowing for a longer WD (p1 in Figure 27). The current in the middle of the image should 

correspond to the total current input to the objective lens when there is no dynamic focus 

selected. At the bottom of the image, more current is supplied, in order to reduce the WD (p2 

in Figure 27). What results is an image with all of its area in focus, which prevent matching 

images from failing to be processed together by the imaging matching program. This 

parameter is generally reserved for lower magnification work, but becomes crucial for higher 

magnifications when high detail is needed, like in the case of producing 3D models using 

photogrammetry software.  

6.4.2. High current mode  

High current mode increases the current in the electron beam, through an activation of the 

condenser lens, to increase the amount of signal that reaches the detectors as well as 

improving the signal to noise ratio. However, increasing the current also has the (sometimes 

unwanted) side effects of increasing the spot size (probe diameter); from the electron 

brightness equation increasing the electron beam damage done to the sample surface.77  
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Figure 28: Demonstration of high current mode (turned on in the image on the right), by imaging the 
fracture surface of a safety pin with the same aperture size, how it affects imaging and how it affects 

the depth of field of the image. 

As can be seen in Figure 28, increasing the probe diameter has the knock-on effect of 

increasing the depth of field of the electron beam, allowing for more of the sample’s structures 

at different heights to be in focus, rather than just a very small area. This is demonstrated by 

the steel safety pin which has been bent multiple times and broken, in order to simulate a 

ductile metal fracture surface. The final position of the pin is in an L-shape, with the fractured 

surface pointing in the direction of the electron beam axis/z-axis. In the image on the left-hand 

side, conventional current is being used to image the surface. A lot of surface fracture 

structures can be seen with good resolution on the part of the sample which is in focus. The 

parameters chosen for this sample was a surface sensitive regime (low kV and small aperture) 

under the SE2 detector. Therefore, the sample has a small spot size/ good resolution at the 

plane of focus on the sample. This highlights the lack of focus of the parts of sample which 

have a different height value to that of the plane of focus. This is most evidently displayed by 

the carbon tab in the background of the image, which has a substantial overfocus. This is 

recognisable as a shallow depth of field. This depth of field is contrasted to that of the image, 

in Figure 28, on the right-hand side. In this image the high current mode has been turned on. 

This causes the beam current to increase and therefore increases the spot size, which in turn 
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increases the depth of field. This can be easily identified by the much clearer surface resolution 

of the carbon tab in the background of the image.  

6.5. Parameter choice  

Therefore, in order to obtain a large number of electron micrographs with a high degree of 

detail over the entire height range of the sample, we need a balance of operating parameters. 

High surface sensitivity parameters (In-Lens, small aperture, small WD, small accelerating 

voltage) are needed while also having a suitable depth of field (the opposite of these things) 

to ensure that both the top-most and bottom-most of the surface structure is in focus. 

Therefore, the following parameters were used to obtain the 3D model’s dataset: 

Detector 

Choice 

Accelerating 

Voltage 

Aperture 

size 

Working 

distance 

Dynamic 

Focus 

High Current 

mode 

In-Lens 2 kV 20 µm 5 mm    

Table 1: Showing the key parameter choices for SEM 3D model reconstruction. 

Table 1 shows the features which were found to be optimal for the samples that were imaged. 

The In-Lens detector was used to ensure good topographic contrast, high surface sensitivity 

and avoid asymmetric electron collection as described in section 6.2.3. The accelerating 

voltage was kept relatively low (2 kV) to ensure the surface sensitivity of the electrons as a low 

accelerating voltage has an interaction volume much closer to the surface of the sample. 

Aperture size was kept at 20 µm, slightly smaller than the standard 30 µm to boost the 

sample’s depth of field without deteriorating beam current too much. The WD was kept at 5 

mm. The WD should be kept short to ensure good resolution but also kept larger when aiming 

for a longer depth of field. This WD was also chosen for practical reasons, to give adequate 

space for the pole piece during large sample tilting. As mentioned in section 6.4.1 and 6.4.2 

dynamic focus and high current mode are turned on for the reasons stated in those sections. 

These parameters working together will increase the probability that images are matched 

between one another, allowing for the most matching points to be obtained for the image 

matching algorithm (SIFT) in the photogrammetry software. 
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6.6. Sample choice 

Three samples were investigated as possible candidates for the 3D SEM photogrammetry 

regime. These were GaSe Nanoribbons, produced by the LTM lab in Grenoble by Pauline 

Hauchecorne, PEG nanopillars produced by Niamh Geoghegan for application in tissue 

engineering, a ten cent coin produced by the European central bank and B6TFMO, also called 

Sapphire domes, produced by Louise Colfer of the Tyndall Institute. These samples were 

chosen on their basis that they have interesting, rough, high aspect ratio or delicate surface 

features which AFM would find difficult to image, with the exception of the 10 cent coin, which 

was chosen as an easily imaged test sample. 

 

Figure 29: Scanning electron micrographs of (1) the PEG nanoribbons sample, (2) the GaSe Nanoribbons 
sample, (3) the 10 cent coin sample (4) and the sapphire dome sample.  

Displayed in Figure 29 are SEM images taken of each of the samples which were considered 

for the 3D photogrammetry regime.  
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The PEG Nanopillars is a polyethylene glycol sample, displayed in Figure 29 (1) which finds 

application in tissue engineering as possible cellular supports. The sample, produced by a 

replica molding of 2-photon polymerization is predictable and easy to navigate due to the 

structure identification code imprinted in the synthesis stage. Additionally, the sample has 

regular lines of pillars, with some falling over, giving the sample extra recognizability. Due to 

Dr. Geoghegan researching the effect of different length scale and aspect ratio of the pillars 

on the efficacy of cellular growth, multiple length and diameter pillars were produced. To 

investigate their length scales the pillars were imaged by AFM, which worked well for shorter 

pillars. Some loss of data was noted on higher pillars, due to the shape of the pillars and the 

pit they sit in and the shape of the AFM’s cantilever. The sample was therefore chosen as a 

sample for 3D SEM photogrammetry reconstruction. The nanopillars, made from an insulating 

material, are a very insulating sample. As a result, they are very reactive to the electron beam, 

even when the sample has undergone rigorous hygiene (plasma cleaning) and conduction 

regimes (Au/Pd sputtering, silver colloid paint and copper tape conduction). The pillars were 

observed to bend and move under high magnification and under lower magnification over a 

long period of time. If the point of interest’s shape is changing over time, the point matching 

algorithm in the photogrammetry software would have difficulty choosing similar points 

between images, resulting in a failed or incorrect reconstruction. A preliminary dataset was 

obtained which failed under all attempted software settings and therefore the sample was 

discarded as a candidate for this project. 

Nanoribbons Very interesting sample with an optoelectronics application. The extremely thin 

nanoribbons are grown from indium seed droplets on a silicon surface with subsequent GaSe 

chemical vapor deposition. The ribbons grow in free space above the silicon substrate in 

random directions and can tangle themselves into knots as seen in Figure 29 (2). The ribbons 

can grow significantly high in the z direction. This makes obtaining a height image via. AFM 

extremely challenging. The cantilever could potentially get tangled in the ribbons which could 

break it. Alternatively, the cantilever could break the delicate nanoribbon structures. Either of 

these issues would lead to significant errors in the resulting data. It was thought that the SEM 

photogrammetry regime could solve these issues and a preliminary data set for the 
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nanoribbons was imaged. The sample was difficult to image due to the fact that the sample 

was difficult to navigate (in contrast to the nanopillar sample), due absence of structures which 

were easily recognizable from low magnification or different tilt perspectives. Additionally, the 

nanoribbons were very sensitive to the electron beam. Under high magnification, or lower 

magnification for a prolonged time, the ribbons were observed to move. This would have 

major implications for the point matching algorithm, discussed in section 3.2.2.3, which 

requires strictly stationary subjects. If the ribbons were to move under the beam, this would 

put them out of place for subsequent images in order for them to be matched together and 

thus reconstructed into a 3D model. A 3D model was reconstructed, but the model had 

significant exclusions in data with nanoribbons seemingly floating in free space and was 

therefore not chosen as a candidate for this project. 

A 10-cent euro coin was also imaged using the SEM, which is reported by Figure 29 (3). The 

coin had a very easily navigable surface, was conductive without any additional techniques 

and had large surface features (stars) which were the ideal test subjects for using 

photogrammetry within the SEM. This sample, however, would not make a good argument for 

this project as its surface would very easily be imaged by an AFM and reconstructed into a 3D 

model.  

The sample that was chosen was therefore the Sapphire dome sample, synthesized by L. 

Colfer. This sample, with application in optoelectronics, is produced by chemical vapour of 

B6TFMO being deposited onto a sapphire substrate. What results is shown in the scanning 

electron micrograph on Figure 29 (4). The B6TFMO crystallizes on the sapphire substrate and 

forms a regular dome shape with a microscale size (approximately 2.7 µm in diameter). The 

texture of the domes, however, are anything but regular. Irregular crystal facets, nanoscale in 

size, grow in all different shapes and sizes and all different directions. This surface is ideal for 

3D model reconstruction, due to its large overall size with small detail on its surface. AFM 

would struggle to image the overall structure and the surface roughness of the sample, 

without some loss of data. The fact that the sample is conductive allows for extended imaging 

periods without significant challenges. 
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6.7. 3D Model Reconstruction 

There are a number of photogrammetry software packages available on the market, produced 

by several different software companies, some of which can be used specifically with a 

micrograph dataset,139 however, the motivation of this project is to use open source software 

for these reconstructions to make this form of 3D characterisation accessible to anyone with 

access to an SEM. For the most part, every photogrammetry software uses the same 

mathematical algorithms when producing a 3D model (i.e. Bundle adjustment, SIFT, SfM, MVS 

etc.). Photogrammetry software companies differentiate themselves from their competitors 

by supplying extra proprietary reconstruction algorithms, pre-determined 

settings/parameters for specific 3D model types (i.e. aerial drone capture), editing 

tools/utilities and/or on-demand customer support. Therefore, when determining the number 

of 3D models required and the desired level of reconstruction quality, it is crucial to consider 

all available options and factors. 

Software name Price Photo Limit Needs a GPU 

Meshroom Free No Y 

3DF Zephyr Free-$3500 Yes N 

Mic Mac Free No N 

Agisoft Metashape $180-3500 Yes Y 

Reality Capture 
Pay-as-you-go - 

$3750 
Yes Y 

Table 2: A comparison of a selection of photogrammetry software, based on their price and their 
support of acceleration using a Graphics Processing Unit (GPU). Meshroom was the software of choice 

due to its accessibility. 

Table 2 compares a number of photogrammetry software packages on the basis of their cost, 

if they have a limit on the number of photos that can be used and if the software has the ability 

to produce a model on CPU power alone. The photogrammetry software used to carry out the 

3D reconstruction was called Meshroom©, produced by AliceVision© software. 

AliceVision©’s mission statement is to “democratize the technologies of 3D digitization from 
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photographs”, which aligns with this project’s aims to determine most efficient and accessible 

method to produce 3D models from a number of SEM micrographs taken from a sample at 

different perspectives.  

Meshroom© uses the different 3D model reconstruction algorithms mentioned in the 

introduction and illustrated by Figure 3. Once the dataset of the sapphire domes, made up of 

the 96 images obtained using the SEM, has been input into the software and the 

reconstruction can be started. In general, for this technique, the more images input into the 

software, the better quality the resulting 3D model will be. However, there has to be a balance 

with finite operator time and instrument time cost. This number arises from obtaining 18 

images at 20 degree rotation increments at 5 different tilt values as well as 6 images from 0 

degrees tilt, top-down mapping the point of interest. As mentioned in section 3.2.1, the 

software can determine the 3D position and orientation of the camera and subject through its 

algorithms. Therefore, the technique did not require any prior positional information of the 

images. Thus, the images were input and the algorithm was started. The software includes a 

number of “nodes” which contain these algorithms. The first step is the Structure-from-

Motion node, which contains both the SIFT, keypoint matching algorithm and bundle 

adjustment algorithm in a single step.  
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Figure 30: The results of the "structure-from-motion" node from the Meshroom software of the 
sapphire dome dataset. (Left) The image shows the SfM algorithm, which estimates the positions of 

the keypoints (computed by SIFT) and the positions and orientations of the “cameras”. (Right) A 
zoomed in 3D image of the dense point cloud of the dataset with the domes outlined by green lines. 

Illustrated in Figure 30, is the first step in reconstructing the 3D structure of the microstructure 

of the sapphire dome sample. Here Meshroom© applies the SfM algorithm, containing the 

SIFT and bundle adjustment. As mentioned in the introduction, this algorithm estimates the 

positions of common 2D keypoints over 96 images. After this, the bundle adjustment 

algorithm estimates the positions of the keypoints in 3D space as well as the positions of the 

“cameras”. The “cameras” in this sense, means the position and orientation that the image 

was taken from. This is presented in Figure 30 (left), with a hemisphere of cameras surrounding 

the sample’s dense point cloud. This results in the dense point cloud which has been made up 

of matching keypoints within 3D space. The basic shape of the sapphire domes can be made 

out from this image, which is outlined by the green lines showing the sapphire substrate in 

between domes. Some keypoints have been mismatched, as illustrated by outlier points to the 

left and above the 3D dense point cloud, in Figure 30. The dense point cloud contains 106,895 

keypoints which have been identified by the SIFT algorithm and coordinated in 3D space by 

bundle adjustment. The software can be made to increase or decrease the sensitivity by which 

keypoints are found. The former of which could increase the quality of the dense point cloud 
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and therefore the quality of the resulting 3D model. However, increasing the sensitivity for 

keypoint matching across images can also lead to more errors in the form of outliers. Outliers, 

like in any quantitative analysis, can skew data in a negative way. Furthermore, the increased 

sensitivity for matching keypoints can greatly increase the time for computation. Thus, outliers 

are minimised as much as possible by choosing the best parameters on the photogrammetry 

software as possible, by playing to the strengths of the algorithms as mentioned in section 

3.2.2 and by using parameters to mimic how photographers would take photos for macroscale 

photogrammetry. The next step in the process is the meshing step. 

 

Figure 31: The computed result of the meshing algorithm of the sapphire dome dataset. 

The objective of this step is to take the results from the SfM algorithm and generate a dense 

geometric surface depiction of the sample’s surface. Illustrated in Figure 31is the mesh which 

has been generated. The meshing algorithm used by Meshroom© is a 3D Delaunay 
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tetrahedralization which calculates the shape of the sample’s surface through polygonal 

meshing i.e. through linking the 3D keypoints matched by the previous algorithms. It does this 

by filling the spaces between keypoints with 2D shapes, in this case tetrahedrons. What results 

is a 3D mesh of the sapphire dome sample outlining the general shape of the subject, which is 

much more connected as shown in Figure 31. This step is much more complex than the general 

shape presented by the point cloud in Figure 30. The denser the point cloud, the smaller the 

tetrahedrons between points, allowing for a more refined structure. Once the mesh has been 

completed, then the next step is texturing it. 

 

Figure 32: Side by side images showing the textured 3D model of the Sapphire dome sample. (Left) the 
image shows the textured version of the mesh, with a green box indicating the dome that was chosen 

to be imaged and (right) the 3D dome shape of the sapphire dome. 

Demonstrated in Figure 32 (left) is the textured mesh of the sapphire dome sample. The dome 

that was chosen as the dome to be imaged is clearly the middle dome, indicated with a green 

box. It can be clearly seen that the pattern on the dome is the same as the image in Figure 

25(green box), indicating that the reconstruction process of a microscale structure was a 

success. A brightness gradient can be seen from the outside of the 3D model’s circular shape, 

where it is a lighter grey, to the middle, where it is a darker grey. This highlights the effect that 
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the dwell time can have on the sample’s contamination level. Reconstructing the 3D model 

was the shortest, from a time standpoint, only taking 15-20 minutes. 

However, the smoothness of the 3D model’s surface can also be noted in Figure 31 and in 

Figure 32 and contrasted to the surface’s very crystalline, jagged microsurface as seen in Figure 

29. Therefore, during the reconstruction this information was lost. This could be due to a lack 

of key point matches, but when the minimum number of keypoint matches setting was 

increased, an insignificant number of extra keypoints were obtained. The time taken to 

produce a 3D model, with these insignificant increases in quality, was increased by 

approximately 4 times (1.5 hours), adding to an already time-consuming process, making the 

new process not worth the time it took.  

3DF Zephyr©, the algorithm used in Figure 3, uses different 3D model reconstruction 

algorithms. As mentioned in Table 1, 3DF Zephyr comes in a number of different versions, 

including proprietary algorithms (Samantha®, Stasia®, Sasha®) didn’t work as well with the 

SEM micrographs in comparison to that of the tree stump. This was quoted as being because 

the software’s algorithms heavily depend on colour scales for small datasets. Therefore, the 

overly greyscale datasets, like an SEM micrograph dataset, would not be suitable.  

A 3D model of a 10-cent coin was also obtained using the same method. This was used as a 

test subject for photogrammetry in the SEM as its surface was very easily navigable and 

because of its large surface structures. Images of the 3D model for this sample can be found 

in Figure 34 in the appendix.  

6.8. Comparison of Sapphire Dome 3D model with AFM data 

The sapphire dome sample was also imaged, by L. Colfer, using an AFM. As mentioned in 

section 3.5, the AFM is a versatile technique used to image the 3D structure of a nanoscale 

sample’s surface. However, the resolution of this 3D characterisation technique can be 

affected by a wide range of surface roughness.  
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Figure 33: (Left) Atomic Force Microscope (AFM) AC tapping mode image of the Sapphire Dome sample 
using a tip with a 7 nm tip. (Right) A 3D model reconstructed using the height image data.  

Presented in Figure 33, is the AFM image and subsequent reconstruction of the 3D model from 

the AFM height image data. As mentioned in section 3.5, the resolution of the height image is 

affected by the z-axis movement range of the AFM head, which is a function of the z-piezo 

crystal and is in the range of 10 µm typically. Additionally, the resolution can be affected by 

the aspect ratio of the AFM tip and the sensitivity of the AFM head’s feedback loop. This 

reduced resolution can be clearly seen when comparing the AFM image in Figure 33 (left) and 

the SEM image in Figure 29 (4). In the AFM image, the sapphire domes can be seen as relatively 

smooth, indicating that the AFM has lost a lot of information about the very faceted, sharp, 

crystalline structures which can be found on the SEM images. Additionally, in the AFM image, 

all information about the sapphire substrate is completely lost, which could be valuable to the 

researcher. The SEM image, however, shows both the substrate and some of the B6TFMO 

material growing in the region between domes, which could indicate to the researcher that an 

ineffective (or effective) mask has been used during synthesis. This loss of crystal and substrate 

information could be due to incorrect tip aspect ratio being used or an insensitive feedback 

loop. This loss of information carries through to the 3D model. The AFM’s 3D model, in Figure 

33 (right), is produced by Gwyddion© software. The software is used to extrapolate the height 

information from the 2D image and then produce the 3D model. Much like the 2D image, the 

AFM 3D model displays a relatively smooth surface on the sample. The general structure of 

the domes can be seen while the crystalline, multifaceted, sharp surface is completely lost. 
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Additionally, any information on the sample’s sapphire substrate is, again, lost, which would 

make calculating accurate geometrical values complicated. When compared to the 3D model 

produced using the SEM and Meshroom© software, in Figure 32, the AFM’s 3D model has lost 

significant information on the sample’s surface texture as well as the sample’s substrate. The 

SEM’s 3D model produced a 3D model with a texture which is complementary to the actual 

sample’s surface with crystal boundaries and general shapes can be determined. Additionally, 

the sample’s substrate surface is visible and therefore the samples geometry could be 

calculated with more accuracy.  

However, the SEM’s 3D model is not perfect. As reported in the In-Lens detector image of the 

sapphire dome sample Figure 29 (4), the sample grows from the sapphire surface, producing 

flat, rectangular shaped crystals which converge on a point to produce a general dome shape. 

The crystal growth is inconsistent, meaning the dome shape has protruding edges and 

overhangs all across its surface. These protruding edges and overhangs are completely absent 

in the SEM’s 3D model. Even in the 3D models mesh Figure 31, before the sample’s texture is 

applied to the model, the sample is all but devoid of these edges and overhangs on the surface 

and without the knowledge gained by the In-Lens image Figure 29 (4) a viewer of the 3D model 

alone may believe this sample to be smoother than it actually is. 
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7. Conclusions 

In conclusion, this project developed a framework for optimizing imaging parameters in the 

SEM, to enhance the acquisition of photogrammetric datasets and to produce an alternative 

method to AFM for the reconstruction of 3D models. Additionally, a predictive and 

mathematics-based stage automation program was developed and implemented as an 

approach to decrease the most time-consuming aspect, namely, the data acquisition process. 

Moreover, developed framework facilitated the generation of a high-quality 3D model of a 

sapphire dome sample, using Meshroom©, an open-source photogrammetry software. 

Finally, the 3D model produced was subsequently compared against the AFM data of the of 

the same sample. The result is an accessible procedure to produce 3D models, using an SEM, 

which any researcher can carry out. 

In this study scanning electron microscopy was evaluated as a candidate to produce 3D models 

of microscale structures using photogrammetry software. The microscale reconstruction of 

the 3D models exploited the fact that the input of the photogrammetry software was simply 

a dataset of image files. Therefore, because the SEMs output is image files, the software should 

theoretically have the ability to produce 3D models of microscale samples. As described in 

section 3.4.4, this method to produce 3D models through photogrammetry software has been 

carried out before. However, these studies used premium photogrammetry software in order 

to reconstruct their 3D models, which is not an option for some researchers. Additionally, the 

imaging methodologies used by previous studies have not been explicitly highlighted, this 

study addresses this through the development of a framework for optimizing imaging 

parameters. During the development of the framework to capture adequate datasets, various 

subjects, including those mentioned in section 6.6, were examined for their suitability for this 

project. This was carried out by focusing on refining imaging parameters for “microscopy for 

photogrammetry” in order to improve the throughput of 3D model reconstruction. Therefore, 

the imaging parameters (focus, astigmatism, brightness/contrast, apertures etc.) of the SEM 

were investigated. In tandem with this how photogrammetry algorithms obtain a 3D model 

and how mechanisms of microscale imaging using an SEM compare to that of macroscale 

imaging, were also investigated. This included phenomena such as edge effect, detector 
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position as well as sample stage movement. Stage movement was focused on in particular, as 

it was the limiting point in the workflow of dataset acquisition and the step which caused the 

largest bottle neck, with regards to time to image. By defining the EP of the stage, the time to 

image was vastly improved. However, the time taken to obtain the 96 images of the sapphire 

dome sample was approximately 6 hours, not including the time taken to scratch the surface 

and define the EP. This is contrasted to the comparably much shorter scan and 3D model 

reconstruction time of the AFM.  

In an effort to reduce the time required for data acquisition, A predictive mathematics-based 

stage movement program was written through the Python programming language. When the 

sample was rotated or tilted to capture different perspectives of the same point of interest, 

the stage movement moves the point of interest out of illumination by the electron beam. By 

defining the movements of the sample on the sample stage and applying trigonometry, the 

program determined the 3D position of the point of interest after each movement. This 

produced co-ordinates for an entire dataset acquisition through a desired amount of different 

rotation and tilt values. After this, it was determined to need more refinement, particularly 

the value of h, who’s error increased error in x and y, which compounded with greater 

magnifications. Machine learning algorithms will also be considered in the future in order to 

counteract the error introduced by the stage’s mechanical movement (gear and screw 

hysteresis), particularly at high magnifications.  

Finally, a dataset of a sample with a high degree of surface roughness (sapphire domes) was 

obtained. The dataset produced a 3D model through the open-source photogrammetry 

software Meshroom©, successfully. The method developed in this study is accessible to all 

researchers since the software is open-source and the widespread availability of SEMs. This 

has the potential to pave the way for exploring new avenues of research and analysis in a 

plethora of different fields. The resulting 3D model obtained from the SEM photogrammetry 

was compared to the AFM data of the sapphire dome surface. In the AFM images, data about 

the substrate is not discernible. The surface of the domes is seen to be flat, indicating that the 

sample has no surface roughness. In contrast, the SEM photogrammetry generated 3D model 

contained information about the substrate and exhibited surface roughness details. However, 
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it is important to note that the 3D model, while informative, appeared flatter compared to the 

input scanning electron micrographs. Any information on the crystalline surface details on the 

dome’s surface were largely indiscernible in the 3D model.  

One noteworthy characteristic of the sapphire dome sample is its ferromagnetic nature. The 

presence of ferromagnetism could have potentially led to distortion in the electron beam or 

interaction with escaping secondary or backscattered electrons. However, in this project, 

careful consideration was given to SEM parameters, including those relevant to 

photogrammetry. As a result, it is likely that the optimal parameters for imaging ferromagnetic 

samples, such as astigmatism correction and longer WDs were inadvertently chosen. These 

parameter selections, informed by the overall optimization process, helped mitigate the 

potential effects of ferromagnetism on the electron beam and contribute to obtaining high-

quality imaging results.140 Further research on the specific consideration and strategies for 

imaging ferromagnetic samples in the SEM can provide valuable insights for future magnetic 

samples.  
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8. Future Work 

In future work, it is essential to explore and evaluate a wider range of photogrammetry 

options, including both paid and other open-source software. These should then be assessed 

against each other to allow researchers to make informed choices based on their 3D model 

requirements. Furthermore, expanding the scope of the samples is important, particularly by 

incorporating diverse sample types, including insulating samples. This expansion necessitates 

the adoption of more rigorous sample and vacuum chamber hygiene practices, such as solvent 

and plasma cleaning to ensure accurate, non-disrupted images are obtained for 

photogrammetric datasets. Finally, to achieve higher-quality 3D models, more extensive data 

acquisition protocols will be applied, such as grid capture and increased magnifications. These 

enhancements will allow for a more comprehensive representation of the sample’s features. 

The geometry of the sapphire domes will be thoroughly analyzed and determined as part of 

further investigations. This will be further compared against using other 3D characterisation 

techniques to determine the validity of 3D photogrammetry for SEM as a method to determine 

the accurate height or slopes of surface structures. 

Additionally, further research on quantitatively evaluating the roughness of the 3D model is 

important to analyse the quality of the established framework. This could be done by 

quantitatively analysing the surface of the samples and using this analysis to compare against 

the surface of the 3D model. This may prove difficult for different sample types and therefore 

a new methodology to determine this may be needed.  

To further optimize the imaging process and reduce the burden of the significant time cost of 

this method, it is imperative to continue and improve the development of the stage 

automation program. This comes in the form of addressing existing errors, such as those 

encountered at high magnifications, is crucial to ensure the success of this program. The 

implementation of machine learning algorithms holds promise to enhance both the accuracy 

and efficiency of the positioning program. Additionally, obtaining the rights to the Zeiss© API 

could drastically improve this programs functionality, allowing it to directly control the SEMs 

controls, rather than just producing the coordinates for the user to input, and unlock new 
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possibilities for SEM-based photogrammetry. Furthermore, the implementation of an 

improved sample stage, such as the Kleindik© nanomanipulator, could efficiently define the 

EP of the sample to be wherever the user decides. The user would have complete control of 

the sample in 8 axes, significantly improving the time taken to image. However, these 

implementations would significantly increase the cost of the technique, which does not align 

with the project’s goal.  
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10. Appendix 

10.1. Code 
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10.2. 10 cent coin  

 

Figure 34: 3D model of the 10 cent coin that was imaged 


