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ABSTRACT: Increasing complexity and capacity of computational physics-based landslide run-out
modelling over the last few years yielded highly efficient model-based decision support tools, e.g.
landslide susceptibility or run-out maps, or geohazard risk assessments. Prior to applying such
computational models for decision making, however, one has to carefully decide for appropriate and
compliant building blocks of the underlying simulation tool chain. For example, one has to decide on
resolution and quality of the data products representing topography or vegetation, on the complexity of
the underlying process model and on the numerical solution scheme used to solve the process model.
Probabilistic hazard mapping based on applied uncertainty quantification (UQ) furthermore requires to
decide for model parameter’s prior probability distribution, e.g. of friction parameters, as well as how to
deal with the UQ-related high-throughput challenge. Surrogate modelling techniques based on Gaussian
process emulation reduce the computational costs needed to generate hazard maps while accounting for

the error introduced. A comparative study is presented herein by considering a collection of design
criteria for a hazard mapping workflow, such as rheological parameters and intensity. Results of
multiple model runs for a synthetic case on a real-world topography are illustrated to demonstrate how
uncertainty is reflected in hazard maps. Implications regarding the design of model-based decision

support tools in practice are discussed.

Quantitative risk analysis (QRA) is crucial in de-
termining areas or elements at risk, and devising
strategies on mitigating hazards. Three key factors
of a QRA for a natural disaster are hazard, expo-
sure and vulnerability. Exposure and vulnerability
characterise assets of societal relevance based on
economic, societal, or political metrics. A quan-
titative assessment of hazard generally requires to
understand the hazardous process and is based on
empirical, statistical or mechanistic process mod-
els. It is composed of the two aspects probability of
occurrence and intensity (Corominas et al., 2014).
Mapping the hazard in space and time finally re-
quires a combination of temporal and spatial prob-
ability of initiation or occurrence, and estimation of

run-out, which comprises a spatio-temporal height
and velocity field (van Westen et al., 2006).

Risk due to rapid flow-like geohazards such as
debris flows can be analysed by calculating the
probability of occurrence based on rainfall fre-
quency (Lin et al., 2011), while their intensity is
estimated using flow height, flow velocity or a com-
bination of both as proxies (Lateltin et al., 2005;
Hiirlimann et al., 2008). Lari et al. (2014) links the
scarcity of hazard curves for landslides in the liter-
ature to the difficulty of generating them, and un-
derlines the importance of selecting an appropriate
intensity parameter. For example, Liu et al. (2021)
characterises the intensity of a debris flow as high
if maximum simulated flow height is between 1.5
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and 3.0 m, or if maximum simulated flow height
and velocity, i.e. multiplication of both, is between
3.0 and 12.0 m?/s. Same intensity class is defined
by Tang et al. (2022) as maximum flow height more
than 2.5 m or maximum flow velocity more than 1.0
m/s.

Regardless the metric used for estimating the in-
tensity of debris flows, a multitude of data products,
e.g. Digital Elevation Models (DEM), point clouds,
aerial photographs, documented past events (Blahut
etal., 2010; Tang et al., 2022), and a computational
process model are required to conduct run-out anal-
yses to determine locations of increased risk. Com-
bining these individual building blocks into an in-
tegrated workflow facilitates accurate prediction of
risk in a model-based decision support tool, e.g. an
intensity or a hazard map. It is therefore critical for
the development of any model-based decision sup-
port tools to design carefully the hazard mapping
workflow, hence choosing appropriate decision cri-
teria at each step of the workflow.

Each design decision along the workflow can be
understood as a partial model and is hence reflected
as an uncertainty in the final hazard map. One
can opt for a continuum-mechanical process model,
and a decision between a mesh-free, e.g. smoothed
particle hydrodynamics, or a structured-mesh, e.g.
GIS-based finite difference method, approach can
provide considerable differences in the numerical
output (Mousavi Tayebi et al., 2021). Given that a
GIS-based approach is selected, choosing one dig-
ital elevation model (DEM) product over another
one can alter the model outcomes (Biihler et al.,
2011; Zhao and Kowalski, 2020). Also the method
chosen for subsequent uncertainty quantification,
e.g. point estimate method vs. Monte Carlo simula-
tions, affect the uncertainty of the parameters used
in the post-processed metrics that define the inten-
sity of geohazards (Yildiz et al., 2023). It is there-
fore essential to learn how to navigate in this land-
scape of uncertainties while conducting geohazard
risk assessment, and a holistic attempt to quantify
and propagate the accumulated uncertainty subject
to each building block of the workflow should be
made. Only by considering uncertainties jointly, a
reliable frequency distribution of intensities (Lari
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et al., 2014), and thus a probability distribution can
be obtained. Understanding the relative impact of
different workflow building blocks on the overall
uncertainty, hence reliability of a georisk intensity
map will furthermore help to identify best invest-
ments into increasing the reliability of model-based
decision support tools.

An early example of such an attempt is presented
herein using debris flows commonly occurring on a
catchment in Southern Central Pyrenees in Spain.
Run-out simulations with synthetically generated
release volumes were conducted to illustrate the un-
certainty of an intensity map originating from a col-
lection of decisions in the computational workflow.

1. METHODOLOGY

Workflows to generate probabilistic mapping of
various geomorphic hazards, such as earthquake-
induced submarine landslides (Collico et al., 2020),
landslides on mountainous terrain (Fu et al., 2020),
or volcanic hazards (Jones-Ivey et al., 2022),
generally present a flowchart demonstrating the
data products used, modelling approach, post-
processing steps, and methods involved, which ob-
scures the left-out or alternative decisions. Table 1
summarises design options for a landslide risk as-
sessment workflow.

Methodology used in this study consists of a col-
lection of decisions, which can be summarised as
follows: 1) A GIS-based software which employs fi-
nite difference method to solve depth-average shal-
low flow equations. ii) Model inputs are a digital
elevation model file, a release height file, uniformly
distributed friction parameters from Voellmy-Salm
rheology. 1ii1) Model outputs are maximum flow
height and maximum flow velocity iv) Various in-
tensity definitions are compared v) Uncertainty due
to friction parameters are assessed in terms of in-
tensity maps.

1.1. Case study

Rebaixader catchment, located near the vil-
lage Senet in Southern Central Pyrenees in Spain,
presents a high torrential activity from a source area
with a concave scarp, where debris flows and de-
bris floods initiate. Availability of granular sedi-
ment and steep slopes predisposes the basin to tor-



14th International Conference on Applications of Statistics and Probability in Civil Engineering, ICASP14

Table 1: Design options for a model-based landslide
risk assessment workflow

Decision Options

Modelling approach Depth-averaged continuum-mechanics
Free-surface continuum-mechanics

Discrete Particles

Multi-phase
Numerical approach Eulerian

Lagrangian
Solution approach Analytical

Finite element

Finite difference

Finite volume

Smoothed particle hydrodynamics
Voellmy-Salm

Bingham

Herschel-Bulkley

Point clouds

Digital Elevation Models

Fine grid vs. Coarse grid
Brute force

Grid-type search

Bayesian inference

Maximum flow height
Maximum flow velocity
Maximum flow height and velocity
Dynamic pressure

Point estimate method

Monte Carlo simulations

First Order Reliability Method
First Order Second Moment
Uniform, Gaussian

Beta, Gamma

Assumed vs. Informed
Gaussian process

Rheology

Topography

Calibration

Intensity estimation

Uncertainty quantification

Prior distributions

Emulation strategy

rential flows triggered mainly by rainfall (Oorthuis
et al., 2022). An analysis of the relationship be-
tween triggering rainfall events and torrential flows
showed that short and intense rainstorms in sum-
mer triggered flows with a short reaction time be-
tween rainfall onset and the initiation of the torren-
tial flows (Abancé et al., 2016). This location is
chosen as a case study due to high torrential activ-
ity, lack of protective measures, and the availability
of long term field monitoring data sets.

1.2.  Simulations

A GIS-based open source software framework,
r.avaflow v2.4 (Mergili and Pudasaini, 2021), was
used in this study to simulate the run-out of a syn-
thetically generated release volume using variable
friction coefficients of Voellmy-Salm rheology.
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Digital Terrain Model (DTM) and Digital Sur-
face Model (DSM) products of Autonomous
body National Center for Geographic Information
(CNIG) at 5-m resolution were used in this study
(CNIG, 2022). A Canopy Height Model (CHM)
was created by subtracting the DTM from DSM,
and masking areas with a height difference less than
0.5 m.

A synthetic release height map of ellipsoidal
shape with a major axis of 80 m and a minor axis of
30 m was used in this study. Its centre was located
at (315645.98, 4712854.18), chosen arbitrarily in
the north-facing side of the scarp. Flow height is set
to 8 m to yield a flow volume of roughly 15000 m?
complying with reported debris flows in Oorthuis
et al. (2022).

Friction coefficients of Voellmy-Salm rheology
are not directly measureable and need to be cali-
brated based on field observations for a later use
in predictive simulations. Friction parameters are
used as uncertain parameters varied between simu-
lations scenarios in this study. Dry-Coulomb fric-
tion coefficient, u, was varied between 0.02 and
0.3, while the range of turbulent friction coefficient,
&, was 100 - 2200 m/s? (Zhao et al., 2021; Yildiz
et al., 2023).

In order to incorporate the effects of vegetation
on the evolution of the flow, a friction approach was
used that uses modified friction parameters - i and
& in case of Voellmy-Salm rheology - in the forest
domain to account for the interaction between the
debris flow and the forest. This is generally done
by increasing u and reducing & (Feistl et al., 2014;
Schraml et al., 2015) compared to typical open-
terrain values. Friction approach was used in this
study by assigning the upper limit to y (uy = 0.3),
and the lower limit to & (§; = 100 m/s?). These
values were considered as static and not changed
between simulation scenarios.

Latin Hypercube Sampling was used to sample
from input parameter space while maximising the
minimum distance between points. A total of 200
input parameter samples were generated yielding a
set of 200 simulations with varying friction coef-
ficients. Three stacked raster files, each band cor-
responding to one simulation results, were used as
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Figure 1: Summaries of the outputs from 200 simulations depicting the (A — C) mean and (D — F) standard de-
viation of maximum flow height (yqy), maximum flow velocity (Viax), and maximum flow height x flow velocity
(hVimax), respectively. Coordinates are given in EPSG:25831.

the main outputs from the model runs. Maximum
flow height (4;,4) and flow velocity (vy,,y) at each
cell were auto-generated by r.avaflow 2.4. Two ad-
ditional outputs were calculated as proxies of max-
imum discharge and impact pressures (hv;,,, and
hv2,..) in each cell. It should be noted that these
maxima typically do not occur at the same time step
in each cell.

1.3.  Hazard assessment

As the hazard is assessed with intensity and prob-
ability of an event, a total of 6 criteria from vari-
ous sources were collected to assess the variation in
hazard zoning of the same event based on the def-

inition of intensity. Criteria used in this study can
be grouped into three categories: Group 1 combines
Nar and vy,,x, and consists of Rickenmann (2005)
— unpublished source, obtained from Hiirlimann
et al. (2008) — and Tang et al. (2022). Group 2
combines /4, and hv,,,y, and sources are Lin et al.
(2011), Chang et al. (2017), and Liu et al. (2021).
The last group consists of only Jakob et al. (2012),
which uses hv2,,..

2. RESULTS

Figure 1 presents the mean (see Figures 1A —
1C) and standard deviation (see Figures 1D — 1F)
of Nyaxs Vinaxs MVmayx obtained from 200 simulations.
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Figure 2: Intensity classes obtained according to (A) Rickenmann (2005), (B) Tang et al. (2022), (C) Lin et al.
(2011), (D) Chang et al. (2017), (E) Liu et al. (2021) and (F) Jakob et al. (2012) . Classes are calculated from
the mean values from 200 simulations. Coordinates are given in EPSG:25831. Legend in (F) represent complete
destruction (IV), major structural damage (I111), some structural damage (Il), some sedimentation (I).

The flow originates from the synthetically gener-
ated location on the upper segment of the north-
facing part of the scarp, and follows the chan-
nel between the forested area. It reaches the fan
at the lower part of the catchment. Flow veloci-
ties higher than 20 m/s — mainly at the lower part
of the scarp, were obtained from the simulations,
which decreased once the flow entered the channel.
Higher values of hv,,,, were observed mainly at the
lower part of the scarp, which also showed a ten-
dency to decrease as the flow proceeded along the
channel.

Highest standard deviation of the flow height was

observed at the edges of the channel, with values
up to 1 m. Variations from the mean behaviour
were of higher magnitude and spatially more dis-
tributed for flow velocity. Higher standard devia-
tions at the edges are still evident (See Figure 1E).
Unlike 4,4, and vy, highest standard deviations
were observed at the lower parts of the scarp and
upper parts of the channel for hv,,g,.

Figure 2 illustrates the intensity maps based on
the sources mentioned in Section 1.3. Calculations
were done using the mean values from 200 sim-
ulations. Group 1 — based on A4 and vy —
marks most of the impacted area as high risk, and
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Figure 3: Intensity classes obtained according to Jakob et al. (2012). Classes are calculated from the mean -
standard deviation (A), mean (B) and mean + standard deviation (C) from 200 simulations. Coordinates are given
in EPSG:25831. Legends represent complete destruction (IV), major structural damage (11l), some structural

damage (1), some sedimentation (I).

produced highly similar intensity maps with only
minor differences (See Figures 2A — 2B). Lin et al.
(2011) within Group 2 — based on /4, and hvyy,
— produces a smaller area than the others in Group
2, whereas the high intensity areas are similar (See
Figures 2C — 2E). Figure 2F shows the intensity
classes defined by Jakob et al. (2012), which is only
based on Av2. Classes are defined from I (Some sed-
imentation) to IV (Complete destruction). Class IV
was only marked around the release zone, and the
upper parts of the scarp. Channel is marked pre-
dominantly as class III (Major structural damage).

Figure 3 show the uncertainty in intensity estima-
tion due to uncertain model parameters. Maps were
generated only with Jakob et al. (2012) as an ex-
ample. Classes were obtained with mean - standard
deviation of hv2,,. in Figure 3A, with mean hv2 .
in Figure 3B, and with mean + standard deviation
of hv2,,. in Figure 3C. Class IV covers an area of
8325 m?, 9675 m?, and 11550 m? in Figures 3A, B,
and C, respectively.

3. DISCUSSION

Unlike studies of larger scale with spatially and
temporally distributed events (Fu et al., 2020; Melo
et al., 2018), this study uses a single synthetic flow

on a catchment that is highly susceptible to debris
flows. Therefore, spatial and temporal probability
of the occurrence were not taken into considera-
tion. Uncertainty in the model outputs result from
the uncertain rheological parameters, apart from the
intrinsic uncertainties due to process idealisation or
numerical errors. However, an equal probability
can be considered for each simulation as the fric-
tion parameters are uniformly distributed.

Highest standard deviations in maximum flow
height, hence model-based prediction of least relia-
bility, were observed at the edges of the area transi-
tioning from the scarp to the channel. It can be seen
from the orthophotos and from CHM that channel
is directly adjacent to the forested area of which the
friction parameters are different than the bare earth
according to the friction approach. Limitations
of this approach has been demonstrated for small
and medium scale avalanches, and alternatives have
been proposed (James Laplante D’ Amboise et al.,
2022; Védrine et al., 2022). As demonstrated
herein with highly uncertain output at the edges of
the area impacted by the flow, a risk assessment in
a forested area should also investigate alternative
methods to incorporate effects of trees on the run-
out of geohazards.
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A further source of uncertainty as part of the
workflow is the choice of intensity metric. Defin-
ing intensity of an event and assigning classes to
coordinates in a map can be conducted in various
ways — all of which requires knowledge about the
evolution of the flow in space and time. Selection
of parameters and relations are rather unclear (Lari
et al., 2014), except (Jakob et al., 2012) which in-
troduces a proxy of dynamic impact pressure vali-
dated by data with past events based on the extent
and degree of structural damage.

Intensity criteria within each group produced
similar maps, especially in Group 1. Lin et al.
(2011) has a higher threshold, i.e. 0.2 m, than the
others in Group 2, therefore Figure 2C marks the
smallest area. Chang et al. (2017) and Liu et al.
(2021) produce very similar results even though the
latter uses an additional class, Very high. Uncer-
tainty generated due to model parameters show that
deviations from mean values can affect up to nearly
20% difference in marking high risk zones (See
Figure 3).

A significant drawback in some of the intensity
definitions used in this study is the use of strict —
but not well designed — logical relations, e.g. and
and or, both in Group 1 and 2 can create possible
combinations which are left undefined. For exam-
ple, Chang et al. (2017) defines the low intensity
as 0 < h < 0.5 & vh < 0.5 and medium intensity
as 0.5 < h <25&05<vh <25. Areas with
an h between 0.5 and 2.5 and a vk less than 0.5
are undefined in this case. Figures 2D and 2E il-
lustrate the unclassified areas between the medium
and low classes. The spatial coverage of such ar-
eas was rather small in this specific case study, but
this may lead to significant errors in judgement for
other cases.

4. CONCLUSIONS

This study demonstrates an example of how the
uncertainty due to workflow used in generating a
model-based risk assessment for geohazards affects
the final output. It was demonstrated that employ-
ing a well-established intensity criteria is crucial, as
the poorly described criteria can alter the decision-
making process of risk zoning. Future research will
focus on demonstrating the uncertainty at each step,
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and how it is propagated through the workflow and
reflected in the final output, e.g. a probabilistic haz-
ard map.
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