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   I. Introduction  

 One of the main issues of global content governance on social media relates to the 
defi nition of the rules governing online content moderation. 1  One could think that 
it would be suffi  cient for online platforms to refer to existing human rights stand-
ards. However, a more careful analysis shows that international law only provides 
general principles, which do not specifi cally address the context of online content 
moderation, and that a single human rights standard does not exist. Even identi-
cal provisions and principles are interpreted by courts in diff erent ways across the 
world. Th is is one of the reasons why, since their inception, major social media 
platforms have set their own rules, adopting their own peculiar language, values 
and parameters. Yet, this normative autonomy too has raised serious concerns. 
Why should private companies establish the rules governing the biggest public 
forum for the exchange of ideas ?  Is it legitimate to depart from minimal human 
rights standards and impose more stringent rules ?  

 Th e current situation exposes a dilemma for online content governance. 
On the one hand, if social media platforms simply adopted international law 
standards, they would be compelled to operate a choice on which standard to 
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follow  –  for example, between the US freedom of expression-dominated approach 
or the European standard, which balances freedom of expression with other social 
values. Moreover, they would also need to put in place a mechanism able to trans-
late, or  ‘ operationalise ’  such general standards in the context of online content 
moderation. On the other hand, where social media platforms adopt their own 
values, rules and terminology to regulate content moderation, thus departing from 
international law standards, they are accused of censorship or laxity, intrusiveness 
or negligence. 

 Th e core issue and key to solving this dilemma lies in the capacity to defi ne 
principles and values for online content governance, a task which is part of the 
broader process of constitutionalising the digital society. 2  Th is chapter aims to 
contribute to disentangle this Gordian knot. Firstly, we will clarify to what extent 
international law standards may provide useful guidance in the context of online 
content moderation and what their limitations are ( section II ). Secondly, we will 
examine a source of normative standards that has been so far neglected by the 
scholarship: civil society impulses. Over the past few years, a series of initiatives 
have emerged at societal level, and especially among civil society groups, including 
NGOs, think tanks, academia, trade unions, and grassroot associations, to articu-
late rights and principles for the digital age. Th e output of these eff orts mostly 
consists of non-legally binding declarations, oft en intentionally adopting a consti-
tutional tone and therefore termed  ‘ Internet bills of rights ’ . 

 Our chapter aims to understand what social media platforms ’  online content 
governance rules can learn from these civil society initiatives. A peculiarity of 
these documents lies indeed in their surfacing outside traditional institution-
alised constitutional processes. Th ey can be considered as expressing the  ‘ voice ’  
of global communities that struggle to propose an innovative constitutional 
message within traditional institutional channels: one of the layers of the complex 
process of constitutionalisation that is pushing towards reconceptualising core 
constitutional principles in light of the challenges of the digital society in a new 
form of  ‘ digital constitutionalism ’ . 3  We have collected a dataset of 40 documents 
and performed an empirical analysis of their content, looking specifi cally at how 
these declarations have articulated the rights and principles related to online 
content governance ( section III ). Th e chapter will then conclude with a case 
study focusing on Facebook ’ s online content moderation rules, examining to 
what extent they refl ect or depart from international and civil society standards 
( section IV ).  
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   II. International Standards  

 Recent years have seen a growing attention in the potential of international law 
in off ering normative guidance to address human rights concerns in content 
governance. 4  Partly in response to pressure from civil society groups, including 
through the launch of Internet bills of rights that advance progressive content 
governance standards, social media platforms are also increasingly turning atten-
tion to international human rights law. 5  Th is section considers the extent to which 
international law off ers such guidance to the complex world of platform content 
governance. 

   A. Generic International Law Standards Applicable 
to Content Governance  

 Th e fi rst set of international law standards applicable to content governance are 
general in scope and formulation. One such generic standard concerns human 
rights provisions that defi ne the scope and nature of state human rights obligations. 6  
Th e International Covenant on Civil and Political Rights (ICCPR), a human rights 
treaty widely ratifi ed by states, provides the general framework for any considera-
tion of content governance in international law. One way it does so is by defi ning 
the scope of state obligations vis- à -vis Covenant rights. States generally owe two 
types of obligations under the Covenant: negative and positive obligations. 7  States ’  
negative obligation imposes a duty to  ‘ respect ’  the enjoyment of rights. As such, 
it requires states and their organs to refrain from any conduct that would impair 
the enjoyment of rights guaranteed in the Covenant. States ’  positive obligations, 
on the other hand, impose a duty to  ‘ protect ’  the exercise of rights. Th is obligation 
thus concerns state regulation of third parties including private actors to ensure 
respect for Covenant rights. 

 Secondly, one fi nds little-explored norms that would potentially apply to 
non-state actors, including social media companies directly. One is the Preamble 
of the Universal Declaration of Human Rights (UDHR), which  –  at the highest 
level  –  states that  ‘ every organ of society ’  shall strive to promote respect for rights 
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guaranteed in the Declaration. 8  Scholars argue that the reference to  ‘ every organ 
of society ’  is said to include the duty of companies to  ‘ respect ’  human rights. 9  
Th is preambular proviso fi nds some concrete expression in international human 
rights law in the form of prohibition of abuse of rights. International law bestows 
no right upon anyone including  ‘ groups and persons ’  as well as states to impair 
or destruct the enjoyment of the rights guaranteed in the Declaration and the 
Covenant. 10  Th is abuse of rights prohibition arguably would also apply to social 
media companies in a sense that their policies and practices, including those 
relating to content moderation, must not have the eff ect of impairing or destruct-
ing the enjoyment of human rights. In that sense, there is a negative obligation 
to  ‘ respect ’  human rights which requires them to refrain from measures that 
would aff ect the enjoyment of rights. Indeed, the tendency in these provisions 
to address private actors directly  –  albeit generically  –  appears to be at odds with 
the state-centred nature of human rights law generally. But the sheer fact that 
these provisions appear to impose binding duties, regardless of how they would 
be enforced, would certainly add weight to recent scholarly arguments that inter-
national human rights law does, or should, apply to content moderation practices 
of platforms. 11   

   B. Content Governance Standards in Human Rights 
and Principles  

 Content governance standards in international law are also to be found in the cata-
logue of human rights and principles. First, human rights law prohibits certain 
types of speech: war propaganda, 12  advocacy for racial, religious and national 
hatred 13  and racist speech. 14  In outlawing certain types of expression, interna-
tional human rights law sets forth content governance standards that must be 
implemented by state parties to the relevant treaties, including in social media 
platforms. Social media companies are not bound by such international stand-
ards, but they may ban or restrict such types of speech to comply with national 
law or volitionally as they now do in practice. 15  Second, human rights law not 
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only guarantees the right to freedom of expression but also provides standards for 
permissible restrictions, namely, legality, necessity and legitimacy. 16  

 Th ird, in addition to freedom of expression, content governance engages a broad 
range of human rights guaranteed in international law. Common acts of content 
moderation would normally limit freedom of expression of users. But other human 
rights and principles such as the right to equality/non-discrimination, right to eff ec-
tive remedy, right to fair hearing, right to honour and reputation and freedom of 
religion are also impacted by platform content moderation policies and practices. 
Th e right to  ‘ enjoy the arts and to share in scientifi c advancements and its benefi ts ’  
is another set of socio-economic rights that relates to content governance. 17  Th is 
 ‘ right to science and culture ’  is aimed at enabling all persons who have not taken 
part in scientifi c inventions to participate in enjoying its benefi ts. 18  Th is provision 
has barely been invoked in practice, but it arguably would apply to counter aggres-
sive content moderation practices of platforms vis- à -vis copyrighted material. As 
shall be highlighted in the next section,  ‘ freedom from censorship ’ , including the 
right not to be subjected to onerous copyright restrictions, is one of the content 
moderation-related standards proposed by civil society groups. 

 Th e  ‘ right to science ’  has been interpreted to embody the right of individuals to 
be protected from the adverse eff ects of scientifi c inventions and the right to public 
participation in decision-making about science and its uses. 19  And this, as we will 
see, comes closer to civil society content governance standards that envisage duties 
on social media platforms to prevent harm and safeguard vulnerable social groups 
on social media platforms as well as the need to ensure meaningful participation 
in the development of policies.  

   C. International Soft  Law on Content Governance  

 Th e UN Guiding Principles on Business and Human Rights (UNGPs, alternatively 
referred to as the Ruggie Principles) are a potential source of specifi c interna-
tional content governance standards. Th e Ruggie Principles are currently the only 
international instrument that seeks to address the conduct of businesses and its 
impact on human rights (with some limits). 20  Not only do they primarily affi  rm 
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states as the sole and primary duty-bearers in human rights law 21  but they are also 
couched in general principles. And this makes them less suited to the complex 
world of content moderation. It is, however, vital to note that the scope of the 
Ruggie Principles is defi ned in a manner to apply to businesses of all types and 
sectors. 22  Th is means that the principles would, theoretically, apply to social media 
platforms. 

 In a series of reports, the UN Special Rapporteur on Freedom of Expression, 
David Kaye, has sought to adapt the Ruggie Principles to the social media context. 23  
While such elaborative reports provide useful intellectual guidance, they are legally 
non-binding, meaning that compliance by platforms would be entirely voluntary. 
Yet, this attests to the fact that a process of adaptation of international law stand-
ards, including the Ruggie Principles, to the social media context, is in the process 
of development. 24  Added to frequent exhortations of civil society groups on the 
normative value of the Ruggie Principles, emerging attempts at translating the 
UNGPs to the digital context may potentially contribute to this evolution of inter-
national standards on content governance. 

 Relatively progressive content moderation-related international standards are 
emerging through the work of Kaye. He has been part of a coalition of intergov-
ernmental mandates on freedom of expression which, through Joint Declarations, 
outlined progressive standards on content moderation. 25  Th e Joint Declarations 
constitute international soft  law that tend to unpack general free speech stand-
ards envisaged in the ICCPR as well as regional human rights treaties. Th e 2019 
Resolution, for instance, states in its Preamble that the primary aim of the Joint 
Declarations is one of  ‘ interpreting ’  human rights guarantees thereby  ‘ providing 
guidance ’  to, inter alia, governments, civil society organisations and the business 
sector. 26  It further provides that the Joint Declarations have  –  over the years  –  
 ‘ contributed to the establishment of authoritative standards ’  on various aspects of 
free speech. 27  

 Intermediary liability is one of the content governance-related themes 
addressed with some details in the Joint Declarations. 28  Current international 
hard law on free speech does not address the role of intermediaries, such as social 
media platforms, in curating and moderating content online. Intermediaries play 
a key role in the enjoyment of the right to freedom of expression online which 
makes appropriate regulation of their conduct an imperative. Th e objective of fair 
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intermediary liability, then, is to defi ne the exceptional circumstances where inter-
mediaries would be held liable for problematic content of their users. In fi lling the 
normative void in international law, the 2019 Joint Declaration in particular off ers 
some international standards on intermediary liability. On top of the overarching 
 ‘ responsibility ’  of intermediaries to  ‘ respect human rights ’ , the Declaration stipu-
lates the principle to put in place clear and predetermined content moderation 
policies that are adopted aft er consultation with users, in line with what is called 
in international human rights law the requirement of legality, the requirement to 
institute minimum due process guarantees, such as prompt notifi cation to users 
whose content may be subjected to content action and avenues by which users may 
challenge impending content actions. 

 Soft  law generally off ers authoritative interpretation of high-level principles of 
international hard law, but the approach in the Joint Declaration raises questions 
of form and substance in international law. One such question is whether a soft  
human rights instrument  –  drawing upon a human rights treaty  –  can directly 
address private actors that are not party to the treaty. But this point goes beyond 
the scope of this chapter.  

   D. Th e Role of International Standards  

 In conclusion, despite the recent turn to international human rights law for 
content governance standards, it appears to off er little guidance. It is uncertain, 
for instance, as to how it would apply to platform content governance. As shown 
above, this is mainly because international human rights law is  –  by design  –  
state-centred and hence does not go far in attending to human rights concerns in 
the private sector. Th is is exacerbated by the characteristically generic formulation 
of international human rights standards which  –  in turn  –  make them less suited to 
the world of platform content moderation. Th e complex, voluminous and routine 
nature of content moderation requires a rather granular and dynamic system of 
norms. What is more, the generic international content governance standards have 
not adequately been unpacked by relevant adjudicative bodies, such as the United 
Nations Human Rights Committee, to make them fi t for purpose to the present 
realities of content moderation. By and large, content governance jurisprudence 
at the international level remains thin. However, international law ’ s primary value, 
thus far, has been to provide the overarching normative framework, on which 
recent progressive civil society content governance standards build, as we will 
explore in the next section.   

   III. Civil Society Initiatives  

 Th is section analyses a selected sample of 40 Internet bills of rights developed 
by civil society groups, and articulating rights and principles addressing online 
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content governance. 29   Table 16.1  provides for a synthetic overview of the prin-
ciples we detected in the corpus, grouped into three major categories. Th e fi rst 
one collects all the provisions explicitly concerned with international human 
rights law compliance. Th e other two categories distinguish respectively between 
substantive and procedural standards.  ‘ Substantive standards ’  refer to people ’ s 
rights and responsibilities related to the creation and publication of content on 
the Internet.  ‘ Procedural principles ’  indicate formal rules and procedures through 
which substantive rights shall be exercised and enforced, ie the rules through 
which decisions about users ’  contents are made, including the rulemaking process 
itself. 

    Table 16.1     Civil society initiatives   

  Categories  
  No of 

documents    Principles included  
 General compliance with 
human rights standards 

 19 

  Substantive principles    39    
 Freedom of expression  38  Freedom from censorship, freedom from 

copyright restriction, freedom of religion 
 Prevention of harm  16  Harassment, cyberbullying, defamation, 

incitement to violence, cybercrime, human 
dignity 

 Protection of social groups  13  Non-discrimination of marginalised group, 
discriminating content, hate speech, children 
rights and protection 

 Public interest  6  Public health or morality, public order 
and national security, fake news and 
disinformation, protection of infrastructure 
layer 

 Intermediary liability  9  Full immunity, conditional liability, 
intermediaries are liable in the case of 
actual knowledge of infringing content, 
intermediary are liable when fail to comply 
with adjudicatory order 

  Procedural principles    32    
 Rule of law  24  Legality, legal certainty, rule of law, judicial 

oversight, legal remedy, necessity and 
proportionality 

(continued)
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  Categories  
  No of 

documents    Principles included  
 Good governance 
principles 

 19  Transparency, accountability, fairness, 
participation, multistakeholderism, 
democratic governance   

 Platform-specifi c 
principles 

 21  Notifi cation procedures, human oversight, 
human rights due diligence, limitations to 
automated content moderation, informed 
consent, right to appeal and remedy 

   A. Substantive Principles  

 Our analysis shows a high degree of consistency among the documents analysed. 
A consensus emerges on a shared set of principles to be applied to content govern-
ance, which, taken together, outline a coherent normative framework. Civil society 
declarations draw extensively on human rights law. Half of our sample refers 
explicitly to one of the international human rights law instruments discussed 
in the previous section (especially ICCPR, HDHR, Ruggie Principles), or more 
generally advocates for the respect of human rights standards. Moreover, even 
when not referred to explicitly, the documents we analysed provide for rights and 
principles drawn from the international human rights literature. 

 Within this framework, freedom of expression emerges as the core principle 
and main concern of civil society when dealing with content moderation in the 
context of digital constitutionalism initiatives. Not only is it the most quoted 
principle, but most of the other rights and interests emerge within discussions 
about free speech and its limitations, and are clearly presented as subordinate 
to freedom of expression. Th ree categories of substantive principles, respec-
tively related to the prevention of online and offl  ine harm, the protection of 
social groups and public interest, set the boundaries of what civil society consid-
ers acceptable derogation to the principle of freedom of expression, and which 
in turn justifi es content removal. Sixteen documents refer to the protection of 
individuals from potential harms including harassment, cyberbullying, incite-
ment to violence, damage to reputation and dignity. Th irteen documents call 
into question principles aiming at protecting minorities or vulnerable groups 
from troubling content, or content that constitute incitement to hatred, violence 
or discrimination. Six documents refer to some articulations of public interest, 
such as protection of national security, public health, morals, or more recently 
fake news and disinformation. It is worth noting that these kinds of permis-
sible restrictions refl ect those foreseen by international law, and in particular 
Article 19 of UDHR and ICCPR.  

Table 16.1 (Continued)
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   B. Procedural Principles  

 In relation to substantive principles, civil society initiatives limit themselves to 
reiterate general international human rights standards in the context of social 
media platforms. Conversely, as regards procedural principles, Internet bills of 
rights perform a more articulated  ‘ generalisation and respecifi cation ’  of interna-
tional standards in light of the peculiar nature of the social media environment. 30  
Th e procedural principles advanced by civil society can be divided into three sub-
categories. Firstly, a series of principles address states and online platforms, and can 
be collected under the label of  ‘ rule of law ’  principles. Civil society organisations 
require, on the one hand, governments to establish a legal framework providing 
certainty and predictability for content moderation, and on the other hand, plat-
forms to execute content removal requests from states only when provided by law. 
As a minimum, civil society require states to: 

   (1)    defi ne freedom of expression restrictions and what constitutes illegal content 
through democratic processes and according to international human rights 
law standards, adopting in particular the tripartite test of legality, necessity 
and proportionality   

  (2)    clearly establish under which conditions intermediaries are deemed responsi-
ble for user-generated content, and which kind of actions they must undertake   

  (3)    guarantee appropriate judicial oversight over content removal and the right to 
legal remedy.    

 Th e main concern here is that constitutional safeguards and rule of law are circum-
vented by outsourcing online content moderation adjudication and enforcement 
to private entities. Furthermore, civil society groups in particular claim that states 
must not impose a  ‘ general monitoring obligation ’  to intermediaries. 31  Human 
rights defenders fear that encouraging a  ‘ proactive ’  content moderation will lead to 
 ‘ over-removal of content or outright censorship ’ . 32  In doing so, civil society groups 
recall the warnings advanced by the UN Special Rapporteur David Kaye in his 
2018 report on the promotion and protection of the right to freedom of opinion 
and expression. 33  
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 Th e second category refers to a series of  ‘ good governance ’  standards that apply 
both to states and private companies. Th ey include the principles of transpar-
ency, accountability, fairness and participatory decision-making. However, the 
most interesting group of procedural principles is the third one, which we termed 
 ‘ platforms-specifi c principles ’ . It is indeed here that civil society contextualises and 
adapts general international human rights standards into more granular norms 
and rules to be implemented in the platform environment. 

 Th is last group includes six procedural principles: 

   (1)     Certainty and predictability . As discussed above in relation to transparency, 
platforms are asked to provide certainty and predictability through accessi-
ble terms of service and community standards, including well-defi ned and 
transparent decision-making processes. Th ese principles articulate rule of law 
standards with specifi c reference to social media platforms.   

  (2)     Appeal and remedy . Fourteen civil society documents affi  rm a right to appeal 
and remedy. Th is principle partially overlaps with the right to legal remedy 
mentioned in the previous category, but in this case specifi cally focuses 
on private companies ’  practices. According to the Santa Clara Principles, 
 ‘ Companies should provide a meaningful opportunity for timely appeal 
of any content removal or account suspension ’ , then describing what the 
 ‘  minimum standards for a meaningful appeal ’  are. 34  Companies are also 
requested to provide remedies, such as  ‘ restoring eliminated content in case 
of an illegitimate or erroneous removal ’ ,  ‘ providing a right to reply ’ ,  ‘ issuing 
apologies or corrections ’  or  ‘ providing economic compensation ’ . 35    

  (3)     Notifi cation procedures . Social media companies should provide notice to 
each user whose contents have been subject to content moderation decisions. 
Th is notifi cation must include at least all relevant details about the content 
removed, which provision of the Terms of Service breached, how it was 
detected and an explanation of the user ’ s possibilities to appeal the decision. 36    

  (4)     Limitations to automated content moderation . Companies should limit the 
use of automated content moderation systems to well-defi ned manifestly 
illegal content. Platforms should provide clear and transparent policies for 
automated content moderation. Users should be informed about the usage 
of automated systems. Companies should provide for human oversight or 
human review of automated decisions and should adopt an approach to mini-
mize human rights risks by design.   

  (5)     Human rights due diligence or impact assessment . Social media platforms 
should scrutinise on an ongoing basis their policies, products, services with 
the consultation of third-party human rights experts in order to evaluate their 
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  38    See      MC   Kettemann    and    W   Schulz   ,  ‘  Setting Rules for 2.7 Billion. A (First) Look into Facebook ’ s 
Norm-Making System: Results of a Pilot Study  ’  ( January 2020 ), available at   www.hans-bredow-institut.
de/uploads/media/default/cms/media/k0gjxdi_AP_WiP001InsideFacebook.pdf   .   
  39    See Statista,  ‘ Number of Daily Active Facebook Users Worldwide as of 4th Quarter 2020 ’ , available 
at   www.statista.com/statistics/346167/facebook-global-dau  .  
  40    See      LA   Bygrave   ,   Internet Governance by Contract   ( Oxford University Press ,  2015 )  ; Kaye,  ‘ Report of 
the Special Rapporteur ’  (2019).  
  41    See Facebook,  ‘ Writing Facebook ’ s Rulebook ’ , available at about.fb .com/news/2019/04/insidefeed-
community-standards-development-process.  
  42    See Kettemann and Schulz,  ‘ Setting Rules for 2.7 Billion ’  (2020);       N   Suzor   ,  ‘  Digital Constitutionalism: 
Using the Rule of Law to Evaluate the Legitimacy of Governance by Platforms  ’  ( 2018 )  4      Social Media  +  
Society    1   .   

impact on human rights. Companies are also called to share information and 
data with researchers and civil society organisations and to support inde-
pendent research.   

  (6)     Independent self-regulation bodies . Some civil society organizations call for 
the establishment of independent self-regulatory bodies, following the exam-
ple of press councils or ethics committees. Th e most developed attempt in 
this regard is provided by the NGO Article19, which outlines the model of a 
Social Media Council. 37       

   IV. A Comparison with Facebook ’ s 
Community Standards  

 Facebook is a global social media platform, off ering its services across jurisdictions. 
Its transnational nature implies that content moderation on Facebook generates a 
variety of normative confl icts, among users and between users and state actors. 
Since, in principle, no single cultural or legal standard can be applied to decide 
how to reconcile these normative confl icts, Facebook resorted to a solution in its 
scale  ‘ unique to communication practices in the digital age ’ : 38  it set its own rules 
for a communication space used by almost 1.8 billion daily users. 39  Th e norms that 
guide Facebook ’ s content moderation practices  –  its Community Standards  –  are 
perhaps the most important example of  ‘ platform law ’  today. 40  Th e Community 
Standards are described as a  ‘ living set of guidelines ’  41  governing what is allowed 
and prohibited on the platform. Th ese guidelines are made and remade by the 
company ’ s Policy Team in a process that brings in academics and other experts in 
the fi eld, but that failed to be grounded in a  ‘ popular ’  vote by the platform ’ s users. 42  

 Following the articulation of the previous two sections which examined 
substantive and procedural principles of international law and civil society decla-
rations in the context of online content moderation, this section assesses how 
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  43    See Facebook,  ‘ Community Standards ’ , available at   www.facebook.com/communitystandards  .  
  44    If content is posted that violates these principles, it is deleted (unless a successful appeal is lodged). 
Recently, academics have proposed to keep copies of violating content in a  ‘ poison cabinet ’ . See      J   Bowers   , 
   E   Sedenberg    and    J   Zittrain   ,  ‘  Platform Accountability Th rough Digital  “ Poison Cabinets ”   ’  ( Knight First 
Amendment Institute at Columbia University ,  13 April 2021 )  , available at knightcolumbia.org/content/
platform-accountability-through-digital-poison-cabinets.  
  45    See Facebook,  ‘ Community Standards Enforcement Report ’ , available at transparency.facebook.
com/community-standards-enforcement.  
  46    Facebook provides separate transparency reports for its actions concerning content that is covered 
by copyright rules (although also referenced in the Community Standards), See Facebook,  ‘ Intellectual 
Property ’ , available at transparency.facebook.com/intellectual-property, and, concerning legal requests 
by states, see Facebook,  ‘ Content Restrictions Based on Local Law ’ , available at transparency.facebook.
com/content-restrictions.  
  47    As of early May 2021.  
  48    Th is data is for Facebook only: Instagram has its own, very similar but not identical, transparency 
reporting based on the same standards ( ‘ Facebook and Instagram share content policies. Th is means 

Facebook ’ s content governance standards measure up in these two dimensions, 
starting with a discussion of substantive principles. 

   A. Substantive Principles Entailed in the Community 
Standards  

 Facebook ’ s Community Standards are informed by the organisation ’ s self-
proclaimed  ‘ core values ’ , which emphasise creating  ‘ a place for expression and 
giving people voice ’ . 43  What limits free expression are four values  –  authenticity, 
safety, privacy and dignity  –  and the application of copyright rules and national 
law. Th e focus on freedom of expression is absolutely consistent with the emphasis 
on this principle by civil society, as we observed in  section III  of this chapter. 

 Th e Community Standards are structured into six chapters, of which the fi rst 
four outline restrictions on content based on Facebook ’ s core values; chapter V 
affi  rms intellectual property and its protection, whereas chapter VI outlines proce-
dural questions and refers to the Oversight Board. Th e fi rst four chapters currently 
entail a total of 23 principles defi ning content that must not be posted on the 
platform. 44  Th ese 23 substantive principles align rather well with the principles we 
found in civil society documents. Specifi cally, addressing the three categories of 
 ‘ prevention of harm ’ ,  ‘ protection of social groups ’  and  ‘ public interest ’  as outlined 
above, this section considers which of these categories is most oft en used to justify 
limitations on the chief principle of freedom of expression. Facebook issues 
content moderation transparency reports 45  covering 12 of the 23 principles asso-
ciated with these three categories of limitations of freedom of expression. 46  Two 
principles  –  prohibitions on fake accounts and on spam  –  are not associated with 
the three most important categories of civil society demands.  Table 16.2  indicates 
each category from the civil society documents and the corresponding Community 
Standards principles on which transparency reporting occurs. 47  It also shows the 
number of content takedowns in 2020 and the share of those takedowns appealed 
by users. 48  Finally, the table shows the shares of content takedowns triggered by 
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if content is considered violating on Facebook, it is also considered violating on Instagram ’ .) See 
Facebook,  ‘ Community Standards Enforcement Report ’  (n 45).  
  49    See Facebook,  ‘ Community Standards Enforcement Report ’  (n 45).  
  50    See Facebook,  ‘ Adult Nudity and Sexual Activity ’ , available at   www.facebook.com/community
standards/adult_nudity_sexual_activity  .  

automatic recognition, as opposed to fl agging done by humans, in the last quarter 
of 2020. 

    Table 16.2      Content moderation by category derived from civil society documents, 
2020  49    

  Category/principle  
  Number of 

content actions    % appealed  
  % of automation 

(Q4, 2020)  
  Prevention of harm    73.3m    0.2%    –  
  –  Bullying and harassment  14.5m  0.3%  48.8% 
  –  Suicide and self-injury  6.4m  0.8%  92.8% 
  –  Organised hate  19.1m  0.2%  98.3% 
  –  Terrorism  33.3m  0.1%  99.8% 
  Protection of social groups    332.3m    1.1%     –   
  –  Child nudity and sexual 
exploitation of children 

 35.9m  0.1%  98,8% 

  –  Adult nudity and sexual activity  139.9m  1.7%  98.1% 
  –  Violent and graphic content  75.5m  0.1%  99.5% 
  –  Hate speech  81m  1.5%  97.1% 
  Public interest    27.8m    1.2%     –   
  –  Regulated goods: fi rearms  5.1m  5.5%  92.2% 
  –  Regulated goods: drugs  22.7m  0.2%  97.3% 
  Not categorised    12.0bn    0,0%     –   
  –  Fake accounts  5.8bn   –   99.6% 
  –  Spam  6.2m  0.0%  99.8% 

 Th e data reveals that, in 2020, most removal actions occurred to safeguard specifi c 
groups (around 332 million). More than 40  per  cent of these actions relate to 
adult nudity and sexual activity, ostensibly protecting minors (Facebook generally 
allows accounts for anyone over 13 years old) and those who  ‘ may be sensitive to 
this type of content ’ . 50  Th e category  ‘ prevention of harm ’  counted for more than 
73 million content removal actions in 2020, of which the removal of terrorist 
content makes up almost half (45.4 per cent). An association of categories from 
the previous section with the 12 principles Facebook reports on appears diffi  -
cult with regard to the category of terrorism, which could also have been coded 
as public interest issue (specifi cally referring to the civil society principle of 



Digital Constitutionalism: In Search of a Content Governance Standard 281

  51    See Facebook,  ‘ Regulated Goods ’ , available at   www.facebook.com/communitystandards/regulated_
goods  .  
  52    Here, fake accounts relate to the lack of an authentic person or organisation setting them up, unre-
lated to whether these accounts are engaged in spreading fake news/misinformation.  
  53    See Facebook,  ‘ Respecting Intellectual Property ’ , available at m.facebook.com/community-
standards#!/communitystandards/respecting_intellectual_property; see       L   Lessig   ,  ‘  Copyright ’ s First 
Amendment Melville B. Nimmer Memorial Lecture  ’  ( 2001 )  48      UCLA Law Review    1057   .   
  54    See Facebook,  ‘ Hate Speech ’ , available at   www.facebook.com/communitystandards/hate_speech  .  

 ‘ public order and national security ’ ), rather than a matter of harm prevention. 
However, such is the case with all illegal activities that bring in the state as an 
interested person  qua  the nature of criminal law. Content moderation based on 
the  ‘ public interest ’  category identifi ed above made up only about 28 million cases 
in 2020, with a clear concentration on identifying posts designed to  ‘ purchase, sell 
or trade non-medical drugs, pharmaceutical drugs and marijuana ’  compared to 
a lower number of actions against content related to the  ‘ purchase, sale, gift ing, 
exchange and transfer of fi rearms ’  51  (only accounting for about 18 per cent of this 
category). A great number of content actions are not associated with the demands 
that we found in civil society declarations to limit free speech (see the category  ‘ not 
categorised ’  above): in 2020, 12 billion actions were taken by Facebook to remove 
fake accounts or spam. 52  

 Overall, the substantive standards found in the 40 civil society documents 
analysed in the previous section appear well captured by the Community 
Standards. However, on the level of individual principles, ie below the broader 
categories, some substantial diff erences can be identifi ed. Freedom of expression, 
the most-oft en cited value, is at times extended to the freedom from copyright 
restrictions when advocated for by civil society. Facebook ’ s Community Standards, 
being less aspirational  –  and encompassing binding copyright rules  –  explicitly 
emphasise the protection of intellectual property and dedicate a separate chapter 
to it. Th e company states that protection of intellectual property is  ‘ important to 
promoting expression, creativity and innovation in our community ’ . 53  

 With regard to standards in international law, Facebook ’ s Community 
Standards appear, once again, particularly conducive toward enabling and protect-
ing free expression, based on its relatively limited list of exceptions. Its preamble 
stresses this focus on the provision of  ‘ voice ’ . At the same time, considering the 
billions of content removals that occurred on the platform, one clearly sees that 
Facebook takes on the role of making and enacting rules to protect other impor-
tant rights and principles, too. Some of these principles cover norms articulated 
in the UDHR and the ICCPR: for instance, with regard to prohibitions on advo-
cacy for racial, religious and national hatred, the Community Standards expressly 
prohibit content that constitutes  ‘ a direct attack against people on the basis of  …  
protected characteristics: race, ethnicity, national origin, disability, religious affi  lia-
tion, caste, sexual orientation, sex, gender identity and serious disease ’ . 54  However, 
while international law includes protections for groups, not merely individuals, 
Facebook ’ s Community Standards, in practice, focus on protecting individuals 
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  55         E   Dwoskin   ,    N   Tiku    and    H   Kelly   ,  ‘  Facebook to start policing anti-Black hate speech more aggres-
sively than anti-White comments, documents show  ’    Washington Post   ( 3 December 2020 ), available at 
  www.washingtonpost.com/technology/2020/12/03/facebook-hate-speech   .   
  56    See Facebook,  ‘ Our Commitment to Human Rights ’ , available at about.fb .com/news/2021/03/
our-commitment-to-human-rights.  
  57    See Facebook,  ‘ Our Commitment to Human Rights ’ , available at about.fb .com/news/2021/03/
our-commitment-to-human-rights.  
  58    In addition to the UNGPs, Facebook ’ s new human rights policy includes specifi c international 
law instruments including the International Convention on the Elimination of All Forms of Racial 
Discrimination, the Convention on the Elimination of All Forms of Discrimination Against Women, 
the Convention on the Rights of the Child, the Convention on the Rights of Persons with Disabilities, 
the Charter of Fundamental Rights of the European Union and the American Convention on Human 
Rights (see Facebook,  ‘ Corporate Human Rights Policy ’ , available at about.fb .com/wp-content/
uploads/2021/04/Facebooks-Corporate-Human-Rights-Policy.pdf).  
  59    See Facebook,  ‘ Understanding the Community Standards Enforcement Report ’ , available at trans-
parency.facebook.com/community-standards-enforcement/guide.  

with these attributes rather than the respective group. More recently, Facebook ’ s 
moderation practices shift ed toward a stronger emphasis on groups that are 
particularly vulnerable  –  in contrast to protecting all groups equally, including, for 
instance, white male Americans. 55  

 In 2021, Facebook created a corporate human rights policy to demonstrate that 
it is  ‘ committed to respecting human rights in [their] business operations, product 
development, policies and programming ’ . 56  In this document the company specifi -
cally refers to the UNGPs and vows to regularly report on how it addresses human 
rights. Th e company sees its human rights commitment as an extension of its work 
as part of the Global Network Initiative (GNI), the multistakeholder group behind 
the GNI Principles on Freedom of Expression and Privacy, included in the data-
set of civil society declaration in the previous section. As part of the policy, next 
to public reporting on its human rights due diligence and the establishment of 
the independent Oversight Board, Facebook aims to alter  ‘ key content policies, 
including creating a new policy to remove verifi ed misinformation and unverifi -
able rumours that may put people at risk for imminent physical harm ’ . 57  Th e latter 
is a reaction to its assessment of human rights impacts in Sri Lanka, based on the 
framework of the UNGPs. 58   

   B. Procedural Principles in the Community Standards  

 Without a way to enforce the Community Standards, they would be moot. 
Facebook ’ s content moderation practices entail both automated moderation and 
human moderation teams, the latter consisting of 15,000 content moderators 
working in 50 languages. 59  As can be seen from  Table 16.2 , a large majority of 
content takedowns are not reviewed by humans at all. Th ese  ‘ proactive ’  content 
removals are based on algorithms that automatically (and probabilistically) detect 
supposed infractions of the Community Standards in audio-visual and textual 
user content. Reviews against these decisions can be requested by aff ected users. 
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  60    See Facebook,  ‘ Community Standards Enforcement Report  –  Regulated Goods: Drugs and 
Firearms ’ , available at transparency.fb .com/data/community-standards-enforcement/regulated-goods/
facebook.  
  61    See Facebook,  ‘ Community Standards Enforcement Report  –  Bullying and Harassment ’ , available 
at transparency.fb .com/data/community-standards-enforcement/bullying-and-harassment/facebook.  

If a human review remains unsuccessful, an appeal to the newly created Oversight 
Board can be lodged. Th e nuts and bolts of the process are indeed what civil soci-
ety groups are particularly concerned with. 

 Th e previous section identifi ed six procedural categories of principles repre-
senting civil society demands with regard to the process of content moderation: 
certainty and predictability; appeal and remedy; procedure; limitations to auto-
mated content moderation; rights due diligence and impact assessment; and 
self-regulatory bodies. Th e existence of Community Standards makes Facebook ’ s 
content governance relatively  certain and predictable . Its policies also state both 
the consequences of violating posts, ie removal of the content and  –  depending 
on repeated infractions  –  changes to the ability to post or to use the account alto-
gether, and the decision-making procedures (in general terms) and pathways, 
including regular transparency reporting. 

 Opportunities to  appeal and remedy  can be readily found by users on the plat-
form itself. While the percentage of content decisions for which a human review 
was requested is generally low, as shown in  Table 16.2 , there exists some variance. 
Content decisions based on the above-defi ned category of  ‘ prevention of harm ’  
are rather unlikely to be appealed by users (0.2 per cent overall), whereas the rate 
is signifi cantly higher for the  ‘ protection of social groups ’  and  ‘ public interest ’  
categories (at 1.1 per cent and 1.2 per cent respectively). Users are most likely to 
request a review for content that has been deemed to violate the policy to not sell 
fi rearms (5.5 per cent). Th e remedy is usually for Facebook to restore the content 
and, possibly, account functionality. Th e outcome of the review procedure is then 
communicated to users. However, the rate of successful reversal of an initial content 
removal diff ers between principles of the Community Standards. For instance, 
in the last quarter of 2020, concerning the principle on the sale and promotion 
of drugs, a total of 80,200 reviews were requested and 58,600 decisions reversed 
(73 per cent). 60  In contrast, concerning the principle on bullying and harassment, 
443,000 initial decisions were appealed to, but only 41,000 content restorations 
upon appeal were reported (9 per cent). 61  At least theoretically, this variance points 
to a diff ering ability of Facebook ’ s algorithms to detect content correctly and not 
to over-censor it. It should be noted that Facebook ’ s appeal procedures provide 
users with limited opportunities to argue against alleged violation of community 
standards. Notifi cations of violations and reviews do not give explanations of the 
reasoning that informed the decision and, in the case of review, they do not usually 
refer to users ’  replies. Usually, they consist of standardised sentences. 

 Th e  notifi cation procedure  employed by Facebook appears only partly in line 
with the demands by civil society. Users do not always receive suffi  cient notifi ca-
tion about the reason for a content or account action as well as information about 
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  62    See Facebook,  ‘ Content that I posted on Facebook was removed because it was reported for 
intellectual property infringement. What are my next steps ?  ’ , available at   www.facebook.com/help/
365111110185763  .  
  63    Th is does not relate to the part of Facebook ’ s ranking algorithm where it is based on people ’ s prior 
interests, but to criteria that go beyond the individual. See Facebook,  ‘ How machine learning powers 
Facebook ’ s News Feed ranking algorithm ’ , available at engineering.fb .com/2021/01/26/ml-applications/
news-feed-ranking.  
  64    See      E   Dreyfuss    and    I   Lapowsky   ,  ‘  Facebook is Changing News Feed (Again) to Stop Fake News  ’  
( Wired ,  4 October 2019 ), available at   www.wired.com/story/facebook-click-gap-news-feed-changes   .   
  65    See Facebook,  ‘ Working to Stop Misinformation and False News ’ , available at   www.facebook.com/
formedia/blog/working-to-stop-misinformation-and-false-news  .  
  66         A   Heldt   ,  ‘  Borderline speech: caught in a free speech limbo ?   ’  ( 15 October 2020 )   Internet Policy Review  , 
available at   policyreview.info/articles/news/borderline-speech-caught-free-speech-limbo/1510   .   
  67    cf      L   Lessig   ,   Code:     And Other Laws of Cyberspace, Version 2.0   ( Basic Books ,  2006 ) .   

how to appeal the decision. In cases of copyright content takedowns, contact 
details about the alleged owner of the intellectual property are provided to allow 
direct interaction. 62  Users are not informed whether the decision has been made 
by a human or a machine, a demand entailed in the civil society documents. 
While the notifi cation process with regard to content takedown and account 
actions appears to be at least fairly consistent with demands by civil society, 
there is an important diff erence between this system and the News Feed rank-
ing process. Th e downranking of individual posts does not in principle make 
it impossible to discover a post. However, in practice, a low ranking score in 
the Feed means that a post will be viewed by others less frequently. Assuming 
that communication of content to be viewed by others is the primary purpose 
of posting on Facebook, a low rank represents a severe limitation. 63  While there 
are reasons to rank a post lower or higher, eg depending on if a post is made 
up of text, a picture or a video, increasingly, content is in the focus here, too. 
Specifi cally, in early 2021, Facebook changed its ranking to downrank website 
links considered more borderline to appear less oft en on users ’  Feeds. 64  Similar 
mechanisms exist with regard to misinformation and clickbait. 65  Th e processes 
concerning borderline content have been criticised for their lack of notifi cation. 66  
Th is process is entirely unrelated to the Community Standards, and yet it creates 
questions concerning the civil society demand of appropriate notifi cation. Th e 
lack of notifi cation about certain posts being  ‘ punished ’  by the algorithm or 
the clear statement of the criteria for such down-ranking mean that users are 
unaware and unable to appeal to the decision or alter their behaviour. Whereas 
the Community Standards represent a written code with an elaborate appeals 
procedure, the News Feed ranking is more akin to computer code involved in 
content decisions without these safeguards. 67  

 Relatedly, a relatively high number of civil society documents entail demands 
for  limitations to automated content moderation.  Limitations on so-called 
 ‘ proactive ’  moderation may help to reduce false positives, thereby strengthening 
freedom of expression. On the other hand, since human moderators would take 
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  68    See       R   Gorwa   ,    R   Binns    and    C   Katzenbach   ,  ‘  Algorithmic Content Moderation: Technical and 
Political Challenges in the Automation of Platform Governance  ’  ( 2020 )  7      Big Data  &  Society    1   .   
  69    See Facebook,  ‘ Community Standards Enforcement Report  –  Hate Speech ’ , available at transpar-
ency.fb .com/data/community-standards-enforcement/hate-speech/facebook.  
  70    See Facebook,  ‘ Community Standards Enforcement Report ’  (n 45).  
  71    See Facebook,  ‘ An Update on Facebook ’ s Human Rights Work in Asia and Around the World ’ , 
available at about.fb .com/news/2020/05/human-rights-work-in-asia.  
  72    See  ch 14  (Schulz) in this volume.  

longer to react to (automatically) fl agged content, proactive moderation means 
that less material presumed to infringe the Community Standards will be viewed 
by users. Th e degree to which posts that are removed from the platform are either 
proactively found, mostly through algorithms, or fl agged by users depends on 
which principle is concerned, as shown in  Table 16.2 . For instance, in the last 
quarter of 2020, the rate of automation has been high for most infractions such 
as off ering or promoting drugs (97.3 per cent), terrorism (99.8 per cent) and adult 
nudity and sexual activity (98.1 per cent). An outlier is the principle on bullying 
and harassment: only 48.8 per  cent of posts sanctioned under this provision of 
the Community Standards were proactive  –  the remainder had to be fl agged by 
users. Th is shows how some rules require more contextual knowledge and human 
understanding of a situation to be applied eff ectively. 68  

 Th e rate of automation has increased over the last few years, even in those 
areas that can be considered more diffi  cult to judge compared to others. While 
the proactive detection of hate speech made up only 23.6 per cent of all content 
actions in the last quarter of 2017, the rate rose to 60.7 per cent in the same quarter 
of 2018, on to 80.9 per cent a year later and further increased to 97.1 per cent in the 
last quarter of 2020. 69  For other principles entailed in the Community Standards, 
the rate of automation has been consistently above 96 – 99 per cent over the same 
period. 70  Th is clearly shows that there is even a tendency away from the demand by 
civil society documents that automated content moderation should be limited to 
 ‘ manifestly illegal content ’ . In addition, as pointed out above, although demanded 
by some civil society documents, not all automated content decisions are being 
reviewed by a human. 

 Th e demand by civil society documents that social media platforms conduct 
 human rights due diligence or impact assessments  has been met through such 
assessments on the country level, such as recently in Sri Lanka, Indonesia and 
Cambodia. 71  In order to be a more legitimate judge over what content or accounts 
can remain on the platform, in 2018 Facebook created an independent Oversight 
Board tasked to pick, deliberate and decide concerning the decision of the plat-
form ’ s content moderation system. 72  It does so based on the Community Standards, 
and its governing documents and internal rulebook have also been reviewed 
from a human rights due diligence perspective by an outside non-profi t organi-
sation, ensuring its grounding  ‘ in human rights principles, including the rights 
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  73    See Facebook,  ‘ An Update on Building a Global Oversight Board ’ , available at about.fb .com/
news/2019/12/oversight-board-update.  
  74    See Oversight Board,  ‘ Board Decisions ’ , available at oversightboard.com/decision.  
  75    For a detailed discussion of the creation and the limits of the Oversight Board, see  K Klonick,  ‘ Th e 
Facebook Oversight Board: Creating an Independent Institution to Adjudicate Online Free Expression ’  
(2019) 129 Yale Law Journal  2418.  
  76    See Lessig,  Version 2.0  (2006) ch 15.  
  77    See      N   Suzor   ,   Lawless. Th e Secret Rules Th at Govern Our Digital Lives   ( Cambridge University Press , 
 2019 ) .   
  78    Celeste,  ‘ Terms of Service and Bills of Rights ’  (2019);       KM   Yilma   ,  ‘  Digital Privacy and Virtues of 
Multilateral Digital Constitutionalism  –  Preliminary Th oughts  ’  ( 2017 )  25      International Journal of Law 
and Information Technology    115   .   

to freedom of expression, privacy and remedy ’ . 73  Th e board ’ s power extends to 
making binding decisions on content removal, based on the appealed cases before 
it. In addition to these decisions, the Oversight Board issued broader  ‘ policy advi-
sory statements ’  with its initial seven decisions, in which it asks for policy changes, 
including substantive clarifi cations and procedural improvements. 74  However, at 
present, it remains to be seen how the policy teams at Facebook will implement 
these recommendations and how sustainable the Oversight Board proves to be. 75    

   V. Conclusion  

 Global online content governance is currently facing a problem which is not novel 
in its essence. Determining which principles govern global spaces is an issue that 
characterised all phenomena related to globalisation and has aff ected the Internet 
since its origin. In his seminal book,  Code 2.0 , Lessig schematised this dilemma as 
being the choice between a  ‘ no law ’ ,  ‘ one law ’  and  ‘ many laws ’  worlds. 76  In the social 
media environment, the decision of private platforms to adopt their own internal 
rules to bypass the legal pluralism that characterise national and international law 
has been accused of arbitrariness and lack of accountability, being even associated 
with a  ‘ no law ’  scenario. 77  However, this strong critique is gradually pushing online 
platforms to rethink their internal content moderation rules and procedures in a 
way that better refl ects the relevance of the virtual space they off er vis- à -vis funda-
mental rights. A process of constitutionalisation of this environment is currently 
underway. Core principles of contemporary constitutionalism are rearticulated to 
address the challenges of the social media environment. 

 Despite the evocative image that  ‘ constitutionalisation ’  brings to mind, there 
are no founding fathers sitting in the same room for days to defi ne the constitu-
tion of social media. 78  Th e process of constitutionalisation of this environment 
refl ects the complex, global and pluralist scenario in which social media operate. 
It is characterised by a high level of fl uidity and informality. Social media online 
content governance rules are being fertilised by a multistakeholder constitutional 
input, which may also potentially contribute to enhancing the legitimacy of social 
media rules from a global perspective. Indeed, an aerial view on this phenomenon 
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witnesses multiple, simultaneous processes of  ‘ parallel ’  or  ‘ collateral ’  constitution-
alisation that are currently ongoing. 79  In this chapter, we mapped the contributions 
of international law, civil society impulses, and the norms developed by social 
media platforms themselves. Future research in the fi eld is encouraged to take in 
account the complexity of this multi-layered constitutional landscape, investigat-
ing how these normative sources are mutually complementing each other.   

  79    See       E   Celeste   ,  ‘  Th e Constitutionalisation of the Digital Ecosystem: Lessons from International 
Law  ’  ( 2021 )    Max Planck Institute for Comparative Public Law and International Law (MPIL) Research 
Paper No 2021 - 16    , available at papers.ssrn.com/abstract=3872818.  




