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ABSTRACT
While voice-controllable Intelligent Personal Assistants (IPAs) have
become widespread in recent years, they remain primarily reactive
with rather constrained calendaring capabilities. Anticipating more
adaptive and complex assistants in the future, we organised a mul-
tidisciplinary expert discussion investigating potential use cases,
interaction principles, and user modelling challenges within proac-
tive IPAs for time management. This paper presents the identified
themes and deliberations on enticing self-reflection, longitudinal
task assistance, interaction modality, dialogue design, perception
of the system, usage willingness, onboarding, and explainability.
These findings outline a framework of advanced IPAs for time
management.
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1 INTRODUCTION
Intelligent Personal Assistants (IPAs) – also referred to as virtual,
digital, or, when it is the dominant interaction modality, voice
assistants1 – became practically omnipresent in the day-to-day
lives of users through integration in personal computers, smart-
phones, smartwatches, smart TVs, and smart speakers [5, 9, 20].
Prior works [8, 9, 15, 21] foretell that future IPAs are to be proactive
and more personalised, which would enable the assistants to predict
1In line with [6, 8, 21, 22, 25], we chose the name IPA because it indicates that the
envisioned assistant’s features are personalised and enabled by artificial intelligence.
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and perform actions most appropriate for the domain, user’s con-
text, and user’s intent. Researchers have begun to examine proactive
assistant-initiated interactions [29], yet the proactivity of commer-
cial assistants remains limited to presenting relevant informative
content, notifying users about events, and smart-home routines
[11, 21, 22, 29]. Furthermore, Murad and Munteanu [19] observed
that, regardless of the ever-advancing underlying artificial intelli-
gence, voice assistants offer “marginally more than an information
kiosk or automation control” for many user groups due to the lack
of specific interaction guidelines.

This work seeks to contribute to establishing such interaction
guidelines and, more concretely, to outline a framework of a voice-
enabled and proactive IPA for time management. Help in managing
time is a desired feature of IPAs [25] that has the potential to save
the user’s time [7] and facilitate collaboration [23]. Therefore, we
organised a multidisciplinary expert discussion to devise a prelimi-
nary framework of IPAs for time management inspired by Meurisch
et al.’s study on general-purpose proactive IPAs [16]. This paper
presents the results of the thematic analysis [4] of the discussion
that ensued.

2 RELATEDWORK
Yorke-Smith et al. [28] described a framework for proactive task
management and meeting scheduling for CALO, a project on build-
ing a personalised assistant for knowledge workers [2]. More re-
cently, Cranshaw et al. [7] presented Calendar.help, a mail-based
meeting scheduling system employing microtasks and crowdsourc-
ing. Jain et al. [10] implemented a context-aware auto-response
system that notifies contacts of the user’s situational awareness,
e.g. that they are in a meeting.

To study the appropriate proactive dialogue behaviour of a voice
assistant, Zargham et al. [29] designed six groups of storyboards.
Groups “reminder” (wherein the assistant warns the user that if
they continue snoozing the alarm, they would miss a meeting)
and “health risk” (the assistant proposes to schedule an appoint-
ment with a physician after hearing the user cough) received the
highest median ratings for both appropriateness and usefulness by
the study participants. It was reported that participants generally
welcomed IPA interventions in urgent situations or in multi-user
scenarios if they save time. Similarly, publications on mental health
interventions [1, 3] indicated that users value adaptive notifications
and the option of getting insights from data. Yet, group “advice” in
[29], in which the assistant nudges the user to reduce TV-watching,
was received far less favourably. Zargham et al. connect this out-
come in part to Luria et al.’ study [15], which reported a wariness of
surrendering decision-making agency to the assistant and a desire
for the assistant to apprehend the user’s social relations.

https://orcid.org/0000-0003-3272-9114
https://orcid.org/0000-0002-9054-9747
https://doi.org/10.1145/3571884.3604317
https://doi.org/10.1145/3571884.3604317


CUI ’23, July 19–21, 2023, Eindhoven, Netherlands Jovan Jeromela and Owen Conlan

Figure 1: The four extracted themes and their subtopics; scrutability is seen as an overarching meta-theme of the discussion

One of the most well-known early proactive assistants was
Clippy, which offered situational advice in Microsoft Office ’97
[26]. Whitworth [26] suggested that Clippy ultimately failed be-
cause it had not followed the four rules of polite computing: respect
user choice; disclose yourself; offer useful choices; and remember
past choices. Similarly, Xiao et al. [27] hypothesised that the use-
fulness and relevance of offered proactive assistance might explain
why the participants in their study reacted positively to their WoZ
prototype while having a negative opinion of Clippy.

Prior works uncovered that usage barriers for both regular [14]
and infrequent [6] users of commercial IPAs include misjudging sys-
tem capabilities. The authors of these works both question whether
human-like conversation style is something the IPAs should em-
ulate and instead suggest having the voice assistant reveal its ca-
pabilities. Roger K. Moore [17] argued for the whole interaction
design to be aligned to the component with the lowest level of
performance within a voiced computer system. He maintained that
only then the dialogue can be coherent to the user and illustrated
the argument by proclaiming that a speech-enabled robot that is
still too limited to provide a human-level dialogue flexibility should
have a robot voice. Similarly, Moore and Nicolao [18] proposed
a needs-based architecture that would help mitigate the limited
depth of communications capabilities IPAs currently possess, while
Viswanathan et al. [24] presented a WoZ IPA prototype that mimics
interaction principles of graphical interfaces.

Another manner in which the user could understand the capabil-
ities of an assistant is scrutability. This term, originally introduced
by Judy Kay [12], describes adaptive systems that allow the user to
study, interact with, and modify the system’s user model. As pre-
sented in [13], through active scrutiny the user is able to understand
how their data is used, to what extent the system is personalised to
them, and if there are errors in the system’s user model. Jeromela
[11] proposed investigating how principles of scrutability relate
to anticipated proactive IPAs and outlined a scrutable-by-design
assistant model.

3 DISCUSSION STRUCTURE
Two professors, two associate professors, and three PhD candidates
participated in the discussion. Their self-reported research inter-
ests are: 1) personalisation, adaptive systems, and proactivity; 2)
data integration, databases, and the semantic web; 3) trustworthy
AI, data governance, and standardisation; 4) conversational user
interfaces, psychological and cognitive aspects of human-machine
dialogue, and the impact of design on speech interface interac-
tion; 5) empathetic chatbots; 6) simulation-based development of
proactive IPAs; and 7) explainability and counterfactuals in rein-
forcement learning. Unfortunately, due to the unavailability of
some initial invitees, there was only one female participant. The
discussion took place in person and lasted approximately 90 min-
utes. Akin to the study in [16], during the first 25 minutes, the
participants were asked to individually think of and present use
cases and scenarios for the time management assistants. The main
discussion followed, with the moderator presenting three discus-
sion prompts, roughly 20 minutes apart. The prompts included
discussing the presented use cases; human-assistant interaction;
and graphically representing the envisioned IPA. The moderator
(first author) kept the discussion open, only speaking to present
and clarify prompts and to make sure all participants spoke. The
second author participated in the discussion as an expert. The event
was organised in line with the institutional ethical guidelines. The
anonymised transcript and participants’ initial use cases can be
found here: https://drive.google.com/drive/folders/1-crFEKo2jyr7d-
_5OgBSLlSF7B9SASP3?usp=sharing.

4 THEMATIC ANALYSIS
We performed a thematic analysis of our data following the five
steps from the seminal paper by Braun and Clarke [4]. Contriving
and revising themes was done collaboratively, with the two authors
meeting weekly to discuss them over four rounds of revisions. As
can be seen in figure 1, fourmain themeswere identified. In addition,
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scrutability, i.e. the manner in which the users can study, under-
stand, and control the personalisation of the IPA was identified as
a meta-theme that spans through all themes. Stages emerged in the
discussion as an onboarding mechanism through which the user
would be gradually introduced to the system’s capabilities. This
paper focuses on the findings that relate to the conversational inter-
face and human-assistant interaction with anticipated future work
to elaborate further on points regarding ethics and scrutability.

4.1 Individual Time Management
The theme of individual time management comprised ideas and
comments on how the IPA could help an individual manage their
time for tasks that do not directly affect other people, such as be-
havioural change. For instance, it was suggested that the IPA could
nudge the user to meet their physical activity goals or stay within
the desired screen time through proactive notifications asking the
user to get back to the main task or take a break. The ideal mode
of delivery of such disruptions was discussed extensively (cf. sub-
section 4.3), especially when the user is potentially involved in
safety-critical tasks such as driving or performing medical proce-
dures. Furthermore, as participant B in statement 46 – shortened
as PB-S46 in the remainder of the text – explained, there are pro-
fessions, such as lawyers and consultants, where the IPA could
potentially propose a more goal-appropriate schedule. Moreover,
PD-S136 suggested that longitudinal tasks – spanning a long time
or comprising multiple steps – would be a specific use case where
the assistant could propose concrete plans by, for instance, finding
a suitable time in the calendar for practising a skill the user would
like to master and then allocating the appropriate number of time
slots.

More generally, the IPA was imagined by the participants to be
a catalyst for self-reflection by offering several distinct levels, or
stages, of time management. These stages can be thought of as a
set of concentric circles, where the inner-most one would be the
most rudimentary support requiring the least amount of data about
the user. That would mean, for instance, only allowing the user to
enunciate their goals for the week and having the assistant repeat
those back or create a corresponding to-do list. Notably, this would
not even require the assistant to access the user’s calendar. As PA-
S252 put it: “Then the next step is an agent that will help you reflect
on what’s going on in your calendar, give you maybe some data-
driven analysis of it, but you’re still fully in control of any action to
do with that calendar. It may not even make direct suggestions. All
it’s doing is helping the reflective capability. The next step may be
a suggestion, yeah, but you’re still the actor, the performer on it”.
A yet further stage could then conceivably include an even greater
IPA autonomy, so that the agent may, for instance, automatically
postpone the evening jog reminder if the user’s location shows
that they left their workplace late. However, some participants
were concerned that the IPA could overemphasise productivity
thus negatively affecting the user. As PG-S74 put it: “it could be
very unhealthy for people who have control over their time in some
sense, right, but who are ‘list-people’ and who are perfectionists
and want to get everything done and just become overwhelmed by
/. . . / constantly being told ‘No, hang on, you didn’t do that’ or ‘We
will reschedule it to that slot tomorrow’”.

4.2 Multiparty Interaction
The theme of multiparty interaction comprised of discussed sce-
narios where the IPA would interact not only with its main user
but with other humans and their own IPAs as well, in order to
schedule meetings or facilitate collaboration. Thinking again in
terms of stages, it was envisioned that a simpler stage could be
to offer an obfuscated view of the calendar with approved people.
A more data-intrusive and technologically more challenging fea-
ture would be allowing the IPA to infer the social relationships of
the user and to adjust both what information to share and with
whom. The importance of model explainability for such potentially
socially consequential features was repeatedly stressed. PB-S207
cautioned that users might refrain from having the IPA delegate
arranging their meetings in order not to give the other party the
impression that they were not worthy of a personal invitation. Con-
trastingly, should the system become widespread, those unable or
unwilling to use the IPAs for time management might be disad-
vantaged through technological exclusion. Lastly, PD-S166 warned
of accidental multiparty interaction. The given example was that
the IPA might notify the user of a sensitive medical appointment
via loudspeakers while the user has guests in the house. Proposed
remedies included privacy-sensitive or – more challengingly and
intrusively – context-sensitive adaptive modality selection.

4.3 Human-Assistant Interaction
A significant part of the human-assistant interaction discussion fo-
cused on dialogue design and modality selection. PD-S46 proposed
that the assistant could look for contextual cues when choosing the
output modality. The proposed cues for voice interaction were situ-
ations when the user’s hands or eyes are focused on another task
(e.g. driving, cleaning, assembling furniture). Moreover, PD-S200
underlined that personalisation should ideally also allow the user
to specify when they would prefer the assistant to communicate
with them using voice output or any other modality. Regarding
dialogue design itself, PC-S199 believed the assistant “should also
keep track of the social norms where the agent is deployed” and that
it “shouldn’t be lying”. PD-S204 believed communication norms
between humans and IPAs qualitatively differed from interhuman
conversation.

PD-S200 proposed to differentiate between proactivity within
and outside of ongoing dialogues. The former is reified in the IPA’s
responses within ongoing dialogues, whereas the latter comprises
the actions the assistant performs from a “dormant state”, such as
rescheduling or initiating a new dialogue itself. The participant also
noted that both forms of proactivity would ideally be personalised
to the user and adapted for the relevant context. The importance of
scrutability in this aspect was stressed by multiple participants (e.g.
PB-S46, PE-S151). Furthermore, PD-S86 emphasised that the user
should be able to adjust how proactive the IPA is in adjusting their
calendar: “So imagine, say, for instance, if you’re writing a paper
[and] you’re thinking about something you’re doing, and then your
agent is going ‘Your calendar has been changed!’ and it takes you
out of your primary task and into that secondary task there”.

The perception the user would have of the assistant and its
capabilities was discussed. The participants (statements 233–251)
explicitly associated the work of Roger K. Moore with the role of
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Figure 2: Diagram of the envisioned IPA and its interactions

voice in human-assistant interaction. Specifically, they noted that
the degree of common understanding depends both on the assis-
tant’s user model and the user’s “internal model” of the assistant.
The participants also noted that the user’s perception of the IPA
would change with usage and improve or deteriorate depending on
how successful it was in understanding and fulfilling tasks. Further-
more, bad communication design (inappropriate voice, modality
choice, dialogue design) could lead to misaligned expectations and
abandoning of the technology, as “we assume that it will do very
little [for us]” (PD-S249). Regarding the usage willingness itself,
PG-S96 hypothesised that it would also depend on one’s general
openness towards new technologies and that it would span to en-
compass those who would likely eagerly adopt an automated time
management system for both private and personal tasks, over those
who would prefer to keep their off-work calendars completely pri-
vate, to those “who would really need to be convinced that this will
help”. The stages combined with scrutability were offered as a po-
tential remedy for both the perceived lack of system utility and the
general misalignment of perceived and actual system capabilities.
As described by PA-S192, the user could “test-drive” more advanced
system capabilities through hypothetical scenarios showcasing pos-
sible functionalities.

4.4 User Modelling
The points the participants raised regarding user modelling can
be split into two categories: data stewardship and learning mech-
anisms. Regarding the former, a recurring question (e.g. PG-S72,
PB-S103, PF-S154) was the user’s willingness to provide data, given
the complex capabilities that were envisioned for the system (ur-
gency and task complexity approximation, modality switching,
inferring time constraints, understanding social and physical con-
text, tracking attention and cognitive load) as well as the misuse
risk. In that sense, PG-348 proposed all data collected about the
user be tied to licences, which would also limit what the data may
be used for. Participants agreed (e.g. PB-46, PD-S137, PG-S188) that
the scrutability of data collection, sharing, and use becomes more
pronounced when the assistant is making decisions on the user’s

behalf, e.g. by rescheduling events or filtering incoming or outgoing
information. As PB-S46 put it: “If there’s some sort of preference
or there’s some model being built – who and how is that managed
and owned? Because that’s potentially very intimate information.
So, the actual act of managing or scrutability or transparency there
or explainability is really important”.

There have been several proposed mechanisms through which
the assistant could learn about the user’s time management pref-
erences, ever-changing social structures, and the broader context.
PE-S202 and PA-S203 contrasted data-driven learning and mod-
elled understanding, noting that a degree of prescribed instruc-
tions would likely be needed and debating the appropriateness
of constraint-based learning for scheduling. Specifically, it was
suggested that the assistant may keep a list of “hard” (i.e. never
to be done) and “soft” (preferred) constraints. PB-S191 believed
sharing sets of constraints to be a potent control mechanism, as it
would allow control of both data usage and time assistance prefer-
ences. However, PB-S185 also accentuated that constraints alone
are limited by humans’ incapability to imagine all potential sit-
uations (not) bound by the constraints. An alternative learning
mechanism dubbed “proactive explainability” was proposed by PF-
S320, whereby the assistant would proactively propose an action
to the user and offer an explanation for its suggestion. Through
case-based reasoning and after enough similar situations, the IPA
would potentially act without asking for prior validation. However,
PG-322 deemed such an approach too risky, given how complex
the context of interhuman interactions may be.

5 PROPOSED INTERACTION DIAGRAM
Based on the sketches the participants made in the last phase of
the discussion, diagram in figure 2 was created. It emphasises the
main functionalities discussed and highlights the importance of the
user’s perception of the IPA.

6 LIMITATIONS AND FUTUREWORK
The rather open-ended structure of the study had been intentionally
chosen to allow the experts to voice and debate the points they
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considered most important given their respective backgrounds.
This indeed led to intriguing insights. Nevertheless, this structure
did not allow for a targeted probing of specific ideas. Future work
with a more in-depth focus on individual time management is thus
desirable. Moreover, since all participants were academics, further
studies might consider using time management IPA prototypes
and prompts to investigate the views of the general public, akin to
studies in [6, 14, 15, 25, 29] that investigated existing or imagined
general-purposed IPAs.

7 CONCLUSION
This work presents the results of an expert discussion on proactive
IPAs for time management thereby supplementing guidelines on
proactive general IPAs [16, 29] and contributing towards a set of
general principles for conversational interfaces [19]. Specifically,
the proposed onboarding in stages and scrutabilitymay help remedy
both the misalignment of user perception of the system capabilities
as well as the concern about data use. Due to partially distinct sets
of challenges and use cases, our findings suggest that individual
time management may be considered separately from assisting in
multi-party interactions. Affecting both, however, are unresolved
challenges concerning data stewardship, interruption timing, and
modality selection.
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