
Magnetization, Anomalous Hall Effect and Single Pulse
Partial All-optical Switching in Amorphous Rare-earth

Transition-metal Thin Films

Zexiang Hu

Supervisor: Prof. J.M.D. Coey

Cosupervisor: Prof. Plamen Stamenov

2024

A dissertation submitted in partial fulfilment
of the requirements for the degree of

Doctor of Philosophy



Declaration

I declare that this thesis has not been submitted as an exercise for a degree at this or any
other university and it is entirely my own work.

I agree to deposit this thesis in the University’s open access institutional repository or allow
the Library to do so on my behalf, subject to Irish Copyright Legislation and Trinity College
Library conditions of use and acknowledgement.

I consent to the examiner retaining a copy of the thesis beyond the examining period, should
they so wish (EU GDPR May 2018).

Signed: Date:





Summary

Research on rare-earth (R) transition-metal (T) thin films has a long history. A revival of
interest in this field was sparked by the discovery of single pulse all-optical switching (SP-AOS)
in a-GdFeCo1 alloy thin films by sub-picosecond laser pulses without the presence of a magnetic
field, approximately a decade ago. This reopens some questions about amorphous metals that
were not perfectly resolved in the last century:

• How do Co moments in the a-R-Co system change with composition and temperature?
Will the Co orbital moment be quenched in amorphous materials?

• How will the noncollinear magnetic structure a-DyxCo1−x and a-TbxCo1−x evolve with
temperature?

• Will the noncollinear magnetic structure on the R sites in a-DyxCo1−x and a-TbxCo1−x

contribute to the anomalous Hall effect (AHE)?

• Does the noncollinear magnetic structure on the R sites in a-DyxCo1−x and a-TbxCo1−x

influence the SP-AOS?

Driven by the non-magnetic properties of Y and its similar metallic radius to the other rare
earths like Gd, Dy and Tb, the binary a-YxCo1−x was chosen to answer the first question listed
above. The work on sputtered thin films of binary a-YxCo1−x with 0 ≤ x ≤ 0.54 and thickness
≈ 15 nm provides a basis for understanding the ferromagnetism of cobalt in other amorphous R-
Co alloy thin films. All compositions below the critical value xc = 0.5 are very soft ferromagnets
with almost no coercivity at room temperature. Above xc, the Co moment vanishes. In these
thin films, the ferromagnetic easy axis is in-plane when x < 0.45. The average total moment is
1.63 µB in a-YCo3, consisting of 1.31 µB spin moment and 0.32 µB orbital moment, deduced from
X-ray magnetic circular dichroism measurements. Because the orbital moment is similar to that
in crystalline YCo5 with a big uniaxial anisotropy constant, the local anisotropy of a-YCo3 is
expected to be similar. The strong ferromagnetic exchange ensures that deviations from collinear
ferromagnetism due to random anisotropy are negligible because of exchange averaging. The Co
moments are almost temperature-independent when x < 0.4 due to large exchange interaction.

Based on the research conducted on a-YxCo1−x, the temperature dependence of the aver-
aged magnetic moment of the noncollinear R subnetwork is deduced in the a-DyxCo1−x and
a-TbxCo1−x sputtered thin films. For Dy, the z-component of magnetic moment changes from
7.3 µB (4 K) to 3.6 µB (300 K); For Tb, the z-component of magnetic moment changes from
7.0 µB (4 K) to 4.0 µB (300 K). The cone angle also decreases from ∼ 50○ with increasing
temperature. A spin-flop transition near compensation temperature, with a spin-flop field of
approximately 2 T, was observed in the anomalous Hall effect measurement of a-DyCo3 in 14 T
field. The temperature dependence of the Hall voltage of a-DyCo3 is used to infer that the Co
subnetwork dominates the AHE.

In order to answer the final question listed above, the all-optical switching experiments were
performed in a-DyxCo1−x and a-TbxCo1−x with x ≈ 0.25, irradiated with single 200 fs pulses of

1a- is used to denote an amorphous alloy.



800 nm laser light. A new type of partial and random SP-AOS, non-uniform on a length scale
of about 150 nm, as measured by XMCD-PEEM, is found in a-DyxCo1−x for temperatures both
below and above magnetization compensation temperature. This switching behavior is distinct
from that in a-GdFeCo (with a complete switching and a well-defined switching boundary).
Ringlike switched domain patterns appear at higher fluence, but below the fluence at which the
anisotropy begins to change towards in-plane. Optical control of coercivity is demonstrated with
a possible application in magnetic logic.

These three main parts of the work help to obtain a better understanding of the behavior of
Co magnetic moments in binary amorphous metals a-RxCo1−x and to further clarify the influence
of the noncollinear magnetic structure of the Dy and Tb ions on the magnetization, the AHE
and the partial and random SP-AOS in a-DyxCo1−x and a-TbxCo1−x.
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1 Introduction

It is of great advantage to the students of any subject to read the
original memoirs on that subject, for science is always most completely
assimilated when it is in the nascent state.

James Clerk Maxwell

1.1 Fundamentals of magnetism

1.1.1 Magnetic field

Central to experimental magnetic research is the generation and detection of magnetic field [1].
There are two physical quantities, referred as magnetic field, which are denoted as B field and
H field. The names generally used for B and H are extremely confusing. A few of the better
authorities use better names [2]. In particular Sommerfeld uses the names B magnetic field
strength and H magnetic excitation1.

Historically, the magnetostatics was build on a magnetic charge model first and then Am-
pèrian molecular current model was brought up. For the former model, there is indeed a
Coulomb’s law for the H field, just like the more famous Coulomb’s law for E field. This
approach is still widely used for H field computation produced by magnetic materials such as
hard magnets due to its computation convenience [3]. These magnetic chargers are called mag-
netic poles as well. People thought they were and made a complete analogy with electrostatics.
But until now, we did not find any isolated magnetic charge or magnetic monopole. Therefore,
poles should be understood as purely mathematical [4]. The molecular current model is widely
used and taught in undergraduate courses [5, 6]. The molecular current approach is able to get
some support from atomic physics, such as the orbital momentum concept for electrons, which
will be discussed later. Based on these two different models, those two quantities B field and
H field are both derivable. Although the B and H field have two different meanings in the
two models, the physical laws governing them are the same as demonstrated by the equations
presented below where dS is the surface element of the arbitrary enclosed surface, dl is the line
element of the arbitrary enclosed loop and sum of Icond is the total conduction current inside
the loop:

∮ B ⋅ dS = 0, (1.1)

∮ H ⋅ dl =∑ Icond. (1.2)

From this point of view, those two models are equivalent. The Ampèrian model will be intro-
duced firstly and then magnetic charge model.

The long-sought relation between electricity and magnetism was discovered by the Danish
physicist Hans Christian Oersted in July 1820. Later that year, Ampère submitted a paper to

1He uses the names E electric field strength and D electric excitation. Those terminologies reflect the fact
that B and E are physically fundamental fields, and H and D are derived quantities.
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the French Academy and proposed that ferromagnetism in magnetic materials was due to an
internal current. It is an equivalence between a magnet and a current loop of area A with a
current I. Its magnitude is expressed as

m = IA, (1.3)

where the magnetic moment has Am2 as unit and its direction follows the right-hand rule. The
magnetization M is defined as average magnetic dipole moment per unit volume.

M =
∑m

V
. (1.4)

Based on the Ampèrian current model, it follows that equivalently there is an enormous surface
current density on the order of 106 A/m at the curved surface of a commercial cylindrical hard
magnets such as Nd2Fe14B. From the equivalence, we can derive jmag = ∇ × M . Magnetic
moment is a vector and its direction is traditionally defined as that of the electric current by
the right-hand rule. At the same time, the law of the relation between a current and the B field
was found by Jean-Baptiste Biot and Félix Savart:

dB =
µ0

4π
(

dl × r

r2
) . (1.5)

Based on this law, it is possible to derive the divergence and curl of magnetostatic B field:

∇ ⋅B = 0, (1.6)

∇×B = µ0j, (1.7)

where j is the total current density and µ0 = 4π × 10−7 T mA−1 is the permeability of free
space. It is valid only when electric charge densities are constant and all currents are steady.
The electric and magnetic fields have no time dependence. Now j consists of conduction current
jcond and magnetization current jmag. Experimentally, we only have full control of the former,
such as changing the current sent to the wire from the power supply. Motivated by this, a new
physical vector quantity H can be defined as H = (B

µ0
−M). After taking the curl of both sides

and substituting the curl of B and H, we get

∇×H = jcond. (1.8)

In the magnetic charge model, the idea and development of this magnetic charge is really similar
to electric charge in the electrostatic case. There is a magnetic Coulomb’s law F = kqm1qm2/r

2

where qm1 and qm2 represent magnetic charges and r is the distance between those two charges.
k is a constant and takes the value of 1/(4πµ0) in the SI system of units. Similar to the way
how E is defined, H is defined as qm1

4πµ0r2
er. The magnetic dipole pm = qml where l is the

displacement vector from the negative magnetic charge to the positive one. H consists of two
parts, H0 from conduction current Icond and H ′ from magnetic materials. H0 follows the Biot-
Savart law as well, but without the µ0. From this, the two formulas can be derived, where the
symbols dS, dl, and Icond have the same meanings in equation 1.1:

∯ H0 ⋅ dS = 0, (1.9)

∮ H0 ⋅ dl =∑ Icond. (1.10)
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H ′ follows exactly the same laws as electric field E except that there is no free magnetic
charge here. So magnetic charge qm corresponds to polarization charge. After substituting ε0
by µ0, E by H ′, q by qm, the following two laws can be obtained:

∯ H ′
⋅ dS =

1

µ0
∑ qm, (1.11)

∮ H ′
⋅ dl = 0. (1.12)

If we combine them together, we get

∯ H ⋅ dS =∯ (H0 +H ′
) ⋅ dS =

1

µ0
∑ qm, (1.13)

∮ H ⋅ dl = ∮ (H0 +H ′
) ⋅ dl =∑ Icond. (1.14)

Remember that electric polarization P in electrostatics, like magnetic polarization J can be
defined as average magnetic dipole per unit volume:

J =
∑pm
V

(1.15)

and similar to P , J has the following relation

∯ J ⋅ dS = −∑ qm. (1.16)

Combining equations 1.13 and 1.16, we can get

∯ (µ0H + J)dS =∯ BdS = 0, (1.17)

where the auxiliary B can be defined as B = µ0H + J . The surface integral of B and the
line integral of H have the same formula in magnetic charge and Ampèrian molecular current
model, although they have different physical meanings, respectively, in those two models. In the
appendix an example is given for the flexible use of those two models to understand the field
inside and outside a hard-magnetic cube.

1.1.2 Magnetization

In solid-state magnetism, there exist three distinct levels of description, ranging from the atomic
scale to the mesoscopic scale and finally to the macroscopic scale. The atomic scale (mainly
focusing on the spin and orbital motion of electron) will be discussed in section 1.1.4 and the
mesoscopic (mainly the domain with a dimension µm) scale will be discussed in section 1.3.3. At
the atomic scale, the magnetic moment associated with electron is usually denoted by m. Even
under the external applied field, the direction of m is still dynamically changing due to thermal
fluctuations. The competition between magnetic field energy tending to align the moments in
the field direction and thermal energy tending to make them disorder can be described by the
Boltzmann statistics. Therefore, it is helpful to define the physical quantities mesoscopic or
local magnetization M over a distance of order a few nanometers and times of order a few
microseconds:

M =
∑imi

δV
, (1.18)

where each mi represents a magnetic moment and the sum taken is over a mesoscopic volume
δV . Since the unit of magnetic moment is Am2 as will be discussed in section 1.1.4 , the unit of
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magnetization is A/m2. The representation of the magnetization M which changes smoothly on
a mesoscopic scale is the continuous medium approximation [1]. After building up the concept of
mesoscopic magnetization, it is time to introduce the macroscopic average magnetization, which
is defined as

M =∑
i

MiVi/∑
i

Vi, (1.19)

where the sum is over all the domains having volume Vi. The sum ∑i Vi is the sample volume.
The hysteresis loops are plots of the macroscopic average magnetization as a function of H,
which is measured directly by a magnetometer. It is usually highly nonlinear. We cannot write
a functional relationship like M = f(H) because the value of M at any instant depends not
only on what H field is at that time but on its whole past history. Hysteresis is at the heart of
the behavior of magnetic materials [7].

1.1.3 Anisotropy

Magnetic anisotropy means the dependence of a magnetic material on the direction of magne-
tization with respect to its shape or crystal axis. For the magentization curve, it means that
the shape of magnetization curve depends on the magnetizing direction relative to the crys-
tallographic orientation. This section is structured as follows, a phenomenology of magnetic
anisotropy will be given firstly, followed by a discussion of anisotropy mechanisms encountered
in practice.

The simplest crystal anisotropy is uniaxial anisotropy, observed in hexagonal cobalt where the
easy axis aligns parallel to the c axis of the crystal at room temperature. when the magnetization
rotates away from the c axis, the anisotropy energy increases with an increase of θ, the angle
between c axis and magnetization3. The energy is in general invariant under the inversion of
magnetization so the corresponding energy term will contain even powers only [7]. It can be
expanded in a series of powers of sin2 θ:

Ea =Ku0 +Ku1 sin2 θ +Ku2 sin4 θ + . . . , (1.20)

where the Kui is the i-th anisotropy constant with a unit kJ/m3. The term Ku0 is indepen-
dent of angle and is usually ignored since only the change of energy is interested to us when
magnetization rotates from the easy axis. Ku1 is usually the leading term. When Ku1 > 0, the
magnetization is along the z axis (easy axis). When Ku1 < 0, the energy is minimized for θ = 90
○ (easy-plane anisotropy). The values of Ku1 and Ku2 for cobalt are 410 kJ/m3 and 140 kJ/m3

respectively [1]. For cubic crystals such as iron and nickel, based on the cubic symmetry, the
anisotropy energy can be expressed in terms of direction cosines αx, αy and αz [8]:

Ea =K0 +K1(α
2
xα

2
y + α

2
xα

2
z + α

2
yα

2
z) +K2(α

2
xα

2
yα

2
z) + . . . , (1.21)

where K0, K1 and K2 are the anisotropy constants4. The anisotropy constants for cobalt, iron,
nickel at room temperature are summarized in Table 1.1. Using these anisotropy constants,
it is possible to explain the magnetization behavior of Fe, Co, Ni for applied field in different
directions. Table 1.1 gives the Ea when magnetization lies in a particular direction [u v w]. The
sign and magnetitude of K1 and K2 decide the easy axis direction.

2If it is a thin film sample, it is popular and convenient to define magnetization by using the volume. But
in bulk samples, it is more convinent to use the mass of samples instead since the mass is easier to measure by
using a mass balance.

3In the magnetism community, it is common for people to say energy but actually they are referring to energy
density. Ea should be called anisotropy energy density. It is a convention and hard to change. Attention is
needed when reading literature.

4The same argument for Ku0 applies to K0 here as well. The reason why those two terms are still written
down will be clear later when talking about how to measure those anisotropy constants.
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Substance K1 (kJ/m3) K2 (kJ/m3)

Fe 48.0 15.0

Ni -5.0 5.0

Co 410.0 140.0

Table 1.1: Anisotropy constants for cobalt, iron, nickel at room temperature. For cobalt, the
values for K1 and K2 should be thought as Ku1 and Ku2 respectively.

[u v w] a b c αx αy αz E

[1 0 0] 0° 90° 0° 1 0 0 K1

[1 1 0] 45° 45° 45° 1/ 2 1/ 2 0 K1/4

[1 1 1] 54.7° 54.7° 54.7° 1/ 3 1/ 3 1/ 3 K1/3+K2/27

Table 1.2: Crystal anisotropy energies for various directions in a cubic crystal.

There are various methods for measuring magnetic anisotropy such as torque magnetometer,
magnetization curve, ferromagnetic resonance [8, 9]. The second one magnetization curves will be
discussed here since I mainly use this one. In 1926, the magnetization curves of single crystals
of iron was first measured by Honda and Kaya [10]. There are two methods of determining
anisotropy constants from magnetization curves of single crystals:

1. By fitting a calculated magnetization curve to an observed one.

2. By calculating the area enclosed by the magnetization curve, the ordinate axis and the
line M =Ms.

For the first method, let’s take an example of crystal cobalt with an uniaxial anisotropy. The
field is applied at right angle to the c axis, i.e., the easy axis. The saturation magnetization Ms

is titled away from the easy axis by an angle θ. The total energy consists of anisotropy energy
and Zeeman energy [9]:

E =Ku0 +Ku1 sin2 θ +Ku2 sin4 θ −Msµ0H cos (π/2 − θ) (1.22)

From the condition for energy minimum dE
dθ = 0 and the definition of the component of magne-

tization along the field direction is given as M =Ms cos(π/2 − θ), it is easy to obtain

H =
2K1

Ms
(
M

Ms
) + 4

K2

Ms
(
M

Ms
)

3

. (1.23)

The relation between M and H is given by the above formula and used to fit the experimental
data by changing K1 and K2. By substituting M

Ms
= 1 into equation 1.23, the saturation field

can be expressed as

Hs =
2K1 + 4K2

µ0MS
. (1.24)

A more convenient way for determining anisotropy constant is to calculate the area as men-
tioned already, which is based on the definition of anisotropy energy, namely, the energy stored
in a crystal when it reaches its saturation magnetization in a non-easy direction. The work dW
done by the magnetic field is dW = µ0HdM where dM is the increment of magnetization due
to the applied field [9]. For a sample having a uniaxial anisotropy (assuming Ku1 is the leading
term), the magnetization is a linear function of field when the applied field is perpendicular to
the c axis. If we denote W the area enclosed by the magnetization curve, the ordinate axis and
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the line M =Ms
5. From the equation 1.20, the increase of anisotropy energy Ea is

△Ea = Ea(θ = 90○) −Ea(θ = 0○) = (Ku0 +Ku1) −Ku0 =Ku1. (1.25)

The work done by the applied field is stored in the anisotropy energy and so W =Ku1.
There are mainly three sources of anisotropy which are related to sample shape, crystal

structure and atomic or micro-scale texture [1].

• Shape anisotropy derives from the demagnetizing field discussed in the section 7.1. Obvi-
ously, this can not be an intrinsic property of the material, as it depends on the sample
shape.

• Magnetocrystalline anisotropy is an intrinsic property. The magnetization process is differ-
ent when the field is applied along different crystallographic directions and the anisotropy
reflects the crystal symmetry. Single-ion anisotropy is the main source of anisotropy in
hard ferromagnetic materials [11].

• Induced anisotropy arises when an easy direction of magnetization is created by applied
stress or by growing a thin film in a magnetic field to imprint some atomic-scale structure.

Shape anisotropy and single-ion anisotropy will be discussed in detail here. The shape anisotropy
is rooted in classical dipole-diple interaction and it leads to a tendency of a magnetized sample
to minimize its magnetostatic energy. For example, a long magnetic needle prefers to orient
its magnetization along the long axis and a a flat slab of ferromagnetic material tend to be
magnetized in the plane of the slab, as shown in Figure 1.1 (a) and (b).

+ + + +

- - - -

θ

Z

(a)   (b)                                      (c)

Figure 1.1: Effects of shape anisotropy on magnetization equilibrium states. (a) In a long needle,
the magnetization points along the length of the needle. In the magnetic charge model, the posi-
tive and negative magnetic charges thus produced are well separated, lowering the magnetostatic
energy; (b) A uniformly magnetized flat disk reduces the magnetostatic energy by orienting M
in the plane of the disk; (c) A thin film with uniform magnetization. The angle between M and
the normal is θ.

In reality, because of the competition between several energy terms, magnetic specimens
usually contain magnetic domains, resulting in a complex magnetization distribution. For sim-
plicity, we assume that the magnetization of the film is uniform and denoting by θ the angle
between M and the normal of sample as illustrated in Figure 1.1 (c), the demagnetizing field
within the film is

Hd = −∣M ∣cos(θ)ẑ. (1.26)
5Note that, when plotting magnetization vs field, the x axis should be µ0H and y axis should be M . So the

area will represent the work done by the magnetic field.
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The magnetostatic energy density is therefore given by

E = −
1

2
M ⋅ µ0Hd =

1

2
µ0(Mcos(θ))2. (1.27)

It indicates that the magnetostatic energy of a thin film with uniform M has a minimum at
θ = 90○ and a maximum at θ = 0○.

Single-ion anisotropy is essentially the electrostatic interaction of charges in orbitals of the
magnetic ion with the potential created by the rest of the system. The electrostatic interaction
tends to stabilize a particular orbital and via the spin-orbit interaction the magnetic moment is
aligned along a particular axis, i.e., the local easy axis [1]. Steven demonstrated that the crystal
field can be expressed in terms of the angular momentum operators via replacing x, y and z by
Jx, Jy and Jz and allowing for the non-communication of Jx, Jy and Jz [12]. This method is
called operator equivalents and has been explained in detail by Steven [13, 14, 15]. Therefore,
the crystal field Hamiltonian can be expressed by

Hcf =∑
nm

Bm
n Ô

m
n , (1.28)

where coefficients Bm
n determine the magnitude of the crystal field splitting [16] and Ômn are

Steven operators6. It has been demonstrated by point charge calculation on amorphous model
structure that the B0

2Ô
0
2 term dominates the crystal field and define a local easy axis at each

site. Therefore, the crystal field Hamiltonian in amorphous magnets can be simplified to [17]:

Hcf = B
0
2Ô

0
2. (1.29)

1.1.4 Orbital and spin moment

As late as the first quarter of the 20th century, the origin of the microscopic magnetic moments
was not very clear. It was the appearance of quantum mechanics that helped to answer this
question [18]. Within a single atom the distribution of magnetism is not smooth. For example,
in an iron atom the magnetism is distributed in a more or less spherical shell, not too close to
the nucleus and not too far away [19]. There are two contributions to atomic magnetic moment,
orbital motion and spin of electron. Atomic magnetic moments occur whenever an atom or an
ion contains a partially filled electron shell, which restricts the occurrence of paramagnetism to
compounds to certain well-defined regions of the periodic table, known as the transition groups.
Among the most well studied are the iron group (with 3d shell incomplete) and rare earth group
(with 4d shell partially filled).

In the classical physics picture, the electron moves in a circular orbit of radius r at an angular
frequency ω. The equivalent current I is − eω2π , where e is the magnitude of the charge of the
electron and the minus sign arises from the negative electronic charge. The orbital angular
momentum is l = mer × v = meωr

2, where me is the electron mass. By using the above two
formulae and m = IA, the magnetic moment is given by:

m = −
e

2me
l. (1.30)

Here, the factor − e
2me

is known as the gyromagnetic ratio and denoted as γ. In quantum
mechanics, it is required that the component of l is quantized in some direction, such as the z-
direction (usually the magnetic field direction). This quantization implies that the z-component
of angular momentum, lz, can only take on values that are integer multiples of h̵. Therefore,
the z-component of the magnetic moment mz is also quantized as:

mz = −
e

2me
mlh̵, (1.31)

6Bmn are the parameters to be determined by experiments such as paramagnetic resonance; Ô0
2 = 3Ĵ

2
z −J(J+1),

corresponding to crystal field 3z2 − r2 [3].
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where ml = 0,±1,±2, . . .. The natural unit for atomic magnetism is the Bohr magneton defined
as7:

µB =
eh̵

2me
, (1.32)

and 1µB is equal to 9.274 × 10−24 Am2.
In the 1920s Stern-Gerlach experiment, the spin of the electron was experimentally confirmed

by sending a beam of Ag atoms through a non-uniform magnetic field, resulting in only two spots
detected on the detector screen. The magnetic moment related to spin is given by:

m = −
e

me
s. (1.33)

The ratio of the magnitude of mz in µB to the magnitude of lz or sz in h̵ is called the g-factor.
Comparing the orbital and spin angular momentum contributions to the magnetic moment, the
proportionality factors differ in the ratio − e

2me
∶ − e

me
= 1 ∶ 2. Alternatively, the proportionality

can be written as g (− e
2me

), where g = 1 for orbital motion and g = 2 for spin. This g-factor is
commonly referred to as the g-factor [1]. The total magnetic moment of an electron is generally
a vector sum of the spin and orbital magnetic moments:

m = −
µB

h̵
(2s + l). (1.34)

Here, the factor of 2 arises from the g-factor for the spin contribution.
Except for the hydrogen atom, there are more than two electrons in a single free atom,

where each individual electron has its own orbital momentum li and spin momentum si. There
are 3 types of interactions between angular momenta: spin-spin coupling, spin-orbit coupling,
and orbit-orbit coupling. For the first-row transition series, which includes the three famous
magnetic elements Fe, Co, and Ni, the interactions between si and li or those between si and li
are small compared to the interaction between si and sj and those between li and lj [8].

The vectors that are strongly coupled with one another must always be added together first.
Therefore, based on the vector model of magnetic atoms8, the spin vectors si of individual
electrons (i= 1, 2,...,n) are coupled via spin-spin coupling to produce the resultant spin vector:

S =
n

∑
i=1

si.Similarly, the orbital vectors li of electrons give rise to the resultant orbital vector:

L =
n

∑
i=1

li. The L and S, according to Russell-Saunders coupling, are then less strongly with one

another and their resultant is J :
J = L +S. (1.35)

Each allowable L can be combined with each possible S [21].
Based on spectroscopic observation, Hund gave empirical rules for determining the lowest

energy state of a multielectron atom or ion, except the very heaviest elements. The rules are9:
(1) The spin si combines to give the maximum value of S consistent with the Pauli principle.
(2) The orbital vectors li combine to give the maximum values of L consistent with (1).
(3) The resultant L and S combine to form J : J = L − S if the shell is less than half full, and

J = L + S if the shell is more than half full10.
7All magnetic interactions involve the inverse of mass of particle. Here it is the mass of the electron. But for

the nucleus, it is the nuclear mass, which is 1000 times bigger than electron mass. Therefore often the nuclear
contribution to magnetism can be ignored.

8A good discussion of vector model can be found in the book by Cowan [20].
9Note that Hund’s rules do not tell anything about the excited states.

10Here, S, J and L are quantum numbers and dimensionless. The third rule is the weakest one and might be
violated in some cases [22, 23].
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The first two rules are the result of electrostatic Coulomb interactions between electrons [24].
Rule (3) is mainly based on spin-orbit interaction between si and li of the same electron. As
we discussed previously, there is a relation between angular momentum and magnetic moment
in equations 1.30 and 1.33, as the energy when si and li are parallel is higher than that when
si and li are antiparallel [25]. Therefore, if the shell is less than half full, the spin should be
antiparallel to L. But if the shell is more than half full, the spin of the electron in the unfilled
half shell is opposite to S. The orbit of the electrons is parallel to L, the antiparallel of si and
li results in the parallel of L and S. In summary, the energy of the coupling between L and S
is expressed as

Hso = βL ⋅S. (1.36)

where β is a spin-orbit parameters for multielectron atom11. β is positive for a less than half
filled shell and negative for a more than half-filled shell [26].

From Hund’s rules, we know the JLS triplet of numbers identifies the ground state of free
atom (ions). Traditionally, the value of L is identified by the letters as listed in Table 1.3. The

L = 0 1 2 3 4 5 6 7
Symbol S P D F G H I K

Table 1.3: Total orbital quantum number L in spectroscopic notation.

spin is specified by the multiplicity 2S+1 as a superscript, and total angular momentum quantum
number J is shown in the subscript. The level of each term of a particular configuration can be
summarized by a term symbol [27, 25]:

2S+1LJ . (1.37)

Take carbon with its six electrons as an example. There are 15 ways to accommodate two
electrons in the 2p-orbitals [1]. The hierarchy of atomic structure of 2p configuration of carbon
is plotted in Figure 1.2.

By analogy with 1.34 for single electron, the magnetic moment of an atom is represented by

m = −
µB

h̵
(2S +L). (1.38)

In many cases, S and J are not good quantum numbers, but J is. Therefore, the component
of magnetic moment m parallel is a conserved quantity but the component perpendicular to J
will not be. The expression for the projected magnetic moment can be rewritten as follows [1]:

m = −g
µB

h̵
J , (1.39)

where g is a constant to be determined. From the vector model of magnetic atoms as shown in
Figure 1.3, it is possible to derive :

g = 1 +
J(J + 1) + S(S + 1) −L(L + 1)

2J(J + 1)
. (1.40)

When S = 0, J = L, hence formula 1.40 gives g = 1. If L = 0, J = S, formula 1.40 gives g = 2
consistent with the discussion given previously [8]. When the atom is put in a magnetic field,
vector J is going to precess about the axis of the magnetic field. Due to the spatial quantization,
the component of J along the field axis, Jz, takes 2J + 1 discrete values:

Jz = Jh̵, (J − 1)h̵, (J − 2)h̵, ..., (−J + 2)h̵, (−J + 1)h̵, (−J)h̵. (1.41)

This will be important when we talk about mean field theory.
11For a single electron, the spin-orbit coupling is expressed as Hso = λl ⋅ s, where λ is the spin-orbit coupling

constant of single electron and λ is always positive. It is a measure of the magnetic interaction between momenta
[25].
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Figure 1.2: Level scheme of the carbon atom (1s)2(2s)2(2p)2. Drawing is not to scale. The
first column (Configurations): the energy without any two-particle interaction. The second
column (Terms): three-fold energy splitting after switching on electrostatic electron-electron
interaction (L and S are good quantum numbers). The third column (Levels): splitting after
switching on first-order spin-orbit coupling (J is a good quantum number). For the 3P term,
the separation between J = 2(3P2) and J = 1(3P1) is twice the one between J = 1(3P1) and
J = 0(3P0). The spin-orbit coupling does not shift the mean energy. This must be the case for
a perturbation that arises internally in the atom because the total energy can not be altered
if the system is not interacting with the environment. Each of these levels have 2J + 1 states,
which are degenerate in the absence of external electric and magnetic field. The forth column
(States): Zeeman splitting in an external magnetic field.

1.2 Magnetism of cobalt and rare-earths

In the previous section 1.1.4, the origin of the magnetic moments of free atoms was discussed.
In this section, it will be discussed how magnetic moments interact to give cooperative magnetic
phenomena in situations such as solids. At or just below room temperature only four elements
are found to have spontaneous ferromagnetic order (bcc Fe, hcp Co, fcc Ni and hcp Gd), despite
the existence of thousands of compounds and alloys with substantial magnetic moments [28].

Two models are considered here: the band or itinerant electron model and the localized
moment model. The former one works well for 3d transition metals and their alloys and the
latter one is suitable for rare earth metals. Transition metals and rare earth metals are the two
main magnetic groups. Cobalt (Co), iron (Fe) and nickel (Fe) belong to the transition metal
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L

S
L+2S

J

gJ

B

Figure 1.3: Illustration of the composition of the atomic magnetic moment m. Now S and L
may not be good quantum numbers in many atoms but J is. Therefore the component of m
parallel to J will be a conserved quantity. L + 2S is precessing around J . gJ is the projection
of L + 2S onto the axis of J .

group. The outer-most 3d shell of is responsible for magnetism of transition metal. Because
of being of this character, those electrons are easily influenced by the intense E -field created
by the neighboring ions called crystal field, in alloys or compounds12. The orbital moment is
almost quenched in both insulators and metals13. As a result, the 3d ions in so1ids have L ≈ 0,
J ≈ S and g ≈ 2, which disagrees with the predictions of Hund’s rules. This makes it easy to
estimate the moment of 3d electrons by spin counting. For example, ferrimagnetic magnetite
Fe3O4 contains two Fe3+ with antiparallel ionic moments and one Fe2+ ion. The predicted value
is 4 µB per formula, which is very close to the observed value 4.1 µB. In 3d metals, where the
number of 3d electrons per atom is non-integral, the orbital moment is only of the order of 0.1
µB [29].

The rare earth metals are the fifteen elements ranging from lanthanum (La), atomic number
57, to lutetium (Lu), atomic number 7114. The small radius of rare-earth 4f shells results
in a comparatively strong spin-orbit coupling, whereas the crystal field is largely screened by
conduction electrons. The Hund’s rules work very well for rare earth ions. They have similar
chemical properties such as very vulnerable to oxygen since they have the same outer shell
electron structure given by

(4f)n(5s)2
(5p)6

(5d)1
(6s)2

where n increases from 0 to 14 with increasing atomic number from 57 to 71. The incomplete 4f
shell has a close relation to the magnetic properties. Even if the atoms are ionized by the loss
of the 3 electron from (5d)1(6s)2 shell, the remaining electrons of (5s)2(5p)6 are still enclosing
the 4f electrons. Therefore, the orbital angular momentum of 4f electrons remain unquenched
by the crystal field even in the metallic state15, which is quite opposite to the case of transition

12The crystal field theory originated in the study of transition-metal complexes, which are also referred to as
coordination complexes. An example was the distinction between yellow CoCl3 · 6NH3 and purple CoCl3 · 5NH3,
which indicates the energy level differences of stereochemical origin. The quantitative crystal field theory dates
back to Hans Bethe in 1929.

13For free atoms, those remain unquenched because of the lack of crystal field. The orbital moment quenching
was first recognized by van Vleck in 1937.

14A comprehensive survey of its brief history of rare earth magnetism can be found in the book by Jen and
Allan [30].

15The competition between spin-orbit coupling and crystal field decides whether the orbital moment is
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metal [31]. Mathematically, the difference between quenched and unquenched wave functions
is that between real and complex spherical harmonics. Those two sets of wave functions are
linear combinations of each other, and both are solutions to the Schrödinger equation. But they
are not equivalent when considering the orbital moment [3]. The total magnetic moment of a
rare earth consists of spin and orbital magnetic moment. There is a good agreement between
magnetic moments for the Lanthanide series in solids and isolated atoms [32].

1.2.1 Localized moments

The localized moment model assumes that the electrons in the unfilled shell16, which contribute
to the magnetic moment, are localized in ionic sites in solids [32]. The root-mean-square radius
of the 4f charge distribution is about 0.3 Å, of the order of 0.1 of the interatomic distance of
about 3.6 Å, in the metallic state [33]. Hence, magnetic moments of rare earth magnets are very
good representative examples of localized moments. Because of their large mass , spin-orbit
coupling, which scales as Z4, dominates over all other magnetic energy scales. As as result, their
magnetic moments are well predicted by the Hund’s rules as shown in Table 1.4.

Ion 4f Shell S L J g meff =g𝜇𝐵 𝐽 𝐽 + 1 (μB) mexp (μB)

Ce3+ 1 0.5 3 2.50 6/7 2.54 2.51
Pr3+ 2 1 5 4.00 4/5 3.58 3.56
Nd3+ 3 1.5 6 4.50 8/11 3.62 3.3-3.7
Pm3+ 4 2 6 4.00 3/5 2.68 *
Sm3+ 5 2.5 5 2.50 2/7 0.85 1.74
Eu3+ 6 3 3 0.00 - 0.00 3.40
Gd3+ 7 3.5 0 3.50 2 7.94 7.98
Tb3+ 8 3 3 6.00 3/2 9.72 9.77
Dy3+ 9 2.5 5 7.50 4/3 10.63 10.63
Ho3+ 10 2 6 8.00 5/4 10.60 10.40
Er3+ 11 1.5 6 7.50 6/5 9.59 9.50

Tm3+ 12 1 5 6.00 7/6 7.57 7.61
Yb3+ 13 0.5 3 3.50 8/7 4.53 4.50
Lu3+ 14 0 0 0.00 - 0.00 0.00

Table 1.4: Magnetic ground states for 4f ions using Hund’s rules. The first column is the
rare earth ions, almost always found in a trivalent state. The second column is the electron
number in the 4f shell for each of them. From third to fifth, S, L and J are predicted based
on Hund’s rules. The sixth column g is calculated by formula 1.40. The final two columns are
the calculated effective magnetic moments meff by using gµB

√
J(J + 1) (For the derivation of

effective magnetic moment formula, it can be introduced by considering the susceptibility of
paramagnetic ions as discussed in Prof. J.M.D. Coey’s book [1].) and experimentally measured
meff respectively. The experimental values are obtained from measurements of the susceptibility
of paramagnetic salts at temperature where kBT is much bigger than crystal field energy [34].
The symbol − means that the g value is not defined since it is divergent based on the formula
1.40. The symbol ∗ means that the data is not available, because Pm3+ is radioactive.

The sign of the quadruple moment Q2 reflects the shape of 4f electron cloud whether prolate
(elongated, Q2 > 0) or oblate (flattened, Q2 < 0). It gives a measure of the charge distribution
from a spherical shape. The unit of Q2 is C⋅m2, where C is the coulomb - the standard unit of

quenched. In the 4f case, the spin-orbit coupling is large, the orbital motion of the electrons remains essen-
tially unquenched by the crystal field. The opposite is true for 3d elemnts, where the spin-orbit coupling is
smaller than the crystal field.

16For aluminium, zinc and silver, their ions have complete inner shells.
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electric charge in the international System of Units (SI).

1.2.2 Delocalized moments

From the measurement of single crystal of transition metals, non-integral number of magnetic
moments per atom are obtained, which are 2.17, 1.71, 0.60 µB for each Fe, Co, Ni atom [1].
Therefore, the localized model is not a realistic model to understand this non-integral values.
Those 3d electrons are not closely bound, unlike 4f electron. They are further removed from
the nucleus so are easily removed to form the conduction band. Those electrons, which are
responsible for magnetism, are now itinerant and described by wave-like extended states forming
the energy bands.

In addition, the value of paramagnetic susceptibility of most metals is much smaller than
than would be expected from the Langevin model, essentially a localized model. The reason is
that only those electron close to Fermi level are able to change spin direction and it is impossible
for those well below Fermi level to change since there are no available state for them to occupy
because of the Pauli exclusion principle. A net moment comes from the transfer of electrons
at the Fermi level from the sub-band where spin moments are anti-parallel to the external
magnetic field direction to the sub-band where spin moments are parallel to field direction. The
energy shift is equal to 2µBB where B is the magnitude of magnetic field. The associated spin
contribution to susceptibility of conduction electrons is called Pauli paramagnetism.

After talking about paramagnetism based on band theory, it is time to discuss the band
theory of ferromagnetism, which is an extension of the former one by the introduction of exchange
coupling or interaction between the electrons. The band theory of ferromagnetism was first
proposed by Stoner in 1933 and later by Slater in 1936 [8]. A rigid-band model will be used to
show how band theory could explain the ferromagnetism of Fe, Co, Ni as shown in Figure 1.4.
The rigid-band model assumes that the bands do not change much from one element to another,
such as from the element Mn through to Zn. N(E) curve shows the available levels. For different
elements, the extent to which it is filled is indicated by the dashed lines. The topmost filled level
for each element is called the Fermi level. As long as both bands 3d and 4s are partly filled,
they must be filled to the same height. Ni has a total of 10 (3d+4s) electrons. The value of the
magnetic moment of Ni metal indicates that 9.4 are in 3d band and 0.6 in 4s17. The Fermi level
for Ni is just below the top of 3d band. Cu has one more electron so the 3d band is completely
full18. Zn has 12 electrons, both 3d and 4s are full.

Fully occupied bands can’t contribute a magnetic moment since two electrons in each level
have opposite spin and thus cancel each other out. The exchange interaction is responsible for
the imbalance in the spin up and spin down states instead of the electrons occupying the lowest
state in a balanced pair. The decrement of energy due to the exchange effect with increase in
the number of excess parallel spins outweighs the increase of energy due to the electrons close
to Fermi level moving to states of higher energy state [37]. An example is given in Figure 1.5.
In Figure 1.5 (a), those 10 electrons are in balanced pairs, without exchange interaction. When
the exchange interaction is turned on, there is an inbalanced numbers of spin up and spin down
electrons. Two of the spin down electrons are flipped to in the opposite direction as seen in
Figure 1.5 (b). They occupy higher energy states but the reduction of energy due to exchange
interaction favors this new state. Then this gives rise to a magnetic moment of 0.2 µB per atom.
Therefore, the ferromagnetism of Fe, Co and Ni, is the result of a spin unbalance of 3d band.
The 4s band is assumed to make no contribution to magnetism. Suppose one half of 3d is full.
Let n and x represent the number of (3d+4s) and 4s electron respectively. Therefore, there are

17For comparison, in free Ni atom, 8 are in 3d and 2 are in 4s.
18 In 1936 Sir Nevil Mott proposed that in a scattering process, the s electrons can scatter into the many d

states which available at Fermi level of d transition elements. Hence they experience a strong scattering, resulting
in a considerable resistance. But for Cu, all 3d states are occupied and not available for scattering, which explains
the high conductivity of Cu [35, 36].
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Figure 1.4: A schematic representation of density of states of 3d and 4s bands. N(E)dE means
the number of levels lying between the energies E and E + dE. The area under the N(E) vs E
curve is equal to the total number of levels in the band.

EF EF

Spin up Spin down Spin up Spin down

(a) (b)

Figure 1.5: Energy bands with balanced and unbalanced spins: (a) balanced numbers of spin-up
and spin-down electrons and (b) unbalanced numbers of spin-up and spin-down electrons due
to the exchange interaction, leading to a net magnetic moment 0.2 µB per atom. The dash line
presents the Fermi energy level.
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n − x electron in 3d band. At saturation, five 3d electron have spin up and n − x − 5 spin down.
The magnetic moment m per atom is

m = [5 − (n − x − 5)]µB = [10 − (n − x)]µB. (1.42)

The n value for Fe, Co and Ni is 8, 9 and 10, respectively. Therefore, the calculated value of m
for them are 2.60, 1.60, 0.60 µB respectively, which are not far away from the experimental values
given before [9]. The difference comes from the use of rigid-band model. A better agreement
can be reached by calculating the band structure of those pure metals individually.

1.3 The theory of magnetic order

1.3.1 Exchange interaction

Two basic mechanisms are at the roots of magnetic materials, exchange and anisotropy. Ex-
change arises from the combination of the electrostatic coupling between electron orbitals and
the requirement to meet the Pauli exclusion principle. It can be thought as spin-spin interaction,
favoring long-range spin ordering over macroscopic distances.

It might be thought the magnetic dipolar interaction plays an important role in magnetic
materials. But it is not responsible for a high Curie temperature Tc of Fe, Co and Ni. The
dipolar field sums to zero in Fe and Ni, because they are cubic, and the magnitude is only about
1 K in Co (hcp structure). The magnetic dipolar field B created by a magnetic moment m is:

B =
µ0

4π
[3

(m ⋅ r) ⋅ r

r5
−
m

r3
] , (1.43)

where the position vector r goes from the magnetic moment m to the point where field B is
measured19. Therefore, two magnetic moments m1 and m2 separated by r have an energy given
by:

E =
µ0

4πr3
[m1 ⋅m2 −

3

r2
(m1 ⋅ r)(m2 ⋅ r)] . (1.44)

By substituting the formula 1.43 into E = −m ⋅B represents the energy of a magnetic moment in
a magnetic field. It is very useful to make some order-of-magnitude estimate of this energy for
two moments each of 1 µB separated by 0.1 nm. It is about 10−23 J which is equivalent to only
about 1 K or 0.086 meV. So the magnetic dipolar interaction itself is quite unable to stabilize
the magnetic order above room temperature like Co with a Tc of 1360 K.

The hydrogen molecule H2 comprising two hydrogen nuclei fixed at a and b, and two electrons
represented by symbol 1 and 220. The coordinates used for hydrogen molecule is shown in
Figure 1.6. The wave equation for the two-hydrogen-atom reads

HΨ = EΨ (1.45)

with

H = (
p2

1

2m
−

e2

4πε0r1a
+
p2

2

2m
−

e2

4πε0r2b
) + (

e2

4πε0Rab
+

e2

4πε0r12
−

e2

4πε0r1b
−

e2

4πε0r2a
) (1.46)

For very large distance between Rab, the normal state of the system consists of two normal
hydrogen atoms. One electron is the one and the other electron on the other nucleus. Its wave-
functions (the state owning two-fold degeneracy) are ΨI = ψa(r1)ψb(r2) and ΨII = ψa(r2)ψb(r1)

19The reason why it is called magnetic dipole field is that the field formula and the field pattern of m are
similar to those of electric dipoles [38]. But we do not have any evidence for the existence of magnetic charges.

20The treatment is based on that given by Heitler and London in 1927 [39].
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Figure 1.6: Coordinates for hydrogen molecules represented diagrammatically.

or any other two independent linear combinations of those two [40]. The ψa(r2) represents that
electron 2 about nucleus a. When the Rab is getting smaller, a variational wavefunction can be
taken as

Ψ = cIΨI + cIIΨII (1.47)

The solutions to this is better expressed in matrix notation where ΨI and ΨII are represented by
vector (1,0) and (0,1) respectively. So Ψ is (cI, cI). Since all wavefunctions under consideration
are real (it was taken as 1s wavefuction of H atom in the original paper of Heitler and London),
the equation can be expressed as an eigenvalue problem [39, 41]:

⎡
⎢
⎢
⎢
⎢
⎢
⎣

V U

U V

⎤
⎥
⎥
⎥
⎥
⎥
⎦

= (E − 2e0)

⎡
⎢
⎢
⎢
⎢
⎢
⎣

1 l2

l2 1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎣

cI

cII

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(1.48)

where e0 is the ground energy of one-particle Schrödinger equation and the various overlap
integrals are defined as follows21:

1 = ∫ d3r∣ψa(r)∣
2
= ∫ d3r∣ψb(r)∣

2

l = ∫ d3rψ∗a(r)ψb(r)

V = ∫ ∫ d3r1∫ d3r2∣ΨI∣
2
(

e2

4πε0Rab
+

e2

4πε0r12
−

e2

4πε0r1b
−

e2

4πε0r2a
)

= ∫ ∫ d3r1∫ d3r2∣ΨII∣
2
(

e2

4πε0Rab
+

e2

4πε0r12
−

e2

4πε0r1a
−

e2

4πε0r2b
)

(1.49)

The solutions to it are the symmetric and antisymmetric orbital wavefunctions Ψs = ΨI + ΨII

and Ψa = ΨI −ΨII respectively with the respective eigenvalues

E± = 2e0 +
V ±U

1 ± l2
(1.50)

where ′+′ represents the symmetric orbital wavefunction and ′−′ antisymmetric orbital wave-
function. Initially, when the two nuclei are far away, the total energy of the system is simply
2e0. But when two hydrogen atoms are getting close the degeneracy is lifted because of the
nonzero overlap integral, which means that there exists a finite probability for the electron of a
to belong to b [39].

So far, the spins of the electrons are not considered. The total wavefunction representing an
actual state of a system having two or more electrons must be antisymmetric in the coordinates
of the electrons, which means that when interchanging the coordinates of any two electrons, it
must change its sign. This is the Pauli exclusion principle. Therefore, the symmetric orbital

21
H11 = 2e0 + V , H22 = 2e0 + V , H12 = 2el

2
+U , H21 = 2el

2
+U

16



wavefunctions must be multiplied by an antisymmetric spin function χa, and antisymmetric
orbital wavefunctions must be multiplied by a symmetric spin function χs

22. So the total
antisymmetric wavefunctions are Ψsχa and Ψaχs. The energy separation between symmetric
spin function and antisymmetric spin function is

△E = E− −E+ = 2
V l2 −U

1 − l4
(1.51)

and can be used to define an effective Hamiltonian by using dimensionless spin operators s1 and
s2 for the two electrons

H = −J12s1 ⋅ s2 (1.52)

with energies given by

f(x) =

⎧⎪⎪
⎨
⎪⎪⎩

−J124 , if spin function is symmetric.
+3J12

4 , if spin function is antisymmetric,
(1.53)

where J12 is called the exchange constant. Compared with equation 1.51, the J12 is −2V l
2−U

1−l4
.

The sign of J12 depends on ’Coulomb integral’ V, ’overlap integral’ l and the ’exchange integral’
U.

Heisenberg generalized equation 1.52 to many-electron atomic spins S1 and S2 , writing his
famous Hamiltonian23

HHeis = −JS1 ⋅S2 (1.54)

The exchange integral J then has dimensions of energy. J > 0 indicates a ferromagnetic interac-
tion, which tends to align the two spins parallel; J < 0 indicates an antiferromagnetic interaction,
which tends to align the two spins antiparallel.

1.3.2 Mean field theory

There is a discrepancy of a factor of about 2600, since the Curie temperature of nickel is 627 K.
Ferromagnetism was first explained phenomenologically by the molecular field theory of Pierre
Weiss in 190624. It was based on the classical paramagnetism of Langevin by the application of
Boltzmann’s statistics. Although Langevin successfully explained Curie’s law paramagnetism,
the key question for ferromagnetism was unanswered. Why is the susceptibility of ferromagnets
so much higher than that of paramagnets? In 1906, Weiss assumed the existence of a molecular
field Hm proportional to M in addition to any external magnetic field H

Hi
=H +Hm =H + nWM (1.55)

where Hi is the internal molecular field and nW is the Weiss coefficient (In practise, the Curie
temperature is used to determine nW ).

The general expression for the thermodynamic average value of any quantity <q> is

< q >=
∑i qie

(−εi/kBT )

∑i e
(−εi/kBT )

(1.56)

where qi is the value of q in the ith one and εi is the energy of the ith one.
The general quantum case of magnetism was treated by Léon Brillouin where m = −gµBJ/h̵

as given previously in formula 1.39. The z-component magnetic momentmzi is given by −gµBMJ

where MJ = J, J −1, J −2, ...,−J . An example of J = 5/2 is illustrated in Figure 1.7. The energy
22χa = 1

√

2
(∣↑↓⟩ − ∣↓↑⟩), χs = 1

√

2
(∣↑↓⟩ + ∣↓↑⟩) and ∣↑↑⟩, ∣↓↓⟩ where the first arrow represents the electron 1 and

second arrow for the electron 2. Each spin can point up or down.
23Other conventions exist for exchange integral [24, 1].
24The analogy between magnetization and fluids had been noticed by Pierre Curie. Weiss considered that the

many aspects of paramagnetism are to ferromagnetism what ideal gases are to dense fluids. He invented the
concept of a molecular field or mean field by stretching an analogy with van der Waals’ theory of real gases
[42, 43]
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Figure 1.7: The Zeeman splitting of the magnetic energy levels in the field. A J = 5/2 quantum
moment in an applied field whose direction is along the positive z-axis direction. The Zeeman
shift is shown on the right where the energy spacing between neighboring state is gµBB. The
energy spacing increases with the applied field.

of a magnetic moment in a field is given by −m ⋅B = −mzBz = −mzB = gµBMJB here the
direction of magnetic field is along the z-axis. The thermodynamics average <mz> is given

<mz >=
∑imzie

(−εi/kBT )

∑i e
(−εi/kBT )

(1.57)

Setting x = JgµBµ0H/(kBT ) =m0µ0H/(kBT ), the equation can be expressed

<mz >=m0 (
2J + 1

2J
coth

2J + 1

2J
x −

1

2J
coth

x

2J
) (1.58)

where m0 = gµBJ is the maximum magnitude of the moment along the z axis, i.e., the field
direction. The quantity in braces is called the Brillouin function BJ(x):

<mz >=m0BJ(x) (1.59)

The use of the above formula for fitting the paramagnetic salts, where magnetic moments do
not interact with each other, gains a huge success. It reduces to the Langevin function L(x) =
(coth(x) − 1/x) when J approaches infinity as illustrated in Figure 1.8. The generalization of
this theory of paramagnetism to ferromagentism is quite straight forward based on Weiss’s idea
as discussed already. The magnetization M along the field direction is given by the Brillouin
function with M0 = nm0 = ngµBJ where n is the number of magnetic atoms per unit volume,

M =M0BJ(x) (1.60)

but now
x = µ0m0(nWM +H)/kBT (1.61)

Remember that M0 = nm0, we find

M/M0 = (nkBT /µ0M
2
0nW )x −

H

nWM0
(1.62)

The spontaneous magnetization can be found by letting H = 0 and solving equations 1.60
and 1.62 numerically or graphically. The graphical method is presented on the left of Figure 1.9.
When the temperature is smaller than Curie temperature, there is an intersection point. It
represents the reduced spontaneous magnetization Ms/M0 at that temperature. On gradually
increasing the temperature, Ms/M0 is decreasing. It becomes 0 when the temperature reaches
Tc, which is indicated by the blue line. Its slope is the same as that of the B1/2(x) at the ori-
gin. When the temperature is getting bigger, as shown by the green line, the origin is the only
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Figure 1.8: Comparison of Brillouin functions for J = 1/2 and J = 2 with Langevin function.
The slopes at the origin of the Langevin and B1/2(x) are 1/3 and 1 respectively.

intersection point, which means the magnetization is 0 and the sample does not have magnetic
order. The thermal energy is dominant and the magnetic moment are pointing randomly in the
system. Thermal disorder triumphs over magnetic order. The Ms/M0 versus reduced tempera-
ture T /Tc is presented on the right of Figure 1.9 calculated using the numerical method, such as
scipy.optimize.fsolve [44], to find the spontaneous magnetization for each temperature and then
plot it.
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Figure 1.9: Graphical solution of the mean-field state equations: the left panel illustrates the
graphical solution of equations 1.60 and 1.62 to find spontaneous magnetization. Here J = 1/2
and g = 2 are used. While the right panel displays the reduced spontaneous magnetization
Ms/M0 versus reduced temperature T /Tc.

1.3.3 Micromagnetism

In this section, domains, domain walls, the Stoner-Wohlfarth model for a single domain particle
and mircomagnetism governed by Landau-Lifshitz-Gilbert (LLG) equation will be discussed
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sequentially [45].
Let’s use a common phenomenon to introduce the domains. When an ingot of Co is made

by some common methods like arc melting, the virgin sample typically does not show macro-
scopic magnetic property. The same piece of specimen however is attracted by a permanent
magnet nearby. To explain those phenomena, it is necessary to take the dipolar interaction
into consideration [46]. Micromagnetism is utilized to study magnetization phenomena on the
intermediate scale between the atomic scale and macro scale. The very strong Heisenberg ex-
change interaction (falling off exponentially with spin separation in insulator) is still working at
the atomic scale. But the long-range dipolar interaction (falling off only as the inverse cube of
separation) does not favor that all magnetic moments point in the same direction in the bulk
sample, which will build up a huge dipolar energy, also called magnetostatic energy. It is this
long-range energy term that helps to form different region in the sample where moments point
in one given direction. Those regions where magnetization is equal to saturation magnetization
but the direction varies from place to place are known as magnetic domains. It was firstly
predicted by P.Weiss in 1907 in his famous paper on the hypothesis of the molecular field. It
was later observed by Barkhausen in 1919 by the indirect way of amplifying the voltage induced
by changing magnetization and by Bitter in 1931 by applying a drop of ferromagnetic colloidal
suspension to the polished surface of ferromagnetic specimen and observing the image of domain
made visible by the fine ferromagnetic colloidal particles such as Fe2O3 [8]. The boundary of a
domain, where magnetization changes direction, is known as domain wall.

From experiments, it is known that the domain walls have a dimension resulting from the
balance between exchange interaction energy, which tends to increase the width of domain wall
and anisotropy energy which tends to decrease it. There are two extreme cases as shown in
Figure 1.10. When the anisotropy energy is bigger than exchange interaction energy, the spin
must point up or down, i.e., a true Ising model as shown on the top of Figure 1.10. On the other
hand, when anisotropy energy is smaller, it costs less for spins to point in the other directions
and it is more important for them to point mostly in the directions of their neighbors [47], which
causes the domain wall to be flat as presented on the bottom of Figure 1.10. The exchange

L

Figure 1.10: Schematic of domain wall structures. The top one is of a sharp domain wall. It
happens when the anisotropy energy is very large, which dictates that the spin must point either
up or down. The bottom one is of a Néel domain wall. The spin rotates continuously from up
to down over a length L to save some cost of exchange interaction energy since the anisotropy
energy is small.

energy between two neighboring spins can be written as

E = −JSi ⋅Sj = −J S
2 cos θij ≈ −J S

2 ⎛

⎝
1 −

θ2
ij

2

⎞

⎠
(1.63)

where J is the exchange constant which has units of energy, θij is the angle between neighboring
spin vectors Si and Sj and cos θij is expanded due to the smallness of θij . When θij is zero, the

energy of exchange interaction is −J S2. When the θij is not zero, the energy cost is J S2 θ
2
ij

2 . Let
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us assume that the rotation angle between each pair of spins are equal to π
N where N represents

that the number of spins in the domain wall, which means that the spins rotates uniformly over
the wall. Therefore, the total energy cost due to the N spins is J2 S

2π2/N . Until now, only one
chain of spins in the wall is calculated and it has a length L = Na where a is the lattice constant.
In practise, the energy per unit area is more useful. In a square meter of wall, there are 1

a2
lines

of spins. Therefore, the energy per unit area of domain wall σDW is

σDW =
J S2π2

2Na2
(1.64)

From the above formula, it implies that the domain wall tends to grow in size through the whole
sample if the anisotropy is negligible. However, this is not the case in reality. The anisotropy
energy density with dimension J

m3 . Let’s assume a simple one, namely K sin2 α where K is an
anisotropy constant with a unit of J

m3 and α is the angle between easy axis of anisotropy and
the direction of local magnetization. If K is bigger than zero, the spins prefer to point along
α = 0 or α = π. The anisotropy energy contribution from the N spins is

a3
N

∑
i=1

K sin2 αi ≈ a
3N

π
∫

π

0
K sin2 αdα = a3NK

2
(1.65)

The energy contribution per unit area is NKa
2 by dividing the above energy term by a2. Combing

those two formulas 1.64 and 1.65, the total energy per unit area of the domain wall is

σDW =
J S2π2

2Na2
+
NKa

2
(1.66)

The first term tends to make the domain wall bigger, but the second tends to tighten it. The
equilibrium state is achieved by using dσDW

dN = 0, which requires

N = πS

√
J

Ka3
(1.67)

Therefore, at the equilibrium state, the width of domain wall is

L = Na = πS

√
J

Ka
(1.68)

and the σDW is

σDW = πS

√
JK

a
(1.69)

When the particle size is small, it is possible to have a single domain particle. In this case, the
Stoner-Wohlfarth model will be useful for modelling the magnetization behavior[24]. There are
two ways to simulate quasi-static magnetization behavior. One is based on the energy equation,
minimizing the total energy to reach the stable or meta-stable state25. The alternative way
is to use the dynamics equation, the LLG equation [48]. In the Stoner-Wohlfarth model for
simulating magnetization behavior, the first one will be applied. For simplicity, only two energy
terms are considered here, Zeeman energy and uniaxial anisotropy energy. The energy density
of the system is

E =K sin2
(θ − φ) − µ0HMs cosφ (1.70)

where θ is the angle between magnetic field H and the easy axis of uniaxial anisotropy, φ is the
angle between H and magnetization M , K is the anisotropy constant and Ms is the saturation

25Magnetic hysteresis is essentially a metastable phenomenon.
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magnetization26. In this model, the magnitude of magnetization is assumed to be constant and
only the direction of it is changing in order to obtain a local minimum energy. The equilibrium
direction of magnetization is determined by satisfying the condition of local energy minimum:

∂E

∂φ
= −K sin 2(θ − φ) + µ0HMs sinφ = 0 (1.71)

This condition alone is not enough to determine the system completely [26]. In order to make
the equilibrium stable, a second condition requires that

∂2E

∂φ2
> 0 (1.72)

It becomes unstable when
∂2E

∂φ2
< 0 (1.73)

The physical picture is that, when increasing the switching field gradually, the direction of
magnetization is going to rotate to balance those two energy terms mentioned above. The
coercivity field Hc for which the magnetization changes its direction is obtained when

∂2E

∂φ2
= 2K cos 2(θ − φ) + µ0HMs cosφ = 0 (1.74)

At this critical point, the system is crossing from the metastable state to unstable state and
immediately to a new metastable or stable state. Introducing a dimensionless quantity h given
by

h =
µ0MsH

2K
(1.75)

to simplify equations 1.71 and 1.74 and then solve them, the relation between θ and dimensionless
critical field hc = µ0MsHc/2K where Hc is the critical field is

sin 2θ =
1

4h2
(

4 − 4h2

3
)

3
2

(1.76)

Figure 1.11 shows the hc as a function of θ. The hc reaches its minimum when θ = 45○, indicating
that the switching of magnetization is most easy to happen. Being able to derive the analytical
solution of the dependence of hc on the angle θ between easy axis and field direction is nice. It
is more useful is see directly energy surface as a function of θ and φ, which is illustrated in the
Figure 1.12 (a) where θ is set to 45 ○. In this phase space, the order parameter magnetization
follows the local minimum of energy. Figure 1.12 (b) shows the φ as a function of h which
scans from +2 to -2. When the field h is much bigger than 2 (not shown in the figure), the
magnetization closely follows the field direction. With the decrease of h, the magnetization tilts
a little bit away from the direction of field and points a direction between field direction and easy
axis. When h equal to 0, the magnetization just simply follows the easy axis. When the field h
reverses its direction as shown on the inserted schematic on the bottom left of Figure 1.12 (b),
the magnetization tends to follow the field direction again. When the increase of the field reaches
a critical point about 0.5, there is an abrupt change of φ, which means that the magnetization
rotates to a state as shown on the top right schematic. A further enhancement of h tries to
make the magnetization follow the field direction. At a field bigger than 2, the magnetization
will essentially follow the field direction. Figure 1.12 (c) presents the magnetic hysteresis loop
where M is projected onto the field direction as measured usually in practise

M =Ms cosφ (1.77)
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Figure 1.11: Dependence of the dimensionless critical field hc on the θ angle between the applied
field and the easy axis of uniaxial anisotropy.
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Figure 1.12: The Stoner-Wohlfarth model for single domain particles: (a) is the energy surface
of function of φ and dimensionless field h when θ is 45○, (b) is the dependence of angle φ on h
calculated the local minimum of energy from the energy surface by scanning field h from 2 to
-2, (c) is the hysteresis loop made from the data in (b).
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where Ms is the saturation magnetization.
Until now, the very important physical quantity of time does not appear in the process of

magnetization. The dynamics of magnetization is essential in many spintronics applications
determining how fast the magnetization switching can happen under the external stimulus such
as applying pulsed magnetic field or injecting spin current, which can be answered or simulated
in the micromagnetic framework. Within it, the magnetization is approximated by a continuous
classical vector field with a constant magnitude whose dynamics is determined by the LLG
equation [3]:

∂m

∂t
= −

γµ0

1 + α2
m ×Heff −

γµ0α

1 + α2
m × (m ×Heff) (1.78)

where the vector m = M
Ms

with unit 1, γ = 1.76086 × 1011s−1T−1 is the gyromagnetic ratio, α is
the Gilbert damping constant and Heff is the effective field as discussed in the section 1.1.3.
The first term on the right describes the precession of magnetization around the effective field
and the second one describes the damping27. The damping term causes the magnetization to
spiral towards the effective field direction [49]. Damping is essential for any measurement in
static magnetization where the hysteresis curves shows that above a certain value of applied
field, the magnetization of a sample reaches its saturation value, i.e., all moments in the sample
are aligned along the effective field direction. Without damping, the magnetization would just
presses around the effective field direction forever and never align with it [1].

In Figure 1.13 a simulation of a macrospin is presented28. The initial magnetic moment is
pointing 1/

√
3(-1,-1,-1) direction in the Cartesian coordinate and the only effective magnetic

field is the applied field 1.25 mT along the positive z axis. The dynamics of the macrospin is
modelled by the LLG equation with damping constant α = 0.2. Figure 1.13 (a) shows the time
dependence of three components of the magnetic moment. The mx and my show a damping
oscillation behavior with a decreasing amplitude. The mz is gradually switching to the field
direction and reaches a saturation value 1. Figure 1.13 (b) is the 3-dimensional plot the vector
of magnetic moment in real space. The color bar is utilized for showing the time sequence
from 0 (corresponding to purple) to 1 (corresponding to red) with a time unit 120 ns. While
the macrospin approximation is widely applicable, there are instances where incorporating a
larger number of atoms becomes necessary, such as in the study of domain wall motion. This
requirement can be fulfilled using various freely available software tools [48].

1.4 Magnetotransport

1.4.1 Magnetoresistance

Magnetoresistance (MR) is the change of resistance measured in the presence of magnetic field.
Its magnitude is usually expressed by

MR =
R(B) −R(0)

R(0)
(1.79)

where R(B) and R(0) are electrical resistances in the presence and absence of a magnetic field29,
respectively [51]. Positive MR typically occurs in metals and semiconductors, while negative
MR is observed in magnetic materials. MR is usually relativity weak effect in nonmagnetic
compounds. In contrast, giant magnetoresistance (GMR) and colossal magnetoresistance (TMR)

26Note the definitions for θ and φ here are different from previous ones when talking anisotropy section 1.1.3.
27Actually, there are two forms of the equations, given by Landau and Lifschitz and Gilbert respectively. The

equivalence of those two forms can be verified [7, 49].
28The nonlinearity of LLG equation makes it hard to solve analytically and results in the use of numerical

methods to solve. There are different numerial methods with their own strengths and weaknesses [50]
29It can also be defined in terms of resistivity ρ.
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Figure 1.13: Macrospin dynamics simulation using the Landau-Lifshitz-Gilbert (LLG) model:
(a) The figure illustrates the temporal changes in the three components of magnetization, namely
mx, my, and mz, in response to an external magnetic field of 1.25 mT applied along the positive
z-axis with a damping constant α = 0.2 and a initial magnetic moment pointing 1/

√
3(−1,−1,−1)

direction in the Cartesian coordinate, having a constant magnitude ∣m∣ = 1, (b) is the 3D plot of
the magnetic moment as a function of time and the color bar is used for representing normalized
time from 0 (corresponding to purple) to 1 (corresponding to red) with a time span of 120 ns.
The arrows represent the magnetic moment which evolves with time.

occur in multilayers consisting of magnetic magnetic and nonmagnetic layers and in manganese-
based perovskite oxides, respectively, showing values up to several orders of magnitude [52].
Materials with large MR have many applications such as data storage [1, 3].

Let us begin with a brief history of MR. More than one-and-half centuries ago, Lord Kelvin
and Edwin Hall studied the electrical response of metals to magnetic fields [53, 54]. The first
systematic study of MR is usually credited to Pyotr Kapitsa, who reported high-field studies
of MR in 37 different materials [55, 56]. His work contributed mainly two things. First, some
materials were noticed to exhibit MR exceeding 100 % in a magnetic field of 30 T at room tem-
perature, much higher than the others. Second, those materials studied showed a universal B
dependence. In small fields, it was always parabolic, consistent with the accepted understanding
that cyclotron motion of electron should bend their paths and hence increase resistivity. How-
ever, in fields above several tesla, MR was found to increase linearly [57]. More recently, large
MR effects at low temperature, different from GMR and TMR, have been reported for numerous
materials, which have topological electronic phases [52].

Here, in this thesis, we focus on the MR in small fields in magnetic materials, which has a
parabolic dependence of magnetic field. In the free electron theory, it predicts that the resistance
of a sample perpendicular to a uniform magnetic field should not depend on the strength of the
field. More specifically, the transverse Hall field is just enough to compensate for the deflection
produced by the magnetic field, so that the path of each electron (or hole) is the same as if
neither B or transverse Hall field existed [58]. But, this does not apply to all cases, especially
for the noble metals such as copper, silver and gold [46].

The two-band model is employed to derive the magnetoresistance’s parabolic dependence on
the magnetic field. First, let’s solve a general vector equation:

E =A + aB ×A (1.80)

where E, A, and B are vectors without specific physical interpretations. From the elementary
geometry, a solution can be found [58]:

A =
E − aB ×E

1 + a2B2
(1.81)
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Suppose we have two kinds of carriers, for instance, electrons and holes. Now, the Drude model
is going to be employed. The derivation of the below equation for electrons will be discussed in
detail in the next section:

E =
J1 ×B
ne

+
m

ne2τ
J1 = −

B × J1

ne
+

m

ne2τ
J1 = RH1B × J1 +

J1

σ1
(1.82)

Here, J1 represents the current density due to electrons having mass m1; σ1 = ne2τ
m1

denotes
the conductivity associated with electrons, and RH1 = − 1

ne represents the Hall coefficient of
electrons. Similarly, for the holes, we have

E = RH2B × J2 +
J2

σ2
(1.83)

Here, J2 represents the current density contributed by holes having mass m2; σ2 =
ne2τ
m2

denotes
the conductivity associated with holes, and RH2 = 1

ne represents the Hall coefficient of holes.
The total current density is

J = J1 + J2 (1.84)

Using a solution of the form of equation 1.81 for each of 1.82 and 1.83 and introducing β1 =

RH1σ1 =
−eτ
m1

and β2 = RH2σ2 =
eτ
m2

, we get

J = (
σ1

1 + β2
1B

2
+

σ2

1 + β2
2B

2
)E − (

σ1β1

1 + β2
1B

2
+

σ2β2

1 + β2
2B

2
)B ×E (1.85)

For MR, we need to compare J with the component of E along J . Thus

ρ = (J ⋅E)/J2
=

( σ1
1+β2

1B
2 +

σ2
1+β2

2B
2)

( σ1
1+β2

1B
2 +

σ2
1+β2

2B
2)

2

+ (
σ1β1B

1+β2
1B

2 +
σ2β2B

1+β2
2B

2)
2

(1.86)

The resistance in the absence of a magnetic field is

ρ0 =
1

σ1 + σ2
(1.87)

Based on the definition of MR, we get

MR =
∆ρ

ρ0
=
ρ − ρ0

ρ0
=

σ1σ2(β1 − β2)
2B2

(σ1 + σ2)
2 +B2(β1σ1 + β2σ2)

2
(1.88)

There are mainly three things we can learn from the formula above [58]:

• ∆ρ is proportional to B2 for small fields and approaches to a saturation value at high
fields.

• The MR vanishes if β1 = β2. The existence of MR in metals is a evidence for variation
of β, i.e., different values of effective mass, or maybe a variation of β, over the Fermi
surface since the transport property is mainly determined by those carriers around the
Fermi surface.

• Suppose that both groups of carriers have the same value of τ . Then ∆ρ/ρ becomes
a function of τB. But τ itself is inversely proportional to the ρ0, hence we can write
∆ρ
ρ0

= F ( Bρ0
) where F is a function, determined by the nature of the metal itself. This is

known as Kohler’s Rule.
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1.4.2 Ordinary Hall effect

In 1879, Edwin Hall, working at John Hopkins university, noticed that a transverse voltage would
appear when a current-carrying conductor is put in a perpendicular magnetic field. This effect,
now called the ordinary Hall effect (OHE), arises from the reflection of conduction electrons by
the Lorentz force [59, 60].

Drude model can be used to explain the ordinary Hall effect. Inside metals, there are many
different kinds of collisions, which can be phenomenologically treated as a damping term −

p(t)
τ

in the equation as shown in equation 1.89 where f (t) is the electric and/or magnetic fields and
τ is the relaxation time or scattering time [46].

dp(t)

dt
= −

p(t)

τ
+ f(t) (1.89)

After substituting Lorentz force for f (t), We now have equation [47]

dp(t)

dt
= −

p(t)

τ
− e(E + v ×B). (1.90)

In steday state, the left term becomes zero. And by using relations p =mv and E = m
e2τn

J , the
equation 1.90 becomes

0 = −eE +
J ×B
n

+
m

neτ
J (1.91)

First, consider the case when only electric field is applied to bring out the relation between
electric field E and current density J . Because B = 0, E = m

e2τn
J is obtained. From the

material equation E = ρ̃J , we know

ρxx = ρyy =
m

nτe2
. (1.92)

Now magnetic field B is turned on and oriented in the z direction. By writing out each compo-
nent of equation 1.91, the equation 1.93 will be obtained.

ρxy = −ρyx =
B

ne
. (1.93)

The Hall coefficient RH is defined as ρyx
∣B∣ , which is − 1

ne . In summary, when B is applied along
z axis, the general form of the resistivity tensor ρ̃ is

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

m
nτe2

B
ne 0

− B
ne

m
nτe2

0

0 0 m
nτe2

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(1.94)

The discovery of ordinary Hall effect offered an elegant way to measure carriers’ concentration
more accurately in non-magnetic conductors and facilitated the development of semiconductor
physics and solid-state electronics in the late 1940s.

1.4.3 Anomalous Hall effect

In 1880 and 1881, Hall found that in ferromagnetic materials such as nickel and iron the trans-
verse voltage is an order of magnitude larger than that in normal metal like tin [54, 61]. This
effect now is known as anomalous Hall effect (AHE). Despite the similarity between the OHE
and AHE, the mechanism of AHE has remained controversial for decades. In 1954, Karplus
and Luttinger performed the first serious calculation of the AHE. By introducing the spin-orbit
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coupling in the energy bands, they proved that the Bloch electrons acquire an anomalous ve-
locity which transverse to the applied electric current, resulting in a nonzero Hall current when
summed over both components in a ferromagnet. Essentially, their model depends on the band
structure and is independent of impurity scattering, which was questioned by others during
that period. Shortly after that, Smit suggested that AHE can be explained by the asymmetric
scattering amplitudes for spin-up and spin-down electrons in the presence of disorder and spin-
orbit coupling (skew scattering). Later, Berger showed that the spin-orbit coupling could also
result in a sudden transverse shift (side-jump) of the electron wave packet during the scattering
event, contributing to the Hall current. Both skew scattering and side-jump are are classified as
extrinsic mechanisms. From the 1970s, debates surrounding the origin of AHE predominantly
revolved around skew scattering and side-jump mechanisms, while the work of Karplus and Lut-
tinger remained largely overlooked. It was until much later that the mechanism, proposed by
Karplus and Luttinger, was interpreted as a Berry phase effect [60].

If the ordinary Hall effect and anomalous Hall effect were discovered at the macroscopic level,
the other Hall related effects were found at the microscopic level over the years. One hundred
year later, the spin Hall effect was reported in 1971 and integer quantum Hall effect in 1980.
More recently observed, the quantum spin Hall effect in 2007 and the quantum anomalous Hall
effect in 2013. Figure 1.14 shows the timeline of the discovered Hall-related effects [62]. For

1880 1900 1920 1940 1960 1980 2000 2020

1879 OHE

1881 AHE

1968 PHE

1971 SHE

1980 IQHE

1982 FQHE

1984 ISHE

2007 QSHE

2013 QAHE

2014 VHE

2018 PIHE

Figure 1.14: Timeline of the main Hall related effects. OHE—Ordinary Hall Effect; PHE—
Planar Hall Effect;AHE—Anomalous Hall Effect; SHE—Spin Hall Effect; IQHR—Integer Quan-
tum Hall Effect; FQHE—Fractional Quantum Hall Effect; ISHE—Inverse Spin Hall Effect;
QSHE—Quantum Spin Hall Effect; QAHE—Quantum Anomalous Hall Effect; VHE—Valley
Hall Effect; PIHE—Photo-induced Hall Effect.

a long time, anomalous Hall effect remained not-well understood. Only after the Berry phase
approach was introduced, it became possible to gain a better understanding.

1.5 Ultrafast magnetism

1.5.1 Ferromagnets

In the 1980s, laser pulses of duration 10−11 and 10−8 second were used to address the time scale
at which magnetic order of nickel can be quenched after sudden laser heating [63]. The first time-
resolved experiments were performed by Vaterlaus and co-workers in the 1990s [64, 65]. After
a rapid change of lattice temperature, a magnet needs time to establish its new equilibrium,
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called the relaxation time of magnetization. The ferromagnet Gd, with a Curie temperature
just below room temperature, was heated by 10 ns pump pulses. In order to determine the
magnetic state of the heated ferromagnet Gd, the spin-polarization of the electrons emitted by
60 ps probe pulse was analysed. Based on this, the relaxation time of magnetization of Gd
was found to be 100 ± 80 ps30. In 1990’s, an entirely new development was made possible
by the commercial availability of fs pulsed laser sources. This development set the stage for
the groundbreaking demonstration carried out by Eric Beaurepaire, Jean-Yves Bigot, and their
colleagues in 1996. They were pioneers in the investigation of the demagnetization of nickel
using 60 fs laser pulses [67]. They found that the magnetization in nickel thin films decreased
rapidly within 2 ps followed by a relaxation to a long lived plateau as shown in Figure 1.15.
The result was explained based on a 3-temperature model by assuming the existence of three
thermalized reservoirs that exchange energy, namely, the electron system at temperature Te, the
spin system at temperature Ts and the lattice or phonons at temperature Tl. The time evolution
of the system is described by a coupled differential equations with 3 interactions parameters, i.e.,
the electron-lattice, electron-spin and spin-lattice interaction constants31. This work initiated
the development of research on ultrafast dynamics of magnetization [3]. Very recently, it was
demonstrated that the polarized phonons carry angular momentum in ultrafast demagnetization
[69].
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Figure 1.15: Transient remanent longitudinal MOKE signal of a Ni(20 nm)/MgF2 (100 nm) film
for 7 mJ cm−2 pump fluence. The signal is normalized to the signal measured in the absence of
pump beam. The line is a guide to the eye. Figure from [67].

1.5.2 Ferrimagnets

The field of ultrafast magnetism was boosted by the discovery of all-optical switching of magneti-
zation. In 2007, the first demonstration of all-optical switching of magnetization was performed
in a 20 nm amorphous ferrimagnetic GdFeCo thin film by using a single circularly polarized
fs laser pulse as shown in Figure 1.16 (a). It is a rare-earth transition metal (RE-TM) alloy
which has two different magnetic subnetworks which couple antiferromagnetically and a net

30The ferromagnetism in Gd was discovered by G. Urbain, P. Weiss and F. Trombe in 1935 [66].
31The background of the 3-temperature model could be found in a paper in memory of Jean-Yves Bigot, Eric

Beaurepaire, two pioneers of ultrafast magnetism, passed away on May 2, 2018 and April 24, 2018 [68]
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Figure 1.16: (a) Demonstration of SP-AOS in a-GdFeCo alloy thin films. The effect of a single
40-fs circularly polarized laser pulse on the magnetic domains in Gd22Fe74.6Co3.4. The domain
pattern was obtained by sweeping circularly polarized beams across the surface at high speed
(≈50 mm/s), ensuring that each laser pulse landed at a different spot. The laser fluence was
approximately 2.9 mJ/cm2. The small variation in domain size is caused by the pulse-to-pulse
fluctuation of the laser intensity. Figure extracted from [70]. (b) Time-resolved element-specific
X-ray magnetic circular dichroism measurements on a GdFeCo thin film, showing the magne-
tization of Gd (filled circles) and Fe (open circles) over time following excitation by a linearly
polarized 60-fs laser pulse. Figure extracted from [71].

magnetization is available since the unequal magnetization of of those two subnetworks32. In
2012, a clearer demonstration was given when the magnetization in continuous a-GdFeCo film
could be switched by using single linearly polarized laser pulse, which proves that single pulse
all-optical switching (SP-AOS) is a purely thermal process [72]. In the same paper, the switch-
ing behavior was experimentally verified in isolated in-plane and out-of-plane microstructures
of amorphous GdFeCo. The isolated microstructures excludes the possiblity that the stray field
from the unswitched surroundings medium plays a role for the SP-AOS. In the same year, the
helicity dependence shown in Figure 1.16 (a) was attributed to the difference in absorption for
left and right polarized light in magnetic materials [73], called magnetic circular dichroism.

A new insight to SP-AOS was actually observed earlier in 2011 using time-resolved element-
specific X-ray magnetic circular dichroism measurement on the same system as shown in fig. 1.16
(b). The observed behavior is typically divided into 3 phases:

1. Different demagnetization rate of Gd and Fe. The magnetization of Fe reaches the zero
earlier than that of Gd.

2. Fast Transfer angular momentum from Gd to the fully demagnetized Fe. It makes Fe
builds up magnetization along the Gd magnetization direction. A transient ferromagnetic-
like state appears.

3. The antiferromagnetic interaction between Gd and Fe recovers and pushes the Gd magnetic
moment to switch after the system cools down. Eventually, the system completes the
reversal of magnetization.

Later, the set of systems under study rapidly expanded, including various RE-TM alloys, mul-
tilayers and heterostructures [74]. For a quite long time, only in Gd-based amorphous ferrimag-
netic films was it possible to observe the SP-AOS. In 2020, the crystal ferrimagnetic Mn2RuxGa
thin films was found by our group to show SP-AOS without Gd [75, 76].

32Co and Fe are coupled together ferromagnetically, and they couple antiferromagnetically to Gd.
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1.6 Amorphous materials and amorphous magnets

1.6.1 Amorphous materials

Since the discovery of the X-ray and X-ray diffraction in the early 1900s, extensive research has
been conducted to investigate crystal structures. It was around the 1920s that scientists began
delving into the realm of disordered crystals [77]. In 1960, in the lab Duwez demonstrated that
it was possible to prepare certain alloys in an amorphous state by rapid cooling from the melt
with sufficient celerity in order to prevent formation of the equilibrium crystalline structures
[78]. The field of amorphous metals was born33. In the general case amorphous metallic alloys
are divided into two main groups: metal-metal and metal-metalloid [80]. Broadly speaking, the
systems under study have progressively evolved toward greater disorder in accordance with the
historical sequence as shown in Figure 1.18. It is not easy to obtain useful information by just
looking at the distribution of N atomic centers (shown on the right side of Figure 1.18) when
the N is very large number. The radial distribution function G(r) is a useful representation of
amorphous material structure. There are two equivalent definitions of G(r):

G(r) = 4πr2
⋅ ρ(r) =

dN(r)

dr
, (1.95)

where ρ(r) is the local density of atoms per unit volume and N(r) is the number of atoms
between r and r+dr from an arbitrary central atom. What can we learn from G(r)? As may be
seen in Figure 1.17 this has certain features which can be interpreted physically. It must be zero
for a distance when r is small and then rises to a peak at some typical distance 3.2 Å, about
the hard-core diameter of an atom. This is identified with the radius of the first coordination
shell of atoms. By definition, the area under this first peak is the coordination number of the
first coordination shell within the amorphous structure. Sometimes, it is convenient to define
a normalized distribution function g(r) =

ρ(r)
n where n is the average density of atoms per

unit volume, based on the assumption that the specimen is statistically homogeneous [81]. As
the distance r increases, g(r) approaches 1 because the atomic density becomes uniform when
averaged over a large volume [1].

Glass34 and other amorphous solids can consist of atoms, simple organic molecules, larger
molecules such as polymers, or assemblies of colloidal particles. For many materials, making
a glass is not difficult and a cooling rate about a few kelvin per minute is enough to avoid
crystallization. However, for those having an efficient crystal nucleation, such as simple metals,
glass formation can be challenging. In this case, extremely fast cooling is required with a
cooling rate up to 109 K/s [82]. They have no crystal structure, which means there is no
long range order and periodicity. The atoms are in a frozen, liquid-like state. Some basic
thermal properties of amorphous materials can be measured via the thermal analysis techniques,
such as differential scanning calorimetry in particular35, which determine the glass transition
temperature, crystallization temperature, melting temperature and so on [83]. Compared to
crystals, the former two are unique to amorphous materials. The disorder introduces novel
phenomena. For the thermal properties, there exists configurational specific heat as seen from
the specific heat vs temperature curve. Notable among the electronic properties are localized
state known as Anderson localization and the correlation between resistivity of disordered alloys
containing transition metals and their negative temperature coefficients, known as the Mooij rule
[84]. Important among the magnetic properties are random non-collinear magnetic structures
and the influence of disorder on the magnetic moments and Curie temperature [85]. Sir Nevill

33 A nice historical perspective of metallic glasses can be found in this review paper [79].
34As an ancient invention, colored glasses have been used for thousands years and can be observed in various

places, including numerous churches. The Nobel Prize in Chemistry for 2023 has been awarded for groundbreaking
work on quantum dots, a discovery that emerged within a glass matrix.

35The first known calorimeter was made Antoine Lavoisier and Pierre-Simon Laplace in the winter of 1782-83.
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Figure 1.17: Features of the radial distribution function. The red dashed parabola is the large-r
limit. At large distances, G(r) tends to a parabola because the atomic density is uniform when
averaged over a large volume, but at short distances the G(r) shows a few peaks corresponding
to different coordination shells.

More disordered 

Figure 1.18: Illustration of Atomic arrangements in ordered and disorder systems. Two types of
atoms represented by red and black circles. In the ordered crystal (left), each type of atom only
occupies the certain sites. However, for the disordered crystal (middle), it still have a crystal
structure but the atoms occupy the sites randomly. In amorphous materials (right), there is no
crystal structure and atoms (only the centers of atoms are shown) arrange randomly. Moving
from left to right, the system exhibits increasing disorder.

Francis Mott was awarded the 1977 Nobel Prize in Physics for his significant contributions to
the field of amorphous materials [86].

For a long time, structural data obtainable from traditional experimental techniques, such
as X-ray diffraction, were not enough to provide any information about the local structure of
amorphous materials. Therefore, a different method is used, i.e., modeling. Models of those non-
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crystalline structure were built in the laboratory or in the computer by using some algorithm.
However, in recent years significant progress has been made experimentally for probing directly
the local atomic structure of those amorphous systems, which is enabled by nano-beam electron
diffraction and atomic electron tomography [87, 88, 89]. By applying Voronoi polyhedron anal-
ysis to those experimental results, a very detailed local atomic structure information can be ob-
tained. The Voronoi polyhedron was defined by mathematician Georgy Voronoi firstly and then
’rediscovered’ by physicists Eugene Wigner and Frederick Seitz36. The name of Wigner-Seitz
cells is very popular in condensed matter physics. Every polyhedron has enough information
to describe uniquely the neighbourhood of the associated central point. The various types of
Voronoi polyhedron are described by (n3n4n5...) for examining the local geometries or clusters
found in amorphous systems where nj refers to the number of faces with j edges that make up
a given polyhedron [92, 93].

1.6.2 One network structure: such as YCo

These are the magnetic materials with a single magnetic network such as a-YCo3 and a-Fe80B20.
The reason why it is possible to have magnetism in amorphous materials goes back to exchange
interaction, which is between the nearest atoms. Hence the periodicity of atoms is not essential
[94]. Besides the exchange interaction (tending to align local moments with each other), there
is another energy term, the local random anisotropy (coupling the individual moments to their
local easy axes which are assumed to change from point to point) [95]. The competition between
exchange interaction and local anisotropy enables many magnetic structures. When the exchange
interaction is dominant, the magnetic moments are coupled strongly as shown in the left panel of
Figure 1.19. The middle panel highlights the necessity of having at least two different elements
in amorphous materials. When the local random anisotropy increases, it results in a cone angle
in the distribution of magnetic moments as shown in right panel of Figure 1.19.

a-Y-Co

Local random anisotropy increases  

a-Ag-Tb

Asperomagnet

Figure 1.19: Schematic representation of one-subnetwork magnetic structures in amorphous
solids. Left: Only magnetic atoms are shown with arrows representing the magnetic moments;
Middle: As amorphous materials require at least two different elements, Y is used here; Right:
The Tb moments distribution exhibits a cone angle, and Ag atoms are not plotted. The magnetic
elements are highlighted in blue.

36The Voronoi polyhedron has a lot of applications [90]. Very recently, it was applied in cosmology for measuring
Hubble constant [91].
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1.6.3 Two network structure: such as DyCo

It is possible to distinguish two magnetic subnetworks in amorphous solids based on the chem-
ical basis. When the local random anisotropy is weak, we observe amorphous ferromagnet or
amorphous ferrimagnet, as illustrated on the left side of Figure 1.20. However, as the anisotropy
in one of the subnetworks strengthens, it results in a cone angle in the distribution of mag-
netic moments. The ferromagnet transitions to a speromagnet, and the ferrimagnet becomes a
sperimagnet, as shown on the right side of Figure 1.20. Rare earth elements offer the flexibil-
ity to attain various magnetic structures by selecting different elements. Examples illustrating
speromagnet (a-Nd-Co), ferrimagnet (a-Gd-Co), and sperimagnet (a-Dy-Co) configurations are
provided in Figure 1.20.

Ferromagnet

Ferrimagnet 

Speromagnet

Sperimagnet

Local random anisotropy increases  

a-Gd-Co

a-Nd-Co

a-Dy-Co

a-Tb-Co

Figure 1.20: Schematic representation of two-subnetwork magnetic structures in amorphous
solids. Please note that atomic sizes are not depicted to scale in this illustration. In the
examples of a-Nd-Co, a-Gd-Co, a-Dy-Co and a-Tb-Co, a cobalt moment is depicted by a black
arrow, while a rare earth moment is represented by a grey arrow.

Generally, they are the systems consisting of 3d and 4f atoms such as amorphous DyCo and
TbFe system. Historically, the interest was speeded up by the experimental work of a-TbFe2

which showed the existence of substantial magnetic anisotropy at a time when it was felt that
anisotropy effects should be absent in non-crystalline solids [85]. It further stimulated Harris,
Plischke, and Zuckermann to bring up their model for amorphous magnetism [96]. The magnetic
moments of cobalt and light rare earths, such as Nd and Sm, are parallel but antiparallel for
heavy rare earth and transition metals as seen in Figure 1.21. The reversal in the sign of coupling
can be understood in terms of two facts [97]:

• An antiferromagnetic coupling of the spin angular momenta of the rare-earth and transition
metals.

• J = L + S and J = L − S for heavy and light elements, respectively.

For a certain range of compositions, there might exist a compensation temperature where
the net magnetization becomes zero, just like in crystalline ferrimagnets.

1.7 My PhD Project

My PhD project focuses on the nature of the noncrystalline structure and the noncollinear
magnetism of amorphous R-T alloy thin films.
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J SR STL

Light rare 
earth
J = L- S

Transition 
metal 

Parallel moment 
alignment

J SR STL

Heavy rare 
earth
J = L+ S

Transition 
metal 

Antiparallel moment 
alignment

Figure 1.21: Relative spin orientations in the rare-earth-transition metal compounds.

First, magnetism, transport and atomic structure of binary a-YxCox1−x thin films with 0 ≤

x ≤ 0.54 will be discussed in Chapter 3. This gives a basis for understanding the ferromagnetism
of cobalt in other amorphous R-Co alloy thin films.

In chapter 4, it is found that replacing Y by Dy or Tb introduces a noncollinear magnetic
structure in the amorphous DyxCo1−x and TbxCo1−x sputtered thin films, due to the strong
local random uniaxial anisotropy at the rare earth sites.

Chapter 5 discusses a new type of of single pulse partial all-optical switching, which is found
in amorphous DyxCo1−x and TbxCo1−x with x ≈ 0.25. Ringlike switched domain patters show
up at higher fluence, but below the fluence at which the anisotropy begins to change towards
in-plane.

Finally, the thesis will end in Chapter 6 with the main conclusions arising from my work and
outlook for future investigations.
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2 Experimental methods

Experiment is the only means of knowledge at our disposal. Everything
else is poetry, imagination.

Max Planck

2.1 Magnetron Sputtering Thin Film Deposition

From the start of 1970s, the development in physics, chemistry and materials promoted new
experimental techniques for manufacturing novel materials. Techniques that were introduced
include for example sputtering, laser ablation, molecular epitaxy and chemical vapour deposition.
The ability to grow multilayers and superlattices, facilitated the discovery and development of
GMR [1]. During my PhD work, I mainly used magnetron sputtering.

It is a physical vapor deposition method like thermal evaporation. The verb to sputter
originates from sputare (Latin, to emit saliva with noise). Sputtering is the ejection of atoms
from the target caused by energetic atomic particles which typically are generated by an electrical
discharge in a low-pressure gas. An electric field is built up between the target and the target
holder shell or the substrate (depending on different system design). In order to increase the
efficiency of ionization, a magnetic field is created by a set of permanent magnets. A magnetic
field around the target enhances the possibility of collisions between electrons and neutral gas
atoms by forcing the free electrons into helical paths around the magnetic field B . Magnetron
sputtering can be classified into two main types: direct current (DC) and radio frequency (RF)
magnetron sputtering [2, 3]. The chamber B of Shamrock sputtering system in CRANN was
used to grow samples during my PhD work as seen in Figure 2.1

2.1.1 Direct Current Magnetron Sputtering

In diode sputtering, the target always forms the cathode and the other parts of chamber acts as
an anode. A high negative voltage is applied to the target. Under the right conditions of pressure
and voltage, a plasma is generated because of electrons being accelerated away from the cathode
leading to collisions with the sputter gas atoms, to create a cloud of ionized argon gas ions. The
associated photon production emits light, hence the plasma typically has a very attractive visual
effect. A range of parameters will influence the thin film samples quality, such as applied voltage,
target current and sputter gas pressure. Compared with simple DC gas-discharge systems, DC
magneton systems are more frequently used because they can be operated at lower pressure
This extends the electron path to the anode, thereby extending the time during which they can
ionize the Argon atoms. This elongation of path and ionization time is more noticeable where
the magnetic field is perpendicular to the electric field. However, the Ar+ ions generated are
almost not affected by the magnetic field because of their weight (thousands of times greater
than the mass of electron) and so they only accelerate in the direction of target to strike the
target and to remove material. A used targets exhibits a trench called an erosion profile as as a
consequence of ion bombardment from the plasma, as shown in the Figure 2.2. Another notable
advantage of magnetron sputtering is the low chamber pressure so the mean free path will be in
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Figure 2.1: The Shamrock sputtering system consists of (a) a loadlock for loading samples,
which are then transferred to Chamber B, (b) two clusters surrounded by cylinder shields for
DC co-sputtering and three RF guns being used to deposit capping layers SiOx or AlOx, and
(c) two DC guns for co-sputtering Co and RE targets respectively.

N

S

N

SN

S

Figure 2.2: Erosion profile of a circular target.

the order of cm. Target atoms are less scattered in high vacuum than in rough vacuum. More
dense films are obtained. The Shamrock sputtering system in CRANN used to make amorphous
RE-Co has multiple targets so that alloys with different composition can be made flexibly from
various pure metal targets by varying each individual target power and fixing the gas pressure.
The Shamrock system uses the current to control the sputtering power. We usually fix the Co
target current and adjust the RE targets to get the desired thin film samples with different
compositions and thicknesses. Because of the lack of crystal structure, it is possible to get a
series of samples with continuous composition ratio of RE without the limitation of the ordered
compounds. All thin films studied during this PhD work were deposited by DC magnetron
sputtering at room temperature on Si wafer substrates (n-doping with phosphorus) covered
with 500 nm thermal oxide from Silicon Materials company. The large atomic size difference is
the most important requirement for the growth of amorphous alloy films at room temperature
[4]. In the Y-Co system, for instance, the relative difference of atomic radii of Y and Co is 33%.
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During all depositions, no external magnetic field is applied1. A good capping is necessary to
protect samples from oxidation. For that, radio frequency magnetron sputtering is needed in
order to deposit insulating protective coatings such as AlOx and SiOx.

2.1.2 Radio Frequency Magnetron Sputtering

The RF magnetron sputtering is very useful for depositing dielectric thin films such as capping
layer SiOx or AlOx. The reason why it necessitates an RF power source is that those dielectric
targets are not-conducting. Using DC power supply will end up with building electric charge
there which hinders the bombardment process of ion in the target surface due to Column repul-
sion force between like charges. Therefore the power supply usually works at 13.56 MHz. For
part of the cycle, the Ar+ will bombard the target. For the rest of the cycle, the target has a
negative bias so the electron is collected there to neutralize the positive charge built up on the
dielectric target surface. What’s more, an power supply, matching network module and tuner
control module are also required. This right impedance matching is of huge practical signifi-
cance, making the reflected energy to the power supply as small as possible. The mechanical
analogy is that waves traveling along a string advance into the oil tank and disappear there [6].
The RF operation without a plasma will heat the source and damage it.

2.2 Crystallography

2.2.1 X-ray Diffraction

Because the interatomic distances in a solid are on the order of an Angstrom (10−10 m), X-
rays, with a wavelength at the same order, are used to probe the spacing of the lattice plane of
crystalline materials based on the Bragg’s law:

nλ = 2d sin θ (2.1)

where λ is the wavelength of the X-ray (e.g. Cu Kα is 0.154056 nm), n is a positive integer for
the diffraction order, d is the atomic spacing and θ is the incident angle of X-ray. Since I work
with amorphous materials, there is no peak from the amorphous samples. The only peak from
X-ray diffraction is from the silicon substrate. The X-ray diffraction data will be presented in
the following chapter.

2.2.2 X-ray reflectivity

X-ray reflectivity measures the reflected X-ray intensity as a function of the glancing incidence
angle over a range of angles close to the critical angle θc for total external reflection which is due
to materials with index of refraction n smaller than unity for X-rays [7]. It happens for X-ray
because the frequency of X-ray is much higher than the resonant frequency of an electron bound
in atom 2. In reality, the external reflection is only near-total due to the finite absorption of
X-ray by the materials. Under lossless assumption, the critical angle θc is proportional to square
root of electron density[8]. The electron density is equal to ρNA

Mr
Z where ρ is the mass density,

NA is the Avogadro constant, Mr is the molar mass and Z is the atomic number. Due to the
fact that Co has almost twice the electron density of yttrium, Co has a bigger critical angle θc
than yttrium (referring to the Figure 2.3).

X-ray reflectivity can be modeled and calculated exactly but the most intuitive and instruc-
tive view is the so-called Born approximation where multiple scattering effects are neglected. If

1It is reported that, a uniaxial in-plane magnetic anisotropy is induced by applying 0.1 T field to the plane of
film during growth of amorphous SmCo. [5]

2As derived in Feynman’s lecture, n − 1 ∝ 1
(ω2

o−ω
2)
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Figure 2.3: X-ray reflectivity of two pure metallic elements Co and yttrium.

momentum transfer Q is defined as ki − kf where ki and kf are the wavevector of incident and
scattered beam respectively, the reflectivity curve R(Q) can be approximated by 3:

R(Q) ≈
(16π2)

Q4
∣∫

∞

−∞

dβ

dz
e−izQdz∣

2

(2.2)

where R is defined as the rate of specular reflective scattering divided by the rate of incidence and
β is the scattering length density with unit m−2 [9]. β is proportional to the electron density
for X-ray and the different layers of the sample can be defined by a piecewise function with
corresponding thickness and scattering length density β. The above R(Q) formula says that
reflectivity is proportional to the absolute square of the Fourier transformation of the derivative
of the scattering length profile and divided by Q4. For a sharp interface, a step function can be
used for β, but for the more common rough interface, the error function erf(x/σ) is preferred,
using the σ parameter to take the interface roughness into consideration [10].

2.2.3 Different scan modes

The research presented in this PhD thesis primarily utilized the Phillips Panalytical X’Pert Pro
machine. Its basic geometry is shown in Figure 2.4. It has a Cu-tube for producing X-ray
radiation where the most intense emission line is Kα with wavelength 0.154056 nm. There are
several scan modes, each having its own specific application [11]. The different angles are defined
pictorially as shown in Figure 2.5.

Gonio Scan: The angle between incident beam and the sample surface is equal to that
between the surface and the diffracted beam, i.e. ω = θ. That is why it is called symmetric
scan as well. During this measurement, only the crystalline planes parallel to the surface are
observed. It can be used for finding the critical angle of thin film samples for the X-ray reflectivity
measurement based on the total external reflection discussed above.

3The relation between Q and grazing angle θ is that Q = 4πsinθ
λ

, so the curve can be converted to R(θ) which
is closest to the experimental data.
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w 2q

X-ray Source Detector 

Figure 2.4: The Phillips Panalytical X’Pert Pro used for X-ray diffraction measurements. Es-
sential features of X-ray diffractometer are a movable X-ray source and a detector on the diffrac-
tometer circle. Samples are mounted on the sample stage. The angle of incidence between the
incident X-ray beam and sample surface is defined as ω. 2θ is the total angle by which the
incident beam is deflected.

2q

qoffset

w

Sample surface

Incident X-ray Reflected X-ray

Figure 2.5: Definition of different angles in Phillips Panalytical X’Pert Pro machine.

2θ − ω scan: It is similar to symmetric scan, but with an offset for the incident angle where
it is zero for the Gonio scan, ω = θ+θoffset where ω follows the half speed of the 2θ during scan.

2θ scan: The incidence angle is fixed but the detector moves so the 2θ is changing. It is used
for aligning source and detector to make sure they are on the same straight line before loading
sample onto the holder.

ω scan: X-ray source and detector are moved together while 2θ is kept at a fixed value. For
2θ fixed at 0 deg, ω scan is used for aligning the x-ray beam parallel to the sample surface.

The difference for set new zero and set the ω to half of the 2θ is the following:

• Set new zero: ωoffset becomes 0; current 2θ becomes 0.

• Set the ω to half of the 2θ: θoffset becomes 0; current 2θ is still the same. The red dash
line becomes the new axis. So the X-ray beam will travel along the red one when ω = 0.

2.3 Magneto-transport

Magnetotransport provides a lot of information using transport-related phenomena such as mag-
netoresistance and Hall effect. Since the substrate has a thick thermal oxide layer on top, only
the metallic thin film sample itself is measured, which is not the case for magnetometry mea-
surements. Another advantage is the simplicity of the experimental setup and the relatively
low cost. Most of magneto-transport measurements in this thesis were performed in 2 T GMW
magnet and 5.5 T Cryomagnet located in the CRANN institute. The GMW machine operates
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only at room temperature while the Cryomagnet is able to cool the sample environment down
to 10 K.

2.3.1 Two and four points methods

Two points method uses a single source-measure unit to determine the resistance by the ratio of
the voltage supplied to the current measured. It is a very convenient and quick way to check the
conductivity of fresh thin films. But it is not accurate due to other contributions such as wire
resistance and contact resistance. A better way to measure resistance is to use the four points
method, by sourcing current across the outer most contacts and measuring voltage across the
inner two contacts as presented in Figure 2.6 (a). The contact resistance between the sample
and wire can be effectively removed since the current in the voltage meter is extremely small
so the voltage across the contact can be negligible. There are some correction factors for the
measurement of resistivity because of the geometry configuration of four contacts and finite
thickness of thin film samples [12, 13]. A Keithley 2400 in 4-wire mode can be used to do
four points measurement and is controlled by a LabVIEW program. In practise, it is able to
measure in-plane and out-of plane magnetoresistance when the magnetic field is applied in-plane
and out-of plane respectively as depicted in Figure 2.6. The longitudinal magnetoresistance is
referred to (b). The transverse magnetoresistance also called planar Hall effect is referred to
(c). It is called out-of plane magnetoresistance in (d). Ideally, the magentic field should be big
enough to saturate the in-plane and out-of plane magnetizations [14].

M M M

1
2
3
4

current

Voltage= B

B B

(a) (b) (c) (d)

j

Figure 2.6: The geometry of in-plane and out-of plane magnetoresistance measurement via four
points method. (a) the four points method as described in the context, (b) current density j
parallel to magnetization M , (c) current density j transverse (in 90 degrees) to magnetization M
and (d) magnetic field is applied out-of plane, current density j perpendicular to magnetization
M

.

2.3.2 Van der Pauw Method

In 1958, Leo J. van der Pauw discovered a method of measuring the resistivity of flat samples of
arbitrary shape if the contacts are small compared with sample size and located on the sample’s
periphery [15, 16]. The sample should be singly connected, i.e., the sample should not have
isolated holes [17].

Numbering the contacts A, B, C and D in sequence around the boundary of sample, van der
Pauw defines the resistance RAB,CD as the potential difference VD − Vc between contacts D and
C per unit current through the contacts A and B. Similarly he defines the resistance RBC,DA.
As proved in his paper, there is a very useful formula for calculating the resistivity

e−πRAB,CDd/ρ + e−πRBC,DAd/ρ = 1 (2.3)

where ρ is the resistivity and d is the thickness of sample. For the proof, a mathematical relation
called Cauchy-Riemann is needed, which is a conformal mapping of two-dimensional field [7, 18].
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The Hall coefficient RH can be measured as well, by injecting current which enters at contact A
and leaves at contract C measuring voltage between contact B and D.

RH =
d

B
△RAC,BD (2.4)

where △RAC,BD represents the change of RAC,BD because of applying a uniform magnetic field
perpendicular to sample surface. It is calculated by dividing △(VB −VD) by the injected current
iAC [16]. The Hall coefficient derivation does not reply on the conformal mapping.

The 2 T GMW setup is shown in Figure 2.7. The Keithley 2400 source meter is set to 4-wire
mode. Through two co-axial cables, source meter is connected to the sample holder, to which
the sample is secured by using silver wires that are fixed onto the sample surface by pressing
indium metal. The 5.5 T Cryomagnet is illustrated in Figure 2.8. The sample holder is used to

(a) (b) (c)

Gaussmeter

Figure 2.7: 2 T GMW setup. (a) the Keithley 2400 with current output and voltage measurement
input, (b) sample holders with two co-axial cables for injecting current and measuring voltage
and (c) the electromagnet with water cooling and a Gaussmeter for measuring the applied field.

mount the samples, which are then loaded into the large cylinder tube. The tube is connected to
many cables for sending current, measuring voltage, monitoring temperature and communicating
data and commands. The high field is provided by a superconducting magnet controlled by the
power supply shown on the bottom. The pump system is used to pump the sample space into
low pressure so that it allows to cool down to 10 K by the helium Joule-Thomson refrigerator
[19].

2.3.3 Hall bars

Patterning a Hall bar onto the thin films is very important for precise electrical measurements
since the dimensions of the bar could be measured accurately and the current direction is well-
defined, which are very critical for Hall data analysis. Figure 2.9 illustrates the Hall bar geometry
used for my transport work with a bridge width W =15 µm and L = 50 µm , and a current of
no bigger than 1 mA is applied in order to reduce the heat generation. About how to convert
the measured raw data into useful physical quantities such as ρxx and ρyx, it is shown in the
Appendix section 7.6. More detail on how to make Hall bars of amorphous RE-Co thin films
will be discussed in next section.

2.4 Optical lithography

Lithography is a method to print desired patterns on a smooth surface [20]. There are several
different types of lithography used in nanotechnology, such as optical lithography and electron
beam lithography. The latter one has no diffraction limitation because shorter wavelength of
electron beam is possible when providing higher energy. Nevertheless, it is associated with
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Superconducting magnet Pump system

Figure 2.8: 5.5 T Cryomagnet setup.

certain drawbacks, including the high maintenance cost, forward scattering and back scattering
problem and slow processing speed. For creating the Hall bar used in transport measurements,
we primarily employed the lift-off method, a subset of optical lithography. Figure 2.10 illustrates
the lift-off process [21]. The choice of the lift-off method over other techniques was primarily
driven by its ability to bypass the step of milling amorphous sample, which will change the
magnetic anisotropy from perpendicular to in-plane of the samples for some reasons. It mainly
consists of four main steps: mask design, coating, exposure and development. All processes are
done in the CRANN clean room with yellow light inside for protecting the resist, a radiation
sensitive polymer. The OAI mask aligner and positive photoresist are used for patterning. The
main setups used during the making of a Hall bar are shown in Figure 2.11. The recipe used is
attached in the Appendix section 7.7.

2.4.1 Mask design

A mask is a glass or fused silica plate with chromium on top. The opaque material Cr is removed
from some places based on the design so that light could reach and irradiate the resist on the
sample.

2.4.2 Coating

A good surface condition is essential for successfully making good Hall bars. It is important to
choose a suitable capping layer in order that photoresist will stick to it firmly and uniformly.
I mainly use the positive photoresist where exposured zones are removed. In order to increase
the resist adhesion, I used the SiOx as the capping layer. Once having checked that the sample
surface is clean, use a pipette to dispense a drop of resist onto the center of the surface. Using
spin coating helps to get a uniform coating. Usually, the higher speed of spin, the thinner the
resist layer. It is a balance between the centrifugal and viscous forces. Finally, soft bake solidifies
the resist and removes solvent from resist.
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Figure 2.9: Optical micrograph of Hall bar with a bridge width 15 µm and length 50 µm. A
pair of connection pads 1 and 5 are for supplying current. A pair of pads 3 and 7 are for Hall
voltage VH measurement. A pair of pads 6 and 8 or 2 and 4 are used for magnetoresistance
measurement.

Starting Si Substrate 

Apply positive photoresist

Mask Alignment and UV Exposure 

Lift-off profile after development 

Sputter metallic thin films

Remove resist 

Figure 2.10: Schematic of lift-off process. The vertical lift-off profile offers the best pattern
fidelity, albeit requiring significant effort to achieve.

2.4.3 Exposures

Aligning the sample as well as possible is very important for the corrected exposure. When the
light contacts with the resist, some chemical reaction is going on, i.e., the reduction of average
molecular weight for the positive resist. Good optical alignment between the sample and the
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(a) (b)

(c)

(d)

Figure 2.11: Setup components for a Hall bar device fabrication include: (a) the OAI mask
aligner for precise patterning, (b) the Hall bar mask for defining the Hall bar geometry, (c) a
photoresist spinner for achieving uniform photoresist coatings, and (d) a microscope for inspect-
ing the Hall bar condition.

mask and the right exposure time are two key factors for getting a successful patterned sample.

2.4.4 Development

After the exposure step, sample is put into contact with a developer in order to remove the
exposed parts of the resist. A reasonable reaction time is important here. If the time is too
long, the sample will be over-developed and a undercut of the structure can be generated, while
if it is too short, the reaction will not be completed.

2.5 Magnetometry

Magnetometry is used to determine magnetic hysteresis loops and magnetization as a function
of temperature and magnetic field. During my PhD, a Quantum Design MPMS XL-5 mag-
netometer was mainly used for magnetometry measurements. Historically, vibrating-sample
magnetometer was invented earlier and I also worked on building own high-temperature setup.
So vibrating-sample magnetometer will be discussed firstly.

2.5.1 Vibrating-sample magnetometer

The vibrating-sample magnetometer (VSM) was first described by Foner [22], as shown in Fig-
ure 2.12 . By vibrating the sample in a uniform magnetic field, the changing stray field coming
from the sample will induce a voltage in the normal non-superconducting pick-up coils based on
the Faraday’s law [23]. The principle of reciprocity is used to design an optimum coil configura-
tion and calculate its voltage output [24, 25]. And the voltage is proportional to the magnetic
moment of the sample. Therefore, by calibrating with a sample of known magnetic moment, such
as a standard Ni sphere, the relation between voltage and magnetic moment can be established.

Because only normal detection coils are used, the sensitivity of a VSM is not high. Also the
VSM is usually equipped with an electromagnet to generate the applied field H , whose maximum
value usually is around 1 or 2 T. It is quite small compared with modern magnetometer with
superconducting magnets. However, VSM has its own advantages. It is able to measure samples
with a high Curie temperature Tc and it requires no expensive Helium. Furthermore, it takes
less than an hour to measure the full loop M(H) curve of sample with a big magnetic moment,
which will be a issue for some modern magnetometers as discussed next.
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Figure 2.12: Schematic of the whole VSM system.

2.5.2 SQUID magnetometry

Superconducting QUantum Interference Device (SQUID) is a flux-to-voltage converter circuit
which combines the physical phenomena that the flux threading through a superconducting ring
enclosed by the Josephson junction. The flux of quantization says that the trapped flux by the
closed superconducting ring is always an integer times Φ0 where Φ0 is the basic unit of flux called
flux quantum with a value 2.068×10−15 Wb, as shown experimentally and explained theoretically
in 1961 [26, 27, 28].The Josephson junction consists of two superconductors separated by a barrier
such as a thin insulator with only few nm thick.It was theoretically shown by Josephson in 1962
that the current flowing through this sandwich structure is given by

I = Ic sin(δ) (2.5)

where δ is the phase difference between the two weakly coupled superconductors and Ic is the
critical current, a characteristic of the junction [29, 7]. A radio frequency (RF) SQUID is made
of a superconducting ring with single Josephson junction interrupting the ring and coupled to a
LC circuit [30].

One of the issues of application SQUID as a magnetometer is the small inductance of the
device. Therefore, a superconducting flux transformer is used to couple externally detected flux
from sample to SQUID. The flux from the oscillation of the sample is detected by compensated
superconducting pick-up coil systems, also called gradiometers. It can cancel the flux contribu-
tion from ambient magnetic noise as shown in (a) of Figure 2.13. Among the many different
pick-up coil arrangements, second-order gradiometer is the most used one. It consists of two
first-order gradiometers wound in opposite direction, which cancels zero-order and first-order
field gradient [31]. These coils are electrically connected to SQUID which is kept magnetically
shielded and far below Tc [32]. The SQUID in a magnetometer acts as a amplifier that amplifies
the current from pick-up coils. The voltage across the SQUID is measured as a function of sam-
ple position in the illustration of (b) in Figure 2.13. The conversion between magnetic moment
and voltage is done by calibrating a standard magnetic sample, similar to the VSM.

Thin film samples are usually measured in-plane and out-of-plane. Due to the finite size of
the sample, there is a geometrical contributions to the measured magnetic moments. Therefore,
a proper correction -4.08% and 2.09% for out-of-plane and in-plane measurements respectively
is needed in order to extract the accurate magnetic moments of square thin film samples which
are cut and fitted in a clear drinking straw with about 5 mm inner diameters [33, 34]. The
magnetization can be obtained by dividing the magnetic moment by the sample volume. The
lateral dimension can usually be measured by a combination of a ruler and phone camera and
the film thickness can be fitted by the X-ray reflectivity data as introduced earlier. During my
PhD work, Quantum Design MPMS-XL5 was used as illustrated to Figure 2.14.
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Figure 2.13: Schematic of SQUID and its raw measured data. (a) Four-turn pick-up detection
coils inductively coupled to an RF SQUID via the flux transformer (b) the measured voltage vs
sample position.

2.6 Magneto-optical Microscopy

Magneto-optical microscopy is widely used in spintronics as a magnetometry due to its spatial
resolution allowing for domain imaging. Magneto-optics is concerned with the interaction of
light with magnetized matter, causing a change in its intensity or polarization state. Faraday
effect is seen with transmitted light and the magneto-optical Kerr effect (MOKE) is seen with
reflected light [35, 36]. They are both based on small rotations of the polarization plane of
light that become observable in a polarizing microscope [37]. The Faraday and Kerr effects first
discovered by using visible light. Nowadays, with the developments of synchrotron radiation,
these effects are also used in the X-ray such as the X-ray magnetic linear dichroism (XMLD)
spectroscopy and X-Ray magnetic circular dichroism (XMCD) spectroscopy. Those are very
powerful tools for providing information such as spin and orbital contributions to magnetic
moments and element-specific domain imaging [3, 38].

2.6.1 Magneto-Optic Phenomena

There are several different magneto-optical effects involving polarized light but all of them share
a single common character of somehow being externally controlled. It is more convenient to use
left circularly polarization (LCP) and right circularly polarization (RCP) as a basis with some
fundamental reasons from the Quantum Mechanics [39]. When looking at the direction of source,
the polarization vector E precesses anti-clockwisely and clock-wisely as a function of time at a
fixed spatial position for LCP and RCP respectively. Related to circular polarization light, there
are two important magneto-optical effects. One is called magnetic circular birefringence (MCB)
and the other one is magnetic circular dichroism (MCD). The MCB is the magnetic field induced
difference in refraction of LCP and RCP light. The MCD is about the differential absorption
of LCP and RCP light, induced in a sample by a strong magnetic field. Faraday effect will be
explained in detail. Since the Kerr effect shows many similarities it will be discussed briefly.

Many of the optical properties of solids can be understood based on the classical Maxwell
electromagnetic theory. The microscopic origin of them can be treated classically on the basis
of Newtonian equations or Quantum Mechanics4. In this thesis, Newtonian equations will be

4 It is the spin-orbit interaction that couples the electron spin to its motion, thus connecting the magnetic
and optical properties of a ferromagnet [40].
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Figure 2.14: The Quantum Design MPMS-XL5 is a versatile machine used for conducting mag-
netometry measurements. It offers a wide temperature range from 1.8 K to 700 K, and is capable
of generating a magnetic field up to 5 T. The sample is loaded into the sample space, which is
located in the center of the system, as shown in the figure on the right. The PC is utilized to
control and record data, as depicted in the figure on the left.

used since this view is very instructive and gives good physical insight. The macroscopic theory
consists of two parts: Maxwell’s equations and material equations as shown below.

The response of the conduction electrons to the electric field E is given by the current
equation (Ohm’s law)

J = σE (2.6)

where σ is the conductivity. The relation describing the response of the bound charges to E is
given by

D = εE (2.7)

where ε is known as the dielectric constant. The corresponding magnetic relation is

B = µH (2.8)

where µ is the magnetic permeability. For nonmagnetic, electrically neutral materials such as
quartz, which means M = 0 and ρ = 0. The Maxwell’s equations can be reduced to the following
form:

∇×E = −µ0
∂H

∂t
(2.9)

∇×H = ε0
∂E

∂t
+
∂P

∂t
+ J (2.10)

∇ ⋅E = −
1

ε0
∇ ⋅P (2.11)

∇ ⋅H = 0 (2.12)

The general wave equations can be derived by taking the curl of equation (2.9) and time
derivative of equation (2.10) and eliminating H , as expressed below

∇ ×∇ ×E +
1

c2

∂2E

∂t2
= −µ0

∂2P

∂t2
− µ0

∂J

∂t
(2.13)
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where the two terms on the right part of equation are the source terms, which are important for
nonconducting materials and metals respectively. Next, tenor is required to deal with general
cases such as crystal optics(optical activity). The realtion between P and E is expressible as a
tensor in the form:

⎡
⎢
⎢
⎢
⎢
⎢
⎣

Px
Py
Pz

⎤
⎥
⎥
⎥
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⎥
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(2.14)

By introducing susceptibility tensor χ̃, it can be abbreviated:

P = ε0χ̃E (2.15)

For a nonconducitng medium with J= 0 and by inserting plane waves of the usual form ei(k⋅r−ωt),
the equation for propagation vector k is

k × k ×E +
ω2

c2
E = −

ω2

c2
χ̃E (2.16)

For Faraday rotation in solids, the χ̃ has conjugate imaginary off-diagonal elements, namely,

χ̃ =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

χ11 iχ12 0
−iχ12 χ11 0

0 0 χ33

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(2.17)

where χ12 is real number [41]. Assuming the wave is propagating in the z direction and inserting
it in equation (2.16), we get finally an expression for indices of refraction of RCP and LCP

nR =
√

1 + χ11 + χ12 (2.18)

nL =
√

1 + χ11 − χ12 (2.19)

The difference of refractive indexes for them results their different propagation speed in a ma-
terial. If d is the distance travelled by light, the travel time for RCP and LCP are dnR

c and dnL
c

respectively. It causes an angle θ through which the direction of linearly polarized light turns
with respect to the original direction of polarization, since the linearly polarized light can be
thought as a combination of LCP and RCP. The rotation angle θ is

θ = (nR − nL)
ωd

2c
(2.20)

When there is not difference between nR and nL, the θ will be 0, which makes sense.
Now, microscopic picture is needed for explaining Faraday effect by considering the motion

of bound electrons in the presence of B field and the oscillating E field. By using Newton’s
second law and Lorentz force, the differential equation of motion is

me
d2r

dt2
= −kr − eE − e

dr

dt
×B (2.21)

where r is the displacement of the electron from its equilibrium and k is the elastic-force constant
[41, 7]. The P has a simple relation with r , namely P = −Ner. Hence, the equation (2.21)
implies that

(−meω
2
+ k)P = Ne2E + iωP ×B (2.22)

The equation (2.22) can be solved by writing it in component form and solving for the compo-
nents of P . The result has the same form as in equation (2.17).
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χ11 =
Ne2

mε0

ω2
0 − ω

2

(ω2
o − ω

2)2 − ω2ω2
c

(2.23)

χ12 =
Ne2

mε0

ωωc
(ω2

o − ω
2)2 − ω2ω2

c

(2.24)

χ33 =
Ne2

mε0

1

(ω2
o − ω

2)
(2.25)

where B is assumed along z direction and the definitions of resonance frequency ω0 and cyclotron
frequency ωc are the following

ω0 =

√
k

me
(2.26)

ωc =
eB

m
(2.27)

where B is the magnitude of B field. Referring to equation (2.20), θ is approximately propo-
ertional to B under the assumption that ωωc ≪ ∣ω2

0 − ω
2∣, whcih is the Faraday rotation in

diamagnetic materials under the action of magnetic field. For isotropic medium without mag-
netic field (ωc = 0), the diagonal elements have the same values and the off-diagonal ones vanish
[42]. For the Kerr effect, a Jones matrix introduced by C. Jones in 1941 will be used. The
light electric polarization is described by a column complex vector with two components, which
represent the s- and p-polarization respectively, i.e., field components perpendicular and parallel
to the plane of incidence. Within this formalism, the optical operation can be represented by a
two-by-two matrix. The matter and light interaction is just multiplying the related matrix with
the incident light vector. A Jones matrix is introduced:

[
rss rsp
rps rpp

] (2.28)

where the diagonal entities represent the ordinary reflection coefficients for s- and p-polarization
light and the off-diagonal terms are responsible for magneto-optical interactions. The subscript
ps means that p-polarization component originates in the s-polarization light. The off-diagonal
terms change sign when reversing M and are much smaller than the diagonal ones. Take the
case when s-polarization light is applied, the reflected light is

[
rss rsp
rps rpp

] [
1
0
] = rss [

1
rps/rss

] = rss (2.29)

The polarization has been rotated by an angle called Kerr angle ±rps/rss corresponding to
magnetization in the ±z direction.

2.6.2 Polar and longitudinal Kerr effect

Maxwell summarized the Faraday effect based on Faraday’s work on transparent diamagnetic
media (The objective lens of a Kerr microscope belongs to this category.) in his treatise [43].
The angle through which the plane of the polarization is turned is proportional to (1) to the
distance which the ray travels within the medium, (2) to the intensity of the resolved part of
the magnetic force in the direction of the ray and (3) the amount of rotation depends on the
nature of the medium. The angle θF through which the polarization vector E rotates is given
by the empirically expression:

θF = VBd (2.30)
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where B is the magnetitude of the B field inside the medium, d is the length of the medium
transversed and V is a factor of proportionality known as Verdet constant.

In the MOKE microscopy, the Faraday effect is inevitable because the objective lens is in a
magnetic field along the objective axis. A correction method is required. A non-magnetic mirror
is used to correct the Faraday effect in the objective lens caused by the magnetic field from the
electromagnet.

According to the relation between M and the plane of incidence, there are three possible
geometries for the magneto-optical Kerr effect [3], the polar geometry, the longitudinal geometry
and the transverse geometry shown in Figure 2.15. The latter two are used to measure the in-
plane component of magnetic moments.

M M M

Polar Longitudinal Transverse

Figure 2.15: Three configurations of MOKE.

The polar geometry is most important for metallic magnetic thin film with strong perpen-
dicular magnetic anisotropy, which favors magnetization points out-of plane. Upon reflection
from the surface of a perpendicularly magnetized thin film, the polarization vector undergoes a
rotation θk. The sense of rotation depends on the direction of the magnetization vector M , and
switches sign when M is reversed, as shown in the (a) of Figure 2.16.

Polar MOKE was performed with an Evico Magnetics wide-field Kerr microscope, equipped
with several different objective lenses. A cross-polarizer configuraion is used with polarizer and
analyzer set nearly 90○ [3]. Usually, a 20x lens was first used to image the domains and the higher
magnification if necessary. The main components of Polar MOKE setup I used is demonstrated
in (b) to (e) in Figure 2.16. The spatial resolution is limited by the Rayleigh criterion:

s =
λ

NA
(2.31)

where s is the smallest dimension that can be resolved, λ is the wavelength used and NA is
the numerical aperture defined as n sin(θ). The resolution can be increased by utilizing an
immersion lens (n > 1).

Because the objective lens made of diamagnetic glass, is close to the magnetic field produced
by perpendicular electromagnet, the Faraday effect is pronounced and inevitable. Hence a
correction is needed. Firstly, a small piece of non-magnetic mirror is put onto the sample surface.
Secondly, a motor-driven analyzer is applied instead of the conventional analyzer, helping to keep
constant the average intensity of the selected region, which is some part of the mirror. The total
rotation angle θtotal of the polarization plane can be decomposed to two parts. One part, from
the lens is denoted by θlens (Faraday effect contribution), the other from sample itself, denoted
by θsample. The total rotation angle expression is

θtotal = θlens + θsample + θlens = 2 × θlens + θsample. (2.32)

Polarized light goes through the lens, and then is reflected by the sample, and finally goes through
the lens again so the rotation resulting from Faraday effect is doubled [43]. The motor-driven
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(a)

Figure 2.16: Polar magneto-optical Kerr effect and Evico Magnetics wide-field Kerr microscope.
(a) upon reflection from the surface of a perpendicularly magnetized medium, the polarization
vector undergoes a rotation and the sense of rotation depends on the direction of the magneti-
zation vector M which switches sign when M is reversed, (b) shows the main components of
Kerr microscope, the electromagnet, microscope and CCD camera, (c) red and blue LEDs as
light source, (d) a manual analyzer and motor-driven analyzer, (e) 20x objective lens, flux guide
and sample holder.

analyzer will make the 2θlens effect become 0 so that the resulting rotation of the polarization
is caused only by the Kerr effect of the thin film sample itself, as shown in Figure 2.17.

The hysteresis loops of thin film samples mapped out via Kerr microscope are very useful5

and can provide detailed magnetic information such as the nucleation and growth of magnetic
domains. The B field is scanned from positive saturation field +BS to −BS and then back to
the initial field. A mirror and motor-driven analyser are used as explained previously.

2.7 Synchrotron X-ray radiation techniques

In comparison to optical measurements, widely used in magnetism, such as Kerr effect and Fara-
day effect, as discussed in the last section, Synchrotron X-ray radiation measurements provide
significant advantages. Because excitations by X-ray are localized on atoms, X-ray offers unique
sensitivity to each element and their chemical state. By use of the powerful sum rules, the spin
and orbit magnetic moments can be determined separately from integrated peak intensities.
Besides, thanks to the short wavelength of X-ray, it offers higher spatial resolution for imaging
magnetic domains, down to the size of the X-ray wavelength [44].

2.7.1 X-ray magnetic circular dichroism

As analysers for X-rays are not available, X-ray spectroscopy has to rely on dichroic effects6

rather than polarization rotation effects as in optics, like Kerr effect or Faraday effect [37].
5Since most magnetic materials of interest are metals that absorb light, it is more convenient to measure the

reflected light via Kerr effect [40]. But in astrophysics, the Faraday effect is more widely used.
6It might be helpful to list all major optical effects: birefringence, dichroism, optical activity and magneto-

optical rotation. In modern theory, based on time-dependent perturbation theory and the quantum mechanical
operator and matrix method, all interaction effects of polarized photons with matter can be described based on
scattering theory.
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Microscope
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Figure 2.17: Schematic of the rotation angle in Kerr microscope without motor-driven analyzer.
The four arrows with different colors represent the polarized light state at various stages along
the light travel path, before or after interaction with the sample or lens. (a) is the polarized
light after the polarizer. (b) is the light just passing through the lens. (c) is the light reflected
from the sample surface. (d) is the light going through the lens again and finally is detected in
the analyzer.

Circular dichroism is the difference in absorption of right and left handed circularly polarized
light [45]. The first observation of a magnetically induced difference in absorption came with
the Nobel prize-winning work of Zeeman. He observed magnetic circular dichroism effects on
the absorption lines of Na vapor [46]. Soon after the discovery of X-rays by Röntgen in 1895,
efforts were made to find magnetic effects on X-ray spectra. However, a successful experiment
would have to wait another 80 years. The X-ray magnetic circular dichroism (XMCD) effect
was observed in metallic Fe by Schütz et al. in 1987 [47].

XMCD experiments consist of measuring the difference in absorption of right and left handed
circularly polarized X-rays in magnetic materials. These can be thought of as using polarized
light to perform X-ray absorption (XAS) experiments. The inherent chemical sensitivity from
XAS makes XMCD very suitable for studying multicomponent systems. The XMCD effect, as
well as Kerr and Faraday effects, originate from electric dipole transitions driven by the electric
field of the electromagnetic radiation [48]. The electric field E does not act on the electron spin
directly but only indirectly via the orbital momentum and the spin-orbit interaction7. For 3d
elements Fe, Co and Ni, it is advantageous to excite the 2p shell for XMCD experiments since
L2,3 edges have much bigger jumps than 3p edges8. The largest splitting of the 2p shell is due to
the spin-orbit interaction, which leads to the seperation of L3 (2p3/2) and L2 (2p1/2) edges. The
measured binding energies for these edges of 3d elements Fe, Co and Ni are listed in Table 2.1.

Element L3 L2

Fe 707 720
Co 778 793
Ni 853 870

Table 2.1: Binding energies for L3 and L3 edges of Fe, Co and Ni are expressed in electron volts
(eV).

In order to probe the magnetic properties of 3d magneitc elements, the dipole transition from
2p to 3d should be utilized, which is well described as a first-order transition. The selection rules

7By comparison, the nonresonant magnetic x-ray scattering arises from the direct interaction of B with both
the spin and the orbital moments.

8L2 and L3 represent the transition from 2p1/2 to 3d and 2P3/2 to 3d, respectively. By edge, it refers to the
sharp rise in absorption that happens when a photon matches the energy needed to excite an electron.
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for such dipole transitions requires

△l = ±1,△s = 0,△ml = ±1,△ms = 0 (2.33)

where l is the orbital quantum number, ml is the orbital magnetic quantum number, s is the spin
quantum number and ms is the spin magnetic quantum number [3]. The △l = ±1 comes from the
dipole selection rule. The △ml = ±1 requires a little more explanation. The circularly polarized
photons posses a well-defined angular momentum +h̵ and -h̵ for right circularly polarized and
left circularly polarized light, respectively. Since the annihilation of photon in the absorption
process, the conservation of angular momentum requires that excited photonelectron must carry
the angular momentum of the photon. In the absence of spin-orbit interaction, this can only
be achieved by transferring the photon angular momentum to the orbital part. That is reason
why the △ml = ±1. This is exactly the case for an atomic s core state, which has zero angular
momentum and hence no spin-orbit interaction. The excited electron carries orbital momenta
h̵ or -h̵ and no spin polarization exists. For s and ms, no operator changes them during electric
dipole transition, they stay the same. It means that spin flips are forbidden, and spin up and
down photoelectrons from 2p can only be excited to spin up and down unoccupied 3d state,
respectively.

In the two-step dichroism model as illustrated in Figure 2.18, the core shell 2p can be viewed

2p3/2

2p1/2

∆𝐸 ≈ 10 eVL2: 2p1/2 → 3d 

L3: 2p3/2 → 3d 

H M E=EF

2p3/2

2p1/2

L2: 2p1/2 → 3d 

L3: 2p3/2 → 3d 

H M

RCP (+ℏ) LCP (-ℏ)

Energy Energy

E=EF

DOS spin upDOS spin up DOS spin upDOS spin up

∆𝐸 ≈ 10 eV

Figure 2.18: The principle of XMCD involves the excitation of spin-polarized electrons from the
2p1/2 and 2p3/2 core levels using circularly polarized X-rays. These core-level electrons exhibit
opposite sign spin polarizations due to opposite-sign spin-orbit coupling. The spin orientations
are represented by the direction of blue arrows, while the lengths of the blue arrows represent
the populations of photoelectrons. By applying a magnetic field H, the magnetization M can
be set and enhanced. Left: RCP X-ray carrying +h̵ is used; Right: LCP carrying -h̵ is used. In
both cases, the magnetization M aligns parallel to the incident X-ray beam’s in-plane projection,
with an angle of incidence less than 90○.

as an atom-specific, localized ’source’ of spin-polarized electrons, which is the first step. For the
second step, the spin-polarized electrons are analyzed by a ’spin-resolving detector’ consisting
of the vacant exchange-split d final state [48].

1. First step: Spin polarization. Because of conservation of angular momentum and spin-
orbit interaction (2p3/2 has positive spin-orbit interaction such that J = L + S = 3/2, 2p1/2

has negative spin-orbit interaction such that J = L−S = 1/2), excited electrons from 2p3/2

and 2p1/2 levels have net spin polarizations of opposite sign as indicated by blue arrows in
Figure 2.18. For example, photons of RCP (LCP) transfer +(−) h̵ angular momentum to
2p electrons, such that 2p3/2 (2p1/2) electrons with L parallel (antiparallel) to S develop a
net spin-up (spin-down) polarization.
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2. Second step: d-band spin detector. The spin-dependent density of empty states near the
Fermi energy determines the probability of the 2p → 3d transitions and therefore the
intensity of corresponding absorption peaks. Specially, for photons of RCP (LCP), the
2p3/2 electrons excited with a new spin-up (spin-down) polarization access less (more)
unoccupied states near Fermi energy and so the intensity of the L3 absorption peak is
smaller (larger). For 2p1/2 electrons excited with a new spin-down (spin-up) access more
(fewer) empty states near Fermi energy and so the intensity of L2 absorption peak is larger
(smaller).

At Helmholtz-Zentrum Berlin-Adlershof, the XMCD experimetn were performed on UE49
beamline of BESY II light source where the X-ray energy is in the soft X-ray energy region.
The sensitivity of an XMCD experiment is greatly enhanced when the photon energy is in
the vicinity of an absorption edge. While ideally one would like to measure transmission and
directly relate it to transmission, which brings a big challenge for preparing a suitable sample
thickness. Therefore, in our case, XMCD was measured by total electron yield (TEY) at the
Co L2,3 absorption edge, where signal is given by the sample drain current needed to replace
the electrons ejected out of the materials due to X-ray absorption. And then it is normalized
compared to a standard sample, such as a gold foil target. This TEY method has a better
signal-to-noise ratio than the fluorescene detection method. However, the drawback is that the
TEY is more surface sensitive. It is able to probe depths ranging from 2 nm to 10 nm, which
means that capping layers should be around 2 nm thick, to ensure the probing of magnetic thin
film materials.

One of the reasons that XMCD spectroscopy becomes popular is that it has been established
that the orbital, morb and spin, mspin, magnetic moments can be obtained from the sum rules,
which relate integrals of the dichroic signal over the relevant absorption edges directly to morb

and mspin. The sum rules can be written in the case of 3d metals as [45]

morb[µB/atom] = −
4q(10 − n3d)

r
(2.34)

and
mspin[µB/atom] ≈ −

(6p − 4q)(10 − n3d)

r
(2.35)

where n3d is the number of electrons in the 3d state, and p, q and r are given by

p = ∫
L3

(µ+ − µ−)dE (2.36)

q = ∫
L3+L2

(µ+ − µ−)dE (2.37)

q = ∫
L3+L2

(µ+ + µ−)dE (2.38)

2.7.2 X-ray photoemission electron microscopy

One of the most important applications of X-ray photoemission electron microscopy (XPEEM)
is in polarization-dependent studies conerning magnetic materials [49, 50, 51]. The intensity
changes with photon energy or X-ray polarization discussed earlier naturally offer themselves
as contrast mechanisms for imaging in X-ray microscopy [44]. Hence, to be more precise, this
measurement can be referred to as XMCD-PEEM.

It makes use of the fact that an electron excited by photon absorption can relax by trans-
ferring its energy to other electrons at the Fermi level. If this happens near the surface of the
sample, some electrons receiving energy leave the sample into the vacuum. These free electrons
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Figure 2.19: The working principle of XPEEM. The incident X-ray beam hits the sample under
grazing incidence, hence being absorbed in the surface-near region. Some electrons receive
enough energy to leave the sample into vacuum. They are accelerated by an electric field, and
pass though magnetic and electrostatic lenses to form an intensity-absorption map on a detector
screen.

are further accelerated by a high voltage and focused by a series of electromagnetic lens to a pixel
detector, as depicted in Figure 2.19. Based on the XMCD effect, an image of the magnetization
can be obtained [3]. If the sample contains magnetic domains with different magnetization orien-
tations, the magnetic contrast will vary because of the dichroic absorption effect. The different
signal strength can be used as a contrast mechanism for microscopy with contrasts up to 20-30
%. It is a very large contrast considering the fact that Kerr microscopy contrast is less than 1 %
[44]. The XMCD intensity at a given absorption edge is proportional to the dot product M ⋅ k
where M is the magnetization and k is the beam wavevector and the sign of the proportionality
constant depends on the choice of absorption edge. By combining two XMCD-PEEM images
obtained with orthogonal in-plane projections of the grazing-incidence beam, a vector map of
in-plane magnetization is possible [52, 53].

The experiment on XPEEM, coupled with a 50 fs pulsed laser, variable temperature and mod-
est magnetic fields, was done in UE49 SPEEM beamline of BESY II light source at Helmholtz-
Zentrum Berlin-Adlershof. With X-rays, the instrument is capable of 30 nm spatial resolution
[54]. It focused on the study Co L2,3 edge and Dy, Tb M4,5 edges (transiton from 3d to 4f).
The spectral range covered extends from 80 to 1800 eV. At typical working conditions of the
microscope the field of view is about 3 –10 µm.

2.8 Ultrafast optics

As the name ultrafast magnetism suggests, an ultrafast laser pulses of time duration in the
femtosecond (fs) range up to few picoseocnds (ps) is required9 in order to resolve separately the
effect of electron-spin and spin-lattice relaxation mechanism and achieve all-optical switching
[55, 56, 57, 58]. During my PhD work, I mainly worked with a femtosecond titanium sapphire
mode-locked pulsed laser from Coherent Inc10. It has a pulse duration about 200 fs and central
wavelength of 800 nm. The setup used for single pulse all-optical switching is indicated in
Figure 2.20. Some basic facts of laser will be reviewed firstly and then more detailed discussion
on ultrafast pulsed lasers and different optical components are presented.

91 fs is equal to 10−15 second, 1 ps to 10−12 second.
10In general, there are two types of lasers, continuous and pulsed ones. The one I used is a pulsed one.
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Figure 2.20: Single pulse all-optical switching setup. The laser pulse is obtained directly from a
LEGEND amplifier as shown in the bottom right. Mirrors are used to change the beam direction.
HWP, linear polarizer and QWP are used to change the laser pulse properties.

2.8.1 Laser

Laser is an acronym, representing for light amplification by stimulated emission radiation, which
explains the working principle as shown in Figure 2.21. There are four different energy levels in

ћωpump
ћωseed

ћωemission

Level 1 (Ground)

Level 4 (Pumping bands)

Level 3 (Upper lasing level)

Level 2 (Lower lasing level)

Fast relaxation

Fast relaxation

Figure 2.21: Schematic of basic laser action. Lasing is achieved between levels 2 and 3, via
excitation from level 1 to level 4.

the system, which is how a titanium Sapphire laser works. A ground level is excited into level
4, under optical excitation with photon energy h̵ωpump provided by external light source such as
pump laser. There is a broad band of levels (at level 4) instead of a single well-defined energy
level, which is often the case in reality. A rapid relaxation from level 4 to level 3, a non-radiative
transition, is essential for achieving population inversion between level 3 and level 2, which is
a key for lasing. Stimulated emission from level 3 to level 2 then produces the laser radiation.
Finally, another rapid relaxation from level 2 to 1 ensures that the population of level 2 remains
low. The crystal sapphire makes the rapid relaxation possible by serving as a sink [59].

A real laser is mainly constructed from main three parts, gain medium, pump source, and
mirrors. The gain medium is to provide the energy levels as shown in Figure 2.21 and determine
the laser emission properties. In solid-state lasers, it is ions in crystals or glasses. The pump
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serves as energy source for inverting the population, supplying at h̵ωpump such as eclectic dis-
charge, arc lamp or another laser. Mirrors provide feedback mechanism for amplification and
choose spectral and spatial properties of light, which together with the gain medium form an
oscillator. The simplified diagram of a solid-state laser is displayed in Figure 2.22. It seems that
there is no seed laser here, but actually, it can be spontaneous emission from level 3 to level 2.

Highly reflective 
mirror

Partial reflective 
mirror

Laser output

Pump

Gain medium

Gain medium

Figure 2.22: Simplified diagram of a laser, including the gain medium, pump source, and optical
resonator mirrors with cavity length. Black dots inside the gain medium are representing the
atoms in ground state. Red dots represents excited atoms under the action of pump laser shown
in green color. One mirror is highly reflective and the other one is partially reflective so that
the laser output beam can leave the laser system.

Technically, the gain medium could be thought of as a amplifier,which is a part of the laser
system, responsible for amplifying an existing laser beam to a desired power level. The existing
laser is the seed laser. The function of the amplifier is that energy of pump laser is reduced
whereas the energy of the seed laser is increased as explain by Figure 2.21. The oscillator consists
of amplifier and optical cavity as mentioned earlier. The optical cavity is the region enclosed by
mirrors or by metallic coating on the two ends of laser rod.

Finally, an analogy is given of lasing and playing music. When a pair of earphone is connected
to a mobile phone wirelessly, music is going to play under the amplification of power amplifier
inside the earphone. Here, the mobile phone generating a weak signal is like an oscillator
producing weak laser pulse. Laser amplifier is similar to power amplifier in the earphone for
amplifying the music signal. The music heard by listener is equivalent to the desired laser beam
with desired properties such as laser fluence.

2.8.2 Ultrafast laser

Soon after the first demonstration of laser in 1960 by Theodore Maiman, one of the ingredients
of an ultrafast laser was developed in 1970s by the mode-locked technique. It enabled the
simultaneous oscillations of many highly coherent laser modes which superpose into a very short
pulse [60]. Actually, simplifications were made concerning sharp energy level 2 and 3 in the
last section. The levels 2 and level 3 can easily be broad bands which in fact are necessary
for picosecond laser pulse generation [61]. Obviously, there must be some gain media for those
levels to exist. There are many various types of laser medium, such as the gas, solution and
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solid ones. Solid-state gain medium is the most commonly used for ultrafast lasers because
it has a broadband of laser emission which is necessary for ultrafast laser pulses. The laser
we used has titanium-doped Sapphire as gain medium with a short name (Ti:Sa) following
a standard nomenclature of ‘ion:host’. The pump wavelength is 400 − 600 nm and emission
wavelength is 650 − 1100 nm with the broadest emission bandwith of any solid-state lasers as
desired for an ultrafast laser. For Ti:Sa, the absorption band peaks around 490 nm so a green
pump laser is required for pumping. One more thing required for short pulse duration, which
is the modelocking. With a large bandwidth but no phase relation between different frequency
components, it is not possible to produce a short pulse based on the superposition principle.
Therefore, each frequency in the cavity should have a specific relationship to all the others. In
this case, the cavity is said to be in mode-locked. Pulses shorter than 100 fs is possible by
mode-locked laser [62]. In ordinary laser systems, if red light with a wavelength of 800 nm is
used, the shortest possible pulse of light is the length of a single period in the light wave, 2.66
fs11.

In order to get higher pulse intensity without damaging the gain medium and other trans-
missive optical components, a new concept called chirped pulse amplification (CPA) is needed,
which was developed by Strickland and Mourou in 1985 [63, 64]. A huge breakthrough came
after that. There are 4 main components for CPA, mode-locked oscillator, stretcher, amplifier
and compressor as shown in fig. 2.23.

Mode-locked 
oscillator 

Stretcher Amplifier Compressor

Short pulse
Low energy 

Long pulse
Low energy 

Long pulse
High energy 

Short pulse
High energy 

Figure 2.23: Operating principle of chirped pulse amplification.

A mode-locked oscillator or laser is utilized to produce femtosecond pulses, which are then
temporally stretched by several orders of magnitude using a stretcher, which composed of a pair
of gratings. Second, it is amplified in the gain medium without damaging since its pulse duration
is longer and peak intensity is weaker. Finally, it is compressed in time back to original duration
in the compressor consisting of a pair of grating, as is normally done nowadays.

2.8.3 Optical layout

The single pulse all-optical switching experiments are done by using the setup deceipted in
Figure 2.24. The polarizer is an optical component to allow light with a certain polarization
direction through because of the various absorption coefficient along different crystal axis [39].
The wave plates are designed by applying the principle that the refractive index is different for
linearly polarized light in different directions. Due to the difference of refractive index along
fast and slow axis, half-wave plate (HWP) is utilized to introduce a π phase delay between two
perpendicular components of polarized light along fast axis and slow axis [7]. Based on Malus’s
law, the HWP is utilized to adjust the laser fluence through a combination with the downstream

11In 1980s, this was thought as a hard limit for the shortest possible bursts of light. To surpass this limita-
tion, a new idea called rescattering or three-step semiclassical model of high-harmonic generation was needed,
going beyond Einstein’s stimulated emission theory. In recognition of this groundbreaking efforts in generating
attosecond (10−18 s) pulses of light, the Nobel prize in Physics 2023 has been awarded to Pierre Agostini, Ferenc
Krausz and Anne L’Huillier.
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Figure 2.24: Schematic of single pulse all-optical switching experiment: using a lens to focus
a single 800 nm laser pulse with time duration about 200 fs onto the sample surface. The
polarisation of the laser beam as delivered is perpendicular to the table so there is only a need
for a single polarizer.

polarizer by rotating the polarization plane of linearly polarized laser light with reference to
the image in Figure 2.25. The HWP from EKSMA Optics is mounted on a motorized precision
rotation stage from Thorlabs. The polarizer LPVIS100 from Thorlabs has an extinction ratio of
>10 000:1 over 550 - 1500 nm. This combination is used to study the influence of the laser fluence
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Figure 2.25: Laser fluence calibration. Rotation angle is the angle rotated by HWP. At 0○, the
fluence should be at the maximum since the polarization directon of incident laser, the axis of
HWP and that of polarizer are parallel. The particular measurement shown here begins with
10○. The angle between the output polarization and the input polarization will be twice the
angle between the input polarization and the wave plate’s axis, which explains the reason why
the minimum of fluence happens occurs at 45○.

on the all-optical switching of magnetic thin films which will be discussed in detail later. The
quarter-wave plate is used to obtain LCP and RCP from linearly polarized light by introducing
a phase delay π/2 based on the same principle as HWP but with different phase delay. It can
be added to the optical systems whenever study of effects of helicity of laser pulse on all-optical
switching is needed. Finally, the laser is focused onto the magnetic thin film samples with a lens
down to a spot size about 90 µm. Samples are mounted on a XYZ stage so that pules can land
at different positions for various pulse numbers. A cube of hard magnet with 0.5 T was utilized
to saturate the sample with strong perpendicular magnetic anisotropy. This is not shown in the
figure.
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In order to gain higher resolution for domain imaging, which is very essential for image
collection and data analysis, we used the commercial Evico Magnetics wide-field Kerr microscope
to image the domains after pulses irradiation. The MOKE imaging configuration can be either
in polar or longitudinal mode, with or without applied magnetic field, depending on the goals.
But usually, I did imaging without field firstly so domains state were not disturbed and then did
some field loop to see how the irradiated region behaved compared with non-irradiated ones.

The image recorded in greylevel has 1920×1242 pixels and 12 bits in depth. The smaple
during imaging is mounted on a 2-axis tilt so that a more uniform illumination background is
accessible. High resolution and uniform background are both very important for domain imaging,
since many isolated tiny domain are scattered around after laser pulses as will be discussed more
in later chapters.
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3 Magnetism, transport and atomic structure
of amorphous binary YxCo1−x alloys

In a Flight of Starlings.

Giorgio Parisi

3.1 Background and motivation

In the 1920s, a lot of effort were put into studying the order-disorder transformations based on
previous work, such as the discovery of X-ray diffraction and the analysis of crystal structure by
means of X-rays. One of the topics was the effect of order on magnetic properties [1]. In this case,
the complexity induced by the disorder in a crystal was higher than that in an ordered crystal
[2]. In 1960s, a further step towards more complex systems was made. Metallic glasses were
experimentally discovered by quenching rapidly from the molten state by Duwez [3]. Since then
they have been studied extensively for a lot of various interesting properties such as mechanical
strength and magnetic coercivity. Due to its lack of long-range order, for a long time, there were
no direct experimental methods able to determine three-dimensional structure of amorphous
solids. Because of this, many models of amorphous materials were constructed in the laboratory
or in the computer by using algorithms, hoping to simulate and reproduce some characters of
the those complex systems, which were described by pairwise radial distribution function [4, 5].

However, in the last few years, a big advance was made in determining amorphous structures
directly based on an experimental method named atomic electron tomography [6, 7]. It enables
us to obtain a lot of information, such as the local atomic structure, coordination numbers,
density and so on. The ability of being able to measure the local atomic structure and calculate
coordination numbers might transform the understanding of amorphous materials and related
properties in the future.

In the magnetic community, currently there are a lot of studies of amorphous magnets by
focusing on magnetic properties such as spin-orbit torque and single pulse all-optical switching
[8, 9, 10, 11]. One of the most studied systems is rare-earth transition metal system with two
kinds of magnetic elements. However, there are few key questions which have been posed for a
long time but not solved perfectly. For example, a-DyxCo1−x and a-TbxCo1−x have a very good
perpendicular magnetic anisotropy for a certain range value of x around 0.25 [12, 13]. Where
does the perpendicular anisotropy come from in amorphous systems? For 3d elements, such
as Co, the orbital motion is very sensitive to the environment, such as the local electric field
created by the other neighbors. Will the magnetic moment of Co be influenced by the amorphous
structure? Will the orbital moment be quenched for Co in some structures? In order to try to
answer those questions, a-YxCo1−x is chosen because of several reasons. First, in this system
Y is non-magnetic and Co is the only magnetic element. It is relatively easy to analyze, when
compared with two magnetic elements system such as GdCo. Second, Y has a metallic radius of
1.80 Å, which is closest to that of trivalent magnetic rare-earths (1.75 - 1.83 Å)1. Finally, Y has

1The international Union for Pure and Applied Chemistry recommended in 1968 that the elements 58 through
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the same outer electron structures and similar electronegativity as the magnetic rare earths2

With the availability of powerful computers and advanced experimental techniques for char-
acterizing thin films, it is time to re-examine the magnetism of amorphous materials. In this
work, we present a comprehensive study of a-YxCo1−x alloy thin films, especially focusing on
the appearance of magnetism, magnetic anisotropy and transport properties. We begin with
the deposition and characterization of films, and then measure their magnetic and transport
properties. Next, a relaxed model of binary atomic structure for a-YxCo1−x is presented with
3:1 atomic volume ratio. Finally the discussion of those results will be made.

3.2 Sample preparation

All thin films were deposited by DC magnetron sputtering at room temperature on Si wafer
substrates covered with 500 nm thermal oxide. The thin a-YxCo1−x layers were deposited in
a Shamrock system with a base pressure of 10−8 Torr. They were co-sputtered from separate
50 mm Y and Co targets. Composition was controlled by changing the Y target plasma power
while fixing the Co power. Samples were capped with a layer of SiOx or AlOx 2-3 nm thick
to protect them from further oxidation. In summary, the sample structure can be represented
as Si/SiOx/YxCo1−x/capping layer. For a systematic study, 20 samples with different yttrium
ratio x were grown as shown in Table 3.1. Notation ’_’ is used to separate different information
in the sample code. Take the first sample code as an example. HZX20230130 means that this
sample was made on 30th January 2023 by the author. YCo3 means the nominal composition
should be close to x = 0.25. 75 mA and 155 mA represent the target currents for Y target and Co
target respectively, which follow the same sequence in the chemical formula YxCo1−x. The last
one represents the growth time 385 s for a specific thickness, usually close to 20 nm. The final
point to be mentioned here is that there are two batches of samples. The first batch was made
in January 2023 and the second batch was made in April 2023. Checking whether a sample is
amorphous or not is made by X-ray diffraction. For the data such as thickness and density, from
the third column to the final column, from fits to the X-ray reflectivity data.

3.3 Results

3.3.1 XRD

Examples of X-ray diffraction data on thin films sample are presented in Figure 3.1. They are
measured using a Panalytical X’Pert Pro diffractometer. The top one is measured for a bare
silicon wafer for a reference. The middle one, as a typical sample with a number 4 as listed
in the Table 3.1, has a nominal chemical formula YCo4. The bottom one is just pure cobalt
grown on a silicon wafer. For a-YxCo1−x with a nonzero x, all peaks from the silicon wafer
substrate are seen clearly from comparing the top and middle data patterns. Same or similar
systems showing amorphous structures were reported before as well [16, 17, 18]. However for
pure Co, a broadened diffraction pattern from nanocrystalline cubic close-packed cobalt. The
peaks are labelled as explained in the caption. The reason for this appearance is that the single
element is unable to form an amorphous structure, which requires at least two elements with
different atomic size [3]. Based on the Scherrer equation, from the broadening of that peak
it is possible to estimate the size of the nano-scale crystallites, with a value 8.6 nm. It was

71 be referred as lanthanides and that the name rare earth be reserved for the elements scandium, yttrium,
lanthanum and the lanthanides [14].

2Similarly, in the inter-metallic compounds, yttrium transition metal compounds offer a good opportunity
to study the nature of 3d-electron magnetism since the 3d atoms are fixed in a well-defined crystallographic
positions. Very detailed information on 3d-electron magnetism can be obtained by using thchniques such as
nuclear magnetic resonance, the Mössbauer effect and diffraction with polarized neutrons [15].
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Number Sample code
Main layer 

thickness (nm)

Main layer 

roughness 

(nm)

Main layer 

density 

(g/cm3)

Capping 

layer

Capping layer 

thickness (nm)

Y ratio based on 

calibration curve

1 HZX20230130_YCo3_75mA_155mA_385s 19.70 1.30 6.750 SiO2 3.21 0.25

2 HZX20230131_YCo4_75mA_205mA_326s 19.80 1.20 6.800 SiO2 3.10 0.185

3 HZX20230202A_YCo2_75mA_105mA_460s 17.50 1.50 6.700 SiO2 3.10 0.37

4 HZX20230202B_YCo1.5_75mA_80mA_518s 14.76 1.35 6.700 SiO2 3.78 0.46

5 HZX20230202C_YCo_75mA_60mA_586s 14.08 1.35 6.815 SiO2 3.76 0.54

6 HZX20230202D_YCo4_75mA_205mA_489s 30.20 1.25 6.600 SiO2 3.50 0.185

7 HZX20230202E_YCo4_75mA_205mA_163s 9.05 0.95 7.400 SiO2 4.38 0.185

8 HZX20230207B_YCo_75mA_65mA_586s 14.46 1.29 6.200 SiO2 4.11 0.53

9 HZX20230207A_YCo1p5_75mA_100mA_518s 17.55 1.72 6.400 SiO2 3.49 0.4

10 HZX20230209_YCo9_45mA_220mA_313s 16.46 1.16 7.000 SiO2 4.12 0.1

11 HZX20230208_YCo1.2_75mA_80mA_555s 15.60 1.75 6.700 SiO2 2.35 0.45

12 HZX20230130_Co_205mA_10mins 21.55 1.59 8.600 SiO2 4.56 0

13 HZX20230213_YCo0.8_75mA_55mA_616s 14.41 1.19 6.410 SiO2 4.14 0.55

14 HZX20230213_YCo1.35_75mA_90mA_536s 17.69 1.85 6.600 SiO2 3.59 0.425

15 HZX20230213_YCo1.1_75mA_70mA_570s 14.35 1.36 6.652 SiO2 3.87 0.485

16 HZX20230419C_YCo2_75mA_105mA_492s 19.62 1.85 6.446 Al2O3 2.93 0.333

17 HZX20230419B_YCo2p45_75mA_125mA_453s 20.88 1.78 6.429 Al2O3 2.90 0.29

18 HZX20230420_YCo1p5_75mA_80mA_554s 16.53 1.86 6.284 Al2O3 3.14 0.4

19 HZX20230420_YCo5p7_75mA_220mA_280s 19.48 1.50 6.806 Al2O3 3.18 0.155

20 HZX20230421_YCo1p2_75mA_60mA_593s 15.32 2.00 6.200 Al2O3 3.10 0.45

Table 3.1: Summary of data for 20 a-YxCo1−x thin film samples. The second column is the
sample code given to each sample and written on the sample box. The letter ’p’ is used to
represent a dot in the code sometimes. The final column is the ratio x calculated from the
calibration curves of the Co and Y targets. It is close to the nominal ratio given by the sample
code but there are small deviations for some samples.

shown that films of pure Gd and Co have nanocrystalline structure and a rapid loss of crystal
structure happens when the x is between 0.1 and 0.9 [19]. It has been reported that films of
Y-Ni system, prepared by electron beam evaporation at room temperature in the concentration
range of 10 and 80 atomic percentage of Y, show no indication of crystals found in the X-ray
pattern [20]. However, in that instance, single crystalline sapphire was utilized as the substrate.
It is reasonable to assume that the substrate may have an impact on the glass-forming ability.
It is highly probable that the presence of a 500 nm amorphous silicon oxide layer aided in the
formation of amorphous Y-Co thin films.

The strong Si (004) reflection at 2θ = 69.1○ is accompanied by a shoulder at 2θ = 66.5○.
It might be thought to be a peak from the Si substrate or the thin film, but it is actually an
aberration. This feature stems from the flat specimen error or equatorial divergence, which
results in an asymmetric broadening on low 2θ. The magnitude of this effect is proportional to
the divergent slit size [21]. The Si (002) peak is forbidden, however, its appearance is attributed
to multiple diffraction which is essentially consecutive diffractions by different planes from <001>
Si substrate [22].

3.3.2 XRR

The X-ray reflectivity data of a typical thin film a-YxCo1−x is shown on the left panel in Fig-
ure 3.2 and it was measured by the same diffractometer as the X-ray diffraction. It is displayed
on a logarithm scale, covering 7 orders of magnitude of intensity. The data is fitted by using the
X’Pert Reflectivity software. It gives a film thickness of 16.53 nm, roughness of 1.86 nm, and
6.284 g/cm3 density of the main layer YCo with a 3.14 nm Al2O3 capping layer for protecting
the sample from oxidation. The right panel of Figure 3.2 displays the fast Fourier transform of
the same data, enabling a rough estimation of the layer thickness at approximately 20 nm and
providing a reasonable set of starting parameters for proper fitting [23, 24, 25, 26].

The measured density of a-YxCo1−x thin film samples is plotted in Figure 3.3, together with
the densities of Y, Co and nine YnCom crystalline intermetallic compounds and the density
of a 10,000 atom relaxed Y-Co binary atomic model. The black scatter points represent the
experimental densities of a-YxCo1−x, which are obtained by fitting XRR data. The blue scatter
points represent the density of the inter-metallic compounds of YnCom. For example, when
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Figure 3.1: XRD data of a bare silicon wafer, a arbitrarily selected a-YxCo1−x with a nominal
chemical formula a-YCo4 and a pure Co thin films on all silicon wafer substrates. The Si (002),
Si (004) and Co of face-centered cubic (fcc) structure (111) peaks are labelled.

x = 0.25, it corresponds to YCo3 crystal. The red scatter points represent the density of 10,000
atoms relaxed Y-Co binary in the random close packing model. There are several things that
need to brought into attention. First, for the pure Co thin films, the density is only slightly
lower compared to the crystalline form, with a difference of 2.6 %. It might be due to the fact
that the Co thin films have many nano-crystals, as discussed already. Secondly, the densities of
a-YxCo1−x are lower than those of inter-metallic compounds of Y-Co but higher than those of
random close packed model.

Those data points in the Figure 3.4 include 18 samples with a thickness ranging from 14 nm
to 22 nm. Despite our efforts to create a series of samples with a consistent thickness of 20 nm,
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thickness for the capping layer Al2O3 is 3.14 nm. Right : Fast Fourier transform of the same
experimental data from the left.
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Figure 3.3: Density of amorphous YxCo1−x, crystalline YxCo1−x and Y-Co model. The black
data points represent the experimental densities of a-YxCo1−x, which are obtained by fitting
XRR data. The blue data points represent the density of the inter-metallic compounds of Y-Co.
For example, when x = 0.25, it corresponds to YCo3 crystal. The red data points represent the
density of 10,000 atoms relaxed Y-Co binary in the random close packing model. Those three
lines serve as visual guides for the eyes.

we encountered fluctuations in thickness, particularly for high x values. Two samples, number
7 and 8, are not taken into consideration for this. Since they have thicknesses of 9 and 30 nm
respectively and they were made for studying whether the thickness of thin film will influence its
density as shown in Figure 3.5. The effect of thickness on magnetic properties will be discussed
later. Those three samples with x = 0.185 were made by using the exactly same recipe and the
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Figure 3.4: Thickness vs x of a-YxCo1−x. A linear fitting of those data points is also shown.

only variable is the sputtering time. Since the growth rate is fixed, the thickness of thin film
is proportional to the deposition time. The density decreases with increasing thickness, which
is consistent with other similar systems such as Mg-Zn-Ca metallic glassy thin films [27]. This
behavior is attributed to non-equilibrium growth mode for thin film with thickness typically
below 400 nm. Those behavior applies to polymers as well, which also do not have a crystal
structure [28, 29].
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Figure 3.5: Film thickness effect on density of a-YxCo1−x with x = 0.185.
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3.3.3 Magnetization as a function of field and composition

The magnetization as a function of field is measured in a 5 T Quantum Design SQUID Magne-
tometer at room temperature. The magnetic field was swept from 5 T to -5 T and then back
to 5 T. Corrections must be made to get the real magnetization of the film itself. There are
two main corrections. One is a geometrical correction for sample shape and orientation and
the other one is a diamagnetic correction [30]. The geometrical correction is 4.08% and -2.23%
for out-of-plane (OOP) measurement and in-plane measurement respectively. It means that,
we need to multiply (1 + 4.08%) and (1 − 2.23%) respectively for the raw magnetic moment
data of OOP and IP measurements. This is the first step before any further data processing.
We need to perform the diamagnetic correction for the slicon substrate. The contribution from
capping layer can be neglected since the mass is tiny compared with the Si substrate. A bare
Si substrate should be measured in the SQUID for OOP and IP configurations, just like all the
other a-YxCo1−x samples. Si substrate should be measured by a mass balance and calculate
the mass magnetic susceptibility χ of it for OOP and IP configurations respectively. The χ is
defined as

χ =
magnetic moment

B ⋅mass
(3.1)

The mass magnetic susceptibility of a bare Si substrate is tabulated in the Table 3.2.

Mass (g)
Slope 

(Am2/T)

Mass magnetic 
susceptibility  

(Am2/T g)

OOP 0.0205 -2.42∙10-8 -1.18∙10-6

IP 0.0205 -2.59∙10-8 -1.26∙10-6

Table 3.2: Mass magnetic susceptibility of a bare Si <100> substrate measured OOP and IP.

We are now ready to process the data of a-YxCo1−x samples grown on Si substrates. We
measure the mass of them as well and calculate the diamagnetic contributions based on the
χ of the bare Si substrate. Subtract the diamagnetic signal from total magnetic moment and
finally plot the magnetic moment from the main layer of a-YxCo1−x vs magnetic field. A plot
including the raw data, data after only geometrical correction and data after both geometrical
and diamagnetic corrections is shown in Figure 3.6. The workflow of this whole process is shown
in Figure 3.7. It is applied to all samples. Among all samples listed in the Table 3.1, there
are totally 4 different types of magnetization behavior when measured with the film parallel or
perpendicular to the vertical field direction. This shows that the easy direction of magnetization
lies in-plane for all the amorphous films that have a clear spontaneous magnetization.

When x is low with a value 0.1, the magnetization curves are depicted in Figure 3.8, which
shows that the easy axis of magnetic anisotropy is in-plane. The saturation magnetization is
997 kA/m with saturation field 1.0 T. It shows a sharp transition of magnetization when the
magnetic field is near 0 T. For the in-plane measurement, the sample behaves like a soft magnetic
material with a step-like switching behavior.

With a bigger x = 0.29, as shown in Figure 3.9, both out-of-plane and in-plane magnetization
measurement show single phase behavior with an easy axis of magnetic anisotropy lying in the
plane. The saturation magnetization 340 kA/m is lower than the previous one since the Co
percentage is lower. The saturation field 0.33 T is also smaller. A third type of magnetization
curve is shown in Figure 3.10 with furthering increasing Co percentage. There is no big difference
for in-plane and out-of-plane magnetization measurements, which indicates that there is no
magnetic anisotropy. They behave like a paramagnet. The paraprocess3 is characterized by a
nonlinear magnetization curve passing through the origin. It is superposed on a small in-plane
ferromagnetic moment, yet no coercivity is measured with a field step of 24 mT. The fourth

3The high field leads to an increase of magnetization as a result of the paraprocess [31].
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Figure 3.7: Workflow illustrating the sequential steps involved in the M(H) data analysis
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type of magnetization behavior is illustrated in Figure 3.11. The magnetization increases with
increasing field without saturation up to 5 T magnetic field. It means the moment is induced
by the applied field. The magnetization exhibits a para process4 with a broad maximum in
the high-field susceptibility in the vicinity of x0 shown in Figure 3.17 (c). The paraprocess is
characterized by a nonlinear magnetization curve passing through the origin. It is consistent
with what reported before that Co atoms lose their magnetic moment at Co concentration lower
than a certain value [17, 18]. The magnetization measured at room temperature drops to zero
when x is about 0.5, as seen from Figure 3.12. Besides that, the magnetization measured in-plane
is always slightly bigger than that measured out-of-plane.

When x = 0.33, the crystalline YCo2 does not have magnetic moment anymore, while the
a-YCo2 still has magnetization. For crystalline YCo2, 0.52 µB per Co magnetic moment may
be induced at 10 K by external large magnetic field up 94 T [33].

4This is different from paramagnetism, where magnetization curve M(H) response is linear, except in large
fields or at very low temperatures [32].

79



� � � � � � 0 2 4 6� � � � �

� � � � �

� � � �

0

5 0 0

1 0 0 0

1 5 0 0

Ma
gn

eti
za

tio
n (

kA
/m

)

� 0 H  ( T )

 O O P
 I P

Figure 3.8: Magnetisation versus applied field, perpendicular and parallel to the surface of the
number 10 a-YxCo1−x sample with x = 0.1.
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Figure 3.9: Magnetisation versus applied field, perpendicular and parallel to the surface of the
number 17 a-YxCo1−x sample with x = 0.29.

3.3.4 Resistivity and Hall effect

The Van der Pauw method was used to measure the sheet resistivity at room temperature for
a series of a-YxCo1−x with different x. The measurement configuration and results are shown
in Table 3.3. Four measurements per sample were performed for each sample in order to reduce
the measurement errors. The purple arrows represents the current direction in the thin film
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Figure 3.10: Magnetisation versus applied field, perpendicular and parallel to the surface of the
number 11 a-YxCo1−x sample with x = 0.45.
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Figure 3.11: Magnetisation versus applied field, perpendicular and parallel to the surface of the
number 5 a-YxCo1−x sample with x = 0.54.

samples. The two red dots stand for the voltage measurement connections. The formula 2.3
is used to calculate the resistivity ρ. A function called scipy.optimize.fsolve from the SciPy is
utilized to solve this non-linear equation. The sheet resistance RS is defined as ρ × d where d is
the thickness of thin films. The RS and ρ are tabulated in Table 3.4. As seen from Figure 3.13,
the resistivity of a-YxCo1−x for x > 0 is higher than pure Co and has a value around 400 µΩ⋅cm.
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Figure 3.12: Magnetization vs x, where the magnetization is measured at room temperature for
both OOP (black dots) and IP (red dots) configurations.

The maximum of ρ reaches a value 770.0 µΩ⋅cm when x = 0.37.
The four-point method, as illustrated in fig. 2.6 (a), was employed to measure the mag-

netoresistance when the magnetic field was applied perpendicular to the sample surface. The
parabolic dependence of magnetoresistance on applied magnetic field can be seen in Figure 3.14.
The antisymmetric behavior might be attributed to non-collinear positioning of the four con-
nections (the outer twos for sending current and the inner ones for measuring voltage drop) and
hence some signal from Hall effect was picked up.

The Van der Pauw method was applied to measure Hall effect at room temperature for most
of the thin films with a current of 1 mA along the diagonal. A magnetic field of up to 2 T was
applied out-of-plane using a electromagnet. In Figure 3.15, the out-of-plane magnetoresistance
and Hall effect for different compositions are displayed. In each case, the Hall data as a function
of perpendicular magnetic field is divided into two components: an asymmetric part representing
the superposition of the anomalous and normal components of the Hall effect (plotted in red),

Number 12 Number 10 Number 19 Number 2 Number 1 Number 17 Number 3 Number 9 Number 11 Number 13

62.84

48.16

46.56

33.80

39.84

80.80

80.40

40.32

24.58

23.91

36.08

41.89

69.55

57.82

40.68

41.36

65.11

64.40

3.60

3.59

2.62

2.62

38.48

Configuration 4 38.13 79.30 60.60 42.20

Configuration 3 37.34 71.13 61.96 48.24

43.32

Configuration 2 60.28 123.20 48.93 46.70

Configuration 1 60.27 122.80 48.8260.04

Table 3.3: Resistivity measurement of a-YxCo1−x thin films by van der Pauw method: four
different measurement configurations were used, and the resistance values are presented in ohm
units. The purple arrows represents the current direction in the thin film samples. The two red
dots stand for the voltage measurement connections. Each sample underwent four measurements,
resulting in multiple data points. The measurements are tabulated and expressed in ohms.
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Number 12 Number 10 Number 19 Number 2 Number 1 Number 17 Number 3 Number 9 Number 11 Number 13

      (Ω) 13.97 235.46 141.32 217.98 227.92 245.12 440.00 252.76 248.53 204.70

d (nm) 21.55 16.46 19.48 15.32 19.70 20.88 17.50 17.55 15.60 14.41
ρ (μΩ cm) 30.11 387.57 275.29 333.94 449.00 511.81 770.00 443.59 387.71 294.97

x 0 0.1 0.155 0.185 0.25 0.29 0.37 0.4 0.45 0.55

𝑅𝑠

Table 3.4: Comparison of sheet resistance Rs, thickness d, resistivity ρ, and composition ratio x
for some samples. The table columns are organized based on the increasing x from left to right.
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Figure 3.13: Composition dependence of resistivity of a-YxCo1−x.

and a symmetric part representing the out-of-plane magnetoresistance (plotted in black). The
magnetoresistance component consists of a band component varying as B2 and saturating posi-
tive or negative component varying as M2

z . The polarity of the magnetoresistance can be either
positive or negative due to variations in the equipotential offsets relative to the Hall contacts
and an associated non-zero current component along the y-axis. For the samples measured, the
leakage current through the silicon substrate, attributed to defects at the cleavage faces of the
chips or some sample deposited at the substrate sides, amounts to smaller than 20% of the 1
mA current sent.

3.3.5 Magnetization of a function of temperature

Three samples with x = 0.4, 0.46 and 0.485 were selected and measured measured for the magne-
tization as a function of temperature from 100 K to 350 K with a perpendicularly applied 0.5 T
or 0.6 T field to make sure the sample was saturated. The M(T ) curve is shown in Figure 3.16.
These samples were chosen since their composition values x are close the critical value where
the magnetic moment of Co disappears. As seen from the figure, when x = 0.4, the variation of
magnetic moment of Co is very tiny, which indicates that the magnetic ordering temperature Tc
is very high. The Tc was reported to be around 760 K when x = 0.25 [34]. Similar Tc is expected
here. But when x = 0.46 and 0.485, close the critical composition value xc where the magnetic
moment disappears, there is a big variation of the magnetic moment during the thermal scan.
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Figure 3.14: Magnetoresistance of a-Y0.155Co0.845 by using the four-point method and magnetic
field is perpendicular to the sample surface. The black dots are the experimental data points
and the red dash line is the parabolic fitting curve.

3.3.6 Magnetic moment vs x

Since the Y has no contribution to the magnetic moment as measured at the Y L2,3 edge
in a-YCo2 [35], a reasonable assumption could be made that the measured magnetic moment
originates only from Co only for all samples with various compositions. Based on the density
from XRR fitting and the sample composition from growth calibration, it is possible to know
how many atoms in unit volume and therefore the magnetic moment per Co for the amorphous
alloys is obtainable, as presented by data points in Figure 3.17 (a). All films are magnetically
soft with a coercivity field less than 1 mT. The extracted magnetic moment from the published
literature per Co for the crystalline intermetallic compounds is illustrated in Figure 3.17 (b).

There is a threshold x value about 0.53 for the appearance of intrinsic magnetic moment5.
Above that value, there is only induced magnetic moment due to external magnetic field. When
x is smaller than 0.2, the magnetic moment of Co is very high, about 1.79 µB per Co atom.
Those fitting curves will be discussed in the next section.

3.3.7 X-ray magnetic circular dichroism

A film of a-Y0.25Co0.75 was measured on UE49 SGM beamline at the BESY II light source,
Helmholtz-Zentrum Berlin-Adlershof. The X-ray beams were incident perpendicularly to the
sample surface and X-ray magnetic circular dichroism was measured by total electron yield at
the Co L2,3 absorption edge. A well-defined difference spectrum was presented in Figure 3.18 for
left and right circularly-polarized radiation. Data were analysed using the sum rule to obtain spin
and orbital moments of 1.31 µB/Co and 0.315 µB/Co6, respectively. Therefore, the total moment

5A similar threshold value of 0.5 for x is reported in a-LaxCo1−x thin films [36].
6It has been reported that no magnetic moment was detected on Y L2,3 edge in a-YCo2 [35].
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Figure 3.15: Magnetoresistance and Hall effect of four a-YxCo1−x thin films, measured at room
temperature. The data are decomposed into symmetric and antisymmetric components in the
applied field representing respectively the transverse magnetoresistance (black), and the normal
and anomalous Hall effects (red) and in the top panels; The residuals from the simultaneous fits
to a model of homogeneous rotation of the magnetization are shown below each panel
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Figure 3.16: Magnetization as a function of temperature for a-YxCo1−x with x = 0.4, 0.46 and
0.485. It was measured with a 0.5 T or 0.6 T field applied perpendicularly to the thin film and
data was recorded during warming up from 100 K to 350 K.
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Figure 3.17: The average magnetic moment per cobalt in (a) amorphous YxCo1−x alloys mea-
sured at room temperature and (b) crystalline YnCom intermetallic compounds (literature val-
ues). The vertical bar in (a) represents the spin moment (green) and orbital moment (blue)
determined by X-ray magnetic circular dichroism (XMCD). (c) is a plot of the dimensionless
high-field susceptibility in the vicinity of x0. Solid black lines are guides to the eye. The red data
point in (a) represents pure Co, not in amorphous state as previously discussed. It is included
to compare the Co moment at various x from 0 to 0.55.

is 1.63 µB, compared with the value of 1.61 ±0.18 measured from the SQUID magnetometry,
where the error is the standard deviation of the mean of three different a-Y0.25Co0.75 samples.

3.3.8 Binary amorphous structure

To gain a better understanding of the local structure of the a-YxCo1−x thin films, a 10,1000 atom
random close-packed model was constructed for a binary amorphous structure composed of hard
sphere with a volume ratio 3:1 to represent the Y and Co atoms. Following the procedure of
Clark and Wiley, atoms were initially placed at random positions within a box with a periodic
boundary conditions for a particular value of x, 0 ≤ x ≤ 1. The method does not involve sequential
addition of atoms to build the model, rather the whole array is defined at the beginning. The box
is increased in size and atoms are moved to remove the overlap. Atoms are vibrated with small
random displacements to eliminate jamming, allowing them to find higher density configurations
as the box is again shrunk. Surprisingly, it is found from the simulation that the packing
fraction for every composition is in the range from 0.629-0.637. Information on the number
of nearest-neighbors is derived from the resulting set of atomic positions. We designate the
nearest-neighbors as A-B pairs, indicating the count of B atoms surrounding an A atom, where
A and B can represent either Y or Co. For each x, the distributions are Gaussian and a fit
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Figure 3.18: Spectra of X-ray Absorption Spectroscopy (XAS) and X-ray Magnetic Circular
Dichroism (XMCD) for a-Y0.25Co0.75: (a) The polarization-dependent Co L-edge XAS of a
magnetically saturated a-Y0.25Co0.75 measured by total electron yield. The peaks at 780 eV and
796 eV are L3 and L2 absorption edges of Co, respectively. (b) The average XAS (black solid
line) with background fit (red dash line). The background is removed before integration of the
spectra. The three blue dash lines are used to denote the regions for calculating the integral r,
p and q as introduced in the section 2.7.1. The integral r is calculated between the first and
third blue dash lines.(c) XMCD spectrum. The three blue dash lines are used to denote the
regions for calculating the integral p and q as introduced in the section 2.7.1. Areas under the
x-axis will come out negative and areas above the x-axis will be positive. Therefore, integral p
is equal to the area in red and integral q is equal to the sum of area in red and area in blue.
This XAS and XMCD experiments were performed by Katarzyna Siewierska and the the data
were analyzed by Ross Smith.

is used to extract their average values, shown in Figure 3.19. As we can see, at x = 0.25, the
average Y and Co coordination numbers of a Co atom are 6.6 and 2.0, respectively. At x = 0.5,
which represents the critical concentration for the appearance of the Co magnetic moment, the
average coordination number for both Y and Co is approximately 3.2. This is analogous to
the behavior observed in crystalline YCo2, where just three neighboring atoms are sufficient to
quench the Co magnetic moment.

3.4 Discussion

An aim of our study has been to establish the behaviour of the ferromagnetic cobalt subnetwork
in a-YxCo1−x and use it as a basis for analysing the magnetism of other a-RxCo1−x alloy systems,
especially those exhibiting compensation and perpendicular magnetic anisotropy. This is often
case for compositions lying between a-RCo2 and a-RCo3, 0.25 < x < 0.33, when R = Gd [37, 38,
39, 40, 41], Tb [42, 43, 44], Dy [45, 44, 46, 47], Ho [38, 46], and Er [48, 37] for example. Our study
mostly focused on properties at room temperature, which is appropriate because applications
of these films in ultra-fast magneto-optics switching are likely to be at room temperature. The
previous studies conclude that Curie temperature are well above room temperature when x < 0.4,
and they are greater than the corresponding crystalline alloys. It extrapolats to 1850 K for
amorphous cobalt. The R-Co exchange is antiferromagnetic for heavy rare earths and mediated
by the rare earth 5d electrons. It prefers to couple heavy rare-earths atoms antiparallel to the
strongly ferromagnetic cobalt subnetwork.

3.4.1 Mass density

We begin the discussion with mass density, one of the simplest but very important and useful
physical quantities. Overall, the densities of a-YxCo1−x thin films decrease with increasing x as
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Figure 3.19: Average numbers of Y and Co neighbours around an Y atom, and Y and Co
neighbours around a Co atom in the binary random dense-packed amorphous model, which was
studied by Dr. Jean Besbas. The legend label A-B corresponds to the number of B atoms found
around an A atom.

shown in Figure 3.3. It is consistent with what found in amorphous Cu-Zr system [49], where
Cu and Zr have similar radius with Co and Y respectively. The densities of a-YxCo1−x is about
10 % smaller than those corresponding crystals when 0 < x < 0.4. Amorphous metals typically
are only 0.5% - 2% smaller than the corresponding crystals [50, 13]. There are several possible
reasons for these. One possible explanation for this quite big difference is that the a-YxCo1−x

thin films are all grown onto the substrate at room temperature. As reported already, there
is a dependence of film density as a function of substrate temperature. The density of films
increase continuously with the increase in the substrate temperature [51]. Argon gas pressure is
also a possible reason. The higher argon pressure leads to films with a lower density. It can be
attributed to the different energy of atoms forming the films during deposition. At high pressure,
the deposited atoms are thermalized by argon gas during collision process. So the energy of the
deposited atoms is too low to induce a sufficient atomic mobility to produce an energetically
favorable configuration. It therefore leads to less-dense films. Decreasing the distance between
the target and substrate has a similar effect, that is why some researchers define a quantity
called pressure-distance product. Using that as a control parameter in order to get a desired
density of thin films [52]. The difference between densities of simulation and those experimental
densities might be due to the assumption of hard spheres. It is possible that atoms deform in
such a way so as to fill space more efficiently than a random close packing of hard spheres [50].

3.4.2 Anisotropy

All thin films of a-YxCo1−x with x no bigger than 0.4 exhibit in-plane magnetization resulting
from shape anisotropy, as seen from the four different types of magnetization data presented
above. However, the saturation field Hs in the hard direction is less than the saturation mag-
netization Ms. The slope of the graph in Figure 3.20 is 1.18, which indicates that there is a
intrinsic perpendicular anisotropy. When a magnetic field is applied perpendicularly to thin
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Figure 3.20: Plot of saturation magnetization versus saturation field of a-YxCo1−x. The solid
line, a fit to the data points, displays a slope >1, suggesting that there is an intrinsic perpen-
dicular magnetic anisotropy that is overcome by shape anisotropy in the amorphous films. The
dash line has a slope of 1, where Hs is equal to Ms.

films and the net magnetization is denoted by a vector M that rotates and makes an angle θ
with the normal to the film, the magnetostatic energy E comprises three terms:

E(θ) =
1

2
µ0(M cos θ)2

− µ0HM cos θ +K1 sin2 θ (3.2)

Equilibrium is found by minimizing E(θ):

dE

dθ
= −µ0M

2 cos θ sin θ + µ0HM sin θ + 2K1 sin θ cos θ = 0 (3.3)

Therefore
(M sin θ) ⋅ (−µ0M cos θ + µ0H +

2K1

M
cos θ) = 0 (3.4)

If K1 = 0, the magnetization curve is H = Mcosθ, otherwise H = (1 − K1

µ0M2 )M cos θ. Because

Hs = 0.85Ms, 2K1

µ0M2
s
= 0.15. If Ms = 500kAm−1, for example, K1 = 24kJm−3. Hence, this

intrinsic Co contribution to the anisotropy will be enough to enable out-of-plane magnetization
in a-RxCo1−x films near compensation temperature[19], when Ms < 195 kA/m. The origin of
the intrinsic contribution may come from the interface anisotropy in the thin cobalt films.

Figure 3.21 presents a comparison between the calculated average orbital moments for the
crystalline Y-Co intermetallic compounds, including both spin-orbit interaction and orbital po-
larization term [53], with those measured for YCo5 [54, 55] and hcp Co [32] and with that of
a-YCo3 deduced from XMCD. Since YCo5 possesses a significant magnetocrystalline anisotropy
of 6.5 MJm−3, it is expected that the local anisotropy of cobalt in a-YCo3 is of similar magnitude.
Despite the large random anisotropy resulting from the disordered structure, it does not appear
to suppress the ferromagnetism observed in a-YxCo1−x, as evidenced by the magnetization data.
In the HPZ model of an amorphous ferromagnet [56], the local anisotropy is represented by a
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term Di(Si ⋅ei)
2 where the direction of local anisotropy parameter Di changes from site to site,

ei is the local anisotropy direction and Si is the local spin angular momentum of the Co atom.
The contributions of all Co atoms are summed to produce a set of macroscopic energy terms.
The sum is straightforward if we assume that the local anisotropy axes of each site point in the
same direction. If taking S = 1 for Co and the film density as 6.6 g/cm3 and assuming that Di

has the same magnitude at each site D, the D/kB is 5.2 K, corresponding to K2 = 3.2 MJ/m3,
where K2 is the ocal uniaxial anisotropy7. The value of K2 is deduced from the fact that orbital
moment of Co in a-YCo3 is practically the same as that in crystalline YCo5 and scaling by the
number of Co atoms per unit volume. The Curie temperature of a-YCo3 was estimated theoret-
ically and measured experimentally to be 760 K. The corresponding Weiss coefficient nW = Tc/C
where the Curie constant C = µ0ng

2µ2
BS(S + 1)/3kB [32]. Based on these, the molecular field

µ0HW is

µ0HW =
3kBTc

gµB(S + 1)
. (3.5)

By assuming the S = 1 and g = 2, a molecular field µ0HW of 848 T acts on the ferromagnetic Co8.
The exchange energy is 1139 K/Co atom, and the ratio α, defined asanisotropy energy

exchange energy per atom, is
0.005, significantly smaller than 1. Therefore, the exchange interaction predominates. In such
case, a wandering ferromagnetic axis over a length scale can be identified. The ferromagnetic
correlation length L can be estimated by minimizing the sum of anisotropy and exchange energy.
Mathematically the problem reduces to evaluating two competing terms [57, 58, 32, 59]:

E = A[(∇mx)
2
+ (∇my)

2
+ (∇mz)

2
] −K2(m ⋅ ei)

2 (3.6)

where A is the exchange interaction of stiffness, K2 is strength of local uniaxial anisotropy, ei)
is a unit vector giving the local easy axis direction and m(r) = M(r)/Ms is the local reduced
magnetization.

The local anisotropy direction is assumed to change over a structural correlation length d.
We first make an assumption that L≫ d so that magnetization fluctuations average over many
regions with different anisotropy directions. In a region of volume L3 there will always be some
easiest direction determined by statistical fluctuations in the way the random anisotropies add
up [58]. The effective anisotropy affecting the magnetization process results from averaging over
the N = (L

d
)

3
within the volume V = L3, where N is the finite number of structural correlated

regions9. Among the N regions, approximately
√
N regions have their local easy axes pointing in

the easiest direction as discussed earlier, in contrast to the remaining N −
√
N regions where the

local easy axis is uniformly distributed, pointing in all directions in space. From this, it follows
that, if the moment points along the easiest direction, the average anisotropy energy density is

Ea/V ≈ −K2

√
N/N = −K2/

√
N = −K2/(d/L)

3/2. (3.7)

The anisotropy energy of the N −
√
N regions is a constant and does not depend on any variable

like the angle between moments and the externally applied magnetic field. Therefore, in this
case, only the anisotropy from the

√
N regions is considered.

The ferromagnetic axis changes its direction by π/2 on passing from one region with dimen-
sion L to the next, so the average exchange energy density is given by

Eex/V ≈ A/L2 (3.8)
7The notation K2 is used, instead of using K1, in order to distinguish it from the macroscopic anisotropy K1

previouly discussed in equation 3.2.
8In principle, the equation 3.5 is valid when L = 0 and the central Co atom is touching 6 other Co atoms in

the primitive unit cell, like in the hcp Co.
9Or it could be called the XRD coherent domain.
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The value of L which gives the minimum total energy is

L ≈
16A2

9K2
2d

3
, (3.9)

and the energy density relative to the fully aligned state is:

E/V ≈ −0.1
K4

2d
6

A3
. (3.10)

The field necessary to uniformly rotate the moments into alignment is approximately given by

µ0Hs = −(E/V )/Ms. (3.11)

From the computer simulation results, the coercivity µ0Hc ≈ 0.5µ0Hs [58]. At the end, the µ0Hc

of a perfectly random amorphous materials is given by:

µ0Hc ≈
1

20

K4
2d

6

A3Ms
. (3.12)

This applies when the magnetic scale length L is much larger than the structural length d.
Therefore, we can deduce the d based on the information of the other magnetic parameters.
For x = 0.1, the a-YxCo1−x has a saturation magnetization Ms of 1000 kA/m. Taking K2 as
3.2 MJ/m3 as previously explained and µ0Hc ≈ 1 mT10, and assuming A to be 31 pJ/m based
on the value for hcp Co, the equation 3.12 gives the d of 1.3 nm, which closely aligns with the
reported values for amorphous alloys [60].

The situation is different in a-R-Co alloys containing heavy rare earth elements Dy or Tb.
In those materials, the anisotropy per rare-earth is more substantial in magnitude but the R-Co
exchange is considerably weaker, resulting in a random, noncollinear component of the rare earth
magnetic moment, especially at low temperature. These materials are discussed in Chapter 4.

3.4.3 Appearance of magnetism

As we seen from those fitting curves in Figure 3.22, all data points are contained by those green
and red curves nicely. Those three curves, green, blue and blue curves in the figure are calculated
based on the Jaccarino-Walker model [61]. Essentially, it is a model in terms of localized 3d
electrons. They suggested that moment being either zero or having some maximum value. The
apparently continuous change in moment is attributed to the probability that individual Co
atoms have enough nearest neighbour Co atoms to have a magnetic moment for each x. Let Z
to be the nearest neighbor coordination number and x to be the Y ratio as before. Suppose that
cobalt requires a minimum of z cobalt atoms as its nearest neighbors to be coupled by exchange,
and then write PZ(z, x) for the probability of this event. We have

PZ(z, x) =
Z

∑
n=z

Z!

n!(Z − n)!
(1 − x)n(x)Z−n (3.13)

where the probability of finding Co atom is 1−x and that of finding Y atom is x. The probability
of finding a Co atom near by is assumed to be proportional to the Co concentration. The same
applies for Y atom as well. The physical meaning of probability of PZ(z, x) is that, it represents
the average magnetic moment of Co normalized to value 1.79 µB at 0 K. By assuming that Z is
12, assigning 7, 8 and 9 to z, calculating PZ(z, x) by the formula 3.13 and finally multiplying it
by the Co moment 1.79 µBm, those fitting curves are obtained.

It indicates that the required minimum number of nearest neighbors for Co to have magnetic
moment is dependent on composition ratio x. When x is low, the Co concentration is so high

10No coercivity was measured with a field step 24 mT.
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Figure 3.21: Ratio of average orbital to spin moment to spin moment plotted against spin
moment in crystalline Y-Co compounds. The labels for the calculated average orbital and spin
moments of the crystalline Y-Co intermetallic compounds have been assigned.

that each Co only needs 7 nearest neighbors of Co to have a magnetic moment. That is why the
green curve fits the data points well at low x range. When the x value is high, the concentration
of Co is low. There are a lot of Y atoms around each Co, Co atom needs more nearest neighbors
of Co to have a magnetic moment. It is supported by the fact that the high x value part of data
is fitted better by the blue curve. The reason is that, with varying Co ratio, the local structure
is changing, as we know from the figure of density vs x as well. It was reported that very thin
Co films with a thickness of approximately 0.8 nm, which is equivalent to 3 atomic layers since
the atomic radius of Co is about 0.125 nm, become non-magnetic [62]. It can be explained by
the Jaccarino-Walker model as well. For data points with x ranging between 0.2 and 0.45, it is
anticipated that a significantly broader distribution of coordination numbers will occur, as the
concentrations of Y and Co are more evenly balanced and the unequal size of Y and Co with a
volume ratio 3:1 [50]. Therefore, we can say, at those concentration x, there are some fluctuation
of the local structures at different sites. It means that at the same time, in some locations of
the system, at least 7 nearest neighbors Co atoms are needed for Co to have a moment, some
place at least 8 and some place at least 9. Basically, the ratio for those three different cases can
be inferred from the experimental data.

It is noteworthy that, in the Jaccarino-Walker model, the value of Z is conventionally as-
sumed to be 12. This might not be very appropriate when the radii of the constituting elements
differ significantly [63]. As illustrated by the simulation results in Figure 3.19, the value of Z
is approximately 8, owing to the volume ratio of Y to Co, which is significantly smaller than
the assumed value of 12. Another point is that, at the beginning, we assume the probability of
find a Co is 1-x without considering the heat of formation for like and unlike atoms. However,
this heat of formation certainly will influence the local environment and hence the probability
of finding Co [52, 64]. It was reported that segregated Gd and Fe nanometer-sized regions were
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Figure 3.22: Concentration dependence of the saturation moment per Co atom in a-YxCo1−x.
The scattered black data points represent the experimental data of a-YxCo1−x. The green, blue
and red curves represent calculated curves obtained by assumption that each Co atom needs at
least 9, 8 and 7 nearest neighbour Co atoms to have a magnetic moment. Another assumption
is that the nearest neighbor coordination number Z is 12. The vertical bar represents the spin
moment (green) and orbital moment (blue) determined by X-ray circular dichroism. The error
bar at x = 0.25 is the standard deviation of the mean of six measurements on three samples.

confirmed in amorphous ferrimagnet GdFeCo [9]. These suggest that further investigation and
simulation is needed to better elucidate the origin of magnetism.

It is helpful to compare the difference in concentration dependence of magnetic moment in
crystalline and amorphous Y-Co system. As seen from Figure 3.23, the crystalline YCo2 has
a zero magnetic moment per Co atom since YCo2 compound is an exchange-enhanced Pauli
paramagnet11. But when x = 0.33, amorphous YxCo1−x still has a moment about 1.3 µB per
Co atom. The x value at which the Co moment disappears is much higher in the amorphous
alloys than in their crystalline counterparts. This might be due to that a substantial fraction
of Co atoms in amorphous alloys experience a larger number of nearest-neighbor Co atoms, as
compared to the corresponding crystalline alloys leading to higher threshold value of x [52].

However, it was reported that two surface layers of crystalline YCo2 remain ferromagnetic
and bulk defects are magnetic [66, 67]. It was also reported that YCo2 was changed from
paramagnetic to ferromagnetic by achieving amorphization of intermetallic compounds by a
mechanical treatment such as ball-milling. It was experimentally confirmed that milled and
sputtered amorphous alloys have similar structural and magnetic properties and there was a
change in the coordination number and in the atomic distance of Co-Co from 6.0 and 2.55 Å to
6.7 and 2.42 Å, respectively [68]. The atomic distance in the crystalline and amorphous states
are shown in Table 3.5. So the Co-Co distance becomes shorter in the amorphous state and
the exchange interaction increases. Other nonmagnetic elements such as La and Zr were used
to alloy with Co to perform similar studies. The experimental results are similar to what we
present here [69].

11AB2 phase is called Laves phase and it is named for Fritz Laves who first described it. Fritz Laves associated
the structural proprieties with the bond distribution between the atoms, who extended the ideas of Goldschmidt
on the importance of the radial ratios for structure determination [65]
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Pair
Atomic distance (Å)

Crystalline Amorphous 

Co-Co 2.55 2.42

Co-Y 2.99 2.92

Y-Y 3.13 3.64

Table 3.5: Atomic distance in the crystalline and amorphous states for Co-Co, Co-Y and Y-Y
in YCo2. Data from K.Suzuki’s paper [68]
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Figure 3.23: Co magnetic moment vs x for crystalline Y-Co compounds.

3.4.4 Comaprision with a-YxFe1−x

Comparing the strongly ferromagnetic cobalt subnetwork in a-YxCo1−x with the a-YxFe1−x with
non-collinear magnetism due to a distribution of ferromagnetic and antiferromagnetic Fe-Fe ex-
change interaction [13, 70], yields intriguing insights. In a-YxFe1−x, the critical concentration
for the appearance of magnetism is greater, with a value x0 ≈ 0.6. Notably, the magnetization
curves in this system are nonlinear can’t be saturated even under magnetic fields as strong as
18 T [71]. Their magnetic structure a-YxFe1−x is asperomagnetic, where the spins are frozen in
random orientations but exhibit short-range ferromagnetic correlations below a magnetic order-
ing temperature of 109 K. It shows the sensitivity of Fe-Fe exchange to the interatomic distance.
For instance, in fcc γ iron, which has a nearest-neighbour distance of 254 pm, ferromagnetic
is observed. However, for shorter interatomic distances, it is antiferromagnetic. In the case of
amorphous YFe2, Forester et al. demonstrated that the broad first peak in the radial distribution
function encompasses distances on both sides of 254 pm, making both signs of nearest-neighbour
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exchange effects possible [72]. However, the peak of exchange distribution is primarily centered
at positive values. Interestingly, a small expansion of the amorphous structure induced by hy-
drogen is adequate to produce collinear ferromagnetism, resulting in a full iron moment of 2.3
µB and Curie temperature Tc = 500 K. This decrease in frozen spin disorder upon hydrogenation
can be attributed to a shift in the exchange distribution towards more positive values, arising
from an increase in the average Fe-Fe distance [73].

3.4.5 Electrical transport

The very high resistivity data of a-YxCo1−x which is much higher than normal metallic thin
films and implies that the scattering in these amorphous metallic systems is very strong. Those
systems with a resistivity higher than 150 µΩ⋅cm usually, over which the mean free path becomes
comparable to the interatomic distance, show a negative temperature coefficient of resistance.
It means that the resistance increases with decreasing temperature, as found by J.H. Mooij in
1973 after collecting data for bulk alloys, thin films and amorphous alloys [74]. The existence
of a asymmetric peak of resistivity is very similar to that observed in the transition metals with
monovalent metals such as PdAg [75].

The scaling for the ordinary and spontaneous (anomalous) Hall effect and magnetoresistance
plotted in Figure 3.15 is closely related to the behavior of the average, macroscopic magnetiza-
tion which rotates coherently when the field is smaller than saturation field. For fields below
saturation, the antisymmetrized spontaneous Hall voltage V as

xy is proportional to Mz and the
Mz is proportional to H. The symmetrized Vyy is proportional to the in-plane magnetization
M2
y , which changes as cos2 (sin−1 ( H

2Ha
)) where the Ha is the anisotropy field corresponding to

the anisotropy constant K1. When the field are bigger than saturation field, the ordinary Hall
effect (linear in H) and the conventional band magnetoresistance (quadratic in H) dominate
dependencies on field. Using a Gaussian distribution with a width of ≈ 18%, we model the
microscopic distribution in magnitude and direction of the local cobalt anisotropy. The fit, as
an example, is shown with with the residual, in Figure 3.15. The large magnitude of the Hall
effect implies a low density of carriers with poor mobility at the Fermi level. No change of sign
in the spontaneous Hall component occurs.

3.5 Conclusion

In these a-YxCo1−x thin films, Co has a strong ferromagnetism. The disappearance of Co mo-
ment occurs at xc = 0.5, where the average coordination of a Co atom in the random dense-packed
structure is 3.2 Y and 3.2 Co. The large orbital moments on cobalt, amounting to 0.32 µB in
a-YCo3, are attributed to the low densities of the Co-rich compositions. The corresponding local
anisotropy in these thin films is anticipated to be strong, comparable to that of crystalline YCo5.
Surprisingly, a system that is extremely anisotropic at a microscopic scale behaves macroscopi-
cally like a soft ferromagnet, which is due to the exchange average of the local anisotropy. The
average ferromagnetic moment on the cobalt subnetwork for in a-YCo3 is 1.5 µB, and it changes
little with temperature within 300 K, since the Curie temperature for this composition is 760 K.
The exchange averaging associated with this high Curie temperature makes sure that deviations
from collinear ferromagnetism are tiny. The films almost exhibit almost no coercivity at room
temperature for both in-plane and out-of-plane magnetization measurements12.

The magnetization of the amorphous thin films lies in-plane, but there exists an intrinsic
perpendicular magnetic anisotropy, which is overcome by shape anisotropy in the series. For
x = 0.25, the intrinsic term would be enough to induce perpendicular magnetic anisotropy in
ferrimagnetic a-GdCo3 alloys with smaller magnetization, which results in the shape anisotropy

12At 5 K, an amorphous YCo3 thin film was measured with an out-of-plane magnetization curve with a
coercivity of approximately 12 mT.
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being small as well. The possible origin of perpendicular magnetic anisotropy comes from the
interface of the film.

This study of the Co subnetwork in alloys with a nonmagnetic rare earth will enable a more
accurate description of the noncollinear sperimagnetic structures, which arise with heavy rare
earths such as Dy or Tb and show compensation near room temperature.
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4 Magnetism of noncolinear amorphous TbCo3
and DyCo3 thin films.

We must know.
We shall know.

David Hilbert

4.1 Motivation and background

Amorphous ferromagnets mainly consist of a combination of transition metal elements, Fe, Co
or Ni and metalloids, carbon and boron well-known as glass formers. However, yttrium and
cobalt without metalloids are also able to make amorphous YxCo1−x, which is an amorphous
ferromagnet since Y is a non-magnetic element. Y has the same outer electron structures as the
magnetic rare earths and is very close metallic radius (1.80 Å) to the trivalent magnetic rare-
earths (1.75Å-1.83Å) [1, 2]. Although Y and Co atoms are randomly distributed, Co magnetic
moments on each site are still collinearly ferromagnetically coupled when the composition ratio
of Co is beyond a certain threshold value. It can be understood by thinking of the first nearest
neighbor direct exchange interactions, which only become effective and important when each Co
atom has enough Co atoms surrounding it, as noticed in amorphous CoxSi1−x and CoxGe1−x.
Therefore, these systems are able to have a well-defined and high curie temperature Tc due to
the Co subnetwork, which might be bigger or smaller than that of the corresponding crystalline
compounds. Here, a-YxCo1−x

1 is taken as a basic reference for more complex amorphous ferri-
magnet where Y is replaced by the other rare earth elements, Dy and Tb which are going to be
discussed next. As a reference, lanthanum can also be used [3].

When there are two magnetic atoms in the non-crystalline structures, more complex and
interesting magnetic structures such as ferrimagnetism and sperimagnetism are possible due
to the competition of different magnetic interactions such as exchange interaction and local
random anisotropy. Rare-earth (R)-transition metal (T) alloys are one of the most famous
magnetic examples with a two-subnetwork amorphous structure. Here T is fixed to Co.

When R is a light rare earth element such as Nd, the exchange coupling of T and R spins is
negative, which tends to align the T and R moments parallel, but when R is a heavy rare-earth
such as Gd, Tb, and Dy, the exchange interaction between T and R spins is positive, which
favors that T and R moments are antiparallel. However, for non-S state elements, there is an
additional factor that needs to be considered, which is the random electrostatic field by the
surrounding ions and conduction electrons on the R sites. It tends to lift the degeneracy of
the energy levels of partly filled f shells. The particular spatial distribution of atomic electron
density stabilized by the electrostatic field is associated with a specific state of orbital angular
momentum. The magnetic moment of the R atom therefore points into certain directions due
to spin-orbit coupling [2]. This effect is negligible for Gd since Gd is an S-state element with a
spherical symmetry of the orbits, but it is essential for Dy and Tb, with non-spherical electron
density distributions.

1The notation “a-” will be used to denote an amorphous alloy.
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So, when R is Gd, a-GdCo is a ferrimagnet because the magnetic moment of Gd is coupled
antiferromagnetically with that of Co. But for R is Dy or Tb, the average of magnetic moments
of R is antiparallel to that of Co and there is a cone angle in the distribution of R moments
due to the strong local random magnetic anisotropy [4]. Dy atoms in a-DyCo3 were shown by
161Dy Mossbauer spectroscopy to adopt a noncollinear structure at low temperature related to
the random local electrostatic fields acting on the incomplete 4f shell, which produces the local
random magnetic anisotropy [4].

Recently, there has been a lot of interest and progress in amorphous ferrimagnets. Single-
pulse all-optical thermal switching of magnetization was observed in ferrimagnetic a −GdFeCo2

with Gd concentration around 25% [6] and later in binary a-Gd0.30Co0.70 films [7]. A new type
of partial single-pulse all-optical switching is demonstrated in a-TbCo and a-DyCo systems in
Chapter 5 as well [8]. Besides the ultrafast optical manipulation of magnetic order, current-
induced switching of magnetization excited by spin-orbit torque has been reported in a-GeFeCo
and a-TbCo [9, 10]. In the asynchronous current-induced switching, transient ferromagnetic
states appear in the nanosecond time scale. The same phenomenon occurs in optical switching
but on a different time scale. They might have different physical origins. The observation of
skyrmions in those a-R −T systems has been reported as well [11].

While so many exciting discoveries have been made for the a-RCo system, the old but
important problem of anomalous Hall effect (AHE) of those systems is still not completely
resolved, despite extensive research on the topic. The AHE has been traditionally attributed to
the transition metal subnetwork.

In this work, we compare the magnetization and magneto-transport in a-DyxCo1−x and a-
TbxCo1−x at different temperatures systematically, with the composition ratio x around 0.25. A
big difference in the hysteresis loop between the magnetization and anomalous Hall effect (AHE)
has been observed. A double hysteresis appears in the magnetization measurements, but AHE
measurement only shows a pure single hysteresis loop for all temperature measurements from
10 K to 300 K. In the discussion section, we will talk about the possible explanations for the
discrepancy.

During the preparation of this thesis, we noticed there are some reports showing data similar
to some of our work here but almost no attention were made. The study of Ke Wang et al.. in
2019 showed the double magnetization hysteresis loop but a single AHE loop for their 21 nm
a-TbFeCo sample, but they did not provide any explanation for it since the paper was focusing
on using thickness of thin films to tune the perpendicular magnetic anisotropy of the ultra-thin
a-TbFeCo films [12]. The very same behavior was shown in another paper from the same authors
but again without explanation [13]. Another example is CoFe/Tb multilayers where discrepancy
exists between M(H) and polar MOKE loops, both measured at room temperature [14].

4.2 Methodology

To avoid possible contamination with surface impurities of the target, pre-sputtering of rare earth
targets was performed for at least 15 min before each day’s thin film depositions. The sample
holder was rotating during deposition to ensure the thickness and composition uniformity3. All
thin films were made right after the pre-sputtering of targets to make sure the rare-earth targets
were kept in a good condition.

Since we are studying the magnetism and electrical transport of the thin films, the use of
Pt or Ta as underlayer and overlayer is avoided. The motivation for using those heavy metals

2During the 1990s, the primary driving force was to develop media for magneto-optical data recording based
on either Curie point or compensation point writing. Ferrimagnetic a-Gd0.25Fe0.656Co0.094 films were optimized
in this context. Later, these materials found applications in the emerging field of all-optical switching [5].

3Recently, it has been reported that fixing the sample holder in a specific direction without rotating the holder
helps to produce a well-defined in-plane anisotropy [15].
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are diverse, for example, enhancing the perpendicular anisotropy, protecting the sample from
oxidation and promoting the growth of amorphous materials [16, 17]. One difference between
a-DyxCo1−x and a-TbxCo1−x samples is that the Dy films were stable in ambient conditions for
more than a year, but the Tb films began to deteriorate after few weeks. This might be due to
the different oxides associated with the two rare-earths. Dy forms a sesquioxide, like most other
trivalent lanthanides, but Tb might forms a higher oxide Tb4O7 which is a mixture of phases
having trivalent 4f8 and quadrivalent 4f7 terbium ions [18].

Based on a thorough review of previous research in the field, we determined that starting
with a composition near x ≈ 0.25 would be an optimal initial point. This choice was guided by
the expectation that it would facilitate the development of perpendicular magnetic anisotropy, a
critical factor in our investigation. Regarding the thickness, our approach was to explore various
thicknesses to assess their significance for our study. Consequently, at the very beginning,
we prepared amorphous alloys a-Dy0.25Co0.75 with a thickness range spanning from 5 to 90
nm. However, it became evident that perpendicular anisotropy was only observed in films
approximately 10 nm thick, as depicted in Figure 4.1. As we can see, in particular, the saturation
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Figure 4.1: Room-temperature in-plane and out-of-plane magnetization curves of a-Dy0.25Co0.75

with different thicknesses. The target currents for Dy and Co are fixed to 20 mA and 130 mA,
respectively. The thicknesses were measured by fitting XRR data and labelled for each panel.
The sample structure is illustrated in the top-right corner.

magnetizationMs of the 9 nm thin film is dramatically different from the others. For thicknesses
above 20 nm, the Ms is between 400 kA/m and 450 kA/m, while for those below 20 nm, the Ms

is smaller than 400 kA/m and it is even less than 200 kA/m for 9 nm a-Dy0.25Co0.75 thin film.
When growing those samples, the currents for Dy and Co targets were fixed to 20 mA and 130
mA, respectively. The thicknesses of the thin films were controlled by adjusting the deposition
time. The longer deposition time, the thicker the films. There are some small variations between
20 nm to 90 nm thin films, which might be due to the slight fluctuation of target currents. This
however can’t explain the occurrence of big change of 9 nm thin film, which will be discussed
later. The most important point for us is that 10 nm is a good thickness and composition
to observe perpendicular magnetic anisotropy. After observing this, our primary focus shifted
towards producing 10 nm a-Dy0.25Co0.75 thin films. The same procedure was applied to a-
Tb0.25Co0.75, where we determined that a thickness of 20 nm is optimal. The a-Dy0.25Co0.75

and a-Tb0.25Co0.75 samples of interest are outlined in Table 4.1, which also includes two a-
Y0.25Co0.75 samples for future comparisons.
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Number Sample code
Chemical 
formula 

Main layer 
thickness 

(nm)

Main layer 
roughness 

(nm)

Main layer 
density (g/cm3)

Capping 
layer 

Capping layer 
thickness (nm)

Capping layer 
roughness (nm)

Ms (kA/m)
Hs

(kA/m)
Hc (mT)

1 HZX201022B_DyCo3 Dy0.25Co0.75 10.3 1.2 9.2 SiO2 3.3 0.9 173.0 * 48.2

2 HZX200304A_DyCo3 Dy0.25Co0.75 8.8 1.0 9.0 Al2O3 3.2 1.0 148.5 * 73.0

3 HZX210115A_DyCo3 Dy0.25Co0.75 10.5 1.6 8.2 SiO2 4.6 0.8 223.0 * 33.6

4 HZX20220514A_TbCo3 Tb0.25Co0.75 17.1/1.4 1.6/0.5 8.0/7.5 SiO2 4.5 1.5 106.0(H) ; 26.8 (S) * 295.9

5 HZX20220817A_TbCo3 Tb0.25Co0.75 20/0.6 1.7/0.4 7.2/5.5 SiO2 4.6 0.8 120.0 (H) ;  50.7 (S) * 253.6

6 HZX210927A_YCo3 Y0.25Co0.75 8.8 1.0 6.5 SiO2 2.0 0.8 705.4 647.0 -

7 HZX210927B_YCo3 Y0.25Co0.75 19.0 1.3 6.5 SiO2 2.0 1.5 721.7 598.4 -

Table 4.1: Structural and magnetic data on amorphous Dy0.25Co0.75 and Tb0.25Co0.75 thin films.

4.3 Results

The amorphous alloys have been reported to have simple or complex hysteresis loops with an
anhysteretic component in the M(H) measurement [19, 20]. Simple loops are more common
with Dy and complex loops are more common with Tb . Some typical data are shown in
Figure 4.2. Investigations are performed for both in the following section. At both 300 K and 10
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Figure 4.2: Some representative hysteresis loops of a-Dy0.25Co0.75 (sample number 2, as labelled
in the Table 4.1) and a-Tb0.25Co0.75 (the number 5 sample) alloys. (a) DyCo at 300 K; (b) DyCo
at 10 K, (c) TbCo at 250 K; and (d) TbCo at 10 K. Note that we assumed the magnetization is
saturated at high fields, around 4 or 5 T, for all temperatures when processing the raw data from
SQUID magnetometry. This assumption is applied to the M(H) data in this chapter (Chapter
4) and the following one (Chapter 5).

K, the a-Dy0.25Co0.75 exhibits a single hysteretic behavior indicative of a homogeneous magnetic
film as seen in Figure 4.2 (a) and (b). In Figure 4.2 (b), we define two quantities which we will
follow as a function of temperature. The spontaneous magnetization Ms is the magnetization
extrapolated to zero field from the high field region. The remnant magnetization Mr is the
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magnetization remaining when the magnetic field is 0 T4.

4.3.1 Dysprosium alloys

A plot shown in Figure 4.3 of the coercivity measured from both magnetization and anomalous
Hall loops as a function of temperature shows a divergence at the magnetization compensation
temperature Tcomp. It is also supported by the fact that the sign of anomalous Hall effect
reverses below and above Tcomp. Like the magneto-optic Kerr effect, the anomalous Hall effect
is principally due to the cobalt subnetwork. The magnetic moment ∣m∣ in Bohr magnetons per
DyCo3 formula unit is measured, and the plot in Figure 4.4 considers the reversal of sign at
the magnetization compensation temperature5. The axis on the right shows the net moment
per Dy atom by assuming the contribution of the Co subnetwork remains constant at 4.9 µB

over the whole measured temperature range and fixing the net Dy moment to this value at the
compensation temperature. There is sharp up-turn of the Ms below 100 K in Figure 4.4, which
is due to the linear term in magnetization up to saturation which appears at low temperature
as shown in Figure 4.2 (b). It implies that part of the thin film undergoes spin reorientation to
in-plane below 50 K. If the remanence Mr is plotted, the Mr is almost constant below 50 K. The
Mr amd Ms values diverge significantly below 50 K when K1, the net anisotropy of the film,
is unable to maintain the magnetization perpendicular to the film plane. The bulk anisotropy
energy of the thin film, 28 kJ/m3, is deduced from the 375 mT saturation field µ0Hs in the
hard-axis magnetization curve at 300 K of the film shown in Figure 4.2 (a), by using the relation
K1 =

1
2µ0HsMs

4.3.2 Terbium alloys

The films under study are about 20 nm thick and exhibit perpendicular magnetic anisotropy.
Most of them show a sharp change of of magnetization in their hysteresis loops close to zero field.
A representative example was shown in Figure 4.2 (c) and (d). Unexpectedly, there is never any
trace of this behavior in either Hall or Kerr effect measurements of the hysteresis loops, which
are illustrated for the same film at 300 K in Figure 4.5.

Figure 4.6 plots the coercivity of a-Tb0.25Co0.75 which tends to diverge at the compensation
temperature of about 200 K, where a thermal scan at remanence crosses zero. The anhysteretic
phase (or called soft phase) has a nearly temperature-independent magnetization behavior, as
illustrated in Figure 4.7. The hysteretic phase behaves like a normal ferrimagnet with a com-
pensation temperature about 200 K, in line with the result from the thermal magnetization.
The magnetic moment ∣m∣ in Bohr magnetons per TbCo3 formula unit is measured, and the plot
in Figure 4.8 considers the reversal of sign at compensation temperature The a-Tb0.25Co0.75

(sample number 5) behaves similarly, only with a lower Tcomp of about 180 K.

4.4 Discussion

4.4.1 Dispersed moments induced by local anisotropy

Given the Co magnetic moment6 is 1.63 µB in a-YCo3 discussed in the previous chapter, this
allows us to infer the magnetic moment of Dy and Tb. From both Figure 4.4 and Figure 4.8 the

4After obtaining the density, composition, thickness sample size, we can convert the magnetization in A/m
unit into magnetic moment in µB/formula [1]. In this way, we know Ms and Mr.

5Because the Co-Co exchange interaction is stronger than the Dy-Co interaction, the magnetization of the
rare earth subnetwork falls off more rapidly with increasing temperature than that of the Co. For a certain
range of compositions, there exists a magnetization compensation temperature where those two subnetwork
magnetizations cancel each other.

6When talking about the Co, Dy and Tb magnetic moments or the magnetic moment per formula unit, such
as magnetic moment per DyCo3, we are actually referring to their thermally averaged magnetic moments.
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Figure 4.3: Coercivity for a-Dy0.25Co0.75 (sample number 2) showing a divergence at the com-
pensation temperature of 180 K. Data points at different temperature are obtained by SQUID
magnetometry or anomalous Hall effect. A polar MOKE point at 300 K is included (in blue).
There are two panels at the bottom, illustrating the anomalous Hall effect loops below and above
compensation temperature where the current used is 1 mA (current density of ≈ 1.4×107 A/m2).
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Figure 4.5: Room-temperature hysteresis loops measured (a) by SQUID magnetometry (b) by
anomalous Hall effect and (c) by polar MOKE in blue light of the same sample a-Tb0.25Co0.75

(the number 5 sample) as Figure 4.2 (c) and (d). They show no sign of any sharp increase at
remanence.

saturation magnetic moment per Dy (Tb) atom at low temperature in the amorphous alloy thin
film has a value of 7.3 µB (7.0 µB). They appear smaller than that of the trivalent Dy and Tb
ion values 10 and 9 µB [1], respectively. The measured Dy moment of 7.3 µB is comparable to
literature values, which ranges from 6.7 µB to 8.2 µB, depending on the choice of Co moment,
precise composition and sample preparation conditions [3, 21, 4].

What we plotted in Figure 4.4 and Figure 4.8 is the z-component of Dy and Tb, respectively.
Because 4f electrons responsible for magnetism are well-shielded by the 5s and 5p shells, we
expect that the at atomic level, the magnetic moment of Dy and Tb should be 10 and 9 µB,
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Figure 4.6: Coercivity for a-Tb0.25Co0.75 (sample number 4) showing a divergence at the compen-
sation temperature of 180 K. Data points are obtained by SQUID magnetometry or anomalous
Hall effect. A magneto-optic Kerr effect point at 300 K is included. The current used for Hall
measurements is 0.5 mA (current density of ≈ 7 × 106 A/m2).

respectively. The apparent difference is due to the random uniaxial anisotropy on the Dy and
Tb sites, which leads to a cone angle in the distribution of magnetic moments for Dy and
Tb. For comparison, the Gd ion moment is estimated to be 7.6 µB in a-GdCo3.5 based on the
magnetization value provided by the reference [22] if we assume the film density of 7.5 g/cm3.
The spin moment of Gd contributes 7 µB and the other 0.6 µB comes from 5d/6s conduction
electrons. Therefore, the Gd moment is antiparral to the Co moment in the ferrimagnetic
a-GdCo3.5 system.

The model for magnetism in amorphous materials was brought up by Harris, Plischke and
Zuckermann in 1973 [23]. Essentially, it is a Heisenberg model in which each spin has the
same magnitude but it is subjected to a local anisotropy field of random orientation. Using
this model, Chi and Alben conducted crucial simulations by representing spins as classical unit

110



0 5 0 1 0 0 1 5 0 2 0 0 2 5 0 3 0 00

5 0

1 0 0

1 5 0

2 0 0  A n h y s t e r e t i c  p h a s e
 H y s t e r e t i c  p h a s e

Ma
gn

eti
za

tio
n M

 (k
A/m

)

T  ( K )
Figure 4.7: Temperature dependence of magnetization in both anhysteretic and hysteretic phases
of a-Tb0.25Co0.75 (sample number 4) with the black line as an eye guide.

vectors, in the 1970s [24, 25]. At one limit when anisotropy is negligible, each spin will lie along
the exchange field from Co, and ms = m0. At the other limit, when anisotropy is infinite, each
spin can only point in either of the two directions along the local easy axis. The material is
amorphous, so all directions are equally likely for the local easy axis of any rare earth site7 and
it can be shown by integration over a hemisphere that

ms

m0
=

1
m0 ∫

π/2
0 m cos θ2πr2 sin θ dθ

∫
π/2

0 2πr2 sin θ dθ
=

1

2
∣
m=m0

(4.1)

where m0 is the atomic magnetic moment of rare earth at 0 K and ms is the value measured in a
magnetometer at low temperature in those amorphous alloy thin films such as a-TbxCo1−x and
a-DyxCo1−x. At intermediate value of anisotropy, the spins will on the average be pulled from
their easy axes the cone is narrowed by the exchange, leading to a value of ms, higher than 0.5
m0.

The complete Hamiltonian of an ion in a solid has four terms:

H =H0 +Hso +Hcf +HZ . (4.2)

H0 is responsible for the Coulomb interactions among the electrons and between the electrons
and nucleus, resulting in the total spin and orbital momenta L and S. The remaining three
terms Hso, Hcf , HZ are the spin-orbit interaction, crystal field and Zeeman terms [1]. In the
case of 4f ions, the spin-orbit interaction dominates over the crystal field and Zeeman terms.
Therefore, J is a good quantum number and the ∣J,MJ⟩-states forms a basis. Treat the two
terms Hcf and HZ on an equal footing, as perturbations to H0 +Hso:

H
′
=Hcf +HZ . (4.3)

7In principle, the local anisotropy can be calculated from a detailed structural model.
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The degeneracy of the crystal-field spectra is removed by the Zeeman energy term. In order to
analyze the non-collinearity of Dy or Tb, we require information about both the magnitude of
the random anisotropy and also the the magnitude of µ0H

R−Co
W , the R-Co exchange field acting

on the rare earth and directed along -z, opposite to the Co magnetization.
Let’s focus on the crystal field interaction first. The ’crystal field’ is adopted here even

though the rare earth atomic environment is nonperiodic, because the electrostatic field mainly
come from the surrounding charges. As a first approximation, assuming the sites with uniaxial
symmetry, we can take

Hcf = −B2Ô
0
2 = −B2 (3Ĵ2

z − J(J + 1)) (4.4)

where the Ô0
2 is the Steven operator equivalent for the diagonal term in the electrostatic

quadrupole interaction, referred to the local easy axis z′ for Dy or Tb, which makes an an-
gle with −z. We neglect the off-diagonal term Ô2

2 and assume for simplicity in discussing the
ground state that HR−Co

W and B2 have constant magnitude at every site and are independent of
temperature . A value of B2 = 1.0 K was derived from the linear low-temperature specific heat
in a-DyCu alloy [26]. A similar value of B2 was found in the spin ice material Dy2Ti2O7

8 [28].
Since the J(J + 1) is a constant, the formula 4.4 is sometimes written as −DĴ2

z , where D = 3B2.
However, the constant J(J+1) is necessary to ensure zero anisotropy at high temperatures when
∣J,MJ⟩ states are equally occupied. The uniaxial anisotropy of Dy in the ground-state doublets
∣J = 15/2,MJ = 15/2⟩ and ∣J = 15/2,MJ = −15/2⟩ is therefore 105 K, and that of Tb, which has a
larger quadrupole moment but a lower value of J2 is about 5% greater. At low temperature, the
effect of random uniaxial anisotropy of order 100 K per rare earth atom is to reduce the possible
magnetic states to just two, ∣J,MJz′⟩ along the local easy axis z′. They become random Ising

8However, in the DyCo5 compound the B2 was found to be -1.4 K [27]. The difference in sign is most likely
attributable to the distinct local environments of rare earth atoms.
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moments rather than random Heisenberg moment and much easier to order magnetically. The
exchange interaction with Co subnetwork at low temperature, however small, creates a uniform
distribution of moments within a hemisphere, which narrows to a cone as the exchange field in-
creases. When increasing temperature towards Tcomp, the magnitude of thermodynamic average
rare-earth moment < m > is reduced by thermal excitation to excited ∣J,MJz′⟩ states but the
anisotropy is also reduced by the occupation of excited states, which narrows the cone. The net
moment becomes zero in a-RCo3 when the component of the average rare-earth moment <m >

along −z falls to 4.9 µB.
The exchange field acting on the rare earth site due to Co is sufficient to increase the average

moment of the rare earth <m > along the −z-axis from 50% (as proved by formula 4.1) to about
70 % of its atomic saturation value at low temperatures (7.2 µB for Dy - Figure 4.4 and 6.8 µB

for Tb - Figure 4.8). The exchange field at the rare earth site can be considered to be composed
of two contributions, the R-R and R-Co exchange interaction [27]. Based on the mean field
analysis of M(T ) of a-DyCo3 shown in Figure 4.5, the µ0H

R−R
W = 16.5 T and µ0H

R−Co
W = 50.0

T. Another estimate of µ0H
R−Co
W is based on the difference in Curie temperature of Y2Co17 and

YCo5 and the corresponding isostructural Gd intermetallics, which are about 3 % higher [1, 29].
By assuming the same is true in a-GdCo3 and scaling by the ratio of the rare earth spins (Gd3+:
7/2; Dy3+: 5/2), the additional exchange field acting on the Co is 848 × 0.03 × 5/7 = 18.2 T,
because the Heisenberg exchange interaction depends on the spin directly. The corresponding
value of µ0H

R−Co
W is scaled by the ratio of Co to Dy moments and the ratio of Co to Dy atoms,

i.e., 2
1 ×

3
1 , which leads to µ0H

R−Co
W = 18.2 × 0.6 = 10.9 T.

We assume that the internal magnetic field experienced by the rare-earth sites, such as Dy,
due to the presence of cobalt is approximately 35 T. The direction of this field is along the z-axis
direction, i.e., the normal of thin film. We assume D to be −3 K [26] (D has an energy unit,
but it is commonly expressed in K9). At temperatures of 0 K, 100 K, 200 K, and 300 K, the
thermodynamic average of Dy’s mz (magnetic moment along the z-axis) will be 10.0, 8.0, 4.9,
and 3.3 µB, respectively. This qualitatively explains the temperature dependence of magnetic
moment of Dy when the temperature is above 100 K. The reason for the poor fit at temperatures
below 100 K is that the magnetic field generated by Co may have an angle relative to Dy’s local
easy axis for different sites. In that case, the coupling of the total angular momentum to the
magnetic field can be written in terms of ladder operators for the single ion Hamiltonian [28].
The population of ∣MJ⟩-states at different temperatures can be calculated using matrix quantum
mechanics, diagonalizing the matrix at each angle.

4.4.2 Effect of the underlayer

It was reported that an interfacial region of about 5 nm near the substrate in a-TbFeCo was
revealed by polarized neutron reflectometry, which exhibited different magnetic properties from
the rest of sample [30]. Those amorphous thin films were prepared with thickness 20 nm to 120
nm on thermally oxidized Si substrate by RF magnetron sputtering at room temperature. A 5
nm Ta capping layer was deposited on the sample to prevent oxidation. In addition, a-TbCo
thin films prepared at room temperature by using DC magnetron co-sputtering, with a thin
Ta underlayer and either a Ta or Pt overlayer showed evidence of both soft and hard magnetic
phases [19]. The soft/hard bilayer was found to arise from a growth effect that created a low-
density/hight-density bilayer. The soft phase was found be present in all thick thin films in
the region closer to the underlayer. In another study, Minghong Tang et al. reported that for
both Tb-rich and Co-rich TbCo alloy films, the perpendicular magnetic anisotropy decreased
considerably with the increase of Ta underlayer thickness [31]. Inserting a 0.3 nm Cu between
Ta and TbCo can significantly prevented the influence of Ta on Tb atoms. They also deposited
a pure Tb or Co on various underlayers and found that the Ta underlayer seriously affected the

9Formally, the D should be −3K ⋅ kB , where kB is the Boltzmann constant.
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pure Tb magnetization but not pure Co. Based on these observations, they suspected that Tb
atoms deposited on top of Ta layer tended to be partially oxidized since Ta had a good affinity
to oxygen left over in the deposition chamber.

A final point to mention is that, the a-TbxCo1−x with Ta as buffer and capping layer tends
to obtain perpendicular magnetic anisotropy more easily, measured in the MOKE over a quite
wide range 0.12≤ x ≤0.30 as reported by Yongshan Liu et al. [17]. Some effects like those in
Co/Pt might play an role here at the interface.

4.4.3 Anomalous Hall effect

The temperature dependence of Hall voltage of a-DyCo3 measured at 14 T is plotted in Fig-
ure 4.9. The sign change of Hall voltage indicates the Tcomp is about 180 K, consistent with
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Figure 4.9: Temperature dependence of Hall voltage of a-DyCo3 (sample number 2) measured
at 14 T, with examples of the Hall loops measured at temperature below and above Tcomp. The
decrease in high fields is due to the incipient spin flops. At 200 K, the incipient spin flop for Co
subnetwork is indicated by the purple arrow. Those high field measurements were performed in
a 14 T PPMS system by Ajay Jha and the current used was 1 mA (current density of ≈ 1.4×107

A/m2).

what we see before in Figure 4.3. When the magnetic field is held at 14 T, as the temperature
gets close to the Tcomp, the magnitude of Hall voltage of a-DyCo3 gradually decreases to zero.
Conversely, if the temperature is fixed, for instance, at 200 K (the Co moment is dominant), the
Hall voltage keeps decreasing after a certain field as shown in the inserted 200 K loop figure. This
behavior is attributed to the spin-flop transition10 and the corresponding field is called spin-flop

10Field induced phase transitions are traditional topics for the physics of magnetic phenomena, among which,
the spin flop transition (the formation of an angled structure at field strengths above a threshold value) is one
of the most interesting examples. Originally, the spin-flop transition was restricted to field-driven reorientation
transition in antiferromagnets. Nowadays, the spin flop was found to happen not only in antiferromagnets but
also in artificial synthetic antiferromagnets and ferrimagents [32, 33].
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field Hsf . The Dy moments are pulled towards magnetic field direction by a small angle, and
Co, being antiferromagnetically coupled to Dy, also moves away from the field direction by an
angle. As we are going to discuss in the following paragraph, the Hall signal in the a-DyCo3

system is primarily generated from Co moment. Because Hall measurement mainly probes the
z-component magnetization of Co subnetwork, the decrease of z-component magnetization of
the Co subnetwork due to the spin-flop, accounts for the reduction in Hall voltage. Therefore,
the canted Co moment is responsible for the curvature of the Hall curve above the spin-flop field.
Similar arguments can be applied when the applied field is fixed to 14 T, but the temperature is
varied. When temperatures are far away from the Tcomp, the Hsf is much bigger than the field
available in the lab. The Co moment is simply aligned antiparallel and parallel to the applied
field when temperature is far below and above Tcomp, respectively. As temperature gets closer
to the Tcomp, the Hsf is getting smaller and the applied field is able to make spin-flop transition
occur. The sequence of magnetic structures are found with increasing temperature up to 300
K in a-DyCo3 under a high field such as 10 T, as illustrated in Figure 4.10. This similar tem-

Increasing temperature 

Magnetic field

Figure 4.10: Sequence of magnetic structures are found with increasing temperature in a-DyCo3

under a high field such as 10 T. The black arrows represents the Co moment and, while the gray
ones represent the Dy moments.

perature dependence of Hall voltage at a certain field is observed in systems a-GdFeCo, as well
[34, 35]. It’s worth noting that the required magnetic field to observe a similar phenomenon in
a-GdFeCo is significantly smaller than in a-DyCo3, where it was reported that only 310 mT is
needed to observe the former [34]. This might be due to the higher anisotropy in a-DyCo3 than
that in a-GdFeCo as the Hsf is given by

Hsf =
√
HaHex (4.5)

where Ha is an anisotropy field (corresponding to the macroscopic anisotropy) and Hex is the
inter-subnetwork exchange field [36]. Bigger applied fields can flop the magnetization for tem-
peratures both below and above Tcomp, provided the net magnetization is small in a-GdCo
and in crystalline ferrimagnets with perpendicular anisotropy. A much larger field, equal to
Hex, is required to reach ferromagnetic saturation. Suppose Mα is the magnetization of either
subnetwork, the perpendicular susceptibility χ⊥ of the antiferromagnet is

χ⊥ =Mα/Hex (4.6)

so the net magnetization in an applied field H is 2MαH/Hex.
A recent study of the anomalous Hall effect in crystalline GdCo5 and GdCo3 compounds

claimed that the rare earth contribution to the AHE is not negligible [37]. Since the sign of the
AHE of pure Gd metal is negative while that of pure Co metal is positive, it possible that 5d
electrons of Gd, Tb and Dy contribute in the same sense as Co to the AHE when those rare
earth moments are coupled antiparallel to the Co. But we do not think this is an essential effect
in our amorphous alloys, for the following reason. The temperature dependence of Hall voltage
of the same sample, extracted at zero magnetic field from loops, is illustrated in Figure 4.11.
The magnetitude of the Hall voltage is quite constant below and above Tcomp, whereas the rare
earth moment falls by about 35%. Although we do not have enough data close to Tcomp, it is
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reasonable to expect that a step-like sign change should happen, as reported in other similar
systems [38].

0 5 0 1 0 0 1 5 0 2 0 0 2 5 0 3 0 0� �

� �

� �

0
2
4
6

V H
 (m

V) 

T e m p e r a t u r e  ( K )
Figure 4.11: Temperature dependence of Hall voltage of a-DyCo3 (sample number 2) extracted
from the Hall loops at zero magnetic field. Those Hall effect loops were measured in the Cryo-
magnet and the current used was 1 mA.

4.4.4 Divergence of coercivity

One of the characters of ferrimagnets, the coercivity Hc diverges near Tcomp. The coercive field
measures how easy it is to reverse the magnetization. For our samples with good perpendicular
magnetic anisotropy, there are mainly two energy terms, anisotropy energy and Zeeman energy.
The field at which the reversal of magnetization takes place relies on the competition between
anisotropy energy, which prefers to keep the moment in their current direction, and the Zeeman
energy of the net magnetization in the applied field, which tries to align the net magnetization
along the field direction. So when the net magnetization decreases (close to the magnetization
compensation point), the anisotropy energy wins and it takes a larger field to switch the magne-
tization. Quantitively, as we discuss in section 1.3.3, Hc =

2K
µ0Ms

when the applied field is along
the easy axis of uniaxial anisotropy. Since the Hc is proportional to 1

Ms
, the coercivity of the

hystersis loops increases as the saturation magnetization decreases near Tcomp [39, 40]. Being
ferrimagnetic, the a-R-T can possess a Tcomp that can be brought to the vicinity of room tem-
perature by proper choice of composition. The high coercivity field around Tcomp protects the
sample from stray magnetic field, which is useful for some applications such as magneto-optical
recording [41].

Besides magnetization compensation temperature Tcomp, we also have angular momentum
compensation temperature, at which the net angular momentum disappears. The angular mo-
mentum of Dy is 7.7 h̵ (7.5 h̵ from J and a contribution of 0.2 h̵ from the 5d/6s electrons). The
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atomic moment of Co is 1.63 µB (1.31µB spin moment and 0.32 µB orbital moment), and its
angular momentum is 0.98 h̵ per atom. Scaling the net magnetization of Dy in µB by 0.77 to
obtain its angular momentum in h̵, we estimate that angular momentum compensation, where
each subnetwork has 2.94 h̵ per DyCo3 formula unit, is close to 270 K, neglecting temperature
dependence of the cone angle. The distinct g-factors of T and R are responsible for the difference
in angular momentum compensation and magnetization compensation temperatures11.

4.4.5 Magnetically-ordered anhysteretic component silent in AHE andMOKE

To compare with Figure 4.5, a set of data of a-Y0.25Co0.75 is plotted in Figure 4.12. The maxi-
mum field available in the MOKE measurement setup is limited. Apart from this limitation, the
behavior is similar among those three measurements, SQUID, AHE and polar MOKE, demon-
strating good overall consistency12.
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Figure 4.12: Room-temperature hysteresis loops measured (a) by SQUID magnetometry (b) by
anomalous Hall effect (The current used for Hall measurements is 0.5 mA with a current density
of ≈ 7 × 106 A/m2.) and (c) by polar MOKE in blue light of a-Y0.25Co0.75 (sample number 7).

One plausible hypothesis is that the anhysteretic phase may relate to a non-conductive layer.
What could be its composition? We know EuO was the first ferromagnetic rare earth oxide to be
with a Tc = 69.3 K and magnetic moment 7.0 µB [42, 1]. Hence, one speculation is that terbium
oxides will be plausible candidates. Six terbium oxides phases whose compositions range between
Tb2O3 and TbO2 were prepared and their magnetic properties at temperature from 1.4 K to 300
K. Except for TbO1.823, the ordering is antiferromagnetic and there is no remance. In the case of
TbO1.823 with a magnetic ordering temperature 6 K, remanence up to 2 % of the magnetization
at 8 T was observed upon removal of the field [43]. The low magnetic ordering temperature
might be responsible for the upturn of magnetization when the temperature reaches 10 K as
seen in Figure 4.7. This can’t explain the appearance of an anhysteretic component at the
other temperatures. It was reported that vacancy mediated room temperature ferromagnetism
can be introduced in the Co-doped Dy2O3, where Dy2O3 by itself is a dielectric material [44].
Therefore, the Co-doped terbium oxides might exist, potentially accounting for the presence of
the anhysteretic phase throughout the entire temperature range.

The second possible explanation is the existence of Tb in the +4 oxidation state, which
then has the isoelectronic 4f7 like Gd3+. The Gd3+ is an S-state ion with L = 0 so the single
ion anisotropy is negligible. Lanthanides usually occur in the +3 oxidation state13 but Tb4+

is observed in concentrated aqueous carbonate solutions and in a few inorganic solids such as
11A correlation between those two types of temperatures is demonstrated [35].
12The magnitude of the Hall voltage is similar for 0.5 mA in a-TbCo3 (shown in Figure 4.5) and a-YCo3.

However, the Hall voltage magnitude for 1.0 mA in a-DyCo3 (shown in Figure 4.3) is more than twice that of 0.5
mA in a-YCo3. The probe current is applied along the diagonal of the samples, each approximately 5 by 5 mm2

in size, using the Van der Pauw method. Making Hall bars will enable a more accurate comparison in the future.
13Eu and Yb are exceptions, preferring the stable closed configuration 4f7 and 4f14, respectively, that corre-

sponds to divalent ionic configuration. For similar reasons, Ce prefers to adopt a Ce4+. [29].
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metal oxides [43, 45] or fluorides [46, 47]. By modifying the environment surrounding a rare-
earth ion, and consequently altering the crystal fields that affect it, it becomes possible to excite
a 4f electron into the valence shell, resulting in terbium becoming tetravalent [48].

The third one is that the sample deposited on the substrates sides, and these additional areas
with their different orientations, are responsible for the anhysteretic phase. It was reported by
Mandru et al. that a class of artifacts manifesting as soft magnetic components are evident from
magnetometry measurements of a-TbFe thin films prepared by magnetron sputtering [49]. They
show that this is not inherent to a-TbFe but is due to the manner in which the substrates are
mounted during deposition, with a material deposited at the substrate sides giving rise to this
soft material signal. They prepared three different sample configurations, i.e., mask, no mask
and cut. In our case, we mount 10 × 10 mm2 or 20 × 20 mm2 substrate in the sputtering
chamber and subsequently then cut smaller pieces. We then selected one of the pieces with
a dimension about 5 × 5 mm2 and performed all the characterizations, such as magnetization
in SQUID, MOKE and AHE. Therefore, there is a high possibility for us to choose a piece of
sample with two substrate sides deposited with material, instead of four substrate sides in the
no mask configuration studied in Mandru et al.’s work. The area of the two sides is 20 % of
the flat area of the chip since the thickness of the substrate is 525 ± 25 µm. In order to confirm
this, we selected one of the samples showing the anhysteretic component, polished the substrate
sides to remove all samples deposited onto the sides, and finally re-measured it in the SQUID, as
shown in Figure 4.13. As we can see clearly, after polishing the substrate sides, the anhysteretic
component indeed disappears. The absence of overlap between the positive and negative loops in
the right panel may be attributed to sample movement. This arises as the sample size becomes
smaller than the diameters of the mounting straw following the polishing of the substrate sides.
A more secure fix of the sample to the straw is expected to resolve the issue of non-overlap. The
saturation magnetization, measured at about 223 kA/m, remains nearly unchanged before and
after polishing the sides, providing further evidence that the anhysteretic component originates
from the material deposited on the sides.
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Figure 4.13: Room-temperature magnetization loops of a-Dy0.25Co0.75 (the number 3 sample)
measured by SQUID magnetometry before and after polishing the substrate sides. Left: In-
plane (in red) and out-of-plane (in black) measurements before the substrate sides being polished.
The anhysteretic soft component represent about 20 % of the magnetization; Right: Out-of-
plane (in black) measurement after the substrate sides being polished.

SQUID magnetometry measures everything including the samples deposited on the substrate
sides. But MOKE and AHE measurements do not. MOKE only probes a very small part of
the top surface and the AHE probes the top surface where the anisotropy is perpendicular. In
summary, the SQUID measures the top surface + sample deposited on the substrate sides, but
the MOKE and AHE only probe the top surface, which provides a reasonable explanation of the
discrepancy observed in our data as shown in Figure 4.5. Given that the substrate we employed
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has a thickness of 0.5 mm, the area of the sample deposited on the substrate sides comprises
approximately 20% of the top surface area. The ratio of anhysteretic to hysteretic part is of that
order and gets bigger when temperature deviates from the Tcomp. However, the nature of the
anhysteretic material observed in the sample deposited on the substrate sides remains unclear.

4.5 Conclusions and outlook

The magnetic ground state of a-Dy0.25Co0.75 and a-Tb0.25Co0.75 is sperimagnetic due to the
strong local random uniaxial anisotropy. More detailed quantitative analysis of the effect of the
random anisotropy is required.

In some samples, magnetic hystersis loops with anhysteretic component, which does not
appear either in MOKE or AHE. A likely explanations is that this discrepancy is due to the
material sputtered on the substrate sides.

It will be beneficial to fabricate Hall bars for simultaneous measurement of Hall voltage and
imaging of the domains by polar MOKE. If possible, combing Hall measurement and XMCD
will be even better, in which we could get a better understanding of the relation between mag-
netization behavior of the two subnetworks and Hall voltage. It is important to exercise caution
during the deposition of thin film samples to prevent them from being over-deposited onto the
substrate’s sides.
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5 Single pulse all-optical partial switching in
amorphous TbxCo1−x and DyxCo1−x

When you do some mountaineering ... you sometimes ... want to climb
some peak but there is fog everywhere ... you have your map or some
other indication where you probably have to go and still you are
completely lost in the fog. Then ... all of a sudden you see, quite
vaguely in the fog, just a few minute things from which you say, "Oh,
this is the rock I want."

Werner Heisenberg

5.1 Background and motivation

In spin electronics, over the last decade, the manipulation of magnetization in thin films without
the need for an external magnetic field has garnered significant interest. Traditional approaches
rely on external directional stimuli like pulsed magnetic fields or spin-polarized currents, but
these methods are limited to timescales of approximately 100 ps [1]. However, the groundbreak-
ing work by Beaurepaire et al.demonstrated that single ultrafast laser pulses with durations on
the order of 100 fs can demagnetize a nickel film in about a picosecond [2]. Building upon this,
Ostler et al. demonstrated that single-pulse all-optical thermal switching (SP-AOS) in ferri-
magnetic amorphous GdFeCo films with an atomic Gd concentration of approximately 25% [3],
whereby the magnetization toggles between two oppositely oriented states following each single
shot of a femtosecond laser pulse. Subsequent studies extended the observation of SP-AOS to
other Gd-based thin film systems [4, 5]. Crystalline Mn2RuxGa was the first non-Gd based
ferrimagnetic films to show this effect [6, 7], where Banerjee et al. have shown that re-switching
is possible after only 10 ps [8].

Gd3+ has 7 4f electrons and is a spherically symmetric ion. a-GdFeCo is ferrimagnetic because
of the negative rare-earth (R) transition-metal (T) exchange interaction1 . However, for a-R-T
alloys with non-spherical R ions, such as a-TbCo and a-DyCo, the random local electrostatic
field created by the environment acts on the non-spherical 4f charge distributions, which creates
random local anisotropy. It influences the orientation of R moments. At low temperature, the
contribution of R to the ferrimagnetic magnetization is much reduced because the Dy or Tb
subnetwork moments are distributed at random in a cone [9].

After the discovery of SP-AOS in a-GdFeCo, a lot of efforts were made to look for this effect
in other systems with a different rare earth element, with very little success. Films of a-TbCo
were shown to have multi-pulse helicity-dependent AOS when the atomic ration of Tb is about
25% [10, 11, 12]. It was claimed that film thickness and the size of laser spot in relation to domain
size are necessary conditions for the effect to occur [11]. A series of a-Gd0.22−xTbxCo0.78 alloys,
from x = 0 to 0.18, were demonstrated to exhibit SP-AOS [13]. A study by Liu et al. utilized
two-wire gold nanoantennas placed on a-Tb0.17Fe0.72Co0.11 thin films in order to enhance the
near-field of the laser pulse, which helps to reversibly switch single 50 nm domains [14]. Besides,

1It is worth noting that the prefix ’a-’ denotes an amorphous alloy.
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SP-AOS in Tb/Co multilayers electrodes in a magnetic tunnel junction was established, but the
system studied was not an amorphous alloy [15].

Based on these works, we decided to examine a-TbxCo1−x and a-DyxCo1−x alloys with x
about 0.25 for the apperance of SP-AOS and hints of the effects of local random anisotropy,
looking for a better understanding of of this phenomenon.

5.2 Methodology

Thin films samples a-TbxCo1−x and a-DyxCo1−x were made by using the co-sputtering method
as described previously. X-ray diffraction was performed to confirm they are amorphous as
usual. X-ray reflectivity was used to measure the thickness, roughness and density of main
layer and capping layer. The SQUID magnetometer was used to measure magnetization and
hysteresis. Both types of films studied here show perpendicular anisotropy. Hysteresis was also
measured in our Evico MagneticsTM magneto-optical Kerr (MOKE) microscope in blue light and
by anomalous Hall effect. Structural and magnetic information on five representative samples
is listed in Table 5.1.

13

Number Sample Code Thickness (nm) Roughness (nm) Capping layer Tcomp (K) Ms @ RT (kA/m) Hc @ RT (mT)

1 HZX210520A_TbCo3 20 0.8 Al2O3 (1.7 nm) < RT 240 44.3

2 HZX210520C_TbCo4 19.5 0.7 Al2O3 (1.7 nm) 20 389 49.6

3 HZX200304A_DyCo3 8.8 0.9 Al2O3 (3.1 nm) 180 161 52.5

4 HZX201022B_DyCo3 10.3 1.2 SiO2 (3.3 nm) 180 175 35.0

5 HZX201020A_DyCo3 11.6 1.0 SiO2 (2.7 nm) > 320 86.6 90.0

Table 5.1: Characteristics of the representative a-TbxCo1−x and a-DyxCo1−x samples. Magnetic
values are at 296 K except that the number 5 sample was measured at 320 K. Up to 320 K, no
magnetization compensation was observed since the Dy target current for this sample is higher
than that used for the number 3 and 4 samples. The number 5 sample might have a high
compensation temperature or may not be compensated.

For the single-pulse all-optical switching experiments, we used a Ti-sapphire laser seeding
a 1 kHz amplifier with a Q-switched cavity. Their central wavelength was 800 nm and the
pulse duration was about 200 fs. The laser can be operated in single pulse or pulse train
mode at a repetition rate of 1 kHz. We selected samples with reasonable coercivity fields
(easily saturated by a hard magnet with a 0.5 T field on the surface) and good perpendicular
magnetic anisotropy. Initially, the samples were saturated by a cubic magnet with 0.5 T field
on the surface. Subsequently, the sample was mounted onto an XYZ linear translation stage,
and the magnet was placed in a safe location away from the sample. Throughout the all-
optical switching experiment, no external magnetic field was applied. Finally, laser pulses were
emitted. We systematically irradiated different regions of the samples with sequences of one to
ten pulses, as depicted in the top figure of Figure 5.1. Additionally, we performed another type
of optical experiment by sweeping 1 kHz laser pulses across the sample surface, as illustrated in
the bottom figure. The other steps are the same as what described for single-pulse all-optical
switching experiment. The experimental set-up is discussed in 5.3.3.

Absolute calibration of the laser fluence is essential for quantitative studies of the light
interaction with materials. In this work, a technique known as the Liu method was used to
calibrate the laser beam spot size [16]. It is very convenient and accurate to use in situ.
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1 pulse       2 pulses     3 pulses     4 pulses 

Sweeping 1 kHz laser pulses 

Figure 5.1: Two types of optical switching experiments. Top: single pulse all-optical switching
where different regions are shot with different numbers of pulses. Bottom: sweeping the 1 kHz
laser pulses across the sample surface.

The main procedure for this is described below:

1. A series of single pulses with increasing pulse fluence was shot onto the saturated thin
films. Record the laser fluence for each pulse. The initial sample preparation follows the
previously described procedure.

2. Image the switched domains by polar-MOKE. Note that some regions might not show any
indication of switching if the laser pulse fluence was lower than the threshold fluence value.

3. Measure the total area within the contour of switched domains. It can be measured either
manually using software ImageJ software or by utilizing a Python-based detection program
written by myself.

4. Make a table with two columns, the first one for the fluence of the single pulse and the
second one for the measured total area.

An example is shown in Figure 5.2. The fluence of single pulse increased from 0.096 µJ to
0.614 µJ and the corresponding total area increased.

0.096 µJ 0.112 µJ 0.186 µJ 0.376 µJ 0.614 µJ

Figure 5.2: Polar MOKE images of switched domains of the a-Dy0.25Co0.75 (the number 4
sample) film with increasing pulse fluence from the left to right. The fluences are noted at the
top left of each image. The total area is measured manually by using ImageJ within the contour
(yellow dashed line).

The data of pulse fluence and the total area within the contour of switched domains is
tabulated in the Table 5.2.

The formula used to fit the data is shown below

A = A0 ⋅ ln(
E

Et
) (5.1)

where A represents the total area within the contour of switched domains, A0 is the laser beam
spot size within 1/e intensity profile, E refers to the fluence of each single pulse and E0 is the
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Pulse energy (µJ) Total area (µm2)
0.096 593
0.112 1074
0.186 2544
0.376 4537
0.614 6309

Table 5.2: Pulse fluence vs total area within the contour of switched domains.

threshold fluence where switched domains become visible. There are two parameters to be fitted,
A0 and E0. An example of this is plotted in Figure 5.3 using the data from a-Tb0.25Co0.75 (the
number 1 sample) thin film. Having the fluence of each pulse and the fitted laser spot size A0
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1 0 0 0
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3 0 0 0
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L a s e r  s p o t  a r e a :  3 0 2 5 . 6  µm 2

T h r e s h o l d  e n e r g y :  0 . 0 8   µJ

Figure 5.3: Liu method used for calibrating the laser beam spot size. The measured data
are depicted in red, following the description provied in the main text. The fitting curve is
represented by the black line. The two fitted parameters A0 and E0 have values of 3025.6 µm2

and 0.08 µJ, respectively.

enables us to know the fluence of each single pulse. Further discussions are given in the following
sections.

The X-ray magnetic circular dichroism photoemission electron microscopy (XMCD-XPEEM)
experiment was performed at UE49 PGM SPEEM beamline at BESSY II Synchrotron facility
in Helmholtz-Zentrum Berlin by Katarzyna Siewierska. At typical working conditions of the
microscope the field of view is about 3-10 µm. The spectral range covers extends from 80 to
1800 eV. The absorption of the X-ray beam results in the emission of photoelectrons from the
sample which is under the influence of an accelerating voltage of 10 keV between the sample and
the objective lens. After passing through a series of projective lenses and a hemi-spherical energy
analyzer with an energy resolution less than 0.2 eV, the lateral distribution of secondary electrons
is imaged on a screen. Magnetic images are recorded at Co L3 absorption edge, utilizing the
XMCD for left and right circularly polarized X-rays. The resulting contrast is proportional to the
scalar product of the local magnetization and the incoming X-ray wave vector, that is, the more
parallel the magnetization is to the X-ray wave vector, the brighter the contrast. Since the X-ray
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is incident at 16○ with respect to the surface, the in-plane components of magnetization has a
stronger contrast compared with the out-of-plane component of magnetization. The sample was
excited by laser pulses from a Femtolasers Scientific XL Ti:sapphire oscillator set to about 100
fs temporal width. The laser can be operated in single pulse or pulse-train mode at a repetition
rate up to 1.25 MHz. A Femtolasers Pulsfinder was used to deliver single laser pulses to the
sample. The linearly laser pulses with a central wavelength of 800 nm were sent onto the sample.
The laser spot size was 290 µm2, with an elliptical shape due to the laser beam’s incident angle
of about 10○ with respect to the surface. The X-ray beam was continuously used for imaging
during the delivery of the single laser pulses.

5.3 Results

5.3.1 XRD, XRR and AFM

Figure 5.4 displays the X-ray diffraction measurements, revealing distinct peaks attributed to
the silicon substrate, including a broad (002) peak resulting from stacking faults in the Si. By
analyzing small angle X-ray reflection, the film thickness and density values were determined.
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Figure 5.4: (a) X-ray diffraction, (b) x-ray reflectivity, and (c) AFM characterization of the
Tb0.25Co0.75 (sample number 1) film. The area in (c) is 5×5 µm2.

5.3.2 MOKE and AHE

The samples used for all-optical switching, preferably exhibit perpendicular magnetic anisotropy.
This was checked by using room-temperature hysteresis measured by polar MOKE and anoma-
lous Hall effect as presented in Figure 5.5. They have a coercive field around 50 mT and are
easily saturated by a hard magnet. The square loops ensures that the remnant magnetization is
close to the saturation magnetization. Those are all desired properties for single pulse all-optical
switching experiments.

5.3.3 Single pulse all-optical switching

There are main 4 types of behavior based on the response to different laser fluences as shown in
Figure 5.6.

When the fluence is too low, no magnetic contrast could be detected by MOKE. When the
fluence was increased to 3.2 mJ/cm2, the single-pulse partial all-optical switching occurs as
shown in Figure 5.7. A significant portion of the central region did not exhibit switching based
on the polar MOKE imaging. However, since the polar MOKE imaging was conducted after the
SP-AOS experiment, which typically took more than 10 minutes due to the need to transport
the sample to another lab for the polar MOKE measurement, it remains unclear whether these
regions might have initially switched but subsequently switched back, or if switching simply
did not occur in those regions. Now, after further increasing the fluence of laser pulse to 7.0
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Figure 5.5: Room-temperature hysteresis loops measured for a-Tb0.25Co0.75 (the number 1 sam-
ple) by polar MOKE in blue light (a) and anomalous Hall effect (b) and for Dy0.25Co0.75 (the
number 4 sample) (c) and (d).

High (anisotropy changed)

Medium (partial switching with multi-rings)

Low (many tiny isolated domain)

Too low (no magnetic contrast change from the MOKE)

Fluence

Figure 5.6: Four responses to different laser pulse fluences.

mJ/cm2, a new phenomenon occurred, a ringlike domain patterns appeared which can be seen
clearly in the first pulse image in Figure 5.8. When the fluence reached 9.3 mJ/cm2, the very
center part of the laser spot got a different contrast under polar MOKE as shown in Figure 5.9.
At first sight, it seemed that it was in demagnetized state since the high fluence might have
heated the system up to the Curie temperature. But as will be shown in the discussion section,
this is not the case. The anisotropy of that region indeed changed from perpendicular magnetic
anisotropy to in-plane anisotropy as proved by combining polar MOKE and pure longitudianl
MOKE together. A natural thing to do was to increase the laser fluence further, seeing whether
the region of changing anisotropy got bigger or not. It was indeed confirmed to be as expected,
as presented in Figure 5.10. From 7.0 mJ/cm2 to 14.6 mJ/cm2, the region where the change of
anisotropy happens gets bigger. This change is permanent, which means that once it occurs, it
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1 2

3.2 mJ/cm2

0

3.2 mJ/cm2

Figure 5.7: Polar MOKE images of films of Dy0.25Co0.75 after a sequence of 200 fs laser pulses
with a fluence of 3.2 mJ/cm2. The number of pulses is indicated on the figures. The scale bar
is 50 µm.

7.0 mJ/cm2

1 20

7.0 mJ/cm2

Figure 5.8: Polar MOKE images of films of Dy0.25Co0.75 (the number 5 sample) after a sequence
of 200 fs laser pulses with a fluence of 7.0 mJ/cm2. The number of pulses is indicated on the
panels. The scale bar is 50 µm.

1 2

9.3 mJ/cm2

0

9.3 mJ/cm2

Figure 5.9: Polar MOKE images of films of Dy0.25Co0.75 (the number 5 sample) after a sequence
of 200 fs laser pulses with a fluence of 9.3 mJ/cm2. The number of pulses is indicated on the
panels. The scale bar is 50 µm.

is unable to recover back to initial state where anisotropy is along the normal direction of thin
film. In a word, it seems that there exist 3 different threshold fluence values for the switching
behaviors, appearance of switching, appearance of ringlike domains pattern and appearance of
permanent change of anisotropy.

Having talked about the fluence dependence of the ring-like switching behavior, it is helpful
to look into switched domains at the low fluence, where no ringlike domain appears, as depicted
in Figure 5.11. Those regions were systematically irradiated with with sequences of one to six
pulses and then measured in the polar MOKE microscope. After an initial, nearly complete
switch with the first pulse, the contrast between subsequent pulse pairs is reduced. The toggle
switching was still evident after six pulses, but the differential diminishes with successive shots.
A detailed analysis of higer-magnification (12-bit greyscale) images were recorded as shown in
Figure 5.12. A biquadratic polynomial is used to flatten the background away from the region
of interest. The normalization is performed based on the remnant state of the initial outwardly
magnetized film, with an accuracy within 5 %. Histogram distributions of the local normalized
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Figure 5.10: Polar MOKE images of films of Dy0.25Co0.75 (the number 5 sample) after a sequence
of 200 fs laser pulses with fluences of 11.9 and 14.6 mJ/cm2. The number of pulses is indicated
on the panels. The scale bar is 50 µm. The region where anisotropy changes from out-of-plane
to in-plane is indicated by a yellow circle.

3.7 mJ/cm2

6.1 mJ/cm2

13.5 mJ/cm2

9.8 mJ/cm2

(b) 

(a) 

Figure 5.11: Polar MOKE images of films of (a) a-Tb0.25Co0.75 (the number 1 sample) and (b)
Dy0.25Co0.75 (the number 4 sample) after a sequence of 200 fs laser pulses. The number of pulses
is indicated on the panels. The fluences are noted at the beginning of each sequence. The scale
bar is 50 µm.

mz data are constructed from the greyscale distributions within elliptical regions of interest that
are fully located within the irradiated spots. Figure 5.12 (b) illustrates the distributions for the
undisturbed region (0 shot) and after the first 1-3 shots. The peak of magnetization distribution
is shown in Figure 5.12 (c), where the error bars denote the positive and negative half widths
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Figure 5.12: (a) MOKE images of a-Tb0.25Co0.75 (the number 1 sample) film obtained after a
sequence of 200 fs laser pulses. The scale bar is 50 µm. (b) The domain size distribution of the
a-Tb0.25Co0.75 magnetized film, and after 0–3 pulses (c) The normalized fractions of outwardly
or inwardly magnetized domains of a-Tb0.25Co0.75 after 0–10 pulses. (d) Switching measured for
a-Dy0.25Co0.75 (the number 4 sample) film irradiated with different laser fluences.

at half maximum of the distributions. 75 % of the domains are switched by the first pulse and
only 10 % is being reversed after ten pulses. The average isolated domain size is 0.7 ± 0.3 µm.
In Figure 5.12 (d), the switching of a-Dy0.25Co0.75 sample with 4 various fluences. In each case,
the outmost contour of the switched domains are analyzed, as indicated by yellow dash lines in
the Figure 5.2.

5.3.4 XMCD-PEEM

The X-ray absorption spectroscopy (XAS) of a-Dy0.25Co0.75 around Co L2,3 edge (2p-3d) and
Dy M4,5 edge (3d-4f) was measured respectively, as plotted in Figure 5.13. For the Co L2,3 edge
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Figure 5.13: Room temperature X-ray absorption spectroscopy (XAS) of a-Dy0.25Co0.75 recorded
at the Co L2,3 edge (left) and DyM4,5 (right) edge respectively. The peaks from the left, marked
in red dash lines, correspond to transitions with ∆J = +1,0,−1, respectively [17, 18, 19].
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XAS spectra, the spin-orbit split L2 and L3 features are separated by an energy of 15.2 eV. The
L3 main peak occurs at an incident photon energy of 777.9 eV and L2 main peak is observed at
an incident photon energy of 793.1 eV. Regarding the Dy M4,5 edge XAS spectra, the spin-orbit
split M4 and M5 levels are separated by about 33.8 eV. The M5 main peak is observed at an
incident photon energy of 1291.7 eV with additional features at 1287.9 and 1290.1 eV. The M4

main peak occurs at an incident photon energy of 1325.5 eV. Although XAS spectra contain
chemical state information, in our case, it is not possible for us to ascertain whether the Dy
rare earth element is oxidized or not in our sample structure. The Dy edges are not affected
by oxidation and the oxygen K edges can not be used to distinguish between oxidized Dy and
capping layer Al2O2 [20].

Figure 5.14 (a)-(c) present the XMCD-PEEM images after 0-2 laser pulses (35.9 mJ/cm2) at
300 K, respectively2. For the 0 pulse, i.e., without any irradiation, the non-uniform contrast is

(a)    (b) (c)

(d)    (e) 

Figure 5.14: XMCD-PEEM image of a-Dy0.25Co0.75 (the number 3 sample) film showing single
pulse partial all-optical switching at 300 K. (a)-(c) correspond to states after 0-2 pulses with a
fluence 35.9 mJ/cm2, respectively. (d) displays the difference image obtained by subtracting the
image captured after pulse 1 from the image after pulse 0. Similarly, (e) shows the difference
image obtained by subtracting the image after pulse 2 from the image after pulse 1. The magnetic
images were recorded at Co L2,3 absorption edge, exploiting the XMCD for x circularly polarized
X-ray. The scale bar is provided in the axis ticks.

attributed to the fact that remnant magnetization is smaller than saturation magnetization after
the out-of-plane saturation field is removed. The magnetization loop is shown in Figure 5.15.

A single laser pulse switches most of the magnetic domains, which is consistent with what
we observed in the data of last section by blue polar MOKE. Before we discuss the difference
images, it is good to clarify the meaning of colorbar first. We assume that the local magnetization
pointing up has a higher greylevel in the XMCD-PEEM images such as Figure 5.14 (b), while
those pointing down have a lower greylevel. In total, there are four different switching possibilites
as listed in Table 5.3. For instance, if the magnetization of a domain points down after (N − 1)

2Here, the fluence is much higher than that used in our own lab experiments because of the different reflectivity
due to the different incident angles of laser pulses. In our own lab, the incident laser pulse is perpendicular to the
sample surface, but in the XMCD-PEEM experiment, the incident angle is only 10 ○ with respect to the surface.
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Figure 5.15: Room-temperature magnetization hysteresis measured for the a-Dy0.25Co0.75 (the
number 3 sample) film used for XMCD-PEEM experiment.

pulses, it can either be switched or unswitched in the N th pulse. If it is switched to point up,
it will have a red color in the difference image. If it remained the same, it will have a light red
or blue color. Some variation of X-ray intensity or vibration of samples might contribute to the
the light red or blue even some domains remain unchanged.

Local M @ (N-1) pulses Local M @ N pulses Change of M
↓ ↑ Deep Red
↑ ↓ Deep Blue
↑ ↑ Light red or blue
↓ ↓ Light red or blue

Table 5.3: Meaning of colorbar in the difference images. Assume that the local magnetization
pointing up has a higher greylevel in the XMCD-PEEM images. Switching from down (up) to
up (down) will have a deep red (blue) color in the difference image. For those domains with no
or little change of magnetization, they will show a light red or blue color in the difference image.
Here the symbols ↑ and ↓ represent that the local magnetization of domains points up and down
in respect to the sample surface, respectively.

Figure 5.14 (d) and (e) further confirm that the observed phenomenon corresponds to single
pulse partial switching. Those switched domains are almost connected with each other in the
first pulse as seen in Figure 5.14 (d). A second laser pulse is sent to the same sample region3 and
the switching pattern changes. By comparing (d) and (e), it can be noticed that some switched
regions in the first pulse do not go on switching while other switched regions do switch back in
the second pulse. Similarly, some unswitched regions in the first pulse switch while the other
unswitched regions remain unswitched in the second pulse. It shows that the switching occurs
randomly in the a-Dy0.25Co0.75 at 300 K.

The same experiment is executed at a lower temperature of 180 K, close to the magnetization
compensation temperature, as shown in Figure 5.16. The laser beam size is 290 µm2, much

3In the XMCD-PEEM experiment, the same region of the sample was utilized for a sequence of laser pulses at
each temperature. It is different from what we did in our own lab for SP-AOS experiment, as shown in Figure 5.1.
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(a)    (b) (c)

(d)    (e) 

Figure 5.16: XMCD-PEEM image of a-Dy0.25Co0.75 (the number 3 sample) film showing single
pulse partial all-optical switching at 180 K. (a)-(c) correspond to states after 0-2 pulses with
a fluence 35.9 mJ/cm2, respectively. (d) displays the difference image obtained by subtracting
the image captured after pulse 1 from the image after pulse 0 (no irradiation). Similarly, (e)
shows the difference image obtained by subtracting the image after pulse 2 from the image after
pulse 1. Magnetic images were recorded at Co L2,3 absorption edge, exploiting the XMCD for
x circularly polarized X-ray. The scale bar is provided in the axis ticks.

bigger than the size of field view about 3 − 10 µm. The XMCD-PEEM is taken around the
edge threshold fluence, which accounts for why less than half of the regions experience effective
irradiation. Similar behavior is observed.

When the temperature is lowered down to 120 K, almost double the fluence is needed to
achieve a similar switching behavior, as illustrated in Figure 5.17. It proves that the single pulse
partial switching is possible both above and below the compensation temperature of about 180
K.

5.3.5 Growth of magnetic domains with a swept pulsed laser beam

The phenomenon to be discussed was initially observed due to an accident. The sample was
prepared as described previously, firstly being saturated by a cube magnet with a projected
field of 0.5 T. After being mounted onto the translation stage, the train of 1 kHz laser pulses
was swept across the sample surface along the yellow dash line in order to make a marking
point before the SP-APS experiment was done4. To our surprise, several very interesting things
happened, as illustrated in Figure 5.18. The laser fluence used for this was estimated to be
about 8 mJ/cm2. The irregular shapes observed in the sample were a direct consequence of
manually operating the translation stage to move the sample. As we can see, there are many
tiny domains nucleated with size about 1 µm around the yellow dashed line swept path. At the
three turning points, denoted by red dashed ellipses, there was a significantly higher number of
laser pulse shots since the time spent there was longer. The domains began to grow bigger, with

4Just to clarify, while the laser remained fixed, we moved the sample, which was mounted on a translation
stage, to achieve a sweeping motion of the laser pulses across the surface. The term ’sweeping train of laser
pulses’ is used for convenience to describe this process.
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(d)    (e) 

Figure 5.17: XMCD-PEEM image of a-Dy0.25Co0.75 (the number 3 sample) film showing single
pulse partial all-optical switching at 120 K. (a)-(c) correspond to states after 0-2 pulses with
a fluence 69.0 mJ/cm2, respectively. (d) displays the difference image obtained by subtracting
the image captured after pulse 1 from the image after pulse 0 (no irradiation). Similarly, (e)
shows the difference image obtained by subtracting the image after pulse 2 from the image after
pulse 1. Magnetic images were recorded at Co L2,3 absorption edge, exploiting the XMCD for
x circularly polarized X-ray. The scale bar is provided in the axis ticks.

size up to about 7µm. All linear polarized, right circularly polarized and left circularly polarized
1 kHz laser pulses were executed and the same phenomena were observed, which means that the
phenomenon was independent of the polarization of the laser beam. Regarding the outermost
left red ellipse region, initial nucleation of tiny domains occurred during the sweeping of the
pulsed laser beam. Subsequently, these tiny domains began to grow larger after the laser beam
remained there for 2 seconds before being turned off. One might question why the domains
closer to the center of the pulsed laser did not exhibit similar behavior. The reason is that they
were continuously undergoing switching, as the fluence at that location reached the threshold of
SP-AOS. The 200 fs laser pulse did not allow these domains to grow sufficiently.

In order to obtain more details about the sweeping speed effect on magnetic domain growth
and size distribution, the same sample, whose result has been shown in Figure 5.18, was mounted
onto a programmable translation stage in order to control the sweeping speed accurately. Fig-
ure 5.19 shows that a domain size distribution in the lateral direction. Visually, it can be seen
that closer to the middle of pulsed laser beam, the domain size appears to be smaller. Addition-
ally, due to the higher fluence of 14.6 mJ/cm2, the anisotropy in the middle part of the laser
pulsed beam was changed towards to in-plane, as previously mentioned in the SP-AOS results.
Since the track is symmetric, it is safe to focus on the top part to do this analysis. Therefore, a
detailed image analysis of the region inside the blue box is performed in order to obtain a quan-
titative investigation on the domain size distribution, as illustrated in Figure 5.20. The image in
grey scale was first converted to black-white image (binary image). Fourier analysis is executed
to analyze the switched domain sizes at the different locations indicated by the green lines. The
bottom two figures are the analysis results corresponding to the top two figures, respectively.
It can be seen that, the spatial frequency of the peak in the bottom left figure is smaller than

136



Big Domain ~7 µm
Small Domain < 1 µm 

.

Figure 5.18: The nucleation and growth of magnetic domains was observed by sweeping a 1 kHz
pulsed laser beam along the yellow dash line across the surface of the Dy0.33Co0.66 (the number
5 sample) thin film, which exhibits a magnetization compensation temperature of approximately
350 K, a coercivity of 90 mT at room temperature, and an easy axis of magnetic anisotropy
perpendicular to the surface. The laser beam finally stopped at the yellow circle and the time
spent there was about 2 seconds. The turning points, where a significantly higher number of
laser pulses were concentrated, are indicated by red dashed ellipses. The laser fluence used was
estimated to be about 8 mJ/cm2.

25 µm/s
40 shots/µm
14.6 mJ/cm2

Laser Beam Sweeping Direction 

Changed to In-plane Anisotropy

.

Figure 5.19: A 1 kHz pulsed laser beam with a fluence of 14.6 mJ/cm2 was scanned from left
to right of the Dy0.33Co0.66 (the number 5 sample) thin film. The initial magnetization was
saturated out of plane, represented by the purple symbol at the top left. The sweeping speed
was 25 µm/s, which is equivalent to 40 laser pulse shots over a distance of 1 µm.

that in the bottom right figure. The smaller the spatial frequency, the bigger the domain size.
It means that the region farther away from the pulsed laser beam has bigger magnetic domains.
However, the domains were being continuously switched at the region closer to the pulsed laser
beam, as explained earlier.
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Figure 5.20: Fourier analysis of the binary magnetic domain images of the Dy0.33Co0.66 (the
number 5 sample) thin film. The green lines indicates the locations, where the Fourier analysis
is performed. The bottom left image shows the analysis result of the region (further away the
sweeping pulsed laser beam) denoted in the top left image, while the bottom right image displays
the analysis result of the region (closer to the sweeping pulsed laser beam) denoted in the top
right image.

5.4 Discussion

5.4.1 Anisotropy

It is well known that amorphous R-T thin films show a strong perpendicular anisotropy for a
certain range of compositions [10]. However, since its discovery in sputtered GdCo films, many
different ideas were brought up. One of them is related to the columnar microstructures [21].
But this seems unlikely to be the main reason here since we noticed that many thin films samples
a-TbxCo1−x capped with a layer of Al2O3 or SiO2 about 3 nm thick lost their perpendicular
magnetic anisotropy within one or two weeks. The samples were stored at room temperature
under normal atmospheric conditions. If the formation of columnar microstructures during thin
film deposition is the primary factor, it would not be anticipated that these microstructures
would undergo significant changes or relaxation within such a short time scale. In contrast to
the microstructure mechanism, a generic source of perpendicular magnetic anisotropy is shown
that the magnetic dipolar energy of antiparallel dipoles in the surface layers contributes to the
intrinsic uniaxial perpendicular anisotropy [22]. Its idea is very elegant as shown in Figure 5.21.
An amorphous R-T film consists of two different kinds of magnetic ions. The exchange integrals
are positive for R-R and T-T pairs and negative for R-T pairs. It results in a parallel alignment
for the same type of dipoles and an antiparallel alignment for the different types of dipoles. Let
us consider the magnetic dipolar energy of antiparallel pairs first, i.e., the R-T pairs, as shown in
Figure 5.21 (a) and (b). In Figure 5.21 (a) the dipoles are perpendicular to the bond connecting
the atomic centers while in Figure 5.21 (b) the dipoles are parallel or antiparallel the bond. The
dipolar interaction energy of two magnetic dipoles mi and mj separated by rij is given by

Eij = 1/r3
ij[mi ⋅mj − 3/r2

ij(mi ⋅ rij)(mj ⋅ rij)] (5.2)

The dipolar energy E⊥,ap = −mRmT /(rR + rT )
3 for the case in Figure 5.21 (a) and E∥,ap =

2mRmT /(rR + rT )
3 for the case in Figure 5.21 (b), where mR and mT are the magnitudes of
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Figure 5.21: Typical magnetic arrangements of dipoles. (a) the two antiparallel dipoles are
perpendicular to the bond connecting the atomic centers, (b) the antiparallel dipoles are parallel
or antiparallel the bond, (c) the two parallel dipoles are perpendicular to the bond, (d) the two
parallel dipoles are parallel or antiparallel the bond. In each case, the direction of dipoles can
be reversed together, but this will not change the interaction energy between them.

magnetic moment of R and T respectively. This indicates that antiparallel dipoles prefer the
orientation perpendicular to the bond. At the interface between the capping layer and main
layer a-TbxCo1−x or a-DyxCo1−x, there are more in-plane bonds at the surface. Because of
this, the antiparallel pairs at the interface tend to orient perpendicularly to the film plane.
For the cases in Figure 5.21 (c) and (d), the dipole interaction energies are E⊥,p = m2

i /r
3
i and

E∥,p = −2m2
i /r

3
i where i = R,T . They tend to orient in the plane, giving a negative contributions

to perpendicular anisotropy. However, we should expect that R and T should tend to mix with
each other since there a lot of compounds in their binary phase diagrams such as Tb-Co and
Dy-Co. The number of R-R and T-T pairs should be much fewer than that of R-T pairs. The
contribution from R-T should play a dominant role, which helps to build up the perpendicular
magnetic anisotropy.

Another fact helps to support this idea is illustrated in Figure 5.22. This image was taken
by a normal optical microsope with unpolarized light, which means there is no magneto-optics
effects like Kerr effect here. The green regions were the marking points, over which the laser
beam was swept with 1 kHz frequency. The time interval is about 1 s so about few thousand
pulses landed there. A huge amount of heat was produced there. The rare earth elements are
very sensitive to oxygen and can easily be oxidized.

Therefore, one possible explanation for the green color is the oxidation of the rare earth
element Dy. If looking at it closely and carefully, contrast can be seen for the spots indicated
by red arrows. Those spots were shot by laser pulses with increasing numbers from the left to
right. The contrast increases with increasing pulse numbers but still much weaker than that in
the marking region, since the pulse numbers are much smaller. The contrast is attributed to the
change of reflectivity of those irradiated spots. The oxidation of Dy is again one possible reason.
In a previous study, it was reported that the oxygen K-edge was detected in the region where a
single pulse of about 120 mJ/cm2 was applied deliberately [23]. In that work, Ta(1nm)/Ru(1nm)
were used as a capping layer. They speculated that the oxygen peak originated mainly from
oxidized capping layers. Besides, they also checked the region after 1,000,000 pulses of 10-25
mJ/cm2 but no change in the electronic states of oxygen was found. In our case, Al2O3 or
SiO2 were used, the capping layer seems to play an important role for the different behavior. A
further comprehensive investigation is needed.

The oxidation of the rare earth element in the top layer can reduce the pair number of R-T,
therefore the perpendicular magnetic anisotropy is much reduced or even disappears based on
the argument given above. It was reported that the perpendicular anisotropy was destroyed by
1 − 2 at. % oxygen [24]. The reduction of perpendicular anisotropy in regions under irradiation
was indeed confirmed by measuring the hysteresis loops from longitudinal and polar MOKE
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Figure 5.22: Optical microscope images of a-Dy0.25Co0.75 (sample number 3) thin film after
SP-AOS experiment. The blue arrow indicates the marking points, representing the beginning
of the SP-AOS experiment. The four red arrows indicate the 4 different spots after being shot
with increasing number of laser pulses from the left to right.

magnetometry, as presented in Figure 5.23. The figure on the left shows a hysteresis loop
measured by polar MOKE of an unirradiated region. The squareness of the loop clearly shows
the perpendicular magnetic anisotropy of this thin film sample. For a region after irradiation of
a single pulse, the anisotropy is clearly changed towards to in-plane as shown by the middle and
right figures, measured by polar MOKE and pure longitudinal MOKE respectively.
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Figure 5.23: Room-temperature hysteresis loops measured by MOKE for the unirradiated and
irradiated regions of the a-DyCo3 (the number 5 sample) thin film sample. Left: polar MOKE
hysteresis loop of an unirradiated region. Middle: polar MOKE hysteresis loop of the irradiated
region after a single laser pulse. Right: pure longitudinal MOKE hysteresis loop of the same
region measured by the middle figure. The inserted pictures show the locations where each
hysteresis loop was measured, indicated by the small colored circles.
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5.4.2 Optical control of coercivity

As we described previously, above a certain fluence threshold, the anisotropy changes towards
in-plane. Besides that, the femtosecond laser pulses also modify the coercivity field locally
as seen from the difference longitudinal MOKE images in Figure 5.24. The central irradiated
part has a smaller coercivity field than that of the middle irradiated part, which is why the
central part undergoes a change in contrast first during the field sweeping. This can be observed
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Figure 5.24: Room-temperature longitudinal MOKE hysteresis loop of irradiated spot center
(indicated by the purple circle on the top left figure) of the a-DyCo3 (the number 3 sample)
thin film along with simultaneous recordings of magnetic domain structure evolution during
the hysteresis loop. Blue and green arrows are referring to the magnetic states when fields are
negative and positive, respectively.

more clearly by plotting the longitudinal MOKE hysteresis loop at different potions of the
irradiated region after the first pulse, as illustrated in Figure 5.25. The difference in Hc between
the irradiated spot center and irradiated spot middle region is 6 mT. The difference increases
slightly to 7.5 mT for the 3-pulse spot, whose data is not shown here. We also swept the laser
beam across the sample surface, like we did in Figure 5.19 and managed to create a strip with
in-plane anisotropy within a surroundings that still exhibits perpendicular magnetic anisotropy
as shown in Figure 5.26. Based on our preliminary study, it appears that the modification of
Hc, following the femtosecond laser pulse with lower fluence, also occurs in the sample that
still exhibits perpendicular magnetic anisotropy. More work is needed to explore the optical
control of coercivity field locally by using different features of the femtosecond laser pulse, such
as the helicity, fluence and number of pulses. Compared to electron or ion irradiation, using
femtosecond laser pulses to modify magnetic properties offers the advantage of being achievable
at ambient pressure and room temperature, with a promising application in magnetic logic [25].
Recently, a work on patterning nucleation area in exchange-coupled systems was published [26],
where they managed to change the exchange bias field by femtosecond laser pulses.

5.4.3 Single pulse partial switching

The single pulse all-optical switching that we observe in low fluence as shown in Figure 5.7,
Figure 5.11 and Figure 5.12, differs from that in a-GdFeCo and crystalline Mn2RuxGa, where
switched regions are uniform and well-defined. The nanoscale granularity of the switched areas
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Figure 5.25: Comparison of room-temperature longitudinal MOKE hysteresis loops between ir-
radiated and unirradiated regions after the first pulse of the a-DyCo3 (the number 3 sample) thin
film. (a) corresponds to the region for plotting the irradiated spot center loop. (b) corresponds
to the region for plotting the irradiated spot middle loop. (c) corresponds to the region for
plotting the unirradiated surrounding region loop. (d) displays room-temperature longitudinal
MOKE hysteresis loops of the regions indicated by (a)-(c) with a inserted zoom-in plot.

4 mT 7 mT 10 mT 16 mT

Figure 5.26: A strip with in-plane anisotropy within a surroundings that still exhibits perpen-
dicular magnetic anisotropy in the a-DyCo3 (the number 4 sample) thin film. MOKE images
were recorded in the longitudinal configuration.

in a-Dy0.25Co0.75 and a-Tb0.25Co0.75 is very evident around the boundaries of the spot, where
the fluence is close to the threshold and the smallest switched domain size is about 100 −
200 nm, found in the XMCD-PEEM images. Only one study performed by Liu et al. using
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nanoscale antennas reported that SP-AOS of a 50 nm single domains, smaller than what we
found, is possible. Regarding the XMCD-PEEM images, there is one thing that needs mentioning
here. Since the incident angle of X-ray beam is 16 ○ with respect to the surface, both in-plane
and out-of-plane components of magnetization are probed at the same time, but with different
contributions. As explained in the methodology part, the in-plane one has a bigger contribution.
Ideally, a sample with well-defined perpendicular magnetic anisotropy should be used for the
XMCD-PEEM experiments. But at that time, the best available sample was the one shown in
Figure 5.15, having a non-square magnetic hysteresis loop. It simply means that the sample used
has an in-plane component at its remnant magnetization state, at which the single pulse all-
optical switching and XMCD-PEEM experiments are done. The in-plane component of remnant
magnetization is about 30 %. At the same time, the in-plane component of magnetization has
a bigger contribution to XMCD-PEEM signal, about 80 %. It was demonstrated that arrays
of 2 µm diameter disks of Gd0.25Fe0.656Co0.094, with magnetization lying either in-plane or out-
of-plane, were able to show single pulse all-optical switching [3]. Thus, it is reasonable to infer
that something similar happens in our system. In the difference images of XMCD-PEEM data,
the strong contrasts in deep blue and red corresponds to either the switching of perpendicular
magnetization or that of magnetization pointing in-plane.

We take the established mechanism for SP-AOS in a-GdFeCo as a basis for the discussion of
a-TbCo and a-DyCo. Radu et al. performed ultrafast spin dynamic measurements in magnetic
alloys containing Fe, Co, Ni, Gd, and Dy and found the change in demagnetization time with
atomic magnetic moment was 90 ± 10 fs/µB [27]. Therefore, the small atomic moment of Co is
destroyed in less than 200 fs, but Dy or Tb will take much longer to demagnetize. It means
that when Co loses its magnetic moment completely, the rare earth element still has some
momentum left. The angular momentum of the RE could be transferred to Co, which helps
Co re-order parallel to the average rare earth moment. This produces, in the regions where the
z-projection (along the normal to the sample surface) of rare earth moment is high enough, the
transient ferromagnetic alignment that is crucial for SP-AOS5. The restored Co subnetwork can
now exert an exchange interaction on the disordered, but strongly correlated rare earth atomic
moments and favor the switching of rare earth atomic moments. At some points, before the
accomplishment of the switching process, the rare-earth anisotropy imposes a new wandering
axis on the switched ferrimagnetism at some point.

Finally, there is one final point. It seems that although the spot center where the anisotropy
changes toward to in-plane, the the z-component switching of magnetization is still going on
to some extent, as shown in Figure 5.27 measured by polar MOKE in blue light. It is almost
invisible by eye directly. We plot the histogram of intensity of the spot centers of 1 pulse and 2
pulses individually and then compare them. The shift of the peak intensity is clearly observed.
We checked this to a maximal pulse number of 10 and this behavior shows up very stably. Does
it mean in these system that the sample with in-plane anisotropy has a more stable SP-AOS? We
cannot confidently assert this conclusion at this time. All previous experimental work focused
on samples exhibiting strong perpendicular magnetic anisotropy, except few studies performed
on in-plane magnetized samples. In 2012, as demonstrated by Ostler et al. an a-GdFeCo with
in-plane anisotropy is able to be switched by a single laser pulse [3]. Very recently, a pre-
print manuscript on single laser pulse induced magnetization switching in in-plane magnetized
a-GdCo alloys has appeared [28]. The samples they used have a well-defined in-plane anisotropy
by fixing the sample holder in a specific direction without rotating the holder during deposi-
tion. There exist in-plane easy axis and in-plane hard axis directions that are perpendicular
to each other. They demonstrate deterministic all-optical helicity-independent switching across
a wider concentration range 10% to 25% of Gd and a thickness up to 30 nm, compared with
the perpendicularly magnetized a-GdCo. The absence of a perpendicular demagnetization field,

5In the a-TbCo and a-DyCo systems, there is a cone angle between the distribution of magnetic moments of
Dy or Tb. If the z-projection of rare earth moment is not big enough, the SP-AOS will not occur.
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which tends to break the magnetization into multi-domains, is thought to be responsible for
this phenomenon. In contrast, an in-plane magnetized thin film does not experience a strong
demagnetized field that would induce a multi-domains state. In our case, the conditions were
different. First, there is no easy axis direction for the in-plane anisotropy since it is induced by
laser pulse with cylindrical symmetry. Second, we are measuring the out-of-plane component of
the magnetization. Further work is needed to clarify the laser-induced switching mechanism for
those samples with in-plane anisotropy, either created during deposition or indeed, induced by
the laser pulse.
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Figure 5.27: Histogram of intensity of the spot center of 1 and 2 pulses, measured by polar
MOKE in blue light. The greylevel is normalized.

5.4.4 Ringlike-domain patterns

The appearance of ringlike-domain patterns is clearly observed, especially for the first pulse with
a fluence 7.0 − 14.6 mJ/cm2. It becomes less obvious with increasing pulse numbers, which is
attributed to the fact that at the same time, the single pulse partial switching is happening. The
biggest difference between the first and other other pules is the different magnetic state. Before
the first pulse is shot, the sample is in remnant magnetization state, where magnetization is
almost along out-of-plane direction. The whole sample can be seen at a single magnetic domain
state. But after the first pulse, many isolated domains are present and scattered throughout.
As we see from the XMCD-PEEM data, they switch randomly. The randomness of this makes
the ringlike-domain pattern less obvious when the number of pulses becomes bigger. The phe-
nomenon of ringlike-domains is interesting by itself. We give some thoughts here on the possible
mechanisms. The magnetization precession is one possibility. To be clear at the start, we did
not apply any external field, in-plane or out-of-plane, during the experiment. The experimental
condition was different from those in previous work on ferrites [29]. So for this explanation
to be possible, we need to find a source for the dominant effective in-plane field, which helps
to enable magnetization precession. There are two main ingredients at play here. First, the
dominance of an effective in-plane field, which requires a decrease of the original perpendicular
magnetic anisotropy and a increase of the effective in-plane anisotropy in a certain way. Second,
the magnetization should still be non-zero.

The high fluence seems to be a key for the formation of ringlike-domain. Therefore, we
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mainly focus on the heating effect, since most of the laser pulse energy is absorbed by the metal-
lic thin film system. The temperature will increase locally at the beginning and then dissipate.
Both magnetization and anisotropy will decrease since the experiment is performed at room
temperature and the magnetization compensation temperature is smaller than 200 K. However,
the a-R-T thin films have different temperature dependence of magnetization and anisotropy, as
reported by Hansen et al. [30], which shows that when x is about 0.3, the decrease of anisotropy
is more rapid than that of magnetization in the temperature heats up from 300 K to 400 K. This
provides the possibility that the heating due to laser pulses might destroy the perpendicular
magnetic anisotropy but some non-zero magnetization may remain. One particular and inter-
esting point is that, they compared a-Gd0.24Tb0.04Fe0.72 with a-Tb0.30Fe0.70 and found that the
former one has a much smaller slope in the temperature dependence of anisotropy6. Now we
only need to find a source for the in-plane anisotropy, which acts like a in-plane magnetic field to
help to achieve magnetization precession. This idea is inspired by a work done by Shinya et al.
in 2016 [31]. They sputtered 6 nm a-TbFeCo alloy thin film with a 4 nm Pt underlayer and
a 4 nm Pt capping layer onto a flexible substrate, a 50 µm thick Polyethylene naphthalate. A
in-plane uniaxial tensile strain was reversibly applied up to 2 % and the magnetic anisotropy was
reversibly switched between in-plane and out-of-plane. We think something similar is happening
in our case. The laser pulse has a Gaussian beam profile. Around the boundary of laser spot,
there is a region between the very hot center and the surroundings with little or no irradiation.
The thermal gradient helps to builds a tension, which induces a in-plane anisotropy7. It acts
like an effective in-plane field, around which the magnetization precesses. After sufficient ther-
mal dissipation, the tension disappears and hence the in-plane Hin disappears as well. At the
same time, the perpendicular magnetic anisotropy recovers since the temperature cools back to
300 K. If the magnetization has precessed for an odd (even) number of half-periods, the do-
mains are switched (unswitched). The whole process is illustrated in Figure 5.28. At a higher
fluence, oxidation is very likely and the properties of the thin films change dramatically, as we
showed previously. Hence switching becomes impossible. At lower fluence but still above switch-
ing threshold, not enough energy is deposited there and no tension is built, the magnetization
precession is not possible and only single pulse partial switching occurs. After we presented
our ringlike-domains works to others at the international conferences, more attention was given
to this phenomenon although still more attention is given to single pulse all-optical switching
[33, 34]. In their cases, the samples are synthetic multilayers. A study done by A.Kirilyuk’s
group discusses the different switching behavior in Tb/Co multilayers and amorphous TbCo
alloy thin films [35]. In addition, they also observed ringlike-domain but it is a transient phe-
nomenon, which collapsed to a homogeneously reversed state after about 100 ps. They gave
a possible explanation of the origin of the effective in-plane field, different from ours. They
measured the temperature dependence of the in-plane and out-of-plane magnetic components
from 300 K to 375 K and noticed that in-plane hysteresis loops became squarer in shape and
out-of-plane hysteresis became less squar. The appearance of in-plane anisotropy provided the
in-plane effective magnetic field about which the magnetization precessed. Very recently, a study
on [Tb/Fe]4 and [Tb/Co]5 multilayers showed concentric ring domain structures in single pulse
switching experiments and the authors claimed that a precessional reversal mechanism could
explain [36]. Interestingly, another work on quad-layer Co/Gd/Co/Gd synthetic ferrimagnetic
thin film confirms the resilience of this material system against the in-plane strain in the order
of 0.1% [37]. It will be interesting to see whether externally applied in-plane strain can change

6The reason why we mention this is the following. At the 2022 5th Ultrafast Magnetism Conference in Nancy,
this kind of ringlike-domains were not observed in a-GdFeCo or a-GdCo systems, which were both studied a lot
in the last decade. Based on our idea about the possible mechanism, the slower decrease of anisotropy in a-GdCo
and a-GdFeCo as a function of temperature might be the reason for the absence of ringlike-domains switching.

7It was reported that, in the ferromagnetic ErFeO3 system, the magnetization flip does not occur around the
peak of THz excitation at the spot center but rather occurs at approximately the peak of the intensity gradient
profile [32].

145



the switching patters even in the multi-layer synthetic ferrimagnetic thin films.
The understanding of the ringlike-domain pattern in our alloy thin films remains incomplete.

Some future work could be done in order to look for a complete explanation for the ringlike-
domains.

• Apply in-plane field during single pulse all-optical experiment to see how the in-plane field
will influence the switched ringlike-domains or not.

• Grow the a-TbCo and a-DyCo on some flexible substrates such as polyethylene naphthalate
and apply stress to see whether it will influence the switching patterns or not. Alternatively,
ultra-thin Si substrates may be bent, since the Si substrate is mote widely used.

• Perform single-shot time-resolved imaging to see the switching dynamics not only the final
state.

5.4.5 Growth of magnetic domains

Similar to the results shown in section 5.3.5, the nucleation and growth of magnetic domains
are promoted by the 1 kHz femtosecond laser pulses. By comparing with the earlier experi-
mental results of a-TbCo system in helicity-dependent magnetic switching [38], some differences
can be spotted, as listed in Table 5.4. Those distinguishing characteristics can be identified
by comparing those two sets of data side by side. Two points need to be emphasized here.
First, we use different substrates and buffers, and cappings layers. In reference [38], the sample
structure is glass/Ta(4nm)/DyCo/Ta(4nm), instead of Si/SiO2(500 nm)/DyCo/SiO2(3nm) in
our case. Notably, the metallic Ta layer is known to possess superior properties for absorbing
and dissipating heat compared to SiO2. Second, in the case of the citation [38], the laser beam
is swept at a constant rate 3− 20 µms−1 with laser spot size about 80 µm but the fluence value
is not explicitly provided. In our case, we have a sweeping rate 25 µms−1, similar spot size
and a fluence 14.6 mJ/cm2. Initially, We did attempt to repeat the helicity-dependent magnetic
switching by adjusting laser fluence and sweeping speed, but we were unable to achieve the same
results, possibly due to the differences in sample structure, as previously mentioned.

Our result Reference [38]
Alternating Domains Yes No

Domain boundary plays a role Yes No
Helicity independent Yes No
Heat accumulation Yes No

Table 5.4: Comparisons between our results and those in the case of the citation [38] on the
a-TbCo system.

5.4.6 Aging effects on the magnetic properties

For some of a-TbxCo1−x thin films we fabricated, over the course of few months, the magnetic
properties and characterizations, such as magnetization loops, change significantly. For the
a-DyxCo1−x thin films, their magnetic properties could survive for more than one year. The
aging problem for the amorphous rare-earth transition metal alloy thin films is generic. A
wealth of valuable references regarding the aging problem in these systems can be found in
a recent publication et al. [39]. Several factors are thought to give rise to changing magnetic
properties over time, like the capping layer, compositional inhomogenetites at the nanoscale,
and thermodynamically driven intermixing. In the same paper, the authors extensively discuss
the aging effects in synthetic bilayer Co/Gd ferrimagnets. In summary, aging effects should be
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Figure 5.28: Schematics for explaining of ringlike-domain patterns. (a) magnetization M (rep-
resented by blue arrow) lies parallel to the normal of surface in the remnant magnetization
state. The perpendicular magnetic anisotropy can be thought as a field Hani, which is rep-
resented by blue arrow. (b) The anisotropy field Hani is temporarily reduced by the thermal
load of the laser pulse (represented by a red circle), which triggers the magnetization precession
about the dominant in-plane effective anisotropy field Hin (represented by a green arrow). The
Hin is induced radially and locally by the strain caused by the nonuniform thermal expansion
around the boundary. (c) After sufficient thermal dissipation, the strain disappears and hence
the in-plane Hin disappears as well. At the same time, the perpendicular magnetic anisotropy
recovers since the temperature cools back to 300 K. If the magnetization has precessed for an
odd (even) number of half-periods, the domains are switched (unswitched). (d) The tension is
induced radially and locally by the nonuniform thermal expansion around the boundary, which
further helps to develop an in-plane anisotropy field (represented by green arrows). This is the
in-plane field, which helps to achieve magentization precession in (b).

taken into consideration in potential spintronic applications. Improving the long-term stability
is one the important challenges that will need to be addressed in the future study.

5.5 Conclusions

In conclusion, the single-pulse all-optical partial switching, non-uniform on a length scale of
about 150 nm that we observe in a-Dy0.25Co0.75 and a-Tb0.25Co0.75, is quite distinct from that
in a-GdxCo1−x or crystalline Mn2RuxGa where the toggle switching is indefinitely repeatable
and uniform. Random atomic-scale anisotropy on the rare-earth subnetwork of Dy and Tb alloys
distinguishes them from their ferrimagnetic Gd counterpart. The demagnetization rate of the
high-moment atoms Dy and Tb is expected to be at least as slow as that of Gd. For both Dy and
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Tb, the formation of the transient aligned state and the re-magnetization process are influenced
by the local random anisotropy. The challenge for future experimental and theoretical work is
to understand and describe in detail the effect of the non-collinear magnetic moments of Dy or
Tb on the all-optical switching, where the influence of local random anisotropy is of particular
interest.

At higher fluence, on top of the single pulse all-optical switching behavior, the ringlike-
domains imply that magnetization precession might play a role. The decrease of perpendicular
magnetic anisotropy and thermally-induced in-plane effective field, both make magnetization
precession possible. The detailed understanding of the underlying mechanism of ringlike domains
remains incomplete. Future work on dynamics is eagerly anticipated.
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6 Conclusions and outlook

6.1 Conclusions

The conclusions of our systematic study of the magnetic properties of amorphous rare-earth
cobalt alloys (YCo, DyCo and TbCo) in thin film form with thicknesses from 10 to 20 nm,
by means of SQUID magnetometry, MOKE, magneto-transport measurements and SP-AOS
experiments, are the following:

In chapter 3, the work on a-YxCo1−x with 0 ≤ x ≤ 0.54 and thickness ≈ 15 nm provides a
basis for the understanding the ferromagnetism of cobalt in amorphous rare-earth cobalt alloys
since Y is non-magnetic. All compositions with x < 0.5 are soft ferromagnets with no coercivity
measured with a field step of 24 mT. When x ≤ 0.2, the Co moment is ≥ 1.75 µB, the Co moment
in crystalline Co thin films. When x > 0.2, the Co moment starts to decrease and disappears at
xc = 0.5, where an average Co atom in a random close-packed of hard sphere model is coordinated
by about 3 Y and 3 Co atoms. 3 Y neighbours destroy a Co moment both in a-YxCo1−x and
in crystalline YCo2. In the vicinity of xc, there is a large susceptibility (paraprocess) where
the magnetic moment is switched on by the externally applied magnetic field, similar to that
in Laves phase crystalline YCo2. In thin films, the magnetic easy axis is in-plane due to shape
anisotropy, which overcomes weaker intrinsic perpendicular magnetic anisotropy with a value
24 kJ/m3 when the saturation magnetization is 500 kA/m3. This implies that perpendicular
magnetic anisotropy can dominate in thin films with heavy rare earths like Dy or Tb, because
of the reduction in shape anisotropy, as the net magnetization decreases due to the antiparallel
coupling between rare earth and Co moments. For a-YCo3, the spin and orbital moment of
Co is 1.31 and 0.32 µB, respectively, based on XMCD measurements. Strong local anisotropy
is associated with the large cobalt orbital moment, but there is little influence of anisotropy
on the ferromagnetic order because of exchange averaging. Below 350 K, a-YCo3 has a nearly
temperature independent magnetic moment 1.63 µB from the XMCD, which agrees with 1.61 µB

from SQUID magnetometry. This becomes the basis of deducing the other rare earth moments
in a-Dy0.25Co0.75 and a-Tb0.25Co0.75, in the following chapter.

In chapter 4, the study of sputtered thin films of a-DyCo and a-TbCo focuses on the non-
collinear magnetism. The magnetic ground state of a-Dy0.25Co0.75 and a-Tb0.25Co0.75 is speri-
magnetic with a averaged magnetic moment of Dy (7.3 µB) and Tb (7.0 µB), due to the strong
random local magnetic anisotropy on the rare earth sites. This is due to the topological dis-
order of the random close-packed structure, which is characteristic of amorphous metals. The
temperature dependence of Dy and Tb moment in the range 4 − 300 K is deduced based on the
Co moment in a-YxCo1−x. Exchange averaging of the rare-earth anisotropy is negligible, unlike
the exchange averaging of the cobalt anisotropy, which ensures that the Co subnetworks remains
practically collinear. A spin-flop transition near the compensation temperature Tcomp = 180 K,
with a spin-flop field of approximately 2 T, was observed in the anomalous Hall effect measure-
ment of a-DyCo3 in 14 T magnetic fileds. The estimated value of spin-flop field, based on the
formula for an antiferromagnet well below the magnetic ordering temperature, Hsf =

√
HaHex

with Ha = 0.22 T and Hex = 18.3 T, is in agreement with the measured value near compensation.
From the Hall voltage vs temperature of a-DyCo3 at remanence, it is inferred that the anomalous
Hall voltage comes from Co subnetwork, not from the rare earth subnetwork.
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In chapter 5, the investigation concentrates on the all-optical switching in amorphous a-
DyxCo1−x and a-TbxCo1−x with x ≈ 0.25 irradiated with single 200 fs pulses of 800 nm laser light.
A new type of single pulse partial all-optical switching, non-uniform on a length scale of about
150 nm, as measured by XMCD-PEEM, is found in a-DyxCo1−x and a-TbxCo1−x with x = 0.25 for
temperature both below and above Tcomp. After the first pulse, many switched domains appear
and subsequent pulses lead to partial re-switching. This random and partial single pulse all-
optical switching is attributed to the noncollinear magnetic structure on the rare earth sites. The
noncollinear magnetic structure of rare earth sites leads to a varying z-component of magnetic
moments of rare earth at various positions. Only the region, with a big enough z-component of
the magnetic moments of rare earth, is able to be switched. This explains why the switching is
partial. Before the accomplishment of the switching process, the rare-earth anisotropy imposes
a new wandering axis on the switched region at some point, which explains the reason for being
random. Ringlike domain patterns appear at higher fluence but below the fluence at which
the anisotropy begins to change toward in-plane. One possible explanation for the appearance
of ringlike switched domains is the Larmor precession of magnetization around the effective
in-plane field induced by the thermal strain, following the laser pulse. The optical control of
coercivity is demonstrated with potential applications in magnetic logic. The nucleation and
growth of magnetic domains with a swept 1 kHz train of 200 fs laser pulses were observed,
independent of the polarization of laser pulses. Domain size is governed by the time spent at
elevated temperature.

6.2 Outlook

The study of a-YxCo1−x series could be extended to look for even bigger orbital Co moments
with other non-magnetic rare earths (such as La, Sc, or Lu) or with smaller x. Sc has a smaller
metallic radius, approximately 9 % smaller. This will enable more Co within the same sample
volume, potentially leading to larger orbital Co moments. It is valuable to investigate the
threshold value of x for an amorphous structure in these binary metallic systems. A value of x,
smaller than 0.1, the minimum value in this a-YxCo1−x work, allows obtaining more Co in the
amorphous state, with the potential for larger orbital and spin Co moments.

Modeling of local electrostatic field at each rare earth site will be useful to get more insights
of the local random electrostatic field gradients and anisotropy in these amorphous rare-earth
transition-metal systems.

The ringlike domain patterns observed in a-DyxCo1−x and a-TbxCo1−x require a more sys-
tematic work to understand the dynamics and the underlying mechanism. A comparison with
stroboscopy on concentric ring domain structures in [Tb/Co] and [Tb/Fe] magnetic multilay-
ers will be interesting. Further research is also required to systematically investigate the local
optical control of coercivity using various characteristics of femtosecond laser pulses, including
helicity, fluence, and number of pulses.

Among the rare earth transition-metal systems, the Gd-based system shows the best single
pulse all-optical switching behavior. By considering the energy levels of triply ionized rare earths,
Gd has the largest splitting of the J-multiplets close to the ground state, of approximately 4 eV.
However, Tb and Dy have only 0.25 eV and 0.50 eV, respectively. The wavelength of the laser
we used is 800 nm, which is equivalent to 1.55 eV, higher than splitting of the J-multiplets of
Tb and Dy close to the ground but smaller than that of Gd. Based on this fact, it is worthwhile
to perform a systematic study of the magnetization and the single pulse all-optical switching of
the a-ErxCo1−x system using a laser with a longer wavelength since Er has a 0.9 eV splitting
of the J-multiplets close to the ground. A free electron laser might be employed for generating
deep infrared energy photons.

Practical applications of the a-RxCo1−x systems may be sought in the areas of magnetic
domain-wall logic and magneto-optical recording.
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7 Appendix

7.1 B, H and M for a magnet

If we assume the cube hard magnet has a uniform magnetization M , pointing vertically up.
Then the H and B fields are in the xz plane, as shown in Figure 7.1. It meets the relation

x

z

B H M

B=𝜇0(𝑴 + 𝑯)

𝜇0𝑴

𝜇0𝑯

B

Figure 7.1: B, H and M for a cube magnet. Those two plots for B and H are produced by
using Magpylib [1], a Python package for calculating 3D static magnetic fields of permanent
magnets.

B = µ0(M +H). Outside the magnet, there is no difference for B and H direction apart from
the constant µ0. Inside the cube, they are quite different. H is directed oppositely to M (hence
the name ’demagnetizing field’ for H inside the magnet) and discontinuous at top and bottom
surfaces, which are very easy to understand from the magnetic charge picture. But for B, it
is in the same direction as M roughly and continuous at those surfaces, which is equivalent to
four current sheets on the lateral surface from the Ampèrian molecular current model [2].

7.2 Self-energy

The Zeeman energy of a magnetic moment m in the external field B is given

E = −m ⋅B (7.1)

From a basic point of view, there is no difference between an external field provided by electric
current and the field created by all the other magnetic dipoles in the solids. The field from the
moment is

H =
µ0

4π
[3

(m ⋅ r)r

r5
−
m

r3
] (7.2)

In reality, the solids consist of atoms and we have the ability to probe the magnetic fields at the
atomic nuclei experimentally via the hyperfine interactions. The question then arises: ’What is
the value of the local magnetic field Hloc(xi) at a point in a solid?’ Lorentz gave an argument
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to simplify the calculation. The sample was divided into two regions as illustrated in Figure 7.2:
region 1 which can be treated as a continuum since the moments are far from xi and the region

= xi

R

Region 1 Region 2 

+
M

xi

Hloc(xi) =                         Hhole(xi)                                   +         Hplug(xi)

Hd

Figure 7.2: Calculation of magnetic field inside a solid: the field at point xi in magnetic materials
can be considered as the sum of the field in a spherical hole plus the field due to a spherical
plug.

2 where the field is calculated as a dipole sum because the moments are located within a small
sphere with radius R around xi. Therefore, the local field at position xi can be spilt into two
parts

Hloc(xi) =Hhole(xi) +Hplug(xi) (7.3)

where the Hhole(xi) is the field at the position xi due to all the moments in the region 1 and
the Hplug(xi) is the field at the position xi due to the moments in the region 2. It can be
shown that

Hhole(xi) =Hd(xi) + M

3
(7.4)

where Hd(xi) is the demagnetizing field inside the material and the second part M
3 is known

as the Lorentz cavity field [3]. The field Hplug(xi) produced the moments contained within the
spherical plug region 2 is evaluated as a sum:

Hplug(xi) =∑
j

1

4π

⎡
⎢
⎢
⎢
⎣
3
(mj ⋅ rij)rij

r5
ij

−
mj

r3
ij

⎤
⎥
⎥
⎥
⎦

(7.5)

where the vector rij = xi −xj and rij = ∣rij ∣.
The energy required to bring the small moment in position is δm = −µ0δm ⋅Hloc. We neglect

the Hplug in the mesoscopic approximation, where

Hloc(xi) =Hd(xi) + M

3
(7.6)

The integration over the whole sample gives

E = −
1

2
∫
V
µ0Hd ⋅M d3r −

1

6
∫
V
µ0M

2 d3r. (7.7)

where the factor 1
2 is needed to avoid double counting because each element δm contributes as

a field source and as a moment. The first term −1
2 ∫V µ0Hd ⋅M d3r is conventionally defined

as the magnetostatic self-energy since the second term is unimportant and much smaller than
exchange energy, a term dependent on M2 as well but with a coefficient larger by more than
three orders of magnitude. The magnetostatic self-energy can be written in the equivalent form
1
2 ∫V µ0H

2
d d

3r where the integral is now calculated over all space. This equivalence follows from
∇×Hd = 0 and ∇ ⋅Bd = 0 where Bd = µ0(Hd +M) [4].
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7.3 Adiabatic approximation

At each instant t, the time-independent Schrödinger equation is

H(t)∣φn(t)⟩ = En(t)∣φn(t) (7.8)

with E1(t) < E2(t) < E3(t) < ... so that there are no degeneracies. Note that at any time t,
the instantaneous eigenstates (∣φ1(t)⟩, ∣φ2(t)⟩, ∣φ3(t)⟩...) and instantaneous eigenvalues (E1(t),
E2(t), E3(t)...) may change [5]. If we now look for the general solutions to the time-dependent
Schrödinger equation:

ih̵
∂

∂t
∣Φ(t)⟩ =H(t)∣Φ(t)⟩ (7.9)

We can write
∣Φ(t)⟩ =∑

n

cn(t)∣φ(t)⟩ (7.10)

which is a good approximation. Substituting equation 7.10 into time-dependent Schrödinger
equation 7.9, we get

ih̵∑
n

(ċn(t)∣φ(t)⟩ + cn(t)∣φ̇(t)⟩) =∑
n

cn(t)En(t)∣φn(t)⟩ (7.11)

Not taking the inner product with ⟨φk(t)∣ and invoking orthonormality of the eigenstates, we
arrive

ih̵ċk = Ekck − ih̵∑
n

⟨φk∣φ̇n⟩cn = Ekck − ih̵⟨φk∣φ̇k⟩ck − ih̵∑
n≠k

⟨φk∣φ̇n⟩cn (7.12)

We can calculate the ⟨φk∣φ̇k⟩ in the space of instantaneous eigenstates. Take the time derivatives
of both sides of equation 7.8:

Ḣ(t)∣φn(t)⟩ +H(t)∣φ̇n(t)⟩ = Ėn(t)∣φn(t)⟩ +En(t)∣φ̇n(t)⟩ (7.13)

and then multiply by ⟨φk(t)∣ with k ≠ n:

⟨φk(t)∣Ḣ(t)∣φn(t)⟩ +Ek(t)⟨φk(t)∣φ̇n(t) = En⟨φk(t)∣φ̇n(t) (7.14)

hence

⟨φk(t)∣φ̇n(t)⟩ =
⟨φk(t)∣Ḣ(t)∣φn(t)⟩

En(t) −Ek(t)
=

Ḣkn

En(t) −Ek(t)
(7.15)

Now, we can plug it back in equation 7.12 and get

ih̵ċk = Ekck − ih̵⟨φk∣φ̇k⟩ck − ih̵∑
n≠k

Ḣkn

En(t) −Ek(t)
(7.16)

Notice that if the term proportional to Ḣkn
En(t)−Ek(t)

vanishes, then ∣ck∣ = 1. It means that if the
system starts in ∣φk⟩ and then it remains ∣φk⟩ up to a calculable phase. If we neglect the third
term in equation 7.16, we obtain

ck(t) = ck(0)e
iθk(t)eiγk(t) (7.17)

where

θk(t) = −
1

h̵
∫

t

0
Ek(t

′
)dt (7.18)

γk(t) = ∫
t

0
i⟨φk(t

′
)∣φ̇k(t

′
)⟩dt′ (7.19)

Finally we know find
∣Φ(t)⟩ = eiθk(t)eiγk(t)∣φk(t) (7.20)

In summary, the adiabatic approximation says that: if at t = 0, ∣Φ(0) = φk(0) for some k, then
if H(t) is slowly changing for 0 ≤ t′ ≤ t then at t′ = t we have ∣Φ(t) = eiθk(t)eiγk(t)∣φk(t) where
θk(t) is called dynamical phase and γk(t) is called a Berry phase or a geometric phase [6].
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7.4 Deposition rate calculation

The critical step in the fabrication process is to ensure that the produced samples closely match
the desired specifications. To achieve this, a simple program has been developed. The underlying
principle is straightforward. For binary systems, the first step involves determining the growth
rate of one of the elements by calibrating the pure element target, such as a Co target. This can
be calculated by dividing the thickness of the pure Co thin film by the corresponding growth
time. The former is obtained from X-ray reflectivity (XRR) data, while the latter is typically
a fixed deposition time, such as 10 minutes. Once the composition ratio is determined, for
example, DyCo3 with a Dy to Co atomic ratio of 1:3, combining the densities and molar masses
of the two elements allows for the calculation of the required growth rate for the other element.
There is a relation between those two growth rates. The derivation of this formula, which
forms the basis of the entire study, involves the introduction of various symbols, as listed in
the Table 7.1. During the deposition time t, a StG1d1/M1 is the number of moles of element 1

Symbol Definition Unit

S Area of the substrate m2

t Deposition time s

G1 Growth rate of element 1 m/s

G2 Growth rate of element 2 m/s

d1 Density of element 1 kg/m3

d2 Density of element 2 kg/m3

M1 Molar mass of element 1 kg/mol

M2 Molar mass of element 2 kg/mol

Table 7.1: Symbol definitions for deposition rate calculation using the International system of
units. Practically, more convenient units can be used, such as Å/s for growth rate.

deposited onto the substrata with area S. Similarly, the number of moles of element 2 deposited
onto the substrate is StG2d2/M2. Assume the formula is a-DyxCo1−x. Here, Dy is the element
1 and Co is the element 2. In order to make a sample with specific atomic percentage of x. The
ratio of growth rate of element 1 to that of element 2 should equate to the ratio x

1−x . Therefore,
the relation between those two elements growth rate is the following:

G1 = G2
d2

d1

x

1 − x

M1

M2
(7.21)

It means that, if one of the growth rate is known, the required growth rate for the other element
can be determined from the aforementioned formula. then the objective is to closely match
the calculated value by employing different target currents during thin film depositions. For
studies involving compositional dependence, a series of various compositions are needed. A
recommended approach is to begin with calibrating at least three growth rates for different
target currents. When plotted on a graph, with the target current on the x-axis and the growth
rate on the y-axis, a linear relationship can often be observed. This linear relationship can be
used to determine the appropriate target current for other compositions. After obtaining the
samples, there are few checks that can be performed to quickly know whether those samples
are desired or not. First, the thickness of samples should be close to expected value based on a
predetermined co-sputtering time and alloy growth rate which is the sum of growth rate of two
targets, i.e., G − 1 and G2. The difference should be within 20 %; in most cases it is about 2.5
% in my whole PhD work. The second aspect to consider is the comparison between the fitted
density obtained from the XRR measurementS and the calculated density. For the calculated
density, there is a good approximate formula can be employed for calculating the density. The
first one is quite straightforward, it xd1 + (1 − x)d2.
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7.5 Fast Fourier transform

In the earlu 1800s, French mathematician Jean-Baptiste Joseph Fourier introduced the concept
of sine and cosine functions of increasing frequency as an orthogonal basis for the space of
solution functions, during his investigations of heat [7]. The analytical Fourier series and Fourier
transform are defined for continuous functions. However, when working with the real data, it is
necessary to approximate the Fourier transform on discrete vectors of data, resulting in discrete
Fourier transform (DFT). It is esentially a discretized version of Fourier series for vectors of data
f = [f1 f2 f3 ... fn] obtained by discretizing the function f(x) at a regular spacing. DFT
is a extremely useful method but it does not scale well to large n ≫ 1 since the multiplication
of a n × n matrix requires O(n2). In 1965, James W. Cooley and John W. Tukey developed the
fast Fourier transform (FFT) algorithm which scales as O(nlog(n)). At the large value of n,
the FFT algorithm approaches a linear scaling. Essentially, it allows an n-dimensional DFT to
be solved with a number of lower dimensional DFT computations [8].

Consider the domain x ∈ [−L/2, L/2). On this domain, the Fourier series is

f(x) =
∞

∑
n=−∞

cne
in 2π

L
x (7.22)

with the coefficients

cn =
1

L
∫

L
2

−L
2

f(x)e−in
2π
L
xdx (7.23)

based on the orthogonal property of functions e−in
2π
L
x for integer n and the factor 1

L is used for
normalization.

Now, we need to make an approximation to evaluate the cn [8]:

cn =
1

L
∫

L
2

−L
2

f(x)e−in
2π
L
xdx

≈
1

L

N−1

∑
k=0

f(xk)e
−in 2π

L
xk∆xk

=
1

L

N−1

∑
k=0

f(xk)e
−in 2π

L
kL
N
L

N

=
1

N

N−1

∑
k=0

f(xk)e
i 2π
N
nk

(7.24)

where ∆xk = ∆ = L
N and xk = k × ∆ = Lk

N since the data points xk are evenly distributed. We
can set cn = αFn where α is a constant. For aesthetic reasons of symmetry, α is set to 1√

N
so

we obtain

Fn =
1

√
N

N−1

∑
k=0

f(xk)e
i 2π
N
nk (7.25)

and the inverse discrete Fourier transform (iDFT) is given by

f(xk) =
1

√
N

N−1

∑
n=0

Fne
−i 2π

N
nk (7.26)

Therefore, the DFT is a linear operator, mapping the data points f = [f1 f2 f3 ... fn]
T

to the frequency domain F = [F1 F2 F3 ... Fn]
T where fn = f(xn) = f(n∆x) and Fn =

F (n∆f) = F (n 1
L). The meaning of fn is quite straightforward; it represents the measured data

points. The meaning of Fn and ∆f require some clarifications. The ∆f is called the frequency
increment or frequency resolution of the output of DFT and is defined as 1

L . The DFT provides
information about the relative contribution of harmonics of ∆f [9]:
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• For n = 1, F1 = F (1∆f) is the DFT at the first harmonic frequency ∆f .

• For n = 2, F2 = F (2∆f) is the DFT at the second harmonic frequency ∆f and so on.

Finally if we define ω = e2iπ/N , the relation between f and F can be compactly expressed in
matrix form:

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

F1

F2

F3

⋮

Fn

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 1 1 . . . 1
1 ω ω2 . . . ωn−1

1 ω2 ω4 . . . ω2(n−1)

⋮ ⋮ ⋮ ⋱ ⋮

1 ωn−1 ω2(n−1) . . . ω(n−1)(n−1)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

f1

f2

f3

⋮

fn

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(7.27)

7.6 Resistivity and conductivity tensor

How to measure the resistivity and conductivity tensor experimentally is attached here as it is
frequently used for experimental physicists. The geometry of Hall bar is shown in Figure 7.3.
The x-axis is along the direction of long edge L. The y-axis is along that of width W . Based on

W

d L

Figure 7.3: Sketch of Hall bar layout with width W , length L and thin film sample thickness d.

the material equation, there is a general equation between electric field E and current density
J , i.e. E = ρ̃J where ρ̃ is the resistivity tensor. Since we are talking about thin film sample, we
assume the z component of current is 0, which simply the resistivity and conductivity tensors to
2 by 2 matrix as shown in equation 7.28. In experiment, current is sent along a certain direction.
Here the x direction is chosen as current direction, so x component jx of j is not zero, which
means jx = J where J is the magnitude of j . It is equal to current I divided by area Wd by
using the notation defined.

[
Ex
Ey

] = [
ρxx ρxy
ρyx ρyy

] [
Jx
Jy

] (7.28)

From current density and voltage definition, the following formulas in equation 7.29 are
available.

I = JxWd

Vx = ExL

VH = EyW

(7.29)

The definition of ρxx and ρyx follow from the basic matrix operation as indicated in equation
7.30. Those are the foundation for experimental measurements of ρxx and ρyx.

ρxx =
Ex
Jx

=
Vx/L

I/(Wd)
=
VxWd

LI

ρyx =
Ey

Jx
=
VH/W

I/Wd
=
VHWd

WI
=
VHd

I

(7.30)
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A very helpful dimensionless quantity called Hall angle θHall is frequently seen in literatures
and defined as Ey

Ex
[10]. From equation 7.29, it is equal to ρyx

ρxx
. Finally, it is helpful to find the

expressions that will allow to switch between different entities of resistivity and conductivity
tensor. There is a material equation J = σ̃E where σ̃ is the conductivity tensor.

[
Jx
Jy

] = [
σxx σxy
σyx σyy

] [
Ex
Ey

] (7.31)

If I do the inverse, I will get the following:

[
Jx
Jy

] = [
ρxx ρxy
ρyx ρyy

]

−1

[
Ex
Ey

] =
1

ρxxρyy − ρxyρyx
[
ρyy −ρxy
−ρyx ρxx

] [
Ex
Ey

] (7.32)

If we compare 7.31 and 7.32, and also noticed we have ρxy = −ρyx which can be seen from the
transport equation for a system in both an electric and a magnetic field, we get

σxx =
ρyy

ρxxρyy − ρxyρyx
=

ρyy

ρxxρyy + ρxyρxy

σxy =
−ρxy

ρxxρyy − ρxyρyx
=

−ρxy

ρxxρyy + ρxyρxy

(7.33)

and for isotropic materials such as amorphous materials, the diagonal components should be
equal, which means ρxx = ρyy, the above formula can be further simplified to the following:

σxx =
ρyy

ρ2
xx + ρ

2
xy

σxy =
−ρxy

ρ2
xx + ρ

2
xy

(7.34)

The relation ρxy = −ρyx can also be seen from the symmetry consideration. We have E = ρ̃J .
After rotating the sample by 90 ○, we should have

RE = ρ̃RRJ (7.35)

where the R represents the rotation operation which rotates the current and electric field E
by 90 ○ and the ρ̃R denotes the resistivity tensor connecting the those two rotated quantities
RE and RJ . From the equation 7.35, we know E = R−1ρ̃RRJ = ρ̃J . So we have ρ̃R = Rρ̃R−1.
Rotating the amorphous sample by 90 ○ should not change any physics here. So it must have
the relation that ρ̃R = ρ̃. Remember the matrix of rotation by 90 ○ is

[
0 −1
1 0

] (7.36)

and its inverse is

[
0 1
−1 0

] (7.37)

After substituting those two matrices into ρ̃R = ρ̃, we will have ρxx = ρyy and ρxy = −ρyx.
It is highly valuable to establish a bridge between the experimental and theoretical fields

concerning the data of Hall effect or anomalous Hall effect. The resistance Rxy is defined as

Rxy =
Vxy

I
(7.38)

From the formula 7.30, we know
Rxy =

ρxy

d
(7.39)
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Rxy and ρxy are the commonly used quantities for experimental physicists. But from a theoretical
viewpoint, it is helpful to convert them to the conductivity σxy, through which the underlying
mechanism of anomalous Hall effect might be demonstrated by employing Berry curvature within
the first Brillouin zone. As shown in formula 7.34, we have

σxy =
−ρxy

ρ2
xx + ρ

2
xy

≈
−ρxy

ρ2
xx

(7.40)

This approximation is made by considering the fact that ρ2
xy ≪ ρ2

xx. It is clear now that the
signal represented by Vxy, Rxy, ρxy, σxy as a function of magnetic are identical, except that
there is a minus sign for σxy [11].

7.7 Make Hall bar

Before entering the cleaning room, there are 2 things needed to be done.

• Use MgO as the capping layer (SiO2 is not suitable for the adhesion of photoresist to the
sample).

• Bring the pipette into the cleaning room.

After being in the cleanning room, two immediate things should be done:

• Set the exposure time to 8 seconds.

• Turn on the two heating machines at 150○C and 115○C, respectively.

Now, it is ready to begin making Hall bar pattern. The following steps are used for lift-off
process by using negative photoresist.

1. Begin by cleaning the sample with Acetone and then IPA.

2. Set up the spinning machine, use the chunk shown in (a) in Figure 7.4, place a test sample
onto it, and turn on the pump for the machine. Ensure the spinning process is working
correctly.

3. Once the temperature of the heating machine stabilizes, place the sample onto the 150○C
hot plate for 2 minutes. Then remove it and let it cool down. This step removes any
residual chemical substances, such as the IPA from the first step.

4. After the cooling is complete, load the sample into the spinning machine, load the recipe
for 5000RPM, press center to ensure it is centered, and then pipette 2 drops of S1813
positive photoresist onto the sample surface. Press spin to turn on the spinning machine.

5. Once the spinning process is complete, put the sample onto the plate of the 115○C heating
machine for 90 seconds for the softbake, which is crucial and strict.

6. The sample preparation is complete at this point.

7. Now, onto the mask part. Choose the mask and mask holder, mount the mask in the
holder, and connect the pump system as shown in (b) in Figure 7.4. Select the right face
(the side with the ring-trace should face the sample surface) and the correct mask (the one
used for the Hall bar patterning is different from that used for the connecting patterning).

8. Go to the Main menu → manual test → mask vacuum → check system vacuum. Once the
contact vacuum is good, mount it on the aligner.
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9. Ensure that the exposure time is correct, which is 8 seconds.

10. Place the sample on the vacuum chunk, press substrate vacuum button on the screen, and
then check the vacuum.

11. Push them gently forward. Once they reach the correct position, press level.

12. Focus on the green LED (an indication of the gap between the mask and the sample).
Find the critical height where the LED light is on. Once the light is on, move the sample
down using the black knob (at least 1/2 turn) to ensure the x and y direction movement
is free.

13. Align the sample correctly using rotation and x, y movement.

14. Once the alignment is complete, move the sample up to contact the mask (make the LED
green again) and move it 1/4 turn down.

15. Press the move contact position, and then contact vacuum, check the contact vacuum in
the meter.

16. Move the microscopes out of the way and press cycle (2 points here, as indicated by the
blue arrows in (c) of Figure 7.4). The patterning process will now begin. Do not look at
the UV light.

17. Press the substrate vacuum and remove sample.

18. Once finishing the exposure step, that is it! No hardbake! No hardbake! No hardbake!

19. Use the public developer and the develop time 40 s

20. Wash the sample in DI water and dry it with nitrogen gas.

21. Ensure that the hotplate is closed, the vacuum for the spin machine is off, and only the
system vacuum for the Mask aligner is on. All other vacuums should be off.

22. Dispose of the used acetone and IPA in the red container.

23. Fill out the notebook.
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(a)

(b)

(c)

Figure 7.4: Three images showing key steps in the fabrication Hall bars in the cleanroom.

Now, the silicon wafer with Hall bar pattern can be loaded into the Shamrock to deposit
the amorphous RE-Co. Once the deposition is finished, using acetone and IPA to remove the
unnecessary photoresist. Now, it is ready to do magneto-transport measurement.

7.8 XMCD-PEEM image process

The RGB images of XMCD-PEEM have a dimension 2965 by 2965 with a 24 bit depth (8 bit
per channel). Because the values for R, G and B are equal at each pixel, we can convert the
images to greylevel, more convenient for image process. In order to obtain more details about
the partial switching behaviors, we need to get difference image by subtracting the images taken
sequentially. It means that the resulting pixel values might become negative. But in Python,
some popular libraries, such as Numpy, OpenCV and Matplotlib, will automatically use an
appropriate data type based on the input data. To ensure that the resulting image can store
negative values, it is helpful to explicitly use a floating-point data type.

7.9 Phase diagram of Y-Co, Tb-Co and Dy-Co

The rare earths easily alloy with most of the other metals in the periodic table [12]. The
phase diagrams for Y-Co, Tb-Co and Dy-Co are shown in Figure 7.5, Figure 7.6 and Figure 7.7,
respectively. The intermetallic compounds are represented as vertical lines on the phase diagram
[13]. Those three phase diagrams show many similarities, especially for Dy-Co and Tb-Co ones.
Here, we take the Dy-Co as an example. DyCo3 melts congruently with no compositional
alternations. So it is quite easy to make polycrystalline DyCo3 and TbCo3 by arc-melting
method. When atomic ratio of Dy is about 7% and the temperature is 1365 ○C, there is a eutectic
point, where upon cooling a liquid phase is converted to two solid phases. Upon cooling DyCo5,
at 1130 ○C, decomposes to two compounds Dy2Co17 and Dy2Co7 by the eutectoid reaction.
When the atomic percent Dy is 75% and upon cooling, at 875 ○C, liquid phase with 73% atomic
percent Dy and solid phase Dy are converted to Dy3Co by the peritectic reaction. All the three
reactions, eutectic reaction, eutectoid reaction and peritectic reaction are invariant reactions
involving three different phases in binary systems1. Based on the Gibbs phase rule, there are no
degrees of freedom, which means the compositions of all three phases and temperature are fixed
[14].

1For binary phase diagrams, a horizontal line is always associated with an invariant reaction.

164



Figure 7.5: Phase diagram of Y-Co [15].

7.10 Additional data for Chapter 5
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Figure 7.6: Phase diagram of Tb-Co [15].

Figure 7.7: Phase diagram of Dy-Co [15].
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(a)    (b) (c)

(d)    (e) (f)

Figure 7.8: Difference XMCD-PEEM images of a-Dy0.25Co0.75 (the number 3 sample in Chapter
5) film were generated by subtracting the image captured after pulse N-1 from the image after
pulse N, with the XMCD-PEEM images collected at 300 K. The fluence of each pulse is 35.9
mJ/cm2. The resulting difference images are as follows: (a) Pulse 1 image minus Pulse 0 image;
(b) Pulse 2 image minus Pulse 1 image; (c) Pulse 3 image minus Pulse 2 image; (d) Pulse 4
image minus Pulse 3 image; (e) Pulse 5 image minus Pulse 4 image; (f) Pulse 6 image minus
Pulse 5 image.

(a)    (b) (c)

(d)    (e) (f)

Figure 7.9: Difference XMCD-PEEM images of a-Dy0.25Co0.75 (the number 3 sample in Chapter
5) film were generated by subtracting the image captured after pulse N-1 from the image after
pulse N, with the XMCD-PEEM images collected at 180 K. The fluence of each pulse is 35.9
mJ/cm2. The resulting difference images are as follows: (a) Pulse 1 image minus Pulse 0 image;
(b) Pulse 2 image minus Pulse 1 image; (c) Pulse 3 image minus Pulse 2 image; (d) Pulse 4
image minus Pulse 3 image; (e) Pulse 5 image minus Pulse 4 image; (f) Pulse 6 image minus
Pulse 5 image.
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(a)    (b) (c)

(d)    (e) (f)

Figure 7.10: Difference XMCD-PEEM images of a-Dy0.25Co0.75 (the number 3 sample in Chapter
5) film were generated by subtracting the image captured after pulse N-1 from the image after
pulse N, with the XMCD-PEEM images collected at 120 K. The fluence of each pulse is 69.0
mJ/cm2. The resulting difference images are as follows: (a) Pulse 1 image minus Pulse 0 image;
(b) Pulse 2 image minus Pulse 1 image; (c) Pulse 3 image minus Pulse 2 image; (d) Pulse 4
image minus Pulse 3 image; (e) Pulse 5 image minus Pulse 4 image; (f) Pulse 6 image minus
Pulse 5 image.
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