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ABSTRACT 

 

When modelling the glottal flow signal in a discrete-

time system, the aliasing distortion that is produced is 

typically ignored. The assumption is that the percep-

tual effects are negligible if the sampling frequency is 

sufficiently high. In this paper, we implement a 

recently developed version of the LF model, which 

eliminates aliasing distortion. By comparing it to the 

standard application of the LF model, which 

introduces aliasing distortion, we can explore if, and 

to what extent, aliasing distortion is perceptible in the 

modelled voice source signal. The results of a 

listening test demonstrate that the aliasing distortion 

is almost always perceptible, even when the sampling 

frequency is relatively high. The perceptual artefacts 

are very noticeable when the fundamental frequency 

is high, particularly in combination with a tense voice 

quality. In conclusion, therefore, if high-quality 

modelling of the glottal flow signal is required, 

aliasing-free source modelling is recommended.   

 

Keywords: glottal flow, voice source generator, 

aliasing distortion, LF model, voice quality. 

1. INTRODUCTION 

The glottal flow signal, i.e. the voice source, plays a 

fundamental role is speech communication. It con-

tributes to the linguistic prosody, such as variations in 

prominence, accentuation and phrasing e.g., [1, 2, 3]. 

Furthermore, variation in the voice source carries par-

alinguistic information, which signals interpersonal 

information concerning the speaker’s state, attitude to 

the interlocutor and to the discourse [4, 5, 6]. It also 

coveys extralinguistic information, such as specific 

characteristics of a speaker’s voice, e.g., [7, 8, 9].  

Accurate and detailed modelling of the source is 

therefore important. For the analysis of the glottal 

flow, a parametric model is often used, where the 

source parameter data, which define the model 

waveform, serve as useful descriptors of the source 

characteristics. Source models can also be used in 

synthesis, e.g., for the purpose of voice transfor-

mation or for the generation of acoustic stimuli to ex-

plore the perceptual role of the voice source [10-14]. 

One aspect of glottal flow modelling generally 

overlooked is the effect of the aliasing distortion 

which is produced when the model waveform is sam-

pled. Most source models are defined in the time 

domain as a set of piecewise elementary functions 

e.g., [15-21]. Given the discontinuities that will occur 

in the derivative of these functions, the spectrum is 

not bandlimited, and thus aliasing will always be pro-

duced. Components above the Nyquist frequency 

(half the sampling frequency) will appear as compo-

nents at frequencies below the Nyquist frequency, 

thereby distorting the spectrum. 

Since the amplitude level of the source spectrum 

decreases with increasing frequency, the amount of 

aliasing is less when the sampling frequency is high. 

It is therefore often assumed that if the sampling 

frequency is sufficiently high, the effect will be 

relatively small and can be disregarded.   

However, the perceptual consequences of this dis-

tortion in the modelling have not been systematically 

studied. Hence, in this paper a perception test was car-

ried out to explore the effect of the aliasing distortion 

and the extent to which it is perceptible.  

Two sets of voice source stimuli were used, 

involving pairs of stimuli which are identical except 

for the aliasing distortion being present in one and not 

in the other. Among the stimuli further variables were 

manipulated to explore other factors that might 

impact on the perceptibility of aliasing. These tested 

the following hypotheses: aliasing is consistently 

audible, even at high sampling frequencies; aliasing 

is more strongly perceived when the sampling fre-

quency is low and when the f0 level is high; it is more 

strongly perceived for a tense voice quality with 

strong higher harmonics than for a lax voice quality 

with weak higher harmonics; voice source dynamics 

might influence the perceived aliasing, the initial 

expectation being that greater dynamics would results 

in the aliasing being less strongly perceived, since it 

is conceivable that there would be greater masking of 

the aliasing components in these conditions. 

2. METHODOLGY 

Recently, an alternative discrete-time implementation 

of the widely used Liljencrants-Fant (LF) model [17] 
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was developed, which eliminates the aliasing distor-

tion present in the standard application [22]. By com-

paring the two versions of the model, it is possible to 

study the perceptual effects of the aliasing distortion 

in the glottal flow signal. 

2.1. The LF model of glottal flow 

The LF model is defined by the piecewise function 

shown in (1).  

(1)  ( ) ( )( )
0 sin 0

e b

t
g e

g t t Te
e c

a

E e t t t

U t E
e e t t t

T



 





− − −

  


 = 
− −  


 

It models the derivative of the glottal flow pulse 

and involves two sub-functions. The first is a segment 

of an exponentially growing sinusoid, which models 

the flow derivative during the open phase of the glot-

tal cycle. The duration of the open phase is Te, and at 

the end of the open phase the amplitude of the wave-

form is −Ee, which is the negative amplitude of the 

main glottal excitation (see Fig. 1).  

 
Figure 1: Two LF pulses and parameter definitions. Flow 

derivative (bottom) and corresponding glottal flow (top). 

The second sub-function is a segment of an expo-

nential function, which models the flow derivative 

during the return phase, i.e. the part of the cycle for 

which the vocal folds return to full or maximum 

closure. The duration of this segment is Tb = tc ‒ te 

(Fig. 1).  

The LF model pulse shape is often described by 

the parameters Rg, Rk and Ra (Fig. 1). Together with 

Ee, these R-parameters are sometimes called ‘the LF-

parameters’. However, as has been discussed in [23], 

the actual parameters of the model, which are 

required to generate the LF pulse, are Ee, Te, ωg, α, ε 

and Tb. 

2.2. The LF model without aliasing 

The LF glottal waveform is continuous in time, and 

when digitised, this is typically done by sampling the 

time domain functions in (1). The sampling process 

will introduce aliasing distortion, since the spectrum 

of the LF model pulse is not bandlimited, and conse-

quently it will always extend beyond the Nyquist fre-

quency regardless of how high the sampling fre-

quency is. Thus, the standard discrete-time version of 

LF model will have a distorted frequency spectrum.  

A method is presented in [22] which avoids alias-

ing distortion in voice source models and a mathemat-

ical framework for generating an aliasing-free version 

of the LF model is outlined. To avoid aliasing distor-

tion, the model needs to be described in the frequency 

domain, which can be done by deriving the Laplace 

transform of the model. This enables the calculation 

of the true spectrum of the model directly from the 

model parameters.  

The ideal discrete spectrum of the model can then 

be obtained by sampling the true model spectrum up 

to the Nyquist frequency. Given this ideal spectrum, 

which effectively bandlimits the model spectrum to 

the Nyquist frequency, no aliasing is introduced. The 

discrete-time LF pulse corresponding to the ideal 

discrete spectrum is derived by applying the inverse 

discrete Fourier transform (IDFT). For full details on 

how the aliasing-free LF model is calculated, see 

[22]. 

2.3. The voice source generator 

To produce the stimuli to explore the perceptual 

effects of the aliasing distortion introduced by the 

sampling process, a system for generating voice 

source signals was developed. This system, referred 

to as the voice source generator (VSG) was designed 

using the MATLAB App Designer [24].  

The VSG currently incorporates the two version of 

the LF model described above: the standard version 

with aliasing and the aliasing-free version, imple-

mented according to [22].  

Furthermore, the VSG offers two different sets of 

control parameters for the source modelling: one set 

is the commonly used ‘LF parameters’, i.e. Ee, Rg, Rk, 

Ra and f0. The other set of parameters is Rd, Ee, Oq and 

f0. Note that only four parameters need to be specified 

in this case: Ra is derived from the Rd value using the 

formula provided in [25]. 

Rd = 0.11─1f0Up/Ee = 0.11─1Td/T0 (see Fig. 1) is the 

global waveshape parameter proposed by Fant [25, 

26], which is the central parameter in the alternative 

parameter control system for the LF model. The Rd 
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value has been shown to be a good indicator of the 

tense-lax dimension of voice quality, being low for 

tense voice and high for lax voice. Oq is the glottal 

open quotient, here defined as Te/T0 (Fig. 1).  

To ensure that a possible LF pulse is always pro-

duced from the input parameters, parameter con-

straints as defined in [27] are imposed on the input 

values to the VSG. Furthermore, amplitude modu-

lated aspiration noise can be added to the voice source 

pulses, where the modulation is determined by the 

glottal pulse shape according to [28]. 

The VSG can also generate LF pulses from the 

analysis output of the GlórCáil system, a system that 

can automatically extract LF parameter data from a 

speech signal [13, 29] or from the output the ISF sys-

tem, a manual interactive inverse filtering and source 

modelling system described in [30, 31, 32]. 

In the future, it is envisaged that additional source 

models will be included in the VSG, as well as an 

extended choice of control parameters. 

2.4. Acoustic stimuli 

The voice source generator described above was used 

to create 38 acoustic stimuli. These stimuli made up 

19 pairs, where the only difference between the stim-

uli in each pair was the version of the LF model: one 

producing aliasing and the other aliasing-free.  

Out of these 19 pairs, two sets of 8 pairs were 

generated by specifying input values using the second 

option of control parameters, i.e. Rd, Ee, Oq and f0 

(aspiration noise was not used). The two sets differed 

only in terms of the sampling frequency, 10 kHz vs. 

20 kHz, to test the hypothesis that aliasing is less 

perceptible at a higher sampling frequency. These are 

referred to as stimulus pairs 1 to 8 (see Table 1). 

To test if a source signal with higher f0 and a tenser 

voice quality produces aliasing that is more percep-

tible, stimuli 1 to 6 (both sets) differed in terms of f0 

level and voice quality: there were three f0 levels with 

either lax or tense settings. Stimuli 1 and 4 had low f0 

(mean f0 109 Hz), stimuli 2 and 5 medium f0 (mean f0 

219 Hz), stimuli 3 and 6 high f0 (mean f0 437 Hz), 

stimuli 1 to 3 had high Rd (lax voice, mean Rd was 

2.1), stimuli 4 to 6 had low Rd (tense voice, mean Rd 

was 0.58). These 6 stimuli (both sets) all had rela-

tively little variation in the parameter values (small 

dynamics). To test the effect of the dynamic variation 

in the source, stimuli 7 and 8 (both sets) on the other 

hand involved relatively large dynamics. The only 

difference between stimuli 7 and 8 was the f0 level: 

relatively low for stimulus 7 (mean f0 166 Hz) and 

relatively high for stimulus 8 (mean f0 322 Hz). The 

Rd mean was 1.2 for both stimuli 7 and 8. 

So far, all stimuli are based on stylised syntheti-

cally generated source signals. The remaining three 

pairs of stimuli were generated from source data 

obtained in a previous study [33] derived from natural 

speech using the manual interactive ISF system. The 

three utterances analysed were of the sentence “We 

were away a year ago” spoken by a male speaker in 

neutral, angry and sad voice. These stimuli were 

added to ascertain that the findings on the other stim-

uli should hold for naturally spoken utterances.  

2.5. Listening test 

To evaluate the perceptual effect of the aliasing in 

glottal flow modelling, a listening test was carried out 

with the 19 pairs of stimuli described above. The test 

was administered online, and participants were 

instructed to take the test in a quiet room using high-

quality headphones. They were also informed that 

they could listen to each audio file as many times as 

they wished. Before the main test, a file containing all 

the test stimuli was presented. This allowed the par-

ticipants to familiarise themselves with the range of 

differences involved in the different pairs of stimuli 

and to adjust the volume to a comfortable level.  

Participants then proceeded to the main test to 

assess the perceived degree of difference between the 

pairs of stimuli. To do this, they used a scale from 0 

to 5. If no difference between the stimuli was per-

ceived, 0 would be selected. If a difference was per-

ceived, the strength of the perceived difference was 

rated between 1 and 5, where 1 meant a very small 

difference and 5 a very large difference (approxi-

mately the maximum differences found among the 

pairs of stimuli). The stimuli were presented in a ran-

domised order. The order of the two stimuli (with or 

without aliasing) in each pair was also random.  

3. RESTULTS AND DISCUSSION 

In total, 30 participants completed the listening test. 

The means and standard deviations of the perceived 

difference scores for each pair of stimuli are pre-

sented in Table 1. One-way analysis of variance was 

used to test the significance of differences between 

groups of stimuli. The results show that the aliasing 

is perceptible in both the stylised stimuli and the stim-

uli generated using natural spoken data – even at a 

relatively high sampling frequency. The difference 

between the difference score and 0 (imperceptible) is 

statistically significant (p < 0.001) for all pairs of 

stimuli, including the sad stimuli, for which the dif-

ference score was the smallest. 

Given that the amount of aliasing is less at a high 

sampling frequency, we would expect the perception 

scores to reflect this. The overall mean score was 

indeed lower at the higher sampling rate (Table 1), 

but the difference was smaller than expected, and was 

not statistically significant (p = 0.072) for these data.  

5. Phonation and Voice Quality ID: 537

1803



Table 1: Mean and standard deviation values of the 

difference scores for the pairs of stimuli. 

 

 

 

 

 

 

 

 

 

 

One would also expect that a high f0 level would 

make the aliasing more audible, since when f0 is high 

the harmonics close to the Nyquist frequency would 

be relatively stronger compared with the lower har-

monics. Furthermore, the increased frequency gap be-

tween the harmonics could potentially lead to less 

masking of the aliasing components.   

This expectation was indeed borne out by the 

results. Fig. 2 shows that the degree of perceived dif-

ference is greater as f0 increases. The statistical anal-

ysis suggests that this effect is significant (p < 0.01). 

 
Figure 2: Mean difference scores for stimuli with 

low, medium and high f0. 

It was also hypothesised that voice quality could 

affect the perceptibility of aliasing, as a tense voice, 

with stronger higher harmonics, would be expected to 

cause more aliasing than a lax voice. Comparing the 

tense and lax stimuli (stimuli 1-3 vs. 4-6), the overall 

difference in mean ratings was small (tense 2.33, lax 

2.23) and not statistically significant (p = 0.54).  

However, if one compares only the 10 kHz stimuli 

for the tense vs. lax voice at low, medium and high f0 

levels (Fig. 3), a more nuanced interpretation is sug-

gested. At low f0 levels, there is essentially no differ-

ence in the scores. At mid f0 level, a difference does 

emerge, with tense voice yielding a greater degree of 

perceived aliasing. At high f0 level, the difference is 

greater again. We would tentatively conclude there-

fore that voice quality plays some role if the sampling 

frequency is low, with aliasing effects becoming 

more perceptible with tense voice as f0 increases. 

It was also suggested in the Introduction that a dy-

namically changing source signal could help mask 

aliasing components, thus making the aliasing less 

audible. However, our results do not support this 

hypothesis. Although the mean rating was slightly 

lower (2.18 vs. 2.32) for the stimuli with high dynam-

ics, the difference was not significant (p = 0.48). 

 
Figure 3: Mean difference scores for stimuli with differ-

ent voice tension at low, mid and high f0 (Fs = 10 kHz). 

Finally, results for the stimuli based on natural 

spoken utterances showed similar trends to the styl-

ised stimuli. The mean rating may seem somewhat 

lower, but this is most likely due to the relatively low 

f0 values in these stimuli. The mean f0 across the three 

stimuli is 106 Hz, comparable to stimuli 1 and 4, 

which in fact have somewhat lower scores (Table 1). 

We can therefore be reasonably confident that differ-

ences perceived in the stylised voice source stimuli 

reflect those we would get from real speech data.  

4. CONCLUSIONS 

The perceptual effect of aliasing distortion is explored 

by comparing the voice source signals produced by 

two version of the LF glottal flow model: the standard 

version which introduces aliasing distortion and a 

novel implementation based on a frequency domain 

representation of the model [22]. The perception test 

shows that the aliasing is almost always perceptible, 

even when the sampling frequency is high. The 

distortion is strikingly noticeable when f0 is high, 

particularly in combination with tense voice quality. 

The results therefore suggest that aliasing-free source 

modelling is beneficial when high-quality modelling 

of the glottal flow signal is required. 
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fs 10 kHz 20 kHz 

Stimuli Mean Std Mean Std 

1 1.50 1.18 1.37 1.28 

2 2.57 1.43 2.13 1.45 

3 2.83 1.46 2.97 1.64 

4 1.43 1.28 1.20 1.22 

5 2.87 1.36 2.13 1.63 

6 3.33 1.58 3.03 1.66 

7 1.97 1.45 1.70 1.39 

8 2.60 1.52 2.47 1.67 

Overall 2.39 1.41 2.13 1.49 

Angry 1.83 1.21   

Neutral 2.63 1.40   

Sad 0.77 0.96   

Overall 1.74 1.19   
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