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Abstract

Magnetic materials have diverse applications across multiple sectors, ranging from mag-

netic resonance imaging machines, used to detect diseases, to electric motors, sensors,

and wind turbines just to name a few. The demand for novel magnetic materials,

tailored for specific applications, is higher than ever. However, the recent advances in

technology have not been matched by a comparable rate of material discovery, largely

due to the unavoidable low throughput of experimental synthesis. For these reasons,

there is a growing need for alternative approaches to material discovery, potentially

involving in-silico predictions. The modelling capabilities of Density Functional The-

ory (DFT) make it a promising technique for selecting material prototypes based on

computed properties, leading to an inverse-design approach, where the material syn-

thesis is driven by specific application needs. However, the computational cost of

DFT is too high to be the only technique adopted for inverse-design purposes. In this

work, we present a data-driven approach to the design of magnetic materials. We ad-

dress various challenges that afflict the material-discovery pipelines, for which we find

solutions that leverage recent advancements in artificial intelligence. The result is an

end-to-end workflow for materials inverse-design with a strong interdisciplinary nature,

borrowing techniques from various domains of machine learning, ranging from statis-

tical modelling to natural language processing (NLP). Specifically, we present several

novel methods. Firstly, we introduce an NLP pipeline for the automatic extraction

of data from the scientific literature, based on the fine-tuning of transformers-based

language models. We then employ a machine-learning-enhanced prototype generation

technique to improve the creation of accurate convex hulls for assessing the stability of

ternary alloys. Additionally, we have designed a local inversion algorithm for finding

the atomic structure associated with a given set of atomic descriptors, that can be

coupled with generative models. Finally, we introduce the Jacobi-Legendre potential,

a linear machine-learning interatomic potential based on the cluster expansion of the

system energy, as well as the spin power spectrum, a set of descriptors of the local

chemical environment for the modelling of magnetic materials using machine-learning

techniques.
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Chapter 1

Introduction

Throughout human history, the discovery of new materials has been closely tied to

technological progress. Different eras such as the Iron Age and the Bronze Age were

even named after the materials predominantly in use at the time, highlighting the link

between human advancement and material science. The introduction of new materials

enables the exploration and development of novel tools, which in turn can improve the

quality of life and extend life expectancy. This has been evident not only in older times

with the processing of metals like iron, bronze, and steel but also in more recent history

with the engineering of semiconductors, polymers and alloys. While we have become

increasingly efficient in developing new technologies, the discovery of new materials

has struggled to keep pace. In fact, most new materials are discovered through labour-

intensive, trial-and-error processes in laboratories, relying on a broad base of semi-

empirical knowledge. This approach limits the rate at which new discoveries can be

made. Currently, the inverse design of a new material [7], namely finding a material

with the set of properties needed for a particular application, exists only in the form of

incremental optimisation of the stoichiometry or the microstructure of already-known

compounds. The vast, combinatorial chemical space of all possible compounds is too

large to explore by manually attempting the synthesis of each one of them. Such an

endeavour would take more time than the age of the universe. However, if we could

predict a compound’s properties using first-principles calculations, we could automate

the exploration of this “chemical universe.”

The chemical properties of a material are ultimately governed by its electronic

structure. Unfortunately, simulating multi-electronic systems poses challenges that

are insurmountable with conventional computer architectures, as the complexity of

the system’s electronic wave function grows exponentially with the number of atoms

[8]. To circumvent this computational bottleneck, approximations to the Schrödinger

equation must be introduced. The most successful of these approaches is unarguably

the density functional theory (DFT) [9, 10]. In DFT, the focus shifts from the wave

function to the electronic density, simplifying the problem considerably. The scaling

of DFT calculations generally follows a cubic trend with respect to the number of

1



2 CHAPTER 1. INTRODUCTION

simulated atoms. However, for certain systems, efforts using local basis sets, which

rely on the principle of nearsightedness, have succeeded in achieving linear scaling [11].

DFT has enabled high-throughput calculations of ab-initio properties for a wide range

of compounds. Several initiatives have emerged to compile databases of these calculated

DFT properties, offering an ever-growing set of compounds [12, 13, 14]. While these

databases are searchable and allow for property-based screening, they are constrained

in size and growth rate due to the computational costs of DFT calculations. This limits

their immediate applicability in inverse material design. Despite these drawbacks, the

rising number of publications, coupled with the increasing computational power and

efforts to generate ab-initio calculation databases, has enriched the field with data,

making it a fertile ground for machine-learning applications.

1.1 Machine learning

Machine learning has been a transformative force in various industries, revolutioniz-

ing everything from healthcare and drug discovery to finance and tech. Its impact

extends beyond quantitative disciplines like mathematics and physics to even artistic

and literary fields, thanks to recent advancements in language and multimodal mod-

els [15, 16, 17, 18]. The effectiveness of machine learning is closely tied to our ability

to generate data. Over the last two decades, the rise of the Internet and advancements

in information technology have made it possible for nearly everyone on Earth to access

hardware capable of interfacing with the Internet and generating content. As a result,

our proficiency in content creation and sharing has expanded exponentially. Further-

more, improvements in sensor design have enhanced both the availability and quality

of sensors, while advances in computer hardware have facilitated a surge in the num-

ber and scale of simulations. Collectively, these developments have led to a dramatic

increase in available data. This data often exhibits some intrinsic structure.

For example, natural language adheres to specific grammatical rules, while the

pixel distribution in an image follows an internal structure that carries meaningful

information. If pixels were randomly dispersed, they would convey little to no meaning.

One can then think of trying to model these underlying patterns, but given their

complexity, the resulting model that describes them must be also sufficiently intricate

in order to possess the necessary flexibility necessary to learn them.

Machine-learning models are generally analytic functions between two Euclidean

spaces and they depend on a set of parameters known as weights. Both the input

values and these weights influence the model’s output. In the context of supervised

learning, the weights of the model are adjusted over a labelled dataset, also known as

the training set, which consists of paired input-output values. The optimisation process,

commonly referred to as training, aims to minimize a differentiable function called the

loss function. This loss function is usually designed to decrease as the model’s outputs
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Vast chemical space

Stability assessment
The stability of the compounds of 
interest is studied with a combine use of 
DFT and Machine Learning strategies. 

Promising 
candidates

Selection of the atomic species
First screening with respect to properties of 
interest using compositional models and 
other feasibility considerations (melting 
temperature, availability, cost, toxicity…)

Property predictions
The compounds that are predicted to be stable 
are extensively studied with the use of ML-force 
field potentials to further analyse the properties 
of interest. Lab

3

2

1 BERT-PSIE (Chapter 3) 

ML-enhanced 
prototypes generation (Chapter 4)

JLP, spin power spectrum (Chapter 5,6)

Figure 1.1: The diagram outlines the three stages of an inverse-design workflow:
the selection of atomic species, the search for stable compositions along with their
associated crystal structures, and finally, property-based screening. Each of these steps
presents a variety of challenges, which we address through the development of data-
driven techniques.

become close to the expected outputs. Various universal approximation theorems have

been established for a range of machine-learning model architectures. These theorems

guarantee that well-behaving functions can be approximated to an arbitrary degree of

accuracy by commonly used machine-learning models. A key requirement for these

theorems is the inclusion of a non-linear activation function, which introduces a non-

linear dependency on the model’s weights. Although this non-linearity enhances the

model’s flexibility, it also complicates the training process. Moreover, these models

are non-convex functions, meaning that their loss functions have multiple minima. To

optimize the weights, an iterative minimisation technique, such as gradient descent,

is generally used [19]. Backpropagation offers an efficient strategy for calculating the

gradient of the loss function with respect to the model’s weights, making the training

process computationally viable [20]. As a result, machine learning has emerged as a

viable approach for tackling problems plagued by the “curse of dimensionality,” which

refers to the exponential increase in complexity associated with problems defined in

high-dimensional spaces. In this regard, these techniques have the potential to address

“hard” problems in material science.
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1.2 Data-driven materials inverse design

The aim of this work is to address the challenge of identifying suitable material pro-

totype candidates given a set of properties that are required for a specific application.

The suitability of a prototype is determined by its likelihood of successful synthesis and

its ability to exhibit the expected properties. Ideally, this inverse-design task should be

performed by a model capable of efficiently navigating the vast combinatorial chemical

universe. Although recent studies have leveraged the capabilities of generative mod-

els [21], there is no consensus yet on the most effective approach. In this work, we focus

on an inverse-design workflow based on high-throughput screening. This approach con-

sists of several stages where a pool of potential candidates is progressively refined to

a smaller subset of more promising candidates. An example of such an inverse-design

workflow is one composed of three distinct steps (see Fig. 1.1). At first, we want to

select what elements to include in our search, as well as up to how many species to

include in the composition. From a subset of the periodic table of Nel elements, we

can create
(
Nel

2

)
binaries,

(
Nel

3

)
ternaries and so on. In order to limit this combinato-

rial explosion, it is advisable to reduce as much as possible the number of elements

Nel under consideration. Factors such as availability, cost, toxicity and melting point

usually intervene at this stage to remove from the picture certain elements. For each

elemental combination, various stoichiometries can then be considered and different

crystal structures can be associated with each composition. Recent research indicates

that it is possible to infer a wide range of compound properties solely based on com-

position with reasonable accuracy. This is accomplished using compositional models,

machine-learning models that take the chemical composition of a compound as input

and return a prediction for one of its properties. These models are trained either on

computational data or directly on experimental results. To name some examples, us-

ing this approach compositional predictors have been built for the Curie temperature

of ferromagnets [22], the superconductors critical temperature [23] and glass-forming

ability [24]. Compositional models offer the advantage of being relatively inexpensive

to run, making them a powerful tool for initial screening in relation to properties of

interest. At this stage of the workflow, they can be used to further refine the pool

of elements under consideration. The main drawback associated with compositional

models is the lack of structured databases of experimental data.

In order to address this issue, we developed a natural language processing workflow

based on the fine-tuning of language models for the automatic extraction of data from

the scientific literature. This workflow for the precise scientific information extraction

(BERT-PSIE) will be detailed in Chapter 3.

Once the minimal pool of elements to take into consideration has been established

we enter the second stage of the inverse-design workflow. This stage involves assessing

which compounds and corresponding crystal structures are likely to be stable. The

stability criterion for a compound is determined by the Gibbs free energy with respect
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to competing phases. The Gibbs free energy comprises two terms, the enthalpy, which

is influenced by the internal energy of the system, and the entropy. It has been shown

that up to ternary compounds, enthalpy is the main driver of stability while entropy

takes over when dealing with a higher number of constituents [25]. As a consequence,

the strategy for identifying stable compounds varies depending on the number of con-

stituents under consideration. Up to ternary compounds, a zero-temperature stability

criterion is typically used. In this case, the entropy term is ignored and the enthalpy

is approximated by the DFT total energy. A convex hull is constructed based on the

systems with lower energy and the distance from the convex hull serves as stability

criterion. The stability study of quaternary compounds and beyond has to involve an

assessment of the entropy term of the Gibbs free energy.

We developed a workflow for an efficient and accurate construction of convex hulls

for ternary compounds, leveraging existing data for binary compounds. This machine-

learning-enhanced prototype generation workflow will be discussed in detail in Chapter

4. At this point, we avail ourselves of a set of prototypes that are deemed stable,

together with their equilibrium structures.

The third and final stage of the inverse-design workflow consists in refining this pool

of prototypes by selecting those for which we predict properties that fall in our range of

interest. Compositional models can be employed again to further narrow down the list

of promising compounds. Additionally, since we now have information on the equilib-

rium crystal structures, more sophisticated methods can be utilised. Machine-learning

force fields (MLFF) can be trained to model specific compositions. The advantage of

these data-driven potentials is that they maintain the accuracy of ab-initio simulations

but at a fraction of the computational cost. These potentials can then be employed

to model dynamical properties or defects at scales that are unattainable using con-

ventional DFT methods [26, 27, 28]. In Chapter 5 we introduce the Jacobi-Legendre

Potential (JLP) a linear machine-learning potential based on the cluster expansion of

the energy of the system. These additional property predictions performed with MLFFs

constitute the last stage of the inverse-design workflow. Further stability checks such as

verifying the absence of imaginary phonon modes, can be carried out using either DFT

or a trained MLFF model. The predicted dynamical properties serve as parameters

with respect to which perform further screening. The compounds surviving all stages

of the workflow can then be sent to the lab, where their synthesis is attempted. In

Fig. 1.1 we report a diagram that outlines all the steps of the described inverse-design

workflow, along with the data-driven strategies we developed and that are discussed in

this work. The inverse-design workflow presented here is data-driven in the sense that

it heavily relies on machine-learning techniques developed to address specific challenges

at each one of its stages. This approach has become viable due to the recent surge in

the availability of experimental and computational data, as well as advancements in

machine-learning technologies.



6 CHAPTER 1. INTRODUCTION

1.3 Data-driven magnetic materials inverse design

While the data-driven inverse-design workflow discussed in the previous section is gen-

eral in scope, it can present certain shortcomings for some classes of materials. Our

focus here is on a particular class of magnets, specifically ferromagnets. Ferromagnetic

materials populate one of the largest classes of magnetic materials. They display long-

range alignment of the local atomic magnetic moments in the same direction, leading

to the formation of a macroscopic magnetic moment in the absence of an external mag-

netic field. The critical temperature at which this ordering is destroyed by the thermal

fluctuations is called Curie temperature TC .

Various technologies rely on ferromagnetic materials, from hard-disk storage and

magnetic resonance imaging to electric motors. However, only a small fraction of known

ferromagnets possess a TC greater than 600 K, which is generally required for room-

temperature applications. Given the technological significance of these materials and

the limited range of known compounds, the inverse design of new ferromagnets is par-

ticularly important. In this work, we address this challenge by automatically extracting

compound-Curie temperature pairs from the scientific literature using BERT-PSIE, a

pipeline of fine-tuned language models. We demonstrate that the generated dataset

can be used to train compositional models able to screen high-TC compounds.

Another limitation of the existing inverse-design workflow is its incapability to

model magnetic materials using traditional Machine-Learning Force Fields (MLFF).

Conventional MLFF models do not account for the magnetic properties of the atoms

within the system. As a result, they are unable to correctly model magnetic materials.

An inverse-design workflow aimed at magnetic materials would require the generalisa-

tion of existing methods to include magnetic properties. In Chapter 6 we propose a

solution through the spin power spectrum. This approach allows us to develop models

trained on spin-polarised DFT calculations enabling the prediction of a system’s mag-

netic properties. The inclusion of these predictive models into our workflow results in

a data-driven approach to the design of magnetic materials.

1.4 Summary

This thesis presents the various protocols that we have developed to address the chal-

lenges inherent in the inverse design of magnetic materials. The data-driven nature of

these methodologies is a result of the strong interdisciplinary focus of this work. An

outline of the relevant methods used is provided in Chapter 2. The following chapters

discuss the various steps of the workflow as illustrated in Fig. 1.1. The first stage con-

sists of selecting the pool of elements on which to conduct the search. In Chapter 3 we

demonstrate that, by leveraging natural language processing techniques, we can create

a pipeline for the automatic extraction of relevant data from the existing scientific lit-

erature. This data can then either be queried directly or used to train compositional
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models to guide the selection of the elements that we are interested in.

The second stage focuses on identifying which stoichiometric, including the ele-

ments of interest, are stable and their corresponding equilibrium crystal structures.

Traditional approaches to this problem involve calculating the energy associated with

various crystal structure prototypes for a given stoichiometry and constructing a con-

vex hull based on the minimum energy structures found for different stoichiometries.

Chapter 4 introduces two data-driven approaches for the generation of atomic struc-

tures. The first focuses on ternary structures and relies on the decoration of the stable

binary phases of the constituent compounds. The second leverages the use of machine-

learning generative methods together with the inversion of the chemical environment

descriptors commonly used for MLFFs. Once the stable compounds are isolated the

third stage of the workflow aims to predict additional properties of these materials.

Chapter 5 introduces a novel MLFF based on a cluster expansion of the energy of

the system, the Jacobi-Legendre potential, which can be used to predict the dynamical

properties of the system. Chapter 6 presents an extension of MLFFs to include the

spin associated with the magnetic atoms of the system. These potentials can be trained

on spin-polarised DFT calculations and used to predict the magnetic properties of a

compound. By integrating all these methods together, a data-driven inverse-design

workflow for the discovery of novel magnetic materials is established. We have imple-

mented these techniques in a Python library called “Force Fields Machine,” which is

presented in Chapter 7. Finally, in Chapter 8 we conclude and provide a discussion

regarding potential future directions of this research.
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Chapter 2

Methods

Before presenting in detail the strategies compounding our data-driven inverse-design

workflow, this chapter provides an overview of the methodologies commonly employed

in material science to simulate material’s properties, as well as the current state of

machine-learning techniques applied in this domain.

2.1 Density functional theory

The properties of a material ultimately depend on its chemical composition and on its

crystal structure. The knowledge and the ability to solve the laws of physics governing

the interactions between atoms would guarantee the ability to simulate and compute

all the properties of any material. Although quantum mechanics provides such a set

of rules, approximations need to be introduced in order to make this problem com-

putationally treatable, even for simple systems. In the time-independent case and

non-relativistic limit, within the Born-Oppenheimer approximation, the total energy

of an isolated system of N nuclei and Ne electrons is given by the solutions of the

time-independent Schrödinger equation [8]:

Ĥe({R⃗I})Ψe = E({R⃗I})Ψe, (2.1)

with,

Ĥe({R⃗I})=
Ne∑
i

−ℏ2
2me

∇2
r⃗i

+
1

2

NN∑
I ̸=J

e2ZIZJ

|R⃗I − R⃗J |
− 1

2

Ne,NN∑
i,I

e2ZI

|r⃗i − R⃗I |
+

1

2

Ne∑
i ̸=j

e2

|r⃗i − r⃗j|

= T̂e + ÊNN + ÊNe + V̂ee. (2.2)

Here Ψe is the electronic wave function of the system, ZI the atomic number of the

nucleus I, me is the electron mass and RI represents the position of the nucleus I.

This is an equation in 3Ne variables with Ne being the total number of electrons in

the system. Within the Born-Oppenheimer approximation, the nuclei are considered

as classical point particles. So far we are assuming their position to be fixed, hence

9
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their contribution to the total kinetic energy is zero. From Eq.(2.2) it follows that the

Hamiltonian is entirely determined by the position and atomic species of the atoms of

the system.

The Hohemberg and Kohn theorem shows that the total energy of the ground state

of a system is a unique functional of the electronic charge density and that the density

that minimizes such functional is the electronic density of the ground state [8, 9],

E = E[ρ] = T [ρ] + ENe[ρ] + Vee[ρ] + ENN , (2.3)

where the electronic single-particle charge density is defined as:

ρ(r⃗) = Ne

∫
|Ψe(r⃗, r⃗2 . . . , r⃗Ne)|2dr⃗2 . . . , dr⃗Ne . (2.4)

Once the electronic charge density of the ground state is known then all the ground-

state quantities describing the system can be, in principle, computed. The initial

problem is now reduced to the determination of a function in three variables. Unfor-

tunately, the exact functional dependence of the energy from the electronic density is

not known and it is necessary to introduce approximations. Kohn and Sham proposed

to divide the total energy of the system as follows [10],

E[ρ] = Ts[ρ] + ENe[ρ] + J [ρ] + EXC [ρ] + ENN , (2.5)

where Ts is the total kinetic energy of a system of Ne non-interacting electrons chosen

such that the electronic charge density of the fundamental state is the same as the initial

system. Then, ENe, J and ENN are the Coulombic contributions of the electron-nucleus

interaction, the Hatree term of the electron-electron interaction and nucleus-nucleus

interaction, respectively, while EXC is the exchange-correlation energy containing the

terms for which an exact dependency from the electronic charge density is not known,

EXC [ρ] = T [ρ]− Ts[ρ] + Vee[ρ]− J [ρ]. (2.6)

The orbital solutions of the equation relative to the non-interactive system are said

Kohn-Sham orbitals, [
− ℏ2

2me

∇2 + Veff(r⃗)

]
ψi(r⃗) = εiψi(r⃗). (2.7)

with Veff being an effective potential defined as,

Veff(r⃗) =
δENe[ρ]

δρ(r⃗)
+
δJ [ρ]

δρ(r⃗)
+
δEXC [ρ]

δρ(r⃗)
= vext(r⃗) + VH(r⃗) + VXC(r⃗). (2.8)

Here vext includes the potential generated by the nuclei, VH is the Hartree potential

and it is the solution of the Poisson equation generated by the density ρ. Finally
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VXC(r⃗) is the exchange-correlation potential for which there is no exact expression and

it requires some degree of approximation. A solution of the Kohn-Sham equations can

be obtained through a self-consistent loop. At convergence, it is possible to estimate

the energy of the ground state of the system and the forces acting on the atoms through

the Hellmann-Feynman theorem [29]

F⃗I = − ∂E

∂R⃗I

= −⟨Ψ| ∂Ĥ
∂R⃗I

|Ψ⟩ , (2.9)

while the contribution to the stress tensor W is given by [30]:

W =
N∑
I=1

R⃗I ⊗ F⃗I . (2.10)

Here ⊗ is the Cartesian outer product operator. The computation of these quantities

allows one to perform relaxation and ab-initio molecular dynamics providing access to

several properties (e.g. the equilibrium structure, equilibrium volume, phonon disper-

sion, ... ).

2.2 Force fields

Within the Born-Oppenheimer approximation, the nuclei of the atoms are described

as classical pointwise particles with a specific atomic mass. Their dynamics is then

governed by Newton’s laws

F⃗I = MI
dv⃗I
dt
, (2.11)

which relates the force FI acting on an atom with mass MI with the variation of its

velocity v⃗I . For the case of conservative forces, FI can be expressed as the gradient of

a scalar potential U

F⃗I({R⃗J}) =
∂U

∂R⃗I

({R⃗J}). (2.12)

For an isolated system of N atoms, U is a function of all the atom’s positions and

their species. The most simple case is the one where U depends only on the pairwise

distance between each couple of atoms I and J ,

U =
1

2

∑
I ̸=J

u(|RI −RJ |), (2.13)

in this case, u is called pair potential. In general, the interaction between atoms is in-

sufficiently described as a pair-wise interaction. While the Coulombic interaction is a

pairwise interaction, when seen as acting on classical point particles, the quantum me-

chanical description of the electrons within ab-initio calculations makes the Coulombic

interaction between atoms non-pairwise. The electrostatic interaction between atoms
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deforms their electronic cloud inducing polarisation in a way that is not a simple func-

tion of only the pairwise distance between atoms. Given the positions of all the atoms

of the system and their velocities at a time t0 {v⃗I(t0), R⃗I(t0)} the velocities and po-

sitions at a later time tn can be computed by using iteratively the Verlet integration

[31]:{
R⃗I(t1) = R⃗I(t0) + v⃗I(t0) (t1 − t0)
R⃗I(tn+1) = 2R⃗I(tn)− 2R⃗I(tn−1) (tn+1 − tn)− 1

MI
∇IU({R⃗J(tn)}) (tn+1 − tn)2

The resulting molecular dynamic is a trajectory of the system in the microcanonical

ensemble. If the potential is a semi-empirical analytical function designed to model a

specific class of compounds, the trajectory arising from the solution of these equations

of motion is called classical molecular dynamics. The most simple and popular semi-

empirical choice for the potential U is the Lennard-Jones potential, a pair potential

defined as:

u(|RI −RJ |) = 4ε

[(
σ

|RI −RJ |

)12

−
(

σ

|RI −RJ |

)6
]
. (2.14)

This potential captures the close-range repulsion between atoms and their long-range

van-der-Waals attraction. The parameters ε and σ are generally optimised for each

specific material considered. The design of these semi-empirical potentials is driven

by a trade-off between accuracy and computational complexity. The bottleneck in the

integration of the equation of motion is the computation of the gradients of the scalar

potential. Semi-empirical potentials are usually simple analytical functions depend-

ing on a few parameters that are fitted to best reproduce certain properties (often

experimental) of the system under investigation. This fitting procedure does not gen-

erally follow a specific strategy, it is application-specific and often driven by physical

intuition. The analytical simplicity of these potentials makes them the most compu-

tationally efficient methods to perform molecular dynamics allowing the simulation of

a large number of atoms and long trajectories. However, this simplicity often prevents

their ability to simultaneously capture multiple properties of the system.

An alternative approach consists of computing the forces acting on the atoms of

the system from first principles. In the context of DFT, this is facilitated by the

Hellmann-Feynman theorem Eq. (2.9). The resulting simulations take the name of

ab-initio molecular dynamics and differentiate themselves from classical molecular dy-

namics by the absence of any fitting parameters present in the theory. Any step of

the molecular dynamic requires a DFT calculation performed with the updated atomic

position to compute the updated forces. The underlying approximation is that the elec-

trons follow adiabatically the movement of the nuclei and the electronic wave-function

coincides with the ground-state one at any instant. Having to perform a DFT cal-

culation for each step of the dynamic makes this task particularly computationally

intensive. There are strategies to reduce the number of self-consistent cycles needed to
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reach convergence by initializing the density with the one obtained at the previous step

of the dynamics. This strategy significantly accelerates the convergence for small time

steps, nevertheless, ab-initio molecular dynamics of thousands of atoms are already at

the boundary of what is generally accessible on standard hardware and only possible

with codes specifically optimised to achieve linear scaling with respect to the number

of atoms. The advantage of ab-initio molecular dynamics relies on their ability to

accurately describe multiple properties simultaneously, from first principles, without

requiring any fitting step. However, the calculation of dynamic properties that require

large atomic cells or long trajectories remains locked away from the reach of ab-initio

simulation.

Thus, the force fields landscape presents a trade-off. On the one hand, classical semi-

empirical force fields are computationally cheaper, but limited in their complexity and

in the physics that they can describe. On the other hand, ab-initio molecular dynamics

can describe very complex systems at the cost of being computationally expensive. The

ideal force field would have the computational cost of classical molecular dynamics and

the complexity and accuracy of ab-initio simulations. In the next section, we will

discuss how machine-learning force fields aim to achieve both these characteristics.

2.3 Machine-learning force fields

As discussed in the first chapter, machine-learning models aim to efficiently find pat-

terns in the data provided at training time. Once successfully trained the model will

be able to predict the corresponding outputs on inputs that it has not seen during

the training. This workflow can be directly applied to the design of force fields. For

instance, the training set could include different atomic configurations with their cor-

responding calculated DFT energy. The machine-learning model is then trained to

predict the DFT energy given the position and chemical identity of the atoms of the

system. The forces acting on each atom can then be predicted by computing the gra-

dient of the model with respect to the input atomic positions. This approach would

provide a way to obtain DFT-level results, but at a higher throughput since the com-

putational time required to evaluate the total energy of the system is the one required

for a forward pass through the model. This will depend on the model’s architecture

and on the system under study, but it can be orders of magnitude faster than DFT.

A widely adopted assumption in both machine learning and classical semi-empirical

potentials is to be able to express the total energy of the system E as a sum of atomic

contributions EI ,

ETot =
N∑
I=0

EI . (2.15)

Within DFT only the total equilibrium energy of the system is accessible, while the

atomic contributions EI are not well defined. However, this decomposition allows us to
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effectively implement the principle of nearsightedness into the model [11] by assuming

that each EI only depends on the atoms within a certain cutoff distance Rcut from

the atom I. Moreover, targeting the prediction of the atomic energies as opposed to

the total energy offers a straightforward way to take into account the fact that the

energy is an extensive quantity. This allows one to train over small-size cells and then

to scale up to predict the energies of larger systems. When it comes to designing a

machine-learning force field multiple choices need to be taken, which ultimately will

impact its performance and applicability. Among these, the components that will

mostly impact the quality of the force field are the choice of the input features and

the model architecture. In the subsequent sections, we will be exploring both these

components.

2.3.1 Chemical environment representations

As previously discussed the properties of an isolated system of atoms are completely

defined once the position and atomic identity of the atoms are specified. Machine-

learning models are functions that map an Euclidean space to another1. As such it is

necessary to convey the information regarding the system in a way compatible with this

framework. Within DFT, the positions of the atoms are naturally expressed in terms

of Cartesian coordinates with respect to the simulation cell axis. However, directly

using Cartesian coordinates as input for a machine-learning model trained to predict

the total energy of the system will surely lead to poor results. The reason for this

is ultimately connected with the fact that the total energy of the system is a scalar

quantity that is invariant with respect to any global rigid rotation or translation of

the system while Cartesian coordinates are not. It is up to the model then to learn

the presence of these symmetries. While this is possible in principle, by virtue of the

universal approximation theorem in the limit of an infinite amount of training data

and a sufficiently large model, it is not feasible in practice. A solution to this problem

is to use as input of the model a set of descriptors computed from the Cartesian

coordinates which possess the same symmetries of the targeted quantity. The output

of the resulting model will consequently inherit all the symmetries implemented in

such input descriptors of the chemical environment. For the case of the total energy

these symmetries include rotation, translation invariance and invariance with respect

to the permutation of any atom of the same species. The design of such invariant

features poses a significant challenge. If we trivially consider, for example, the use of

angles and inter-atomic distances as input features, then we would have a model that

is invariant under rotation and translation of the system. However, the listing of the

input should be handled in a way that is invariant under the exchange of two atoms

of the same species. A more careful construction is then required to take into account

all the desired symmetries. We will now discuss some of the strategies that have been

1The problem can be also extended to non-Euclidean spaces [32]
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used to implement such invariant descriptors.

Symmetry functions

Symmetry functions were introduced by Behler and Parrinello in their seminal work

published in 2007 [33]. Their definition takes inspiration from the definition of pair

distribution functions, which describe the distributions of distances between pairs of

atoms. The two-body family of symmetry functions generated by the parameters ν

and Rs is defined as [33],

G2−body
I (RIJ ; η,Rs) =

all∑
J ̸=I

e−η(RIJ−Rs)2fc(RIJ), (2.16)

where RIJ is the distance between the atoms I and J , while fc is a cutoff function

defined to go to zero smoothly at the cutoff distance Rcut and it is null for larger

values. A common choice for fc is

fc(RIJ) =


1
2

[
cos
(

πRIJ

Rcut

)
+ 1
]

for RIJ ≤ Rcut,

0 for RIJ > Rcut.
(2.17)

Here fc is introduced to enforce locality and to guarantee a smooth variation of the

model’s output, when atoms move inside or outside the cutoff radius, particularly

important during molecular dynamics. Ultimately the specific choice of fc is arbitrary

and it can be regarded as a hyperparameter. The parameters ν and Rcut are allowed

to assume any real value, in practice, a small finite subset of values is considered. The

purpose of the symmetry functions is to introduce an invariant basis set on which the

energy of the system can be expanded. Since, as previously pointed out, the total DFT

energy cannot be decomposed in terms of only pair contributions, in order to be able to

build accurate force fields it is useful to introduce descriptors that incorporate higher-

order contributions. The following three-body symmetry functions are commonly used

in combination with the two-body ones,

G3−body
I (RIJ , RIK , RJK , θijk; η, λ, ζ) =

21−ζ

all∑
J,K ̸=I

(1 + λ cos θIJK)ζe−η(R2
IJ+R2

IK+RJK)fc(RIJ)fc(RIK)fc(RJK). (2.18)

Here the parameters introduced are λ ∈ {−1, 1}, η and ζ. Symmetry functions are

generally used in combination with multilayer perception neural networks [33]. Further

details on this architecture will be discussed in subsequent sections.
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Bispectrum components

Another approach used to describe the chemical environment is given by the bispectrum

components [34]. The information regarding the local atomic environment surrounding

an atom I can be entirely expressed in terms of a neighbour density distribution,

ρI(R⃗) = δ(R⃗) +
∑
J

wJ fc(RIJ) δ(R⃗− R⃗J), (2.19)

where fc is a cutoff function with the same purpose as the one encountered for the

symmetry functions. The {wJ}’s are weights depending on the species of the atom J .

We can now map the point in real space onto the surface of the 3-sphere, in a similar

fashion as a Riemann projection. The following polar coordinates can be used for this

purpose:

R⃗ =

xy
z

→
ψ = arctan (y/x)

θ = arctan

(√
x2+y2

z

)
θ0 = θmaxR/R0

, (2.20)

where R0 > Rcut is a parameter of the transformation. By using this transformation

we can express the neighbour density distribution as a function on the 3-sphere. The

spherical harmonics provide a natural basis for functions defined on the surface of a

sphere. Similarly, a natural basis for functions defined onto the 3-sphere is given by

the hyper-spherical harmonics U l
m,m′ ,

ρI =
∑

l=0, 1
2
,...

l∑
m,m′=−l

ulm,m′U l
m,m′ , (2.21)

with expansion coefficients ulm,m′ given by the following inner product,

ulm,m′ = ⟨U l
m,m′ |ρ⟩ = U l

m,m′(0, 0, 0) +
∑
j

wj fc(RIJ)U l
m,m′(θ0, θ, ψ). (2.22)

The expansion of Eq. (2.21) can be seen as a change of basis. Now the coefficients ulm,m′

contain all the information necessary to describe ρI . Unfortunately, these coefficients

are not suitable as descriptors, since they are complex-valued and they are not invariant

under rotations. However, combinations of ulm,m′ such as the power spectrum possess

the desired properties and can be used as input of machine-learning models

Pl =
l∑

m,m′=−l

(
ulm,m′

)∗
ulm1,m′

1
, (2.23)
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Moreover, it can be proved [34] that the following triple-products of expansion coeffi-

cients are real-valued and rotationally invariant,

Bl1,l2,l =

l1∑
m1,m′

1=−l1

l2∑
m2,m′

2=−l2

l∑
m,m′=−l

(
ulm,m′

)∗
C lm

l1m1l2m2
C lm′

l1m′
1l2m

′
2
ul1m1,m′

1
ul2m2,m′

2
, (2.24)

where C lm
l1m1l2m2

are the Clebsch-Gordan coefficients. This invariant coefficients are

called bispectrum components. Once a maximum angular momentum, lmax, is specified

in order to truncate the infinite summation of Eq. (2.21), the list of different bispectrum

components that can be constructed combining the available coefficients ulm,m′ can be

used as descriptors for the chemical environment surrounding the atom I. The number

of non-zero unique bispectrum components for a given integer lmax is given by [35],

(lmax + 1)(lmax + 3
2
)(lmax + 2)

3
. (2.25)

By definition, the bispectrum components include contributions up to the 4-body order

and their symmetries make them suitable to be used as input features for machine-

learning force fields.

Incompletness of the chemical environment representations

Atomic structure representations such as the bispectrum components were generally

considered to provide a complete basis set for the atomic neighbour density distribu-

tion. This changed in 2020 after the work of Pozdnyakov et al. [36] in which it was

shown that it is possible to construct examples of atomic clusters with the same bis-

pectrum components but different energy. A machine-learning force field will return

the same output given the same input, hence, the problem of incompleteness in the

representation used exposes the model to a weakness in its ability to discern differ-

ent chemical environments. The underlying problem is associated with the fact that

a n-body descriptor offers a complete basis for an atomic environment consisting of

up to n atoms, while it might be under-complete for environments that include more

atoms. While this is particularly severe for low body orders, the importance of this

aspect becomes less and less significant for high body orders. It is then particularly

challenging to construct examples of distinct clusters that share the same descriptors,

and the total energy contribution of these higher-order correlations diminishes rapidly.

This is also shown by the practical success seen by descriptors such as the bispectrum

components or the symmetry functions. Nevertheless, being able to systematically ad-

dress the completeness of the representation is a valuable feature. In this regard the

symmetry functions can be expanded by including higher body order functions similar

to what was done with the introduction of the 3-body symmetry functions along with

the 2-body ones. The limit associated with this approach is that there is no general

and systematic set of rules to design symmetry functions of a given body order beyond
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three. Each case needs to be individually crafted. At the same time, the bispectrum

components do not offer any straightforward way to include body orders beyond the

4th given the definition of bispectrum.

The first instance of a complete representation was actually provided by Shapeev

already in 2016 with the development of Moment Tensor Potentials (MTP) [37]. The

MTP definition is related to the inertia tensors of the atomic environment. New MTP

terms which include higher body orders can be systematically added. More recently,

Drautz generalised the construction of descriptors similar to power spectrum and bis-

pectrum components to an arbitrary body order all within the framework of cluster

expansion of the total energy of the system,

ETot = E(1) + E(2) + E(3) + . . . . (2.26)

The resulting descriptors called Atomic Cluster Expansion (ACE) have seen a wealth

of applications [38, 39, 40, 41, 42]. Following the success of the ACE potential other

instances of atomic descriptors that are based on the cluster expansion of the total

energy of the system have been introduced. Notable among these are the proper or-

thogonal descriptors [43] and the Jacobi-Legendre potential (JLP) which we developed,

and present in Chapter 5 in greater detail.

2.3.2 Models architecture

In the previous paragraph, we have presented an overview of the possible choice of

invariant descriptors that have been designed to be suitable input features for machine-

learning models. Starting from Eq. (2.15) we now want to specify the functional re-

lation, F , that connects the input representation {BI({R⃗J})}, to the atomic energy

contributions:

EI = F
({
BI
({
R⃗J

})}
, {w}

)
. (2.27)

where, w, represents the set of the model’s learning parameters or weights, whose value

is optimised during the training. Once the learning parameters, {β}, are defined the

inter-atomic potential is fully determined. Given a training set of Ntrain configurations,

whose energies are computed with a reliable, but computational-intensive method (e.g.

DFT), the optimal values of the coefficients, {w}, are the ones that minimize the loss

function,

ℓ =

Ntrain∑
s=1

[
(EML(s) − EDFT (s))2 + γF

Ns∑
I=1

∑
i∈{x,y,z}

(F
ML(s)
I,i − FDFT (s)

I,i )2+

γW
∑

i,j∈{x,y,z}
(W

ML(s)
ij −WDFT (s)

ij )2
]
, (2.28)
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where γF and γW are coupling parameters that control the relative weight given to the

forces and to the stress tensor in the optimisation process. These parameters allow us

to account for differences in relative magnitude and for the fact that associated with

a single atomic configuration there are 3N forces components, 6 independent stress

tensor components and one total energy. The specific functional relation to use in

Eq. (2.27) is again a matter of choice dictated by the type of problem and the amount

of data available in the training set. In this section, we will present an overview of the

prevalent architectures commonly employed for machine-learning force fields.

Linear models

The simplest choice of model architecture is provided by linear models. In this case F
is a linear function with respect to the learning parameters [44],

EI = w
(kI)
0 +

M∑
j=1

w
(kI)
j gj (BI,j) , (2.29)

where gj are scalar non-linear functions and we identify with BI,j the j-th of M de-

scriptor of the chemical environment surrounding the atom I. The learning parameters

depend only on the chemical identity of I. This ensures that atoms of the same species

will share weights, so that the total energy of the model remains invariant with respect

to the exchange of identical atoms. As shown in the previous paragraph, the invariant

atomic descriptors are designed as highly non-linear functions of the Cartesian coor-

dinates of the system. As such, we can assume, without loss of generality, that any

non-linear function gj present in Eq. (2.29) is taken into account in the definition of

the descriptors BI,j. We can then rewrite Eq. (2.29) as

EI = w
(kI)
0 +

M∑
j=1

w
(kI)
j BI,j. (2.30)

The total energy of a system with K distinct chemical species is then given by

ETot =
N∑
I

EI =
K∑
k=1

w(k)
0 Nk +

M∑
j=1

w
(k)
j

∑
I|kI=k

BI,j

 , (2.31)

where Nk is the number of atoms of chemical species k. By computing the gradient of

the total energy, we can then obtain an expression for the forces,

F⃗I = −∂ETot

∂R⃗I

= −
K∑
k=1

M∑
j=1

w
(k)
j

∂

∂R⃗I

 ∑
J |kJ=k

BJ,j

 . (2.32)
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Finally, we can compute the stress tensor components by using Eq. (2.10),

W =
N∑
I=1

R⃗I ⊗ F⃗I = −
K∑
k=1

M∑
j=1

N∑
I=1

w
(k)
j R⃗I ⊗

∂

∂R⃗I

 ∑
J |kJ=k

BJ,j

 . (2.33)

We can then write the least-square loss reported in Eq. (2.34) for the linear case, which

reads

ℓ =

(
K∑
k=1

A(k) ·w(k) − y

)2

, (2.34)

with:

A(k) =



...
...

...
...

N
(s)
k

∑
I|kI=k B

(s)
I,1) . . .

∑
I|kI=k B

(s)
I,M

0 ∂
∂xI

(∑
J |kJ=k B

(s)
J,1

)
. . . ∂

∂xI

(∑
J |kJ=k B

(s)
J,M

)
...

...
...

...

0
∑N

I=1 xI
∂

∂xI

(∑
J |kJ=k B

(s)
J,0

)
. . .

∑N
I=1 xI

∂
∂xI

(∑
J |kJ=k B

(s)
J,M

)
...

...
...

...


,

and

w(k) =


w

(k)
0

w
(k)
1
...

w
(k)
M

 , y =



...

E(s)

γFF
(s)
x

...

γWW
(s)
x,x

...


. (2.35)

The superscript (s) we identifies quantities relative to the s-th atomic configuration in

the training set. We can make the matrix form of Eq. (2.34) even more explicit by

concatenating the terms relative to the different chemical species and incorporating

the summation over k into the matrix multiplication:

ℓ = (A ·w − y)2 , (2.36)

where A = [A(1), . . . , A(K)] and wT = [w(1), . . . , w(K)]T . As a result, the least-square

loss for a linear model is a convex function of the learning parameters, meaning that

any minimum that exists will coincide with the global minimum. The extreme points

of the loss are found by setting the gradient to zero, namely

∂L

∂w
= 2(A ·w − y) = 0 −→ A ·w = y, (2.37)
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This forms an overdetermined system of linear equations inw. Solving forw we obtain,

w = A−1 · y, (2.38)

where we identify with A−1 the pseudoinverse of A. The fact that we can obtain a

closed-form solution for the optimal values of w is a valuable property of linear models.

It is common to add a regularisation term to the loss to cure the likely ill-condition of

the overdetermined system of equations set by Eq. (2.37) and prevent overfitting,

ℓ = (A ·w − y)2 + αwTw. (2.39)

This regularisation term coincides with the L2 norm of the learning parameters, α con-

trols the regularisation strength and it is a hyperparameter of the model. A regression

performed with this loss takes the name of Ridge regression. The regularisation term

limits the possibility of finding optimal values of the learning parameters, which are

too large in size, a behaviour that is generally associated with overfitting. The optimal

values of the learning parameters for a Ridge regression can again be obtained in close

form,

w = (A + αI)−1 · y. (2.40)

There is a wealth of examples of linear models for machine-learning force fields in the

literature such as SNAP [45], MTP [37], ACE [38], and our JLP [5]. Each one of these

differs in the choice of invariant descriptors B used.

Gaussian process regression

A possible limit of the invariant linear models discussed so far is that they rely on

predicting the atomic energy contribution through a linear combination of hand-crafted

invariant descriptors BI . These descriptors are defined and computed independently

from the data available in the training set. One might argue that there are potential

patterns in the data that can be used by the model to improve upon the invariant

descriptors designed so far. Gaussian process regression represents in some ways a

generalisation of the Ridge regression in which now the features of the model are

designed with the aid of the training set. We can rewrite Eq. (2.29) in a more compact

form by introducing the convention g0 : (BI,j) = 1

EI(B) =
M∑
j=0

w
(kI)
j gj (BI,j) . (2.41)

The weights wj determined during the fitting are the expansion coefficient of the atomic

energy over the basis functions gj. We can treat the estimation of the weights coef-

ficients as a probabilistic process by associating them with a prior probability distri-

bution [46]. If we assume that the prior probability of each weight wj is Gaussian
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with zero mean and standard deviation σw this induces a probabilistic treatment of

the estimators EI(B). Within this view, we can then compute the correlation of the

atomic energy with respect to two chemical environments:

⟨EI(B), EI(B′)⟩ =

∫
dwP (w)

M∑
j=0

w
(kI)
j gj (BI,j)

M∑
j′=0

w
(kI)
j′ gj′

(
B′
I,j′

)
=

M∑
j,j′=0

gj (BI,j) gj′
(
B′
I,j′

) ∫
dwP (w)w

(kI)
j w

(kI)
j′ (2.42)

given the assumption that P (w) ∝ Normal(w,0, σwI) the integral in this equation is

proportional to σ2
wδjj

′ resulting in

⟨EI(B), EI(B′)⟩ = C(B,B′) = σ2
w

M∑
j=0

gj (BI,j) gj
(
B′
I,j

)
, (2.43)

The function C takes the name of kernel function and it can be understood as providing

a similarity measure between two atomic chemical environments [47]. Moreover, when

a measurement is performed we can assume that a random Gaussian noise ε with zero

mean and variance σ2 is added

E
(i)
I = E

(i)
I (B) + ε (2.44)

This variable results from the sum of two normally distributed random variables, hence,

its probability distribution will also be normal. The joint distribution of a set of obser-

vations EI = (E
(1)
I , . . . , E

(M)
I ) (which will coincide with our training set) is therefore a

multivariate Gaussian with mean µI and covariance CM + σ2I where the matrix

CM =


C(B

(1)
I ,B

(1)
I ) . . . C(B

(1)
I ,B

(M)
I )

...
. . .

...

C(B
(M)
I ,B

(1)
I ) . . . C(B

(M)
I ,B

(M)
I )

 , (2.45)

contains the kernel function values between each pair of environments in the set of

observations BI = (B
(1)
I , . . . ,B

(M)
I ) associated to the atomic energies EI . Without

loss of generality, we can assume that the mean µI is zero. If this is not the case

such a mean value can be estimated from the set of observations and subtracted.

With these assumptions given these previous M observations, the Bayes conditional

probability associated with a new observation, E
(M+1)
I in correspondence of a new

chemical environment B
(M+1)
I is

P (E
(M+1)
I |EI) =

P (E
(1)
I , . . . , E

(M)
I , E

(M+1)
I )

P (E
(1)
I , . . . , E

(M)
I )

(2.46)
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which is again a normal distribution, given our assumptions

P (E
(M+1)
I |EI) =∝ exp

(
−1

2

[
EI E

(M+1)
I

]
(CM+1 + σI)−1

[
EI

E
(M+1)
I

])
(2.47)

with

CM+1 =

[
CM cM

cTM κ

]
, (2.48)

where cTM = (C(B
(1)
I ,B

(M+1)
I ), . . . , C(B

(M)
I ,B

(M+1)
I ))T and κ = C(B

(M+1)
I ,B

(M+1)
I ).

To predict the mean value of prediction at a new point it is not required to invert

CM+1. From Eq. (2.47) we can infer the mean and variance of the distribution, which,

after some algebraic manipulation [48], turn out to be

E
(M+1)
I = cTM(CM + σ2I)−1EI + µI , (2.49)

var(E
(M+1)
I ) = κ− cTM(CM + σ2I)−1cM . (2.50)

Eq. 2.49 can be used for predictions given a training set of observations (BI ,EI) and

Eq. 2.50 provides us with an estimation of the error on the prediction of the model.

The model is completely determined by the calculation of (CM + σ2I)−1EI and takes

the name of Gaussian Process Regression (GPR) [48]. Notably Eq. (2.49) and (2.50) do

not require the knowledge of the basis functions gj used in Eq. (2.41) if the specific form

of the kernel is given. In practice, ab-initio calculations provide the total energy of the

system and not access to the single atomic contributions. We can adapt Eq. (2.49) for

the fitting of the total energy of the system. Let us consider a training set containing

M configurations of a system of N atoms of K different species and their corresponding

total energy. We can group the local atomic environment with respect to the chemical

identity of the central atom. Each group will then contain Mk local environments

associated with the same species. The GPR total energy prediction is then given by

E
(M+1)
Tot =

N∑
I=1

E
(M+1)
I

=
K∑
k=1

µ(k)Nk +

Mk∑
m=1

[
(CMk

+ σ2I)−1EkI

]
m

∑
I|kI=k

C(B(m,k),B
(M+1)
I )

 , (2.51)

here we made µI depend only on the chemical identity of I to impose on the model

invariance with respect to the exchange of identical particles. By comparing Eq. (2.51)

with Eq. (2.31) and (2.40) is apparent that a Gaussian Process Regression is equivalent

to a Ridge regression which uses as descriptors the kernel similarity with respect to the

environments in the training set. The number of learning parameters of the model scales

with the size of the training set. Among the most successful machine-learning potentials

based on Gaussian process regression are the Gaussian approximation potential (GAP)
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[49] and the Smooth Overlap of Atomic Positions (SOAP) [34]. These methods differ

with respect to the kernel used, for example, the kernel similarity used by GAP has

the form,

C(B,B′) = exp

(
−
∑
j

(Bj −B′
j)

2

2σ2
j

)
, (2.52)

where B and B′ are the bispectrum component relative to two different environments.

Neural networks

Another model architecture, that also aims at improving the invariant handcrafted

descriptors by leveraging the patterns in the data seen during training, is the neural

network. Feedforward fully connected neural networks, also called multi-layer percep-

tron (MLP) address this problem in a general and flexible way. This is done by refining

through multiple updates the initial input features passed to the model. Starting with

the set of hand-crafted descriptors:

h
(0)
I = BI , (2.53)

We define the following update rule:

h
(l+1)
I = ϕ(l,kI)(h

(l)
I ) = σ(l)(w

(l,kI)
0 +W(l,kI) · h(l)

I ), (2.54)

with σ non-linear function called activation function which is here intended to be

applied element-wise to each element of its argument. This update rule, together with

the initial condition of Eq. (2.53), allows one to compute h
(l+1)
I for any l given the

weights ({w0}, {W}). The weight matrices W (l,KI) have dimensions nl+1×nl where nl

takes the name of number of nodes of the layer l. The total number of times this update

is repeated is called the number of hidden layers of the network (L). the vectors h
(l)
I of

size nl are called embeddings. The total number of learning weights Nw of the MLP is

determined by the number of layers and the number of nodes in each layer. Notably,

the weights ({w0}, {W}) depend only on the species of the atom I and not on I itself.

Atoms with the same chemical identity share the weights of the network maintaining

the model invariant with respect to their exchange. At the same time, if the input

features h0 are roto-translational invariant functions of the Cartesian coordinates of

the system then the whole model will be invariant with respect to such transformations.

For this reason, all the invariant atomic environment representations described in the

previous paragraph are an optimal choice as input features of MLPs. The total energy

of the system is then given by:

ETot =
N∑
I

EI =
N∑
I

hLI =
N∑
I

ϕ(L,kI) ◦ (· · · ◦ (ϕ(1,kI)(BI))). (2.55)
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We can then infer the forces from the gradient of the energy. Since the MLP is defined

as multiple compositions of differentiable non-linear update functions {ϕ} we can use

the chain rule to compute these partial derivatives:

FI = −
N∑
J

∂

∂R⃗I

ϕ(L,kJ )◦(· · ·◦(ϕ(1,kJ )(BJ))) = −
N∑
J

∂ϕ(L,kJ )

∂h
(L−1)
I

. . .
∂ϕ(1,kJ )

∂h
(0)
I

· ∂BJ

∂R⃗I

. (2.56)

The last term of the chain represents the gradient of the invariant descriptors with

respect to the Cartesian coordinates, for which an analytical form is available. The

other terms can be easily computed by means of auto-differentiation algorithms al-

lowing for any change in the number of nodes or layers which can then be treated as

hyperparameters of the model. The stress tensor components can finally be computed

from Eq. (2.10) and Eq. (2.56). Once again the optimal training weights of the model

are ideally chosen as the ones that minimize the loss of Eq. (2.28). Contrary to the

linear model case the loss is now a non-convex function of the learning weights, hence,

it can have multiple local minima which are not guaranteed to correspond to global

minima. Moreover, this time, we cannot find a closed-form solution for the values of the

weights for which the gradient of the loss is zero. The minimisation of the loss is then

performed iteratively leveraging the differentiability of the loss using gradient-based

optimisation strategies such as stochastic gradient descent [50].

Graph models

Graphs represent a natural framework for modelling molecules and crystals. A graph

G = (V , E) is a collection of nodes V and edges E ⊆ V × V between pair of nodes [32].

The natural graph representation for atomic systems arises by matching each atom

with a node and identifying the presence of bonds with the edges of the graph. Neural

networks can be extended to operate on graphs [51], within this framework they inherit

invariance under all graph isomorphism which directly translates, for example, to the

invariance with respect to the exchange of atoms of the same species. Within a message

passing formalism each layer of a graph neural network updates the hidden embeddings

h
(l)
I in two phases. At first the messages ml+1

I associated with each node are updated

by gathering the output signals of the message functions ϕ(l,kI)
e coming from the atoms

in the neighbourhood N (I):

ml+1
I =

∑
J∈N (I)

mIJ =
∑

J∈N (I)

ϕ(l,kI)
e (h

(l)
I ,h

(l)
J , aIJ), (2.57)

where aIJ are called edge features and can be included to provide further information

associated with the bond between atoms I and J . Finally, the nodes embedding are

updated through the vertex update function ϕ
(l,kI)
h using the messages computed in

the previous step:

h
(l+1)
I = ϕ

(l,kI)
h (h

(l)
I ,m

l+1
I ). (2.58)
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The total energy of the system is obtained by summing for all nodes of the graph the

corresponding scalar hidden embedding associated with the last layer:

ETot =
N∑
I

EI =
N∑
I

hLI (2.59)

The first instance of a graph neural network interatomic potential was provided by

Schnet [52] in 2018. Since then the number of potentials relying on a graph archi-

tecture has significantly increased with promising models such as M3GNET [53] and

equivariant models such as Tensor Field Networks (TFN) [54], NequIP [55] and Equiv-

ariant Graph Neural Networks (EGNN) [56].

Equivariant models

So far we have discussed what are called invariant models, after the computation of the

roto-translationally invariant features the whole model is unperturbed by any rotation

or translation of the input structure. One might regard this approach as potentially

flawed in regard to the fact that immediately building invariants from the input co-

ordinates prevents the learning weights of the model from being exposed to potential

information that might be extracted from the data. At the same time, as pointed out

previously, giving no guidance to the model and using directly the Cartesian Coordi-

nates as input is asking the model to infer too much from the data and likely leads to

poor performance. A somewhat middle ground is provided by the so-called equivariant

models which are the focus of this paragraph. Given an abstract group G (e.g. the

group of rotations), we say that a function f : X → Y is equivariant with respect to

the group G if ∀g ∈ G and Tg : X → X there exists an equivalent transformation

Sg : Y → Y such that:

f(Tg(x)) = Sg(f(x)), (2.60)

Equivariant models are models that include equivariant transformations inside their

architecture. A straightforward example of this is provided by the equivariant graph

neural networks (EGNN) [56]. In EGNN additional equivariant embeddings called

coordinate embeddings (x
(l)
I ) are introduced. They are initialised to be the same as

the atomic coordinates of the atom I:

x
(0)
I = R⃗I (2.61)

and updated accordingly to the following equivariant rule [56]:

x
(l+1)
I = x

(l)
I +

1

(N − 1)

∑
J ̸=I

(
x
(l)
I − x

(l)
J

)
ϕ(l,kI)
x (mIJ), (2.62)
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Name Descriptors Architecture Equivariant Year Ref.
BP Symmetry functions MLP ✗ 2007 [33]

GAP Bispectrum GPR ✗ 2009 [49]
SOAP Power spectrum GPR ✗ 2013 [34]
SNAP Bispectrum Linear ✗ 2015 [45]
MTP Moment tensors Linear ✗ 2016 [37]
ANI Symmetry functions MLP ✗ 2017 [58]

GDML Global kernel representation GPR ✗ 2017 [59]
q-SNAP Quadratic bispectrum Linear ✗ 2018 [35]
Schnet Radial basis functions Graph ✗ 2018 [52]

sGDML Global kernel representation GPR ✗ 2018 [60]
TFN Radial basis functions Graph ✓ 2018 [54]

DeepMD Local system of reference MLP ✗ 2018 [61]
ACE Bispectrum generalisation Linear ✗ 2019 [38]

MEGNET Two body representation Graph ✗ 2019 [62]
PACE Bispectrum generalisation Linear ✗ 2021 [39]
PaiNN Radial basis functions Graph ✓ 2021 [63]

SpinConv Local system of reference Graph ✗ 2021 [64]
JLP Jacobi-Legendre polynomials Linear ✗ 2022 [5]

EDDP Symmetry functions MLP ✗ 2022 [65]
NequIP Radial basis functions Graph ✓ 2022 [55]
EGNN Radial basis functions Graph ✓ 2022 [56]

M3GNET Three body representation Graph ✗ 2022 [53]
POD Proper orthogonal descriptors Linear ✗ 2023 [43]

Table 2.1: List of machine-learning force fields that have been developed in recent
years. The number of models based on graph architectures has seen an increase.

where the scalar function ϕ
(l,kI)
x are introduced to convert the messages mIJ between

the nodes I and J into scalars. The message update rule of Eq. (2.57) is then changed

to depend on the coordinate embeddings:

ml+1
I =

∑
J ̸=I

ml+1
IJ =

∑
J ̸=I

ϕ(l,kI)
e (h

(l)
I ,h

(l)
J , ∥x

(l)
I − x

(l)
J ∥2, aIJ), (2.63)

while the hidden embeddings update is kept the same as Eq. (2.58). Models such

as TFN [54], NequIP [55] and EGNN [56] are interatomic potentials that target an

invariant quantity, the total energy of the system, while containing equivariant layer

transformations. Conversely, other models such as Equi-SNAP [57] directly target

tensorial quantities. Recently, equivariant models are gaining popularity and showing

state-of-the-art performances while being data efficient [54, 55, 56].

2.3.3 Which model is the best?

Table 2.1 contains a list of most of the machine-learning force field potentials that

appeared in the literature in recent years. This should provide a feeling of the “Cam-

brian explosion” that has affected this area of research. Recent models tend to focus
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more on graph architectures and the presence of equivariant models has increased with

time. There is a certain delay between the design of new potentials and their adoption

in novel applications. This delay correlates mostly with their ease of implementation.

The mathematical intensive nature of roto-translational invariant descriptors of the

chemical environment has made their implementation particularly challenging. For

years the availability of these descriptors was confined to the code base developed by

the research groups that originally designed them, therefore separated from the main-

stream molecular dynamics software. The trained model needs to interface with a

scalable molecular dynamic code such as LAMMPS [66] to reach widespread usage,

adding further overload on the implementation side.

Ultimately what determines the success of a particular model is a combination of

accuracy, performance and accessibility. On top of this, different descriptors can be

used along different model architectures. An example of this is the bispectrum com-

ponents which have been used along with Gaussian process regression, linear models

and multilayer perceptron [49, 45, 67]. This increases the “phase space” of possible

model design making it particularly challenging to perform quantitative performance

comparisons and quantitatively establish a winner, if one exists at all. Once the code

base is laid out, to construct a new model instance the user has the responsibility to

construct a training set and perform the training.

A new paradigm has recently emerged with the MegNet models [62, 53] which are

trained over a large portion of the materials project a database of DFT calculations [12].

These models can directly be used to perform relaxation with remarkable robustness

on a given system without further training. As is often the case in computer science,

the “best” MLFF models may simply be the ones that win the “hardware lottery” [68],

thereby making the most effective use of the available hardware.

2.4 The limits of ab-initio simulations

While Density Functional Theory has provided a way to lower the computational cost

associated with ab-initio simulations and machine-learning interatomic potentials have

further boosted the computational efficiency of this theory, there are yet properties of

interest for material design that remain inaccessible through simulation. This limitation

can arise for various reasons which may differ on a case-by-case basis. In the following,

we will provide some examples, namely the estimation of the Curie temperature for the

ferromagnetic/paramagnetic transition and the estimation of the fundamental band-

gap.

Curie Temperature

The simplest way to model the ferromagnetic transition consists of associating a local

magnetic moment to each magnetic atom of the system and parameterising its energy
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with a semi-classical Heisenberg Hamiltonian. The transition temperature is then

extracted by the magnetisation curve as a function of the temperature, obtained via

Monte Carlo sampling. A more detailed discussion of this problem will be presented in

Chapter 6. The direct use of DFT for the estimation of TC is made prohibitive by its

computational cost and the need for large enough simulation supercells. These large

supercells are required for the correct sampling of the spin-configurations phase space,

which become disordered above the Curie temperature. It is then necessary to map the

DFT calculations over a lattice Hamiltonian and then perform spin-lattice dynamics

on this surrogate model. This approach can lead to TC estimations largely different

from the experimental values [69].

Band-gap

The Kohn-Sham theory can be generalised to account for the partial occupation of the

Kohn-Sham orbitals [8]. Within this picture the Kohn-Sham orbital energies εi acquire

a formal meaning in terms of the Janak theorem [70]

∂E

∂ni

= εi, (2.64)

where ni is the fractional occupancy of the Kohn-Sham orbital ψi at convergence. We

can use this theorem to compute the electron affinity of the system

A(N) = E(N)− E(N + 1) = −
∫ 1

0

εLUMO(N + n) dn, (2.65)

here εLUMO is the Kohn-Sham energy of the lowest unoccupied orbital. Similarly, the

ionisation potential is given by

I(N) = E(N − 1)− E(N) = −
∫ 1

0

εHOMO(N + n) dn, (2.66)

here εHOMO is the Kohn-Sham energy of the highest occupied orbital. In an infinite

crystal, the addition or removal of an electron will produce an infinitesimal change

in the ground-state density. The fundamental band-gap of the system can then be

predicted as [71]

Egap = I(N)− A(N) = εLUMO(N)− εHOMO(N). (2.67)

Following this argument, it would be possible to calculate exactly the band-gap

of a system via DFT using the Kohn-Sham theory. What is observed in practice

is that the band-gap predictions done with DFT tend to significantly underestimate

the experimental band-gap value. The reason for this inconsistency is due to the

fact that the aforementioned argument overlooks the possibility that the Kohn-Sham

potential might have a derivative discontinuity by a constant C in correspondence
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with an integer number of electrons. Repeating the previous argument, allowing for a

derivative discontinuity of the exchange potential leads to:

Egap = εLUMO(N)− εHOMO(N) + C. (2.68)

The true fundamental gap of the system is given by the Kohn-Sham band structure gap

plus an unknown constant which is generally positive [71]. The presence of the deriva-

tive discontinuity explains the observed systematic underestimation of the band-gap by

DFT with respect to the experimental band-gap. Ways to address this issue include the

self-interaction correction and the use of hybrid potentials which mix the traditional

DFT exchange-correlation potential with the exact Hartree-Fock exchange [71].

2.5 Machine learning on experimental data

In the previous section, we presented examples of properties for which no reliable and

transferable method exists that would allow their high throughput simulation from first

principles. However, due to the practical significance of these properties, it is desirable

to find alternative methods for their prediction.

For example, for the ferromagnetic phase of a material to be stable and exhibit

the properties of interest, its Curie temperature must be significantly higher than the

operating temperature of the specific application under consideration. Otherwise, the

material would lose its ferromagnetic properties during working conditions.

While these properties offer a significant challenge to simulations, the same is not

always true for experimental measurements. A vast literature of experimentally mea-

sured band-gaps and Curie temperatures is available and one could think to use this

data to train models that can directly predict the experimental properties of a given

compound [22, 72]. This section is dedicated to this problem which is closely linked

to the field of natural language processing by both the design of a suitable represen-

tation of the chemical compounds and the problem of automatically extracting the

experimental data from the scientific literature.

2.5.1 Compositional descriptors

So far we have explored the use of machine-learning techniques to model interatomic

potentials. In this context, the models are generally trained over a limited chemical

space as the focus is on modelling the small energy variations with respect to atomic

deformation. The only exception to this among all the models reported in Tab. 2.1

are MEGNET [62] and M3GNET [53], whose training set includes compounds that

cover almost all the periodic table. However, this comes at the cost of accuracy when

compared with a model trained on a specific compound.

When it comes to building machine-learning models trained to predict experimental
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quantities, the ability to discern different crystal structures and small atomic displace-

ments becomes somewhat less important for a number of reasons. When measuring a

property of a compound, the measurement is often not coupled with a technique able to

discern the crystal structure of the sample. As a consequence, the exact experimental

crystal information can be unknown. Thermodynamical properties are insensitive to

the fine details of the actual deformation from equilibrium associated with the atoms

of the sample as they are the result of a thermodynamic average. For this reason, the

use of descriptors designed for interatomic potentials might result in a model with poor

performance as they are too sensitive to any variation of the atomic environment and

contain an excessive amount of information which is ultimately not useful for this prob-

lem. Finally, experimental data are naturally based on compounds that can be stably

synthesised as opposed to properties calculated through simulations which can also re-

fer to compounds far from stability. This creates an implicit bias between the property

and the crystal structure associated with a given chemical composition. Indeed, if, for

example, we are considering the experimental band-gap of sodium chlorine, this will

almost surely refer to a face-centered cubic crystal. All these considerations have led

at first to disregard any specific structural information. We call compositional models

such models that only rely on the information contained in the chemical formula of a

compound to perform their prediction.

Once again the problem of finding the best way to represent this information in

a form suitable for machine-learning models is a nontrivial one and a rich range of

strategies has arisen. In the following, we will discuss three strategies that cover most

of the cases found in the literature.

One-hot encoding

The simplest approach to representing a chemical formula consists of building a vector

with as many elements as there are in the periodic tables. In this vector, all entries are

set to zero except for those corresponding to the elements present in the compound,

which are set to one. This convention to design features is called one-hot encoding and

has seen large use in the machine-learning community to represent categorical quanti-

ties. However, the direct use of one-hot encodings to represent chemical formulas does

not convey any information with regard to the relative concentration of each element,

for this reason, a common choice is to fill the vector with fractional concentrations {x}
instead of the values one:

v = (xH , xHe, xLi, . . . ) . (2.69)

There are some drawbacks to this approach, the resulting feature vectors tend to be

sparse as most of the elements of the vector will be filled with zeroes. Moreover, no

external knowledge about the elements present in the compound is introduced in the

feature to help the model’s inference.
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Property based descriptors

It can be useful to introduce our prior knowledge associated with the different chemi-

cal species that appear in the periodic table in the features used by the compositional

model. One possible approach consists of using the fractional weighted mean and stan-

dard deviation of a set of elemental properties which can be, for example, the atomic

number, number of valence electrons, period, group, electronegativity, etc . . . [24].

For a given property P we can then construct the following two features namely the

fractional weighted average:

⟨P ⟩ =
∑
i

xi Pi, (2.70)

and the fractional weighted average deviation:

∆P =
∑
i

xi |Pi − ⟨P ⟩|. (2.71)

The number of features generated in this way can be increased by using other types of

statistics and by considering additional elemental properties.

Literature based descriptors

This concept of informing the compositional features with the known properties of the

elements can be brought to the extreme and use a machine-learning model that has

been exposed to a large portion of the material science scientific literature to design

such descriptors. The first instance of this approach has been provided by the mat2vec

model [73] which gives us the opportunity to introduce the discussion about the use

of natural language processing techniques in material science. This topic constitutes a

significant part of this thesis and its fundamentals are covered in Section 2.6.

Compositional models architecures

Once a suitable representation for the chemical composition is chosen, a particular

architecture needs to be selected to complete the model design. This choice extends to

linear models, Gaussian process regression, neural networks, and even transformers [74].

However, given the challenge of generating a manually curated dataset of experimental

data the training set of compositional models tends to contain a number of entries

in the order of thousands. This limited size constrains the use of large deep-learning

models.

Random forest algorithms are particularly robust in this data range and are often

the best-performing model architecture [22]. A random forest classifier is an ensemble

model that builds multiple binary decision trees on different subsets of the dataset.

A decision tree is a non-parametric model consistent in a sequence of decision rules

learned during training. In a binary tree, each decision rule has a binary outcome.

There are two types of nodes constituting a decision tree namely decision nodes and
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leaf nodes. Given an input described by n features x = (x1, . . . , xn)T , in correspondence

of a decision node m a rule-based decision is performed considering a particular feature

j and a threshold tm. The decision can be expressed in terms of an if-else statement

and its result determines the next node to consider:

if xj ≤ tm then
Go to left node;

else
Go to right node;

end

The process is then repeated until a leaf node is reached. To each leaf node, there

is an associated value ȳm which corresponds to the output of the decision tree in

correspondence with the input x. What feature j and what threshold tm to use for each

decision is determined at training time together with the output values ȳm associated

with each leaf node.

Given a training set of N descriptors-target pairs T = {(x, y)} the regression is

performed by a recursive partition of the feature space dictated by decision nodes whose

parameters are determined with a greedy approach. The first partition is determined

by the split (j, tm) that minimises the mean square error loss

MSEsplit(j, tm) =
Nleft

N
MSE(Tleft) +

Nright

N
MSE(Tright), (2.72)

Where Tleft = {(x, y) ∈ T |xj ≤ tm} and Tright = T/Tleft are the subsets of size Nleft

and Nright respectively, resulting from the split of the training set. The MSE on a

subsets Tm ⊆ T of size Nm is defined as

MSE(Tm) =
1

Nm

∑
{i|(xi,yi)∈Tm}

(yi − ȳm)2 , (2.73)

with

ȳm =
1

Nm

∑
{i|(xi,yi)∈Tm}

(yi) . (2.74)

After the optimal split that minimises Eq. (2.72) is found, the process is reiterated on

each of the child partitions Tleft and Tright. The growth of the tree continues until a

halting condition is met, for example, when a maximum depth of the tree is reached or

when the partition of the original training set at that node contains only one element.

The meeting of one of the halting conditions leads to the creation of a leaf node with

ȳm determined by Eq. (2.74). The training is complete after each branch of the tree

contains a leaf node.

Generally, decision trees are prone to over-fitting as they tend to partition the

training set too finely. To limit this effect pruning is often performed after the training

[75]. Another strategy to overcome the tendency of over-fitting consists of averaging

the output of multiple trees trained on different partitions of the training set and with
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random feature selection [76]. The resulting ensemble model takes the name of random

forest.

Achievements of compositional models

Compositional models have seen a significant amount of success being able to produce

models able to predict the Curie temperature of ferromagnets [22], the critical temper-

ature of superconductors [77], and other experimental properties [24]. This is at first

surprising, for example, the Curie temperature (TC) of a ferromagnet modelled by a

Heisenberg Hamiltonian, is governed by the functional form of the exchange parameter

which in turn heavily depends on the crystal structure of the system [78]. However, the

training of the compositional model is performed over experimental measurement of

the Tc implying that these temperatures were measured in correspondence of a stable

crystal structure of the compound. This, as already mentioned, creates an indirect link

between a composition and its equilibrium crystal structure, a relationship that the

model can potentially learn.

At the same time, the choice of only considering the chemical formula of a compound

to infer its properties comes obviously with some limitations. The most explicit of

which is related to the case of isomorphism where a given compound shows multiple

stable phases with different crystal structures and hence different properties. However,

of the compounds that display isomorphism, this would constitute a problem only for

the cases in which the property variation over the different phases is larger than the

uncertainty of the model. In practice, the ability of compositional models to work

on a vast range of chemical compositions and their reliance on only the stoichiometry

makes these models an invaluable tool for performing an initial coarse screening of the

chemical space. Moreover, sometimes they are the only available option as the exact

crystal structure of a sample undergoing a measurement is not always known.

2.6 Language models in material science

As discussed in the previous section databases of experimental measurements can be a

valuable resource for material science. Due to the low throughput and cost of manual

curation, efforts have been made to automate this information extraction process. For

a long time, the state of the art in processing scientific text was held by rule-based

methods which rely on the formulaic syntax of the scientific language to extract in-

formation by matching sentences with the use of hand-made grammar rules defined

through regular expressions. The most popular system used for this task is Chem-

DataExtractor [79]. The main drawback of these approaches is that their performance

is ultimately determined by the definition of these rules and on how much the processed

text adheres to them.

Given the large quantity of data in natural language form generated and shared ev-
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ery day on the internet, numerous data-driven solutions to this problem have recently

emerged. One strategy consists of designing and training a model on a portion of this

data to automatically learn a text representation suitable for machine learning. This

approach was initiated by Google Research with the release of the wor2vec models in

2013 [80]. Once again we are faced with a representation problem, in this case how to

achieve a Euclidian representation of natural language. A model that provides such

representation is called a language model. The first language models would assign to

each word seen during training a representation that is independent of the context

from which that word appeared. These types of models are said to provide a static

word representation since once the model is trained it will output always the same set

of values for a given input word. More recently the use of recurrent neural networks

(RNN) has made it possible to design language models that offer contextual word rep-

resentations. In this approach, the output embeddings generated by the model for a

given word are a function of the other words present in the sentence where it appears.

Such contextual models allow us to distinguish words that have different meanings in

different contexts and provide significantly better performance in downstream tasks.

The architecture of these models settled after the introduction of the transformer ar-

chitecture in 2017 [81]. This architecture has allowed the design of contextual language

models that significantly outperformed their previous iterations.

Finally, in the last few years, after the release of GPT-2 [82] in 2018 and more so

after GPT-3 [83] in 2020, the focus of the field has shifted towards generative language

models. Generative language models are trained to predict the most likely word fol-

lowing a sequence of text. This trend is due to the observation that increasing the

size of these models and exposing them during training to a significant portion of the

internet would give rise to a set of emergent capabilities. These capabilities are an

indirect result of the training objective and consist of what is called few-shot learning.

Since the model is trained to complete any piece of text in the most likely way possi-

ble, it is possible to “program” the completion performed by providing a small set of

examples of the wanted outcome. The model, by trying to complete the document in

the most likely way, will then often produce the wanted output. The importance of

this paradigm relies upon the fact that these models can now be adapted to perform a

vast range of tasks by showing them just a handful of examples.

This way of designing the input prompt to a generative language model in order

for it to complete it in the wanted way is called prompting engineering. Given the

nature of these models designing the right prompt can be particularly challenging

and small differences can result in significantly different outputs. To address this

problem recent iterations of language models are “instructed”. An instructed version

of a language model is a generative language model whose weights have been further

optimised by means of reinforcement learning based on a score model trained on human

feedback [84]. These models, while less powerful than the base models from which they
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are derived, are significantly more intuitive to prompt by non-experts and resulted in

products accessible to the general public such as ChatGPT [85]. The following is a

brief overview of the implementation details related to the main concepts qualitatively

discussed in this paragraph.

2.6.1 Static word representation

As we already faced multiple times, finding a suitable description of a problem in order

to apply the known machine-learning techniques is always a nontrivial one. Ideally, in

this case, we want to find a map that connects each word in the English dictionary with

a vector in the Euclidean space Rd. The resulting vector constitutes a representation

of the word and sometimes its interchangeably called embedding. In order for a model

built on such representation to be able to draw information related to the underlying

structure of the language, as vectors in the Euclidean space, certain geometric prop-

erties should be retained. In particular, the embedding of words relative to unrelated

concepts should be orthogonal with each other, while the vectorial representations of

synonyms and related words should point in similar directions. If this structure persists

then the similarity between two words results proportional to the dot product of their

representation. Such representation can be obtained in several ways, here we discuss

the skip-gram language model [80].

Initially, a vocabulary is constructed containing all the words appearing at least

once or above a certain number of times in the corpus considered. The size of the

vocabulary Nvoc. will depend on the corpus chosen and on the language considered.

These models tend to be trained over a large portion of high-quality text extracted

from the internet (Wikipedia, BooksCorpus, etc...) resulting in vocabulary sizes in the

range of 105 − 107 terms [86]. The input representation to the model bwI
of a word

w is provided by a one-hot encoding with respect to the dictionary, a vector with the

same size as the vocabulary and with all elements set to zero except to the position

corresponding to w. During training, given the sentence w1, w2, . . . , wS, for each one of

its words, the model tries to predict the C words that are most likely to appear before

and after it. This translates into maximising the average log probability:

1

S

S∑
s=1

∑
−C≤i≤C,i̸=0

log (p(ws+i|ws)), (2.75)

where the probabilities p(ws+i|ws) are defined using the softmax function:

p(ws+i|ws) =
exp

(
b′
wO
· bwI

)∑Nvoc.

w=1 exp (b′
w · bwI

)
, (2.76)

where bw is the one-hot encoding input vector representation of the word w while b′
w is

the learned output representation of w of the skip-gram model. The use of Eq. (2.76)
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is impractical due to the large size of the vocabulary, hence more computationally

efficient approximations are required instead [86]. Once trained the skip-gram model

will produce a continuous vector representation for each word in the dictionary. Such

representation is said static since the model will generate the same embedding for a

given word regardless of the particular context in which the word appears.

Other examples of popular language model architectures for static word representa-

tions are the continuous bag of words (CBOW) and GloVe [80, 87]. As a side effect of

the training process, the static word representations generated by these neural network

models preserve many linguistic regularities and patterns [80] which are made explicit

in the geometric relations between these vectors. For example:

Paris = max
w∈V ocab.

(
b′
w ·
(
b′
Madrid − b′

Spain + b′
France

))
. (2.77)

This property allows the use of the model to resolve analogy pairs such as “Man”

is to “Woman” as “King” is to “x” where the prediction of “x” is computed as:

“x” = max
w∈V ocab.

(
b′
w ·
(
b′
Woman − b′

Men + b′
King

))
, (2.78)

and would result in the word “Queen”. In 2019, Tshitoyan et al. [73] trained a skip-

gram model, which they called mat2vec, specifically on a corpus focusing on material

science. They then showed that the resulting model is able to resolve material-related

analogies, for example, the analogy “NiFe” is to “ferromagnetic” as “IrMn” is to “x” is

solved by mat2vec for x=“antiferromagnetic”. Furthermore, it was shown that using

the mat2vec embeddings as input representation for machine-learning models results in

competitive compositional models opening a new venue for the design of compositional

descriptors informed by the scientific literature. Mat2vec embeddings are also used in

CrabNet one of the state-of-the-art architectures for compositional models [74].

2.6.2 Contextual word representation

The main limit of static word representation is associated with the fact that they are

indeed static. The embedding associated with the word “I” in a given sentence would be

the same regardless of whether this word refers to a pronoun or the chemical symbol of

iodine. Models able to generate a different vector representation of a word depending

on its context are called contextual. The first examples of models able to provide

contextual word embeddings were based on recursive architectures such as recurrent

neural networks (RNN) [20] and Long Short-Term Memory networks (LSTM) [88].

RNNs are based on applying a neural network iteratively on each element of a sequence.

At every iteration, the network takes as input the current element of the sequence

and the output from the previous iteration. A key aspect of this implementation is

weight sharing. The network uses the same parameters in each recursion allowing the

information from the previous steps to be maintained and making the architecture
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able to process input sequences of arbitrary size. At the same time, weight sharing

can make the training particularly challenging as the gradients of the loss tend to

either explode or vanish over long sequences [19]. Moreover, RNNs are afflicted by

information loss during the processing of long sequences as the influence of early input

is lost over successive iterations of the network. These iterative models are inherently

non-parallelisable making their training computationally expensive. These limits are

addressed by the transformer architecture we discuss in the rest of this section.

The transformer block

The transformer block introduced in 2017 [81] was designed to present an alternative to

RNN in the creation of contextual language models. The main drawback of recurrent

models is their sequential nature which limits the possibility of fully exploiting the

parallelisation potential provided by GPUs. In this regard, one could say that the

main reason behind the success of the transformer is related to the fact that they

won the hardware lottery [68] as they are the architecture that makes better use of

the available hardware. A testament to the quality of the choices made in its initial

design is that, despite the extensive research performed on the transformer ever since

its release, its more recent iterations maintain fundamentally the same components.

The most important element of the transformer block is the multi-head attention.

The attention mechanism is used as a way to remove the necessity of a recurrent

model. To make the discussion more clear we can consider the sentence “The cat is on

the table”. Let us assume that we have access to an initial static word representation

of dimension db for each word in the sentence: BT = (bThe,bcat,bis,bon,bthe,btable)
T .

In its most simple form, the self-attention mechanism acting on this sentence would

produce a contextual word representation for the word “cat” in this sentence by per-

forming the following operation:

acat = Sum


softmax


1√
db



bcat · bThe

bcat · bcat

bcat · bis

bcat · bon

bcat · bthe

bcat · btable




⊙



bThe

bcat

bis

bon

bthe

btable




,

which we can rewrite in a more compact form as:

Attention (“cat”, B,B) = softmax

(
Bbcat√
db

)
B. (2.79)

The dot product operation bcatB
T is proportional to the cosine similarity between

the vector representation of the word “cat” and the other words in the sentence. The

softmax operation selects in a differentiable way the pairs for which the overlap between
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Figure 2.1: Diagrams showing the multi-head attention mechanism on the left and
transformer block on the right. These schemes are based on [81]. See the text for more
details.

the two vectors is maximum. Finally, the embeddings of each word in the sentence are

scaled by the corresponding outputs of the softmax. The resulting embeddings weighted

sum generates a contextual representation of the word “cat” within the considered

sentence. This operation can then be repeated with respect to the other words in the

sentence.

The attention mechanism in itself does not contain free parameters that can be

optimised during the training process. In practice, a linear transformation, learned at

training time, is performed separately on each argument before entering the attention

mechanism:

Attention (Q,K, V ) = Attention (WQB,WKB,WVB)

= softmax

(
QKT

√
dk

)
V. (2.80)

The arguments Q, K and V are called query, key and values respectively. The attention

considered in this example is called scaled dot-product attention [81] other examples of

attention functions can be found in the literature, and an extensive effort has been put

in order to optimise the attention mechanism as it scales quadratically with the number

of words (tokens) contained in the input [89]. In a transformer block the queries, keys

and values are projected h times using different learned linear transformations resulting

in what is called multi-head attention. Each head can be run in parallel and their

outputs are then concatenated and passed through a linear transformation (see Fig.
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2.1). To complete the transformer block, the output of the multi-head attention is

added to its input and normalised. This results in a residual connection and improves

the training of the model [90]. Finally, a fully connected feed-forward neural network

transformation is performed with the same weights on each element, passed through

another residual connection and normalised. This set of operations is named encoder

transformer block (see Fig. 2.1). Its output will result in a set of contextual embeddings

B′T = (b′
The,b

′
cat,b

′
is,b

′
on,b

′
the,b

′
table)

T which can be subsequently used as input of

another transformer block.

In practice transformer models do not work in terms of words, they instead provide

a representation for each input token. A token is the unit of text processed by this

architecture and while it could coincide with words it has often been found to be more

efficient to use subwords as tokens. The tokenisation process splits a sentence or a

piece of text into its constituent tokens, the function governing this transformation is

called tokenizer. The choice of the particular tokenizer used can strongly impact the

final performance of the model.

Popular language models such as BERT and GPT consist of stacks of transformer

blocks opportunely trained in a self-supervised setting. The training of these models

over a large portion of the text scraped from the internet takes the name of pre-

training and it is particularly computationally expensive. Pre-trained models can then

be adapted to secondary tasks called downstream tasks. In the next two sections, we

will focus on discussing the most widely used transformer models and emphasize their

similarities and differences together with their use cases.

2.6.3 Masked language models

Masked language models represent a category of language models whose training ob-

jective consists of predicting masked tokens in a given sentence. The first and most

popular transformer-based masked language model is BERT (Bidirectional Encoder

Representations from Transformers) [91]. BERTBASE (BERTLARGE) architecture con-

sists of a stack of 12 (24) encoder transformers blocks for a total of 110M (340M) of

learning parameters trained over a masked language modelling objective and a next

sentence classification task. The training is performed over the BooksCorpus a large

collection of free novel books [92] and English Wikipedia.

The masked language modelling objective consists of giving the model input sen-

tences for which some percentage of the input tokens are replaced by a mask token. The

model is then asked to predict such missing tokens and the weights are optimised with

respect to this classification task. The bidirectional nature of the encoder transformer

block results in the generation of a bidirectional contextual representation in which the

output embedding of each token will depend on all the other tokens in the sentence.

The resulting BERT model is then further trained for a next sentence prediction task.

During this task, the model is presented with two sentences SA and SB where 50% of
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the times SB is the actual sentence in the corpus that follows SA and 50% of the times

SB is a random sentence sampled from the corpus. The model is trained to classify if

SB is the correct sentence that should follow SA or not. The reasoning behind includ-

ing this objective is to teach the model an understanding of the relationship between

sentences. Newer iterations of masked language models such as RoBERTa [93] tend to

not include the next sentence prediction task and base the entire pre-training on only

the masked language modelling objective.

Once trained, these models can be fine-tuned to perform different downstream tasks

which we will discuss in more detail in Chapter 3. Training BERT on the entire

English Wikipedia exposes it to a variety of topics, including chemistry. However,

the lack of training on a tailored corpus involving papers regarding condensed matter

physics is likely to negatively impact the models’ performance on downstream tasks

in this domain. Since, when it comes to material science applications, the corpus

used to train BERT does not include an adequate representation of the scientific lan-

guage and content found in materials science papers. Domain-specific pre-training

can heavily improve the performance of downstream tasks related to that specific do-

main [94, 95, 96, 97, 98]. For example, MatSciBERT is a model based on the BERT

architecture specifically pre-trained on material science publications. This model was

created by continuing the pre-train of SciBERT [98], a BERT model trained from

scratch on a corpus of 1.14 million papers randomly sampled from Semantic Scholar.

The pre-training continuation that led to MatSciBERT was conducted on a new cor-

pus of 150,000 papers, sourced from the Elsevier Science Direct Database. These

papers were selected over various subdomains within material science, including bulk

metallic glasses, inorganic glasses and ceramics, cement and concrete, as well as alloys.

The pre-training process followed the same training protocol as RoBERTa [93]. In

terms of performance on downstream tasks specific to material science, MatSciBERT

outperforms both SciBERT and the original BERT model, highlighting the value of

domain-specific pre-trained models in this field.

2.6.4 Generative Language models

The other main class of language models is the one of generative language models.

The language modelling task is in this case addressed as an unsupervised distribution

estimation from a set of sentences constituting the training set. Each sentence is a

sequence of words (w1, w2, . . . , wn) of variable length. Due to the presence of intrinsic

patterns resulting from the grammar rules of the language used, the style and the

context, the joint probability associated with the occurrence of a sentence can be

factorised as a product of conditional probabilities of the next word given the previous

ones [99]

p(sentence) =
n∏

i=1

p(wi|w1, . . . wi−1). (2.81)
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The unsupervised training of the model is then performed optimising the trainable

parameters of the model to maximise the likelihood

L(sentence) =
n∑

i=1

log(p(wi|w1, . . . wi−1)). (2.82)

The most successful model architecture to perform this task has been the trans-

former [100, 82, 83]. For example, the Generative Pretrained Transformer models

(GPT) are constituted by a sequence of decoder transformer blocks. Decoder trans-

former blocks differ with respect to their encoder counterpart for the presence of a

causal masking of the attention. This masking imposes that the attention associated

with a token is computed only including the previous tokens. The causal masking

simulates the directional way in which we read text and decouples the predictions in

correspondence of a token from the successive tokens. This allows one to simultaneously

provide as many training examples as the number of tokens in a given sentence, making

the training more efficient than for masked language models. This efficiency allows for

training larger and larger models which also display better and better capabilities.

Instances of models with a number of trainable parameters of the order of 10-100

million are becoming more common [83, 101, 102, 103], as such these models are de-

nominated Large Language Models (LLMs). For a given sequence of words, a trained

LLM will produce a next-word prediction as a probability distribution over the dic-

tionary produced by a softmax layer applied over the transformer output embeddings.

The predicted word (token) is determined via random sampling over this distribution.

In practice, this procedure would bias the next word prediction towards the statisti-

cally most used words leading to poor results. To solve this issue, the distribution

is generally flattened out via a parametric rescaling controlled by a parameter named

“temperature” guaranteeing more variability in the output. This output probability

distribution can be conditioned by the appropriate input text.

Depending on the used input prompt, the model can be led to perform different

downstream tasks that are not directly related to the unsupervised training objec-

tive [82, 83]. It has been shown [83] that by including in the prompt some examples of

the addressed downstream task the performance of the model significantly increases.

The setting where some example solutions of the task are provided in the prompt,

generally between one and five, is called few-shot. If no examples are provided we

name the setting zero-shot. The output of the LLM is significantly dependent on the

prompt. While there are some heuristic rules for designing prompts that will give the

best results on a task, how to design the optimal prompts is still an open problem.

An approach that tries to address this issue is the creation of an instructed model

via Reinforcement Learning from Human Feedback (RLHF) [84]. Within this scheme,

multiple generated outputs are collected for a given prompt. Human annotators are

then asked to rank the outputted completions from best to worst. The process is re-
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peated over multiple prompts creating a labeled dataset of prompt completions and

associated scores. This data is then used to train a score model which assigns a score

given a prompt and a completion. This reward model is then used to fine-tune the

initial LLM via reinforcement learning. The model resulting from this process is called

an instructed LLM. Instructed LLMs are far easier to prompt than base LLM and they

can be aligned to generate outputs that are in line with the user needs. A popular

example of instructed LLM is ChatGPT.

2.7 Summary

In this chapter, we discussed the main methodologies behind our proposed data-driven

inverse-design workflow. It is apparent that this task is extensively interdisciplinary

in nature. Trying to use all the available data, which comes from high-throughput ab-

initio simulations and experimental measurements, requires techniques from various

branches of machine learning including deep learning and natural language processing.

Most of these techniques rely on supervised training which requires a dataset of gold

labels on which the learning is performed. These gold labels are generally computed

with ab-initio methods of which DFT is the most popular choice. A model can only

be as good as the data that are fed into it and as such particular attention should be

paid in the cases where DFT is unreliable. In the following chapters, we will provide

some use cases in the domain of material science for the techniques introduced so far.
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Chapter 3

Composition selection

The content presented in this chapter is based on Ref. [1]. This work has been carried

on with equal contribution by Luke Gilligan and the author of this thesis.

The first step towards the inverse design of a new material requires us to decide

how many and which elements our prototype compounds should contain. Starting with

all the elements contained in the periodic table, we generally exclude any radioactive

isotopes and noble gases. The specific selection of elements will then depend on the spe-

cific target application. For example, it might be of interest to discard certain elements

due to their toxicity, cost or availability as is often the case with rare earth elements.

Additional criteria might arise from manufacturing considerations. For instance, in the

case of alloys having constituents with similar melting points can simplify the synthesis

process. Conversely, if one of the constituents has a significantly different melting point

with respect to the others the realisation of that alloy could present a challenge. Once

these criteria are established, we can define a pool of elements (E ⊂ PeriodicTable)

that meets all the requirements.

At this stage of the inverse-design workflow, we only know the potential elements

that might compose our target compound, we do not know its stoichiometry and nev-

ertheless its crystal structure. What we might know are additional requirements de-

manded by the target application. For example, if the goal is to design a ferromagnet,

we might specify that its Curie temperature must exceed a certain threshold. Similarly,

if our goal is the design of a semiconductor we might want its band-gap to fall within

a specific range to meet specific optical or electronic requirements.

Compositional models represent an invaluable tool for providing an initial rough

estimation of the properties that are fundamental for the material that we are looking

for. In the previous chapter, we detailed the theory behind compositional models,

however, we have not yet discussed the origin of the data on which we can train these

models. Depending on the target property that we want to model, it might or it

might not be feasible to train over publicly available theoretical datasets of ab-initio

calculations [13, 104, 12, 14]. If this property is not featured in such databases, or if

45
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its calculation is known to be either highly inaccurate or computationally prohibitive,

the only option left is to rely on available experimental data. While some successful

examples validate the viability of this approach [22, 23, 105], the manual curation of

an experimental database is labour-intensive and costly to scale.

As a consequence, current experimental databases are not comprehensive. They

often list only a limited set of properties for each compound such as the crystal [106, 107,

108] or magnetic structure [109]. Furthermore, they update slowly and, given the effort

needed to construct them, they are generally proprietary in nature with the exception

of some open-access initiatives [106, 109]. The existing landscape of experimental

datasets is fragmented, and most of the known experimental results remain confined

to unstructured scientific literature.

Given the large volume of literature regularly published, manual curation is imprac-

tical. To illustrate the scale of the problem, consider that there are 231 journals listed

in the “materials science and engineering” category of the Clarivate Master Journal

List (https://mjl.clarivate.com/home). With an average of around 1,000 articles

published annually per journal, this amounts to approximately a quarter of a million

articles containing materials information published each year. Clearly, experimental

databases of such magnitude cannot be manually curated. This suggests that automa-

tion is the only feasible approach to tackle this challenge. Currently, the state-of-the-

art method for automating the data-extraction process from the scientific literature is

ChemDataExtractor [79].

ChemDataExtractor

ChemDataExtractor employs a hybrid approach, combining conditional random fields [110]

and a dictionary-based recognizer for entity recognition. The process of information

extraction relies on manually defined grammar rules to link identified entities. There-

fore, the performance of a new model depends on the user’s ability to define these

rules adequately. Furthermore, because natural language can describe different quan-

tities in structurally diverse ways, each new extraction task necessitates the creation

of unique grammatical and syntactic rules by the user. This makes the process labour-

intensive and restricts the widespread application of such methods across a broad array

of properties. To automate the expansion of user-defined grammar rules, the Snowball

algorithm is occasionally integrated with ChemDataExtractor [111, 112]. This algo-

rithm is designed to identify relationships within the corpus automatically through

probabilistic analysis of their occurrences.

Language models

As discussed in the previous chapter, in recent years, significant progress has been made

in constructing tools that improve our ability to automatise information extraction from

natural language. Research in this domain has long focused on creating textual rep-

https://mjl.clarivate.com/home
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resentations suitable for advanced, context-aware natural language processing (NLP).

Traditional NLP tasks have often relied on simple representations such as one-hot en-

coding of vocabulary dictionaries, bag of words models, or statistical weightings such

as term frequency-inverse document frequency (TF-IDF) [113]. These representations

have proven effective for tasks such as sentiment analysis or simple classification tasks,

especially when dealing with large-scale texts. However, for more accurate processing

of individual terms or sentences, more sophisticated methods are necessary.

Static word embeddings such as the ones provided by skip-gram models naturally

follow as viable candidates for NLP applications [80, 87, 73]. transformer networks

elaborate further on these ideas and are the current state of the art in contextual

natural language representations [81].

At the heart of transformer networks is the use of self-attention, which captures

the syntactic interdependencies between words. This allows these networks to excel at

parsing the context in which a term appears in a sentence. As described in Chapter 2,

one of the most popular transformer-based models for NLP is the Bidirectional En-

coder Representations from Transformers (BERT), a model comprising a sequence of

encoder transformer blocks with 110 million tunable parameters [91]. Since its intro-

duction in 2018, BERT has rapidly become a cornerstone in many NLP applications,

achieving state-of-the-art performance across various benchmarks [114, 115]. The con-

textual word representation generated by BERT can serve as input for machine-learning

models in downstream tasks such as sentimental analysis, named entity recognition or

relationship classification. To specialise the pre-trained BERT model over these tasks,

the original weights are adjusted in a process that takes the name of fine-tuning.

Recently, transformer-based generative large language models have gained a signifi-

cant amount of attention after the release of ChatGPT (https://chat.openai.com/).

While these models show promising performances in general language modelling tasks,

they present some significant drawbacks that can limit their usability. First, their large

scale imposes substantial hardware requirements, both for inference and fine-tuning.

Private companies such as OpenAI (https://openai.com/) provide services that offer

access to their models through API. However, the usage fees can become prohibitive for

extensive information-extraction workflows that can require a large number of prompts

to be sent to these models. Despite these limitations, recent studies have successfully

developed data-extraction workflows for material science applications using large gen-

erative language models, either through fine-tuning [116, 117] or iterative prompting

[118]. In this chapter, we present a rule-free workflow for automatically extracting

information from scientific literature. The workflow developed is based on the fine-

tuned BERT models. Towards the end of the chapter, we will discuss potential ways

to expand this work to take advantage of the capabilities of LLMs.

https://chat.openai.com/
https://openai.com/
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Database of Curie temperatures
(~3500 entries)

Scientific 
literature The Curie temperature of 

Ga0.5Fe2.5O4 and Ga0.7Fe2.3O4 
have been found to be equal 

to 413°C and 347°C, 
respectively.

The Curie temperature of 
Ga0.5Fe2.5O4 and Ga0.7Fe2.3O4 have 
been found to be equal to 413°C 

and 347°C, respectively.

Compound Tc (K)

GaFe5O8 686.15

Ga7Fe23O40 620.15
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Database of experimental Curie 
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Figure 3.1: Scheme of the BERT-PSIE pipeline applied to the automated extraction
of compound-Curie temperature pairs from the scientific literature. The workflow
is based on the combined use of a collection of BERT models fine-tuned for different
downstream tasks such as sentence classification, named entity recognition and relation
classification. See text for more details.

3.1 Automatic extraction of experimental data

The contextual awareness of the BERT representation allows the grammatical and

syntactic rules necessary to perform information extraction from natural language to be

learnt during fine-tuning by the transformer model from a small sample of labelled text.

The text labelling step replaces the need for designing grammar rules and eliminates the

requirement for prior expertise in natural language processing or coding to implement

new extraction pipelines. We developed a novel self-contained literature-to-structured-

properties database pipeline, which we named BERT Precise Scientific Information

Extractor (BERT-PSIE). The automatic information extraction is carried out through

a sequence of BERT models, each fine-tuned for specific downstream tasks. By taking

advantage of the transfer-learning capabilities of BERT models, it is possible to achieve

good performance on these tasks with a relatively small training set of labelled text.

This workflow can be adapted to the extraction of any binary-related information

and can potentially be extended to more complex forms of relations. We present in

Fig. 3.1 a scheme of the entire pipeline. The full corpus of papers, on which the

extraction is performed, is assembled using a keyword-based search with the Crossref

REST API (https://api.crossref.org/). A classifier isolates relevant sentences

from the downloaded corpus and a Named Entity Recognition (NER) module extracts

material-property relations from sentences containing single, unambiguous relations.

Sentences containing a single entity only, either the compound or the property, are

https://api.crossref.org/
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discarded. Subsequently, a second module performs relation classification for sentences

featuring multiple mentions of compounds and/or material properties. The extracted

material-property relations are then compiled into a database. We will proceed now to

discuss each of these downstream tasks employed in BERT-PSIE in greater detail.

Relevant Sentences Classifier

The first challenge addressed by our workflow is to locate the information of interest

in the text of the papers downloaded via the Crossref REST API. We achieve this

goal by fine-tuning BERT to classify relevant sentences. Specifically, we build a binary

classifier on top of the BERT embeddings. The simplest model for binary classification

is the logistic regression, according to which the probability of a sentence S of being

relevant is given by:

p(relevant|S) =
1

1 + e−w0+w·b[CLS]
, (3.1)

where the parameters {w} are learned during the fine-tuning and bCLS corresponds

to the output BERT embedding of the [CLS] token. The [CLS] token is a special

symbol added in front of any input by the BERT tokenizer. Its purpose is to be used

for classification tasks as its corresponding output embedding will depend on all the

other words in the input sentence given the bidirectionality of the attention mechanism.

Moreover, the length of this output embedding is fixed and does not depend on the

length of the sentence. Alternative strategies could involve using the mean or the sum

of the output embeddings of all the words in the sentence. During fine-tuning the

values of the weights {w} and the parameters of BERT are optimised using stochastic

gradient descend in order to minimise the cross-entropy loss over a set of M manually

labelled examples {Si, yi}:

ℓ = −
M∑
i=1

[yi log p(relevant|Si) + (1− yi) log (1− p(relevant|Si))] , (3.2)

where yi is the label annotated for the sentence Si, which is chosen to be 1 if the

sentence is deemed relevant and 0 if not. This decision is somewhat subjective given

the variable forms in which a given information can be delivered in natural language.

During the manual labelling, guidelines need to be provided in order to make the label

choice as robust as possible. The details of such guidelines will vary case by case,

depending on the quantity that represents the extraction target. However, the general

underlying principle that we chose is to deem as relevant the sentences that we would

like to be further processed by our pipeline and as irrelevant otherwise.

After the BERT model is fine-tuned to reproduce the labels provided in the training

set, we now avail of a model that can be used to filter out the vast majority of the

sentences in the corpus. Following this step, we are left with sentences that the model

predicts to be relevant for the extraction task.
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Named Entity Recognition

The sentences deemed relevant are then processed by a second BERT model that has

been fine-tuned to perform NER. Unlike the previous classification task, which operated

on a sentence level, it’s possible to train a BERT model for token-level classification.

In this case, the output embedding of each token in the input sentence is processed by

a multiclass classifier to identify its corresponding entity. These entity categories are

user-defined. In this work, we consider three entity classes, namely CHEM , TEMP ,

and GAP , which are associated with the mention of a chemical compound, Curie

temperature and band-gap respectively. Each classification task also includes an empty

class, denoted as O, which is reserved for tokens that do not belong to any of the other

entity classes. The multiclass classification for C entity types is performed using a

softmax layer applied to the output embeddings of BERT. The predicted probability

that the j-th input token belongings to the i-th class is given by:

p(classi|tokj) =
exp

((
WbTokj

)
i

)∑C
k=1 exp

((
WbTokj

)
k

) , (3.3)

where bTokj is the Nh-dimensional BERT output embedding corresponding to the j-th

token and W is a C×Nh matrix containing the learnable parameters of the classification

layer. The fine-tuning is then performed over a small dataset of manually labelled

examples with the objective of minimising the following log loss:

ℓ = −
M∑
i=1

log
(
p(classyj |tokj)

)
, (3.4)

where classyj is the manually labeled class of the j-th token.

Relationship Extraction

The final stage in our workflow for automatic data extraction involves establishing the

presence of relations between mentions of chemical compounds and their associated

properties (either Curie temperature or band-gap) in all the sentences classified to be

likely to contain such information.

For the sentences where the NER model predicts a single mention of a chemical

compound and a single mention of Curie temperature, we assume that these two quan-

tities are related and we add them to the database. However, if for example, a sentence

contains multiple mentions of chemical compounds and/or several Curie temperatures,

the compound-temperature association will become ambiguous. This kind of ambiguity

is not uncommon in scientific literature. For instance, one might find sentences such as

“the Curie temperature of Fe and Co are 1043 K and 1394 K, respectively”. While easy

for a human reader to understand, these semantically ambiguous statements can appear

in several forms and present a challenge that cannot always be resolved through simple
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heuristic rules. To address this issue, we frame the problem as a relation classification

task following the approach of Soares et al. [119]. We developed a BERT architecture

with the aim to classify whether a pair of entities in a sentence is related by the “has

a TC of” (“has a band-gap of”) relation. This is achieved by finetuning a BERT model

for binary sentence classifications, using modified inputs that contain special entity

markers to highlight the tokens of interest. For example, from a sentence containing

two chemical compounds and two Curie temperatures (band-gaps), we generate four

sentences. In each, a different pair of entities is surrounded by entity markers. We use

the markers [E1start], [E1end] to identify mentions of chemical compounds and [E2start]

and [E2end] to identify mentions pf the Curie temperature (or band-gap).

For each sentence, we consider all possible pairs of compound-TC (or compound-

band-gap) mentions, as identified by the NER model, one by one. The entity markers

are added at the beginning and at the end of each entity mention. Thus, by taking

as an example the sentence, “The Curie temperature of Ga0.5Fe2.5O4 and Ga0.7Fe2.3O4

have been found to be equal to 413 ◦C and 347 ◦C, respectively” (see Fig. 3.1), we

construct the following four relationship associations:

1. “The Curie temperature of [E1start] Ga0.5Fe2.5O4 [E1end] and Ga0.7Fe2.3O4 have

been found to be equal to [E2start] 413 ◦C [E2end] and 347 ◦C, respectively.”

2. “The Curie temperature of [E1start] Ga0.5Fe2.5O4 [E1end] and Ga0.7Fe2.3O4 have

been found to be equal to 413 ◦C and [E2start] 347 ◦C [E2end], respectively.”

3. “The Curie temperature of Ga0.5Fe2.5O4 and [E1start] Ga0.7Fe2.3O4 [E1end] have

been found to be equal to [E2start] 413 ◦C [E2end] and 347 ◦C, respectively.”

4. “The Curie temperature of Ga0.5Fe2.5O4 and [E1start] Ga0.7Fe2.3O4 [E1end] have

been found to be equal to 413 ◦C and [E2start] 347 ◦C [E2end], respectively.”

The relationship classifier model is fine-tuned on a set of sentences with marked entity

pairs which have been manually labelled for a binary classification task. During the

manual labelling, we deem a sentence positive if a relationship is present between the

two marked entity mentions, and as negative if such a relationship is not present.

This concludes the collection of BERT models trained for different downstream

tasks creating the BERT-PSIE rule-free pipeline for the automatic extraction of data

from text.

3.1.1 Fine-tuning

In this work, we focus on extracting information about the Curie temperature of ferro-

magnets and the electronic band-gap of semiconductors/insulators. To construct our

scientific literature corpus, we use the Crossref REST API to perform a keyword search

across all literature published by Elsevier. This search yields metadata which we filter
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to ensure the availability of the full-text version of the paper for data mining. This

metadata includes both abstracts and download links to the full-text articles.

For the extraction of Curie temperature data, the strategy used to build the training

set required for the fine-tuning of the different BERT models starts from the collection

and the manual labelling of 800 abstracts containing the term “Curie temperature”. We

split these abstracts into sentences using the Natural Language Toolkit [120] (NLTK)

sentence tokenizer. We then label the sentences which reference a Curie temperature

as relevant and the ones that do not as irrelevant (step 1 in Fig. 3.1). This step

yielded a database of about 4,000 sentences of which 189 have been labelled as relevant.

The labelled dataset is used to fine-tune the relevant sentence classifier BERT model.

Subsequently, we manually labelled the entities present in the abstracts and in 200

relevant sentences extracted from the corpus of the papers whose abstract was used in

the previous step. This combined corpus is then used to fine-tune a BERT model for

Named Entity Recognition (NER-BERT).

In the case of the electronic band-gap extraction, we adopt a slightly different

strategy for collecting the required training data. We download the arXiv metadata

from the Kaggle dataset [121] and compile an initial corpus of 1,000 abstracts by

searching for the terms “band gap”, “bandgap” or “band-gap”. Besides this difference,

the rest of the workflow mirrors the one used for the TC. The manual labelling stage

yields, in this case, a dataset of 672 sentences of which 171 are deemed relevant.

To fine-tune the relation classifier module, we sample 100 sentences predicted to

contain multiple entity mentions by the NER-BERT model. For each sentence, all the

possible pairs of compound-TC (compound-band-gap) mentions are considered one by

one with the added entity markers. Every constructed sentence is then labelled as

positive or negative if a relation between the pair of highlighted entities is present or

not.

In this work, we use the MatSciBERT [95] weights as starting point for the fine-

tuning. This particular BERT model has been exposed during pre-training to a large

corpus of material science literature making it the optimal choice for the task considered

here. Each dataset used for fine-tuning is divided into train, validation and test sets.

The models’ parameters optimisation is performed solely on the training set using

stochastic gradient descent. The Hyper-parameters of the models have been optimised

over the validation set. We observe that the models’ performances are consistent over

a range of values for all hyperparameters. For all models, we use a training batch size

of 32 and the learning rates of 5 · 10−5, 5 · 10−5 and 2 · 10−6 for the classifier, NER,

and relation models respectively. We apply gradient clipping with a cut-off of 8 for all

models and implement an early stopping based on the validation set loss to prevent

overfitting.

To preliminary assess the performance of the models after fine-tuning, we carry out

a performance evaluation on the test set. The performance of the models is assessed
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at this stage by standards performance metrics used for classification tasks such as

precision, recall and F1-score. To maintain consistency between the testing of the

three BERT modules we adopt the following convention. For the relevance classifier

module, a positive instance corresponds to a relevant sentence while a negative instance

corresponds to an irrelevant sentence. Within the NER module, for a given class, a

positive instance corresponds to an instance of that class while a negative instance

corresponds to an instance of any other class. Finally, for the case of the relation

classifier, a positive instance indicates the presence of a relationship between the entities

highlighted by the entity markers, while a negative instance corresponds to the case

where such a relationship is not present. Within these conventions, any prediction in

these classification tasks yields one of four possible outcomes, which can be grouped

as follows:

1. True positive (TP) correct positive predictions.

2. False positive (TN) correct negative predictions.

3. False positive (FP) incorrect positive predictions.

4. False negative (FN) incorrect negative predictions.

The precision (P ) performance metric then quantifies how often the model is correct

when it returns a positive prediction

P =
TP

TP + FP
, (3.5)

while the recall (R) performance metric quantifies the rate of correct positive predic-

tions with respect to the total of positive instances

R =
TP

TP + FN
. (3.6)

A well-performing classifier should display both high precision and high recall. To

condense these two metrics into a single quantity, their harmonic mean is computed,

known as F1 score:

F1 = 2
P ·R
P +R

. (3.7)

We report in Table 3.1 the test set performance metrics of the different fine-tuned

BERT models for the Curie temperature extraction case. The sentence-level relevancy

classifier metrics are presented in the upper row of Table 3.1. Both precision, P , and

recall, R exceed 0.8, indicating good performance on the test data.

During the construction of the training dataset, particular attention was paid to

ensure that it was as representative as possible of the literature. Nonetheless, syntactic

similarities in the construction used to report a temperature value are unavoidable,
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Model Entity P R F1 Support TrS TeS
Classifier 0.83 0.80 0.81 3941 801

NER Chem 0.92 0.86 0.89 754 1,769 168
TC 0.97 0.81 0.88 42

Relation 0.72 0.64 0.68 200 50

Table 3.1: Performance of the three modules composing BERT-PSIE for the Curie
temperature extraction: the sentence-level relevancy classifier, the NER and the rela-
tion classifier. Results are presented for the test sets. Here we report: precision, P ,
recall, R, and F1 score. The size of the test (TeS) and training (TrS) sets are also given
(number of sentences used). For the case of NER, we report results for both chemical
entities (Chem) and TC, as well as the support.

introducing noise in the extracted data. For instance, if we consider the sentence “Bar-

ium titanate (BaTiO3) is a ferroelectric with a Curie temperature of 120 ◦C”. In this

case, “Curie temperature” refers to a paraelectric-ferroelectric transition and not to

ferromagnetism. However the syntactic structure closely resembles those describing

the magnetic TC and despite the contextual capabilities of the BERT embeddings, the

model might struggle to resolve these two cases. Moreover, further ambiguities can

also be found in constructions like “The melting temperature of a compound marks

the solid-liquid phase transition. This critical temperature for Fe is 1,538 ◦C”. Given

the fact that the classification is performed at the sentence level, the content of “This

critical temperature for Fe is 1,538 ◦C” is processed independently from that of the

preceding sentence, leading to potential misclassification. These limitations are inher-

ited from working at the sentence level and further work is necessary to effectively

address these issues. To mitigate these drawbacks, we focus our analysis on scientific

texts taken from the field of magnetism.

The second row of Table 3.1 shows the performances of the named-entity-recognition

step in our automated extraction pipeline. The precision, recall and F1 score associated

with the classified entities, namely compound and Curie temperature, are all consis-

tently high. This indicates a good ability of the BERT model in performing token

classification, allowing us to identify mentions of compounds and Curie temperatures

in sentences selected as relevant by the sentence-level relevancy classifier. Additionally,

the contextual awareness of BERT-based language models allows them to discriminate

similar entities based on the syntactic and grammatical context in which they appear.

However, this context-awareness has limitations, especially in distinguishing between

different types of critical temperatures related to phase transitions.

Finally, the last row of Table 3.1 summarizes the key evaluation metrics for the

BERT relationship-extraction model. Extracting relationships has proved to be the

most challenging task in our pipeline, largely due to the vast quantity of potential

combinations of words in different syntactic structures. This complexity also poses

a significant challenge in the construction of grammar rules for rule-based extraction

methods such as ChemDataExtractor. Despite the fact that this module presents the



3.1. AUTOMATIC EXTRACTION OF EXPERIMENTAL DATA 55

lowest scores, the model still exhibits reasonably good performance. Therefore, it can

be used to associate the correct compound-property pairs, thus improving the quality

of our final database.

A similar analysis has been performed for models fine-tuned for the extraction of

band-gap values. The performance metrics of each of the modules in our pipeline for

the band-gap extraction are summarised in Table 3.2.

Model Entity P R F1 Support TrS TeS
Classifier 0.95 1.00 0.97 404 134

NER Chem 0.80 0.96 0.87 1166 4000 1000
Band-gap 0.78 0.97 0.87 119

Relation 0.88 0.88 0.88 300 80

Table 3.2: Performance of the three modules composing BERT-PSIE for the band-gap
extraction: the sentence-level relevancy classifier, the NER and the relation classifier.
Results are presented for the test sets. Here we report: precision, P , recall, R, and
F1 score. The size of the test (TeS) and training (TrS) sets are also given (number
of sentences used). For the case of NER, we report results for both chemical entities
(Chem) and band-gap, as well as the support.

The first row of Table 3.2 summarises the test set performance of the relevancy

classifier module. Once again we observe significantly good performance on this task,

with a perfect recall and a slightly lower precision at 0.95. These metrics surpass those

found for the Curie temperature, indicating an almost perfect capability in distin-

guishing between sentences that do or do not contain information about a compound’s

band-gap. The superior performance of this classifier can be attributed to a reduction

in ambiguity in the reporting of band-gaps. This contrasts with the case observed in

temperature reporting, which, as previously pointed out, often features similarities in

the syntactic structures used for reporting different types of critical temperatures.

Similarly, the NER module’s performance remains consistently good, with a high

precision, recall and F1 score.

Finally, we find that the relationship-extraction step for the band-gap extraction

case significantly outperforms that for the Curie temperature extraction. We attribute

this once again to the more standardised way in which band-gaps appear to be reported

in the scientific literature. Sentences reporting band-gap measurements tend to have

structures generally more formulaic than the ones reporting Curie temperatures. This

hypothesis is further reinforced by the improved performance in the final extraction

when using a relationship association between compounds and band-gaps based on

their order of appearance in the sentence, as will be further discussed in the following

sections.
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3.1.2 Comparison with rule-based methods

To directly compare the performance of our BERT-PSIE pipeline with the state-of-

the-art rule-based methods, we adopted an approach similar to those described in

[112, 122]. We manually annotated 200 unique abstracts for the case of compound-

Curie temperature extraction and separately other 200 abstracts for compound-band-

gap extraction. These abstracts were sourced, once again, from the arXiv dataset [121]

and they were selected to guarantee that there was no overlap with the abstracts used

for the fine-tuning or for the validation set of the models.

These abstracts were screened by performing a keyword search. For the Curie

temperature case, the keyword used was “Curie”, and we excluded abstracts containing

the term “Weiss”. Similarly, the band-gap corpus for this test was constructed using

a keyword search selecting only the abstracts containing any of the terms “band gap”,

“band-gap” or “bandgap”, alongside the term “eV”. Random abstracts were then

sampled from these pools to create test sets of 200 abstracts for each task. This selection

strategy aimed to maximize the number of positive extraction targets (support).

Both BERT-PSIE and ChemDataExtractor were run on these test sets. A record

in the extracted database was considered true positive only if all entities in the target

compound-property pair were present and matched the manual annotation. The num-

ber of true positives, false positives and false negatives were manually counted for the

extraction tasks. This allowed the calculation of the precision, recall and F1 score for

each model.

We used the same ChemDataExtractor model for the extraction of Curie tempera-

ture as the one provided by the rule-based pipeline of Ref. [112]. It was not possible to

include the snowball model of this extraction pipeline since the model was not readily

available. However, for the assessment of the band gap extraction performance with

ChemDataExtractor, the full hybrid extraction method, which includes the Snowball

model, was utilised as provided by Ref. [122].

The results of this direct comparison between BERT-PSIE and ChemDataExtractor

are reported in Table 3.3.

As it can be observed from the data reported in Table 3.3, the precision of both

BERT-PSIE and ChemDataExtractor extractions remains consistent across the differ-

ent properties extracted. Remarkably the BERT-PSIE workflow slightly outperforms

the hybrid ChemDataExtractor model on the band gap extraction task.

As previously discussed the relationship extraction module of the BERT-PSIE work-

flow represents the most challenging component to train. In order to isolate the contri-

bution of this module and estimate the amount of noise that it might introduce, we also

examine the case where we only consider the extraction from sentences for which the

NER module predicts only a single compound and property mention. Doing so we skip

the use of the relationship classifier module in this case and we directly associate the

two mentions as an extraction. We refer to this subset as ‘Single mentions’. For this
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Model P R F1

Curie Temperature

ChemData. 0.67 0.49 0.56
Single mentions 0.82 0.20 0.32

BERT-PSIE 0.67 0.31 0.42
BERT-PSIE + ChemData. 0.64 0.64 0.64

Band Gap

ChemData. 0.68 0.55 0.61
Single mentions 0.78 0.23 0.35

BERT-PSIE 0.70 0.40 0.51
BERT-PSIE + ChemData. 0.63 0.72 0.67

Table 3.3: Direct comparison between the extraction carried by BERT-PSIE and the
rule-based ChemDataExtractor on the same test corpus of 200 annotated abstracts
for both the TC and band gap. The precision, recall and F1 score are presented for
BERT-PSIE (single mentions only and the full pipeline), ChemDataExtractor and the
combination of the two methods. The manually annotated datasets have a support of
45 entries for TC and 109 entries for the band gap.

case, we observe a significant increase in the extraction precision. However, this gain

in precision is offset by a significant reduction in recall, ultimately causing a reduction

of the F1 score.

The BERT-PSIE extraction pipeline tends to be more selective in the data ex-

tracted. We can attribute this to the fact that any potential contextual ambiguity

when reporting a property value is more likely to result in a failed extraction in a

context-based system than a rules-based one. As a consequence, we observe a lower

recall than the one found for the extraction performed by the ChemDataExtractor

rules-based and hybrid pipelines. Furthermore, one could claim that recall is less im-

portant than precision when it comes to the assessment of the reliability or utility of

the resulting extracted data. To explore this argument, in the following sections, we

will introduce novel metrics for the assessment of the usefulness of the extracted data,

that simulate real-world use-cases of these data.

As a last direct comparison, for both extraction targets, we combined the extracted

data from both the BERT-PSIE and ChemDataExtractor models. This combina-

tion led to a marked increase in recall for the merged dataset compared to either

method alone implying that the rule-based and BERT-based pipelines each have unique

strengths in extraction, as the distinct increase in recall is due to a limited overlap

between the extractions performed by the two methods. The reduction in precision

relative to either of the two pipelines for this particular test is caused by the fact that

the true positive extractions that overlap for the two pipelines are not double counted

and any incorrectly extracted value is added to the combined dataset. This leads to

an increase in false positives relative to the true positives, thereby reducing the overall

precision of the combined dataset with respect to either of the constituent datasets.
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3.2 Evaluating the quality of the extracted data

The metrics discussed so far provide insights into the performance of each module

within our workflow, as well as into BERT-PSIE’s overall ability to accurately extract

the target quantity. In performing these tests we followed the general practice found

in the literature when introducing a new extraction pipeline [112, 122, 79, 116, 96].

However, we believe that these metrics present some limitations, due to the limited

size of the test sets on which they are calculated and the fact that they might not

correlate with the actual real-world usage of the data extracted.

To address these concerns and further evaluate how different design choices impact

our extraction workflow, we decided to focus on the extraction of the Curie temperature

of ferromagnetic materials and on the band gap of semiconductor/isolator materials.

We chose these two properties due to the availability of two corresponding, manually

curated databases of experimental measurements, which we can use as expected values

during comparisons with the automatically extracted data produced by BERT-PSIE.

Furthermore, as we discussed in Chapter 2, it is particularly challenging to compute

these two properties reliably with DFT.

We populated the two corpora on which we performed the Curie temperature (band

gap) extractions performing a keyword search using the Crossref API searching for

papers containing instances of the term “magnetic” (“electronic”). This yielded a

database of approximately 180,000 (77,000) full-text URLs of papers potentially con-

taining a mention of a Curie temperature (band gap) value. The full text of these papers

was then automatically downloaded and parsed into a list of sentences generated with

the NLTK sentence tokenizer. For the Curie temperature extraction, we also include

a corpus of relevant PDF documents converted into plain text using PDFminer [123].

The compiled corpus is then processed by the BERT classifier modules of our

pipeline which select the sentences likely to contain the property of interest. This

resulted in roughly 55,000 sentences predicted to contain mentions of Curie temper-

ature and around 126,000 sentences relevant to the band gap extraction task. The

relevant sentences are then processed by the NER and the relation classifier modules,

to identify the entities and establish their relationships.

Finally, the compound-property pairs returned by the last stage of BERT-PSIE are

then post-processed. We standardise all temperature units to Kelvin and all band gap

units to electron volts. All chemical formulas are normalised to have integer coeffi-

cients (e.g. Ga0.5Fe2.5O4 becomes GaFe5O8). Carrying out these steps results in the

creation of two databases of 3,518 and 2,090 unique compound-property pairs for Curie

temperature and band gap respectively.

Curie temperature

We begin our examination of the extracted data with the case of Curie temperature.
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Figure 3.2: Comparison between the data present in the three different databases con-
sidered: BERT-PSIE (red), ChemDataExtractor (blue) and the manually-extracted
database of Ref. [22] (green). Top panel: Normalised distribution of the Curie tem-
peratures extracted. A peak is visible in the distribution around 300 K in both the
automatically generated databases, which is not present in the manually extracted
one. Bottom panel: Relative elemental abundance across the compounds present in
each database. Although there is general agreement among the three databases, addi-
tional peaks are observed for various elements in the case of automatically extracted
data, which are not present in the manually curated dataset. The most pronounced
of these differences is in the relative abundance of Mn- and O-containing compounds.
Note that the automatically extracted datasets and the manually curated ones are
sourced from different corpora.

Ultimately the value of a database stems from the reliability and comprehensiveness

of the data that it contains, as well as its potential use in secondary tasks such as the

training of machine-learning models. Conducting such an assessment is typically made

challenging due to the lack of manually curated data, which are time-consuming to

collect.

In this case, however, by choosing the Curie temperature as the extraction target

we avail of a manually curated database compiled from various sources. We primarily

utilise the database of Nelson et al. [22]. This dataset has been created by aggregating

the AtomWork database [124], Springer Materials [125], the Handbook of Magnetic

Materials [126] and the book Magnetism and Magnetic Materials. [78]. Furthermore,
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Figure 3.3: Violin plots comparing the TC distribution of the compounds containing
specific elements in the dataset automatically generated with BERT-PSIE (red) and
ChemDataExtractor (blue), and in the manually curated ground truth (green). Only
the most common elements appearing in the datasets are displayed here. The dots
show the median of each distribution.

we augment this database with the TC values from a dataset manually aggregated by

Byland et al. [127], which is mainly focused on, although not limited to, Co-containing

compounds. Consequently, this combined database is considered to be our “ground

truth” for the Curie temperature extraction task and amounts to 3,638 unique ferro-

magnetic compounds and their associated Curie temperatures.

The choice of the Curie temperature as the extraction target allows us also to

compare the extraction with the one performed by the ChemDataExtractor rule-based

pipeline combined with a semi-supervised snowball algorithm as reported in [112]. Both

automatically extracted databases are built from a rather similar corpus since they

rely on the download of papers via the Crossref API. These corpora primarily include

relatively recent articles, and the automatic extraction is performed solely from the

text. Interestingly, despite the similarity in their respective source corpora, there is

little overlap between BERT-PSIE and ChemDataExtractor databases, each containing

several thousand data points, they share only 694 compounds.

In contrast, Nelson et al.’s database is largely built on data presented in tables

and incorporates a significant amount of “historical” information, including results

published as far back as the 1950s. The size of the overlap between the automated

and manual datasets is 687 for BERT-PSIE vs. manually-curated and 595 for Chem-

DataExtractor vs. manually-curated. Overall the three datasets (BERT-PSIE, Chem-

DataExtractor and the manually curated one) share only 262 compound entries. For

the purpose of our analysis, we take the median Curie temperature value for compounds

for which multiple entries have been extracted.

We observe that properties extractions relative to elemental compounds (e.g. Fe,

Co, Ni, Gd, etc.) tend to be unreliable and subjected to large variance. We attribute

the source of these errors to the inherent challenge that the NER module faces in dif-

ferentiating between an elemental compound and an element serving as a dopant in
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an otherwise non-magnetic material (e.g. bulk Mn vs. Mn-doped GaAs). As dopants

can appear in a multitude of concentrations and in a large variety of hosts, erroneous

assignments may result in a large spread in the distribution of the temperatures col-

lated. With this exception, the distributions of Curie temperatures across the different

databases are in very good agreement with each other, as can be seen in the top panel

of Fig. 3.2.

The agreement between our automatically extracted dataset and the one con-

structed with ChemDataExtractor is notably close. However, both exhibit a peak

in the distribution at around room temperature, a feature absent from the manually

curated dataset. This discrepancy could be attributed to different reasons, the more

recent literature could present a bias towards critical temperatures close to 300 K, or

during the automatic extraction the temperature values close to the room temperature

are erroneously extracted and attributed to the TC with a high frequency. Supporting

the latter hypothesis, it is the fact that mentions of room temperature feature heav-

ily in sentences containing the target information, even if the room temperature is

not a mention of TC. For instance, consider the sentence: “The magnetisation curve

at 300 K was obtained and the Curie temperature was determined by TGA under a

magnetic field, yielding a Curie temperature of 1043 K for Fe.”. Despite these differ-

ences, the three Curie-temperature distributions present strong similarities indicating

that our automated extraction technique has adequately captured the relative abun-

dance of high- and low-temperature ferromagnetic materials without necessitating the

definition of complex grammar rules.

Further insights into the extracted data can be obtained by looking at the relative

elemental abundance across the unique compounds present in the database (the fre-

quency at which a particular element appears in the database). This is shown in the

lower panel of Fig. 3.2, again for all three datasets. As expected the largest abundances

are observed in correspondence with the magnetic transition metals, some of the rare

earths and oxygen. This feature is shared by all databases and corresponds to the actual

elemental distribution among magnets as reflected by our manually curated dataset.

Remarkably, the automatically compiled databases seem to overestimate the presence

of Mn and O, and that of di- and tri-valent alkali metals (Ca, Ba, Sr and La). This over-

estimation with respect to the manually extracted dataset is more pronounced for the

ChemDataExtractor data than for the ones obtained with our BERT-PSIE pipeline.

We attribute these variations in the element distributions to differences in the data

sources used for the extractions which differ between manually and automatically cu-

rated datasets. Specifically, the most recent literature used in our extraction and in

that performed by ChemDataExtractor, include numerous entries related to Ca-, Ba-,

Sr- and La-containing perovskites (e.g. manganites). The impact of the original data

source on the final dataset is further validated when comparing the TC distributions of

compounds containing the 25 most common elements, as presented in Fig. 3.3. Overall,
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Figure 3.4: Comparison between the content of the different band-gap databases:
BERT-PSIE (red), ChemDataExtractor (blue) and the manually-extracted database of
Ref. [72] (green). Top panel: Normalised distribution of the band gaps extracted. Bot-
tom panel: Relative elemental abundance across the compounds present in a database.
Note that the automatically extracted datasets and the manually curated ones are
sourced from different corpora.

there is good agreement between the distributions of the two automatically extracted

datasets, both of which contain entries extracted from similar sources. BERT-PSIE

generally reproduces a distribution similar to the manually extracted values, although

for certain elements there are evident discrepancies. This could indicate a historical

shift in research focus between the sources used for the manual extraction and those

used for the automatic extraction tasks.

Band gap

A similar comparison is also performed on the distribution of extracted band gaps,

which we report in Fig. 3.4. The manually curated dataset used in this case comes

from [72]. As with the case of Curie temperatures, we find a close similarity between

the values distributions in our automatically generated database and the one obtained

from ChemDataExtractor. However, both exhibit some level of discrepancy with the

manually curated one. To gain insight into the origin of such discrepancies we examine
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Figure 3.5: Band gap values distribution for the five most common chemical formulas
found in the BERT-PSIE-extracted band gap database. The histograms report the
relative abundance, while dashed lines indicate gap energies corresponding to specific
experimental measurements or theoretical calculations (see text for more details).

the BERT-PSIE-extracted band-gap distributions of the five most common chemical

formulas in the database, namely ZnO, TiO2, C, MoS2 and Si. These distributions are

reported in Fig. 3.5. Notably, while there is a spread of band-gap values for all five

compounds, these are not uniformly distributed. Instead, the band-gap frequencies

exhibit a pronounced peak structure, with the presence of multiple high-frequency

values. This variation can be attributed to the different methods employed to obtain the

band gap of a material (experimental optical, experimental transport, theory, etc.), as

well as to different polytypes, structures or doped compounds. As detailed in Chapter 2,

DFT tends to underestimate the experimental band gap.

Going into more detail, let us consider first the case of ZnO (leftmost panel of

Fig. 3.5). Within its distribution, we identify three distinct peaks, which can be readily

associated with the experimental bulk band gap (3.37 eV [128]), the DFT-calculated

band gap for bulk ZnO (0.73 eV [128] for PBE-GGA) and the DFT-calculated band

gap for monolayer ZnO (1.69 eV [129] again PBE-GGA), respectively.

A similar structure is encountered for Si (rightmost panel of Fig. 3.5). Here, the

two principal peaks correspond to the experimental bulk indirect gap (1.1 eV [130])

and the one obtained from DFT simulations (0.61 eV [13], PBE-GGA).

In contrast, the peaks in the distribution for TiO2 have an experimental origin. The

two predominant peaks correspond to experimental gaps of two distinct polymorphs,

namely anatase (3.2 eV) and rutile (3.0 eV) [131].

Finally, MoS2 and C are those displaying more complexity. For MoS2, three domi-

nant peaks are discernible. In fact, alongside the experimental bulk indirect band gap
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of 1.29 eV [132], multiple mentions in the literature refer to the experimental band

gap of the monolayer form of MoS2 (1.8 eV [133]) and the DFT estimate of the same

(1.67 eV [134], PBE-GGA). Carbon, in contrast, presents a unique distribution profile

due to the large variety of possible polymorphs. In fact, two clear peaks are visible

which are related to semimetal graphene [135] and bulk diamond structure (5.47 eV

[136]), respectively. Then, there is a uniformly distributed region, which is charac-

terised by band gap values associated with carbon buckminsterfullerenes, C60. This

extends over the 1.5-2.7 eV range, and has a clear peak at the DFT value of 1.09 eV

(PBE-GGA) [137].

To better assess the quality of the extracted databases we define two tests designed

around real-world use cases which will be discussed in the following sections.

3.2.1 The query assessment

Given a database, a common use case involves performing queries to retrieve data from

it. A desirable property of the database is then to return correct data for a given

query. We can quantify the quality of the retrieved data by comparing it to the ones

returned by the manually curated reference dataset for the same query. We name

this test “query test”. In order to make the comparison between our database and the

ChemDataExtractor-generated one not dependent on the particular class of compounds

extracted, we only compare entries that are shared by all the datasets. The metrics

that we utilise to quantitatively assess the agreement between the extracted data and

the reference data are the coefficient of determination (R2), the mean absolute error

(MAE) and the root mean square error (RMSE). The R2 can assume values between

zero and one, it offers a measure of the correlation between the retrieved values yi and

the expected ones y∗i . It is defined as:

R2 = 1−
∑n

i=1(yi − y∗i )2∑n
i=1(yi − ȳ)2

, (3.8)

where the sum is extended over all the n compounds included in the test and ȳ is the

mean value of the extracted data considered. The MAE and RMSE provide a measure

of the error between the retrieved data and the expected values. They are defined as

follows,

MAE =
1

n

n∑
i=1

|yi − y∗i |, (3.9)

RMSE =

√√√√ 1

n

n∑
i=1

(yi − y∗i )2. (3.10)

From their definition, it can be deduced that the RMSE tends to be more susceptible

to the presence of outliers than the MAE.
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Figure 3.6: Comparison between the TC queried in the dataset automatically generated
by BERT-PSIE and the values contained in the manually curated dataset (left panel).
The comparison is performed over the 262 compounds that are shared by all datasets
examined in this work. The median value is returned whenever multiple TC values are
collected for a given compound. The same comparison is performed on the dataset
resulting by combining the one generated by BERT-PSIE and the one generated by
ChemDataExtractor (right panel).

Curie temperature

The query test results for the BERT-PSIE extracted TC databases are reported in

Fig. 3.6, while the performance metrics for the different datasets are summarised in

Table 3.4. As discussed in the previous section, the most challenging step in our extrac-

tion workflow is the relation-classification step. In order to evaluate the impact of this

module on the overall final result a variety of additional extraction strategies have been

attempted and compared against the manually curated datasets which serve as ground

truth. The first of these relation extraction strategies involves, as previously, utilising

only the “Single mentions” results extracted from sentences containing only a single

mention of a compound and a single mention of a Curie temperature value. In this case,

we are assuming that the two entity mentions are related to each other, thus completely

eliminating the need for any relation-assignment step (“Single mention” in Table 3.4).

The second strategy imposes a rule that associates compound/value pairs based on

the order in which they appeared in the text (“Order of appearance” in Table 3.4).

Finally, we have taken every possible combination of compound/value pairs, in order

to compare our results with random associations (“All combinations” in Table 3.4).

This choice corresponds to a relation-classifier model that always outputs a positive

classification. The results in Table 3.4 are complemented by those obtained with our

constructed BERT relationship classifier (“BERT-PSIE”), with the data extracted by

ChemDataExtractor and by aggregating these last two datasets (“ChemDataExtractor
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# Entries Query
R2 MAE (K) RMSE (K)

ChemData. 4,289 0.78 48 137

Single mentions 1,858 0.77 51 139
Order of appearance 2,682 0.77 51 141

All combinations 4,308 0.81 52 127
BERT-PSIE 3,518 0.81 50 126

BERT-PSIE + ChemData. 7,052 0.86 38 109

Table 3.4: Query test performance comparison between the different TC datasets
against the manually curated one from Ref. [22, 127]. Together with the BERT-PSIE
and ChemDataExtract databases we also consider different BERT-assembled datasets
obtained by using different relation-classification strategies (see details in the text).
The query benchmark is done over the 262 compounds that are shared by all the
datasets. Values for the best-performing datasets are in bold.

+ BERT-PSIE”).

As it can be observed in Table 3.4, all of the datasets generated with our rule-

free pipeline have metrics comparable to those of ChemDataExtractor. Notably, the

one constructed with BERT-PSIE appears to be the best performing on almost all

the query-test metrics. In particular, BERT-PSIE returns the best R2 coefficient of

0.81 and RMSE of 126 K. Interestingly, the MAE for BERT-PSIE dataset is slightly

larger than that obtained with ChemDataExtractor. This indicates that while BERT-

PSIE matches the accuracy of ChemDataExtractor, producing datasets similar to the

manually curated one, it is slightly less prone to display large outliers.

In Fig. 3.6, we present the parity plot associated with the query test for the data

extracted with BERT-PSIE. The entries are either on the parity line, representing an

exact extraction, or away from it, indicating erroneous extractions, without any particu-

lar correlation with the actual TC value. The superior performance of BERT-PSIE over

other BERT-based models using different relation-classifier strategies demonstrates

that the inclusion of a context-aware strategy for extracting compound-value pairs

from literature is advantageous. However, this improvement is not substantial, as the

metrics are rather close to those obtained by considering all possible compound-value

relations pairs (‘all combinations’). Indeed, more sophisticated methods to establish

the correct compound-property associations might help in producing better-automated

datasets, a direction that we will explore more later in this chapter with the use of

LLMs.

Given the limited overlap between our BERT-PSIE dataset and the one generated

by ChemDataExtractor, consisting of only 694 compounds, we have combined the two

to form an additional dataset. This unified database contains 7,052 distinct entries

and performs best on all the metrics evaluated for the query test (see the last line of

Table 3.4 and the right plot in Fig. 3.6. The improvement in performance is likely

attributable to the significantly larger size of the dataset (approximately double the
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Figure 3.7: Comparison between the TC queried in the dataset automatically generated
by BERT-PSIE and the values contained in the manually curated dataset (left panel).
The same comparison is performed on the dataset generated by running ChemDataEx-
tractor on the sentences deemed relevant by our BERT classifier (right panel). The
comparison is performed over the 322 compounds that are shared by both datasets.

original two) and the corresponding reduction of the noise present in the median values.

Up to this point, we have compared our database of Curie temperatures, generated

with BERT-PSIE, with a database generated with ChemDataExtractor made available

by [112]. Nonetheless, the two extractions were executed on different corpora. While

overlap is certainly present, since both studies make use of the Elsevier API, this

difference can impact the quantitative validity of our comparison. To mitigate such

ambiguity, we have run ChemDataExtractor on the sentences deemed relevant by our

classifier model. This comparison serves as a benchmark of the performance of our

workflow when we replace the NER model and the relation classifier with an extraction

purely based on grammar rules, such as the one provided by ChemDataExtractor. The

results of the query test on the overlapping entries contained in these two datasets

are depicted in Fig. 3.7. Once again, the two automatically generated datasets appear

to perform similarly. This result further reinforces the conclusion that BERT-PSIE is

able to generate databases of similar quality to those produced by rule-based methods

without necessitating the explicit construction of grammar rules.

Band gap

To further validate the performance of BERT-PSIE, we conducted a similar study

focusing on the extraction of compounds and their associated band gap. For the man-

ually curated test set in this instance, a database of band gaps from reference [72] is

utilised. We compared our results with those of the hybrid ChemDataExtractor model
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from Dong et al. [122], which was run on the same corpus. The original dataset from

this paper is not used as a direct comparison between the models as the workflow

implemented in Ref. [122] also processes tables separately, a step not considered by

BERT-PSIE. The results of the comparison between the two methods on the same

corpus are detailed in Table 3.5. In this case, the BERT-PSIE pipeline outperforms

the hybrid ChemDataExtractor method by every metric, while extracting a very sim-

ilar number of unique compound-band gap relationships. Remarkably, when dealing

# Entries Query
R2 MAE (eV) RMSE (eV)

ChemData. 2185 0.54 0.78 1.34

Single mentions 1,246 0.65 0.67 1.17
Order of appearance 1819 0.67 0.64 1.13

All combinations 2581 0.63 0.71 1.21
BERT-PSIE 2021 0.64 0.67 1.19

Table 3.5: Query test band gap performance comparison between the different datasets
against the manually curated one from Ref. [72]. Together with the databases con-
structed using BERT-PSIE and ChemDataExtractor, we also consider different BERT-
assembled datasets obtained by using different relation-classification strategies (see de-
tails in the text). The query benchmark is done over the 231 compounds that are
shared by all the datasets. Values for the best-performing datasets are in bold.

with sentences containing multiple mentions, the most effective strategy to resolve re-

lations appears to be the order of appearance, which outperforms all other methods.

This is in contrast with the degradation in performance observed for the case of Curie

temperature, Table 3.4. This disparity could be attributed to an inherent difference

in how these two quantities are reported in natural language. It then appears that

the reporting of the band gaps is far more procedural than the reporting of the Curie

temperatures, thus suggesting that the use of a more sophisticated method of estab-

lishing the correct associations between compounds and properties introduces a source

of noise. While this result is evidently property-dependent, it is also important to

note that the difference in performance between the different relationship extraction

methods is marginal.

Finally, we present the parity plot associated with the query test on the data ex-

tracted by BERT-PSIE in Fig. 3.8. The results are similar to those observed for the

Curie temperature, although in this case, the data are more scattered with respect to

the parity line. This larger variance can be associated with the spread in the distri-

bution of various band-gap instances as discussed before (see Fig. 3.5), as well as the

noise introduced by the values coming from DFT calculations.

3.2.2 Suitability for machine learning

Another use case for a dataset of experimental compound-properties pairs is to generate

a machine-learning predictor of the property given the compound through supervised
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Figure 3.8: Comparison between the band gaps queried in the dataset automatically
generated by BERT-PSIE and the values contained in the manually curated dataset
from Ref. [72].

training. We already discussed the success of compositional models trained on experi-

mental data and emphasised their importance in an inverse-design setting. The major

shortcoming associated with these models is the scarce availability of data on which

to perform the training. Here we want to answer the question, Is it possible to train

compositional models on automatically generated datasets? And how well would they

compare with models trained on manually curated data? With this goal in mind, we

introduced a “Suitability for machine learning test” which consists of training on each

automatically generated dataset a random forest (RF) model that takes as input com-

positional features, as presented in Chapter 2. We have chosen the same input features

for all the RF models trained, since in all the cases considered we have not observed

any improvement when adding more features. We then compare the predictions of the

models on a set of compounds that are not present in the training set with the values

extracted manually from the literature. For the sake of consistency, the evaluation of

this test is done using predictions on compounds that are not present in any of the

automatically generated datasets involved in the comparison. The performance metrics

used for this test are once again the R2, MAE and RMSE, this time defined with

respect to the RF model’s predictions on unseen compounds.

Curie temperature

In the case of the Curie temperature extraction task, we consider predictions over

2,623 compounds for which we avail of a manually extracted TC that does not appear

in any of the datasets automatically extracted. For compounds with multiple values of

extracted TC, we use once again the median value of the collated results, following the
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Figure 3.9: Parity plot (predicted TC vs manually extracted TC) for the best RF compo-
sitional model constructed on the BERT-PSIE dataset (left panel) and on the combined
BERT-PSIE and ChemDataExtractor dataset (right panel). The test set consists of the
2,623 compounds that are not present in any of the automatically generated datasets
considered in this work, but for which we have a TC manually extracted from the sci-
entific literature.

same procedure introduced in Ref. [22]. We have also tested other summary statistics,

such as the mean and the mode, without finding any significant difference in the results.

The outcomes of this test are reported in Table 3.6, which clearly illustrates that

BERT-based extraction workflows perform comparably to the established rule-based

method. In particular, the full workflow, BERT-PSIE, has an R2 identical to that

obtained by ChemDataExtract, with a better RMSE but worse MAE, similar to what

was observed for the query test. Remarkably, we observe that incorporating entries

extracted during the relations-classification step does not improve the predictor’s per-

formance. In fact, using only the “Single mentions” datasets we are able to train mod-

els with a better R2 value of 0.66 and an RMSE of 174 K over the test set, whereas

BERT-PSIE results in a slightly degraded R2 at 0.65 and an identical RMSE, although

it slightly improves the MAE (by about 2 K). This can possibly be attributed to the

additional noise introduced to the database by including entries from sentences with

multiple entity mentions. As a consequence, even though the model is trained over a

significantly larger dataset, no significant improvement is observed.

The parity plot associated with the RF model trained on the full BERT-PSIE

dataset is presented in Fig. 3.9. In general, the TC trends are captured, however, the

model’s predictions are significantly worse than the ones of the model presented in

Ref. [22]. The model of this paper, trained on manually curated data, reports an MAE

of 57 K roughly a factor of two smaller than the 126 K obtained using the data ex-

tracted with BERT-PSIE. Part of this discrepancy can be attributed to noise in the
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# Entries RF predictions
R2 MAE (K) RMSE (K)

ChemData. 4,289 0.65 123 176

Single mentions 1,858 0.66 128 174
Order of appearance 2,682 0.65 126 176

All combinations 4,308 0.61 134 184
BERT-PSIE 3,518 0.65 126 174

BERT-PSIE + ChemData. 7,052 0.69 118 165

Table 3.6: RF TC predictor performance comparison between the different datasets
against the manually curated one from Ref. [22, 127]. Together with the BERT-PSIE
and ChemDataExtract databases we also consider different BERT-assembled datasets
obtained by using different relation-classification strategies (see details in the text).
The RF predictions are done over 2,623 compounds that are not present in any of the
automatically collated datasets. Values for the best-performing datasets are in bold.

data, for instance to the likely presence in the BERT-PSIE dataset of critical tempera-

ture associated with antiferromagnetic. Moreover, the data used in Ref. [22] underwent

extensive curation post-collection. For example, additional data on paramagnets was

included to improve the predictions on low-TC materials, and data corresponding to

different concentrations of metallic alloys was selectively excluded in order to balance

better the chemical distribution. None of these post-processing steps were undertaken

in this study, as our primary objective is to assess the intrinsic quality of the automat-

ically generated dataset.

We also report, in the last line of Table 3.6, the performance of an RF model

trained over the combined BERT-PSIE and ChemDataExtractor datasets. Once again,

this combined database performs best on all the metrics evaluated in each test. The

parity plot associated with this test is located in the right-side plot of Fig. 3.9. The

considerably larger number of compounds allows for a better sampling of the chemical

space, resulting in more accurate predictions. As it stands, this combined dataset

represents the best database available for ferromagnetic TC, automatically extracted

from scientific literature according to the tests designed here. This implies that the

quality of automatically extracted databases can improve significantly with an increase

in the number of diverse sources on which the extraction is performed. Moreover, as also

suggested by the results in Table 3.1.2, this reinforces the possibility that a combination

of rules-based and rule-free methods may represent the best-performing strategy for

automated extraction.

Finally, we report in Fig. 3.10 the parity plot associated with the RF predictions test

comparing the data extracted by BERT-PSIE and ChemDataExtractor when Chem-

DataExtractor is run on the same sentences deemed relevant by our relevant sentences

BERT classifier, further confirming the similarity in performance between these two

extraction methods.
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Figure 3.10: Parity plot (predicted TC vs manually extracted TC) for the best RF
compositional model constructed on the BERT-PSIE dataset (left panel) and on the
dataset generated running ChemDataExtractor on the sentences deemed relevant by
our BERT classifier (right panel). The test set consists of the 2,885 compounds that are
not present in any of the two datasets, but for which we have a TC manually extracted
from the scientific literature.

# Entries RF predictions
R2 MAE (eV) RMSE (eV)

ChemData. 2185 0.59 0.62 0.87

Single mentions 1,246 0.61 0.62 0.85
Order of appearance 1819 0.62 0.63 0.84

All combinations 2581 0.60 0.63 0.86
BERT-PSIE 2090 0.61 0.62 0.85

Table 3.7: RF predictions performance comparison between the different band gaps
datasets against the manually curated one from Ref. [72]. Together with the databases
constructed using BERT-PSIE and ChemDataExtractor, we also consider different
BERT-assembled datasets obtained by using different relation-classification strategies
(see details in the text). The RF predictions are done over 2046 compounds that are not
present in any of the automatically collated datasets. Values for the best-performing
datasets are in bold.

Band gap

In Table 3.7 we present the RF prediction metrics for the band gap case. Similarly

as observed for the query test the BERT-PSIE pipeline outperforms or matches the

performance of the hybrid ChemDataExtractor method across all metrics. The parity

plot for the RF model prediction for band-gap is shown in Fig. 3.11. The RF model

presents a slightly lower R2 than that constructed for the TC, but benchmarks similarly

with models that can be constructed on manually curated data. In fact, we obtain

an MAE of 0.62 eV, to be compared with the value reported on MatBench [138] of



3.2. EVALUATING THE QUALITY OF THE EXTRACTED DATA 73

0 2 4 6 8 10
Egap (measured) (eV)

0

2

4

6

8

10

E g
ap

 (p
re

di
ct

ed
) (

eV
)

R2 = 0.61
MAE = 0.62eV
RMS = 0.85eV

BERT-PSIE

Figure 3.11: Parity plot for the best RF band gap compositional model constructed
on the BERT-PSIE dataset. The test set consists of the 2046 compounds that are not
present in the dataset but for which we have a band gap from the manually curated
corpus.

0.33 eV, for the best-performing model trained on the same dataset. Once again the

model trained over manually curated data presents a MAE roughly a factor of 2 lower

than the model trained over data extracted automatically.

3.2.3 Screening for inverse design

To simulate the usage of these compositional models trained on our automatically

generated dataset, within an inverse materials design workflow, we test their ability

to screen unseen compounds with respect to a certain TC threshold. As previously

mentioned, typical magnets employed as part of some room-temperature technology

(e.g. data storage, electrical motors) require a TC of the order of 600 K. For this reason,

being able to screen potential magnetic compounds according to their predicted TC is

of significant technological relevance. This task is particularly challenging for the TC

since, as discussed in Chapter 2, there is no reliable, high-throughput approach for its

in-silico prediction.

Using the RF model trained on the automatically generated dataset, we predicted

whether magnets have a critical temperature exceeding 300 K, 600 K and 900 K,

respectively. We then tested this predictor on compounds that are present in our

manually curated dataset, but that do not appear in the one generated by BERT-

PSIE. The results of this screening, alongside the distribution of the expected TC

of these compounds, can be found in Fig. 3.12. The shaded blue area of Fig. 3.12

displays the distribution of values predicted to have a TC greater than the dashed line,

representing the screening temperatures of 300 K, 600 K and 900 K respectively. While
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Figure 3.12: Violin plots showing the TC distributions of the compounds screened us-
ing an RF model trained on the BERT-PSIE data and compared with the manually
extracted values (left panel). The dashed line is the parity line highlighting how the
median of the screened distribution increases as the screening threshold increases. De-
spite a low recall, the precision is high enough to select compounds likely to have a TC
higher than a given threshold. The screening is done on compounds not present in the
training set of the RF. The same test is performed by training an RF model on the
combination of the BERT-PSIE and ChemDataExtractor datasets (right panel).

the recall of this screening process is relatively low, the high precision biases the initial

distribution into sets with higher and higher TC, thereby demonstrating the utility of

the extracted database in screening for compounds with TC above a desired threshold.

The low recall indicates that certain compounds with TC above the desired temperature

will not be predicted to belong in the set of compounds exceeding that temperature.

However, due to the high accuracy of the model, the compounds passing the screening

consistently show a TC above the desired threshold. The use of the better-performing

RF model trained over the combined BERT-PSIE and ChemDataExtractor datasets

leads to an increase in the recall (left plot Fig. 3.12). This demonstrates that the value

of the automatically generated dataset can be improved by increasing its size and by

refining the extraction method used.

3.3 Using LLMs

The workflow that we developed relies on the fine-tuning of bidirectional language

models such as BERT. Recently, autoregressive generative model models have seen a

surge in popularity due to their performance as multitask learners. These models are

based on decoder transformer blocks, which apply causal masking when computing
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Figure 3.13: Curie temperatures returned by GPT3.5 in response to the no-context
zero-shot prompt discussed in the text. The list of chemical compounds provided
consisted of the one for which a manually extracted TC was available. This test shows
that the LLM prompt does not retain a prior knowledge of the TC for a diverse set of
compounds.

the attention between the inputs, allowing for more efficient training. As a result, we

have seen the creation of LLMs with a number of learnable parameters up to three

orders of magnitudes larger than BERT. These models have shown zero-shot learning

capabilities [83], namely, they can achieve surprisingly good performances at tasks that

they have not been directly trained for. In this section, we explore the integration of

LLMs in our extraction pipeline. Recent examples of the usage of LLMs for data

extraction from the material science literature rely on the fine-tuning of LLMs in order

to generate a JSON file containing the structured data extracted from the paragraph

or abstract passed as input [116, 117]. While new strategies to make the fine-tuning

of LLMs more efficient have emerged [139], performing a full extraction by just relying

on LLMs is unfeasible and probably a waste of resources, given the large amount of

text that is required to process (∼100,000 full-text papers). In this section, we explore

strategies that minimally modify our workflow for the inclusion of LLMs and observe

how this impacts the quality of the data extracted. For this study, we use GPT3.5, an

instructed model based on the GPT3 series provided by OpenAI, accessible via API.

3.3.1 No-context zero-shot predictions

Before performing an extraction from scientific papers we want to assess how much

the model already knows about the problem. While we do not know the training

set used to train GPT3.5, as it has not been disclosed, we can conservatively assume

that it has been trained over a snapshot of the entire internet available at the time of

training. As such GPT3.5 should have already been exposed to most of the text on
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which we are performing the extraction. If we consider the task of extracting the Curie

temperature, we want here to assess the ability of the model to provide a TC value

given a chemical formula. In order to make the model perform this task we exploit

the instructed nature of GPT3.5. This model has been optimised via reinforcement

learning from human feedback to act as a chatbot. From a design point of view, the

expected way to interact with this model is by asking him tasks as, if it were a human.

Note that slight modifications of the prompt can have a substantial impact on the final

answer. In fact, finding what are the features of an optimal prompt is an ongoing

research question. We have tried the following prompt which was complemented by

a list of compounds, whose curie temperature was available in our manually curated

dataset.

I am going to provide you with a list of chemical compounds and you will generate

a list containing the Curie temperature associated with each compound in a JSON

object. From now on, you will answer by providing just the requested JSON

object and no further information.

In this prompt we are not providing the model with any context, as such in order to

answer correctly it needs to have gained such a knowledge during training. This is not

the intended use of GPT3.5 however it creates a baseline that we can use to compare

more sophisticated strategies. We observe that the answer of the model is accurate

regarding most common ferromagnetic elements such as iron and cobalt. However, as

can be seen in Fig. 3.13, where we report the comparison between the values returned

by GPT3.5 with the manually extracted ones, the model in general shows no prior

knowledge for this task.

3.3.2 Contextualised zero-shot predictions

Providing no-context from where to extract the required information results in the

model hallucinating the answer, that is, it will provide an answer highly different

from the expected value. This is not based on specific domain knowledge, but it

is simply “made up”. In our study of BERT-PSIE, we have found that the most

poorly performing module is the relationship extraction step. In the task of band-gap

extraction assigning the relation between compound and property based on the order

of appearance led to better performance than training a relation classifier model. In

order to explore alternative ways to address this relationship extraction problem, we

modify this last step of our workflow to include the use of an instructed LLM. We

maintain the use of the relevancy classifier and NER model to screen the bulk of text

from the corpus and limit as much as possible the amount of text processed by the

LLM in order to save computational resources. We take the sentences classified as

relevant and for which the NER model finds an instance of at least one mention of a
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chemical compound and at least one mention of a property mention. Each one of these

sentences then provides the context (⟨CONTEXT⟩) given in the prompt from which

the model is asked to perform the extraction. The following prompt is then sent for

each chemical entity ⟨CHEM⟩ found in the sentence

You are a material science expert.

You will use the text delimited by triple quotes to answer the question: What is

the ⟨PROPERTY⟩ of ⟨CHEM⟩?
If the information requested is not contained in the text write “None”

Answer with a JSON object with a single key named ⟨PROPERTY⟩
Text: “““ ⟨CONTEXT⟩ ”””

Q: What is the ⟨PROPERTY⟩ of ⟨CHEM⟩?
A:

where ⟨PROPERTY⟩ can refer to either Curie temperature or band-gap. By using

the OpenAI GPT3.5 API, we can programmatically prompt the model customising

each prompt by replacing the terms within the angled brackets ⟨⟩. This strategy,

allows us to leverage the capabilities of the LLM to establish the presence of a relation

between compound and property and correctly extract these two quantities. We applied

this approach to process all the sentences for which the NER model identified the

occurrence of at least one chemical entity and one property. This effectively replaces

the relationship-extraction module of the BERT-PSIE workflow with this GPT3.5 zero-

shot prompting procedure.

In Table 3.8, we report the query and suitability for machine learning test results

performed on the datasets generated in this way for TC and band-gap. These generated

datasets have improved query performance compared to those extracted using the

BERT-PSIE method, thereby demonstrating GPT-3.5’s ability to resolve relational

dependencies. Another advantage of this procedure is that it eliminates the need for

fine-tuning a relationship classifier model.

However, the overall improvements achieved by the addition of LLMs into the work-

flow are somewhat limited. The suitability of the extracted data to support the training

of compositional models sees an improvement with the TC extraction case, but a de-

terioration for the band-gap extraction. For the band-gap extraction task, the best

strategy to assign the presence of a relation between entities remains the order of ap-

pearance, remarking a difference in the reporting of this quantity with respect to the

Curie temperature.

This test suggests that the major bottleneck on the generated database quality

is mainly related to the narrow context provided when working at a sentence level,

rather than shortcomings in the relationship extraction step. Although LLMs can

handle significantly larger text inputs than BERT, the computational cost (or API
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access cost) associated with the increase of input tokens number limits the scalability

of extraction workflows relying on processing large amounts of text. Therefore, any

strategy that tries to expand the context size on which the information extraction is

performed needs to be carefully designed.

#Entries Query RF predictions
R2 MAE RMSE R2 MAE RMSE

GPT3.5 (TC) 2462 0.86 37 K 108 K 0.65 122 K 174 K
GPT3.5 (Gap) 1942 0.69 0.65 eV 1.09 eV 0.58 0.62 eV 0.88 eV

Table 3.8: Performance comparison between the different automatically extracted
datasets against the manually curated ones. The left-hand side of the table refers
to the query test, while the right-hand side refers to the RF predictor. The extrac-
tion is here performed by replacing the last stage of the BERT-PSIE pipeline with a
prompting strategy to GPT3.5 (See text for more details).

3.4 Summary

In this chapter, we have presented a workflow for the automatic extraction of structured

data from unstructured scientific literature. By relying on the fine-tuning of language

models, there is minimal implementation effort required from the final user, and there

is little to no need for familiarity with complex grammar-rule definitions and natural

language processing. The software implementation of the workflow will be discussed

in greater detail in Chapter 7.

All the BERT models utilized in this work were fine-tuned on a single Nvidia

A100 GPU, accessed through Google Colab, with each model requiring less than 30

minutes for fine-tuning. Overall, the most significant time-consuming task in adapting

BERT-PSIE to a new extraction target is the manual labelling required to generate the

training data used for fine-tuning. In order to streamline this process, we developed

a graphical user interface (see Chapter 7), which enables the generation of a new

extraction workflow in about one week.

We here applied the extraction workflow to two use cases, showing its ability to

generate a database of ferromagnetic Curie temperatures and electronic band-gaps

comparable to the ones generated using ChemDataExtractor, the state-of-the-art rule-

based method for data mining from the scientific literature. Unique to this work, we

have carefully benchmarked the constructed databases against manually curated refer-

ence ones, using two newly proposed tests that try to reproduce the real-world use cases

of the generated data, namely the query test and the suitability to machine learning

test. The query test assesses the quality of the data retrieved through the automatic

extraction, while the suitability to machine learning test evaluates the correctness of

the predictions made by a machine-learning model trained on the extracted data, when

applied to unseen data. These two tests offer insights into the impact of the design
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choices made during the creation of the workflow and suggest avenues for improvement.

We have also tested how BERT-PSIE would fit within our proposed data-driven

inverse-design strategy, by benchmarking the ability of a model trained on the extracted

data to perform property-based screening on unseen compounds. We observed that

the model was able to bias the Curie temperature of the screened compounds towards

temperatures above a set screening threshold.

Finally, we have explored possible ways of integrating LLMs into the extraction

workflow highlighting possible directions for future development.
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Chapter 4

Atomic structures generation

The content presented in this chapter is based on Refs. [2, 3, 4]. The author of this

thesis proposed the original iteration of the machine-learning-assisted workflow for the

creation of ternary alloy convex hulls and provided software support. Michail Minotakis

and Hugo Rossignol improved upon the original workflow and conducted the study. The

thesis author developed and implemented the algorithm for the local inversion of chem-

ical environment representations.

While compositional models have shown surprisingly good performances, the fact

that they ignore the crystal structure limits how far the utility of these methods can

be pushed in an inverse-design setting. After the first stage of our data-driven inverse-

design workflow, we have selected Nel elements over which to conduct our search of

prototypes. The second stage must focus on establishing, which compounds made up

with these elements are likely to be stable. In this context, stability is defined in relation

to the constituent elements of the compound. In order to evaluate a compound’s

stability, we need a methodology to assess the likelihood that it will decompose into its

constituents. The thermodynamic stability of a multi-component system, characterised

by the atomic concentrations {xi}, at fixed pressure p and temperature T , is determined

by the minimum of the Gibbs free energy G per atom [140],

G(p, T, xi) = H − TS, (4.1)

where H is the enthalpy and S is the entropy of the system. For a fixed stoichiometry

at zero temperature, the only variable left in Eq. (4.1) is the crystal structure of the

compound. The structure that minimises the enthalpy is the equilibrium configura-

tion of that compound. Achieving this condition is not sufficient for the compound’s

stability as it has to compete against different phases and the possibility of separat-

ing into its constituents. In this regard, a compound will be stable, if its formation

Gibbs energy is negative with respect to all possible starting points that can be cre-

ated based on its stoichiometry {xi}. The entropy term of Eq. (4.1) usually becomes

the main driver of stability for compounds with a number of constituents larger than

81
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four [25]. For compounds with up to three elements, it is often a reasonable approxi-

mation to ignore the entropy term, which is challenging to compute, and consider only

the zero-temperature case. Within this approximation, it becomes feasible to estimate

the phase diagram of ternary compounds via high-throughput DFT calculations a task

that has been carried on by different projects [13, 14, 12]. The quality of a phase dia-

gram is tied to the ability to find the minimum energy structure of each composition

examined. Stable phases are represented by compounds that lie on the convex hull

of the enthalpy versus stoichiometry diagram. Given the computational cost of DFT,

an effective strategy for generating atomic structures is essential for both feasibility

and reliability. In this chapter, we discuss two data-driven approaches that we have

developed to accomplish this task. One approach focuses on utilizing existing data on

binary compounds to construct the phase diagram of ternary compounds, while the

other leverages machine-learning generative models.

4.1 ML accelerated ternary phase diagrams

The standard approach adopted by AFLOW for the construction of a ternary con-

vex hull involves performing DFT calculations on a set of prototype crystal structures

available for a given stoichiometry. This pool of prototypes is selected from a fixed

database of naturally occurring crystal structures and takes the name of dictionary

method [141, 142, 143]. The reliability and accuracy of the resulting convex hull will

depend on the size of this pool and on the appropriateness of the prototype structures

within it. A larger set of prototypes increases the likelihood of identifying the lowest-

energy structure, provided that the chosen structures are physically sound. However,

the computational cost of DFT calculations limits the number of possible energy es-

timations that can be performed for each stoichiometry. A natural solution to this

problem would be to use MLFF to perform the energy predictions at a fraction of the

computational cost of DFT. For this strategy to work a trained model is required. The

standard procedure for generating training sets for MLFF involves carrying out DFT

calculations on a representative sample of the phase space of the chemical compounds

under consideration. However, the cost to generate the training set would likely offset

the efficiency gain obtained from using the trained model. For this reason, we explored

alternatives to this approach that would not require any additional DFT calculation

for the training of the model. Due to the rapid growth of the chemical space with

the increase in the number of constituents, the space of binary compounds is signifi-

cantly better sampled than that of ternary compounds. A significant portion of stable

binary compounds are already known and a substantial amount of DFT calculations

for these are available on open databases such as AFLOW [13], Materials Project [12]

and OQMD [14]. One can then wonder how well an MLFF model trained over binary

compounds would perform on the energy prediction of ternary ones.
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Figure 4.1: Parity plot relative to the predictions of a SNAP model trained on the
DFT energies of 715 binary structures comprising Cu, Ag, and Au, downloaded from
the AFLOW library. Two different test sets are considered: a dataset of 42 non-
relaxed ternary structures generated using the AFLOW dictionary method (NR) and
their corresponding relaxed structures (R). The model exhibits poor performance in
predicting the energy of the unrelaxed ternary prototypes.

4.1.1 Training over the binaries to predict the ternaries

In order to evaluate the feasibility of using a model trained on binary compounds

for energy prediction in ternary compounds, we have focused for simplicity on three

noble metals: Cu, Ag, and Au. We have downloaded all available DFT calculations

for binaries containing these elements from the AFLOW database. Specifically, these

correspond to 261, 191, and 263 structures for Ag-Au, Cu-Ag, and Cu-Au, respectively.

Although our ultimate goal is to utilize pre-existing DFT results, we chose to re-perform

all DFT calculations in VASP [144, 145, 146], following the AFLOW standard [147], for

the sake of proof of concept and to remove possible fluctuations due to inconsistency.

We have trained a SNAP model [45] over these 715 binary structures and then generated

42 novel ternary configurations using the AFLOW dictionary method [141, 142, 143].

Since the lattice of these ternary prototypes is not optimised a DFT relaxation was

performed on each one of them. We then used these structures to create two test

sets of ternary compounds: one containing the initial non-relaxed structures (NR)

and another containing the relaxed structures (R). We report in Fig. (4.1) the parity

plot relative to the SNAP predictions over these two datasets. The model performs
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significantly better on the relaxed prototypes than on the unrelaxed ones. Specifically,

it shows an MAE of 663.56 meV/atom on the non-relaxed prototypes, while achieving

a significantly lower MAE of 27.74 meV/atom when predicting the energies of the

relaxed ternary structures. This indicates that a model trained on binary phases is

able to reliably predict the energy of associated ternaries only when their structures

are close to equilibrium. However, the model is generally unable to perform relaxation

when the starting point is far from the equilibrium. To provide an insight into why

this is the case, we have performed a Principal Component Analysis (PCA) on the

descriptors representing the chemical environments found in the training set and the

ones coming from a DFT relaxation trajectory of a ternary structure that the SNAP

model was unable to properly relax. We report in Fig. (4.2) the plot of the two

principal components relative to environments in which the central atom is Ag. This

plot highlights how the relaxation starts in a region distinct from the environments

found in the training set, while the relaxed structure falls well within a region very

similar to the environments found in the training. This suggests that the model’s poor

performance on non-relaxed configurations is likely due to an inadequate sampling of

similar chemical environments in the training set. In contrast, the relaxed structures

tend to exhibit environments similar to those found in the binary compounds, for which

the model has higher predictive accuracy.

4.1.2 Building ternary prototypes from the binary structures

As observed, MLFF models perform better on structures that share chemical environ-

ments with the ones found in the training set. We can exploit this fact by constructing

ternary prototypes starting from the associated binaries structures near the convex hull.

These binary structures are stripped of their chemical identity to create a set of par-

ent prototypes. For each specified stoichiometry, a supercell is built from each parent

prototype and is then decorated in a manner compatible with the given composition.

The Enulib code is used to enumerate all unique site occupations efficiently through

group theory methods [148, 149, 150]. We then trained five SNAP models over the

dataset of Cu, Ag, and Au binary compounds, each with individually optimised weight

hyperparameters through ten-fold cross-validation. The binary compounds dataset was

randomly split in a train and test set ten times with an 80/20 ratio and a model was

trained and tested over each split. This strategy was adopted to break the weight

symmetry of the models. If the same weights are used for all chemical species then

the bispectrum components will be the same for all decorated structures that share

the same parent prototypes. The decision to train multiple SNAP models is a conse-

quence of the observed limitations of these models trained on the binary compounds in

performing relaxation of the associated ternary structure. Using structures inherited

from the binary prototypes helps us ensure that the chemical environments are similar

to those found in the training set. Moreover, for each decorated prototype a relax-
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Figure 4.2: Plot of the first two principal components from a PCA performed on the
bispectrum components associated with the Ag environments found in the binary struc-
tures training set (blue circles). The coloured circles represent the Ag environments of
a ternary prototype undergoing DFT relaxation. The colour code indicates the relax-
ation step index. The DFT relaxation starts in a region poorly sampled by the training
set but ends in a region with a high density of similar environments.

ation is performed with each of the five SNAP models leading to five different relaxed

structures. The mean and standard deviation of the energy predicted by the other four

SNAP models not involved in the relaxation is then calculated for each one of these

five relaxed structures. The structure with the lowest associated standard deviation is

retained, while the rest are discarded. This process is repeated for all the decorated

prototypes and their energies are ranked from lowest to highest. For each explored sto-

ichiometry we select 15 structures with the lowest estimated energy and perform DFT

relaxation on them. These relaxed structures are added to the phase diagram and the

process is repeated for different stoichiometries. The entire workflow is summarised in

Fig. 4.3. In summary, the SNAP models trained on available binary compound data

are used to relax and rank decorated ternary prototypes generated from the lowest

energy binary structures. The 15 structures with the lowest predicted energy are then

deemed “promising” and undergo DFT relaxation. The DFT-relaxed structure with

the lowest energy is then added to the phase diagram. The procedure is reiterated for

different stoichiometries and the convex hull is constructed. The assumptions on which

this workflow is based are:
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Figure 4.3: Diagram of the implemented workflow for the machine-learning accelerated
construction of ternary convex hull diagrams. A pool of prototypes is created from the
low-energy structures of the associated binary compounds available on AFLOW. For a
given composition, ternary prototypes are generated by decorating supercells of these
binary parent structures. Machine-learning models trained on the binary compounds
are then used to relax and screen these ternary prototypes. DFT relaxation is sub-
sequently performed on the structures with the lowest predicted energy. The process
is repeated for different stoichiometries, and a convex hull diagram is constructed by
combining the lowest DFT-energy structures found for each composition.

1. The equilibrium ternary compound structures do not differ significantly from the

ones of their associated binary counterparts.

2. MLFF trained on the binary compounds can be used effectively to rank the

ternary compounds, especially if they encounter environments similar to the ones

in the training set.

In Fig. 4.4 we report the formation enthalpy ∆Hf and the distance from the convex hull

for the lowest energy Cu-Ag-Au configurations predicted by our workflow compared

with the ones found in AFLOW. Remarkably, our workflow identifies lower energy

structures than the ones present in AFLOW for all the cases that we considered. Fur-

thermore, the intermetallic compound Cu1Ag1Au2 is predicted to be stable, a result

that is compatible with the experimentally observed formation of solid solutions in the

gold-rich region of the phase diagram [151]. The ability of our workflow to outperform

the AFLOW dictionary method resides in the fact that by leveraging the computational

efficiency of MLFF models we can explore a larger pool of prototypes than what would

be conventionally possible with DFT. Additionally, by focusing our search on struc-

tures derived from the most stable configurations found in associated binary systems,
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Figure 4.4: Structures with the lowest enthalpy of formation found for four different
compositions using our data-driven workflow (blue points). Our results are compared
with structures having the lowest formation enthalpy found in AFLOW for these stoi-
chiometries (orange points). The dashed line (CH) marks the position of the tie-plane
on the convex hull. The unit cell of the stable structure found for Cu1Ag1Au2 is also
reported.

we bias our search toward sensible candidates. The reconstruction of the Cu-Ag-Au

phase diagram using our workflow involved the screening of around 300,000 candidate

prototypes. Performing DFT relaxations over the configurations with the lowest pre-

dicted energy ensures that the final convex hull is constructed with DFT-level accuracy.

The main limitation of this technique comes from situations where the ternary equilib-

rium structure is significantly different from the ones of the associated binaries. While

this is generally not an issue for metallic alloys, such as the ones considered so far,

it could become problematic when considering ternaries including a more diverse set

of chemical species. For such cases, generating an accurate convex hull may require

broadening the search to include structures generated by different criteria, such as dic-

tionary methods or data-driven generative techniques. The remainder of this chapter

will focus on exploring this second approach.

4.2 ML generative models

In the previous section, we introduced a prototype generation strategy, whose efficacy is

based on the assumption that the equilibrium ternary compound structures do not differ
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significantly from the ones of their binary constituents. While this assumption often

holds true for metallic alloys, it is not universally applicable. An alternative route for

the generation of promising stable crystal structures involves using generative machine-

learning techniques to learn the underlying distribution of discovered stable crystals

and use these models to generate new structures similarly distributed. Among the most

popular generative techniques, there are the Variational Autoencoder (VAE) [152] and

the Generative Adversarial Networks (GAN) [153].

A variational autoencoder is composed of two neural networks, an encoder and a

decoder. The encoder projects the input features into a lower dimensional latent space

while the decoder has the aim to reconstruct the data from this latent space. The

variational formulation of autoencoders introduces a probabilistic interpretation of the

latent space and converts its sampling into a stochastic process [154].

In contrast, GAN models feature two networks: a generator and a discriminator.

The task of the discriminator is to distinguish between the “real” data sourced from

experiments or ab-initio simulations and “fake” data produced by the generator. Dur-

ing training, the generator is optimised to create “fake” configurations that would fool

the discriminator, while the discriminator is trained to recognize if a certain configu-

ration is “real” or “fake”. The training stops when the discriminator is incapable of

distinguishing between the “real” configurations and the “fake” ones.

As discussed in Chapter 2, it is not feasible to rely on the simple use of the Cartesian

coordinates to describe an atomic structure to a machine-learning model. Introducing

an inductive bias in the descriptors by making them roto-translational invariant is one

of the most established strategies when it comes to representing the atomic chemical

environment for machine learning purposes [33, 34, 37, 38].

The structural descriptors used for the construction of MLFF are not required to

be interpretable. In general, this requirement is not considered and the focus in their

design is directed toward the correct implementation of the relevant symmetries, as

they are what ultimately determine the performance of the model. This means that

one can associate a given structure with a set of invariant descriptors, but never has

to answer the inverse question, namely which structure is associated with a given

set of descriptors. The same is not true for generative methods [155]. In this case,

the feature used by either a VAE or a GAN to describe an atomic structure should

still be roto-translational invariant. This is because a crystal structure maintains its

identity under translations and rotations. However, the output should also be mappable

to an interpretable structure, for instance, the chemical identity and the Cartesian

coordinates of the atoms forming a molecule. As such, the molecular representation

used in generative models should also be invertible.

Possible solutions to this problem include representations that distinguish between

different structures based on the concept of chemical bonds, such as the SMILES

encoding for organic molecules [156, 157] or general graphs encoding [158, 159]. These
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Figure 4.5: Scheme associated with an example of inversion of the bispectrum com-
ponents starting from a relaxed benzene structure. The target is a deformed benzene
molecule chosen for the sake of visualisation. A comparison of the collection of distances
and planar angles from all the atomic pairs and triplets in the molecule is shown. Af-
ter 5 · 104 iterations of the gradient descent algorithm, the inverted configuration (red)
closely resembles the target one (blue). We also show in green the result of the inver-
sion process in the absence of the noise term in the update rule of Eq. (4.3), see text
for details.

methods, by construction, are capable of capturing the general structure of a chemical

entity, but they cannot distinguish between different deformations of the same molecule.

For instance, all the configurations encountered by a given molecule over a molecular

dynamic trajectory will share the same encoding. As a solution, one can construct

representations based on fractional coordinates with respect to a unit cell, which is

then able to distinguish between distortions of the same system. These, however,

lack rotational and translational invariance and heavily rely on data augmentation to

incorporate the fundamental symmetries in the model [160].

Alternatively, the problem can be constrained to a very specific family of structures

and discretise the possible atomic positions. This makes the inversion from the model

representation to the Cartesian coordinates more easily achieved [161, 162]. However,

this strategy lacks universality.

Recent efforts have been made to define invertible descriptors [163] and graph equiv-

ariant autoencoders present a promising approach to tackle this challenge [56].

The ideal solution would be to develop a general algorithm that can invert the

structural invariant descriptors used in MLFF back into a Cartesian representation.

We have developed an algorithm to address this problem, which will be the focus of

the following section.
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4.2.1 Inversion of the chemical environment representations

The work presented in this section is a first step towards a general inversion strategy

of the invariant descriptors of the local chemical environments. In particular, we have

built a scheme to locally invert any representation based on many-body local descriptors

of the chemical environment, with the goal of making them available to be used in

generative models. The idea is to frame the problem as a structural optimisation having

as a target an unknown structure, expressed in terms of the many-body representation.

This does not represent a general inversion scheme, meaning that we are not able to find

a general one-to-one relation between a many-body and the Cartesian representation.

Nevertheless, it allows one to find unknown target structures of known molecules.

For example, it can determine the Cartesian coordinates of a given molecule with an

unknown distortion.

Most MLFFs assume that the total energy of a molecule/solid can be expressed as a

sum of atomic contributions each dependent on the local environment of the associated

atom of the system. For instance, the total energy of a molecule made of N atoms

can then be written as the sum of atomic contributions as seen in Eq. (2.15). Each

atomic contribution is then a function of the atomic environment, BI as shown in

Eq. (2.27). The specific choice of the descriptors significantly impacts the performance

of the MLFF. As such, it is often necessary to construct the BI ’s so as to satisfy

the symmetries of the quantity that one wants to predict. In the case of the total

energy, the structural descriptors are designed to be invariant with respect to roto-

translations, and permutation of atoms of the same species. The best-performing local

descriptors are often many-body in nature [164] and their transformation from the

Cartesian coordinates is not globally invertible.

Here, we show that the local inversion of this transformation can be achieved

through an iterative optimisation of an initial atomic configuration, by means of a

gradient descent algorithm. The core concept, illustrated in Fig. 4.5, consists of opti-

mising a molecular structure until its descriptors representation matches a given set of

target descriptors (for instance, obtained from a generative model). Therefore, given a

set of target descriptors, {B̃I}, and the Cartesian coordinates of a starting configura-

tion, {R⃗I}, our algorithm updates the atoms’ positions until the associated structural

descriptors of the molecule, {BI(R⃗)}, coincide with {B̃I} within a numeric tolerance.

In order to quantify the distance between the target descriptors and the optimised

ones, we introduce the following loss function,

L(R⃗) =
1

K

K∑
k=1

 ∑
I|kI=k

BI(R⃗)−
∑

I|kI=k

B̃I

2

, (4.2)

where K represents the number of distinct chemical species present in the system.

Accordingly, the external sum runs over the possible species, while the internal one
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runs over the atoms belonging to a given species. The form of L(R⃗) has been chosen

to be invariant under the permutation of atoms of the same species. By using a

gradient descent algorithm [44] it is then possible to update the coordinates of the

initial configuration to minimise L(R⃗). At the n-th iteration the (n + 1)-th update of

the Cartesian coordinates {R⃗I} is given by,

R⃗n+1
J = R⃗n

J − γ∇JL(R⃗) + η e−νn ε⃗noise, (4.3)

with:

∇JL(R⃗) =
2

K

K∑
k=1

 ∑
I|kI=k

BI(R⃗)−
∑

I|kI=k

B̃I

 · ∑
I′|kI′=k

∇JBI′(R⃗)

 . (4.4)

In this context, γ is the learning rate and ε⃗noise is a vector whose components are ran-

dom numbers sampled from a uniform distribution between −1 and 1 at each gradient-

descend iteration. This noise term introduced in Eq. (4.3) has the purpose of breaking

the symmetry at configurations, where the gradients of the descriptors of the local

environment tend to vanish and, in general, it is found to make the inversion process

more robust. The coefficient η determines the coupling strength of this term, while ν

controls its exponential decay with the iteration number. Since the relation between

the Cartesian coordinates and the atomic descriptors is globally invertible, the loss

function of Eq. (4.2) has multiple global minima. For example, for a given set of rota-

tionally invariant descriptors, every rotation of the target configuration will correspond

to a global minimum of the loss with L = 0. As a consequence, this is a non-convex

optimisation problem. The region of the possible coordinates explored during the op-

timisation process is constrained by the initial configuration selected. This guarantees

the possibility of local inversion of the relation between the Cartesian coordinates and

the descriptors.

We also want to remark that the same argument applies when the descriptors are

incomplete [36], as discussed in Chapter 2. The incompleteness of the descriptors

implies that it is possible to find two distinct atomic structures, which are mapped to

the same set of descriptors. This, in turn, results in an increase in the number of global

minima of the loss L(R⃗). Consequently, the configuration reached at convergence will

depend on the initial configuration, which then needs to be cleverly chosen.

Results

We now demonstrate the validity of our presented inversion method by inverting the re-

lation between Cartesian coordinates and descriptors for a selected sample of molecules.

Specifically, we choose as structural descriptors the bispectrum components [34] pre-

sented in Chapter 2 and defined in Eq. (2.24). In Fig. 4.5 we illustrate an example of

inversion of the bispectrum components of a deformed benzene molecule. The start-
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Figure 4.6: Comparison of the partial pair distributions and of the angular distributions
between the target molecules and the ones resulting from the inversion for a sample of
120 benzene molecules.

ing configuration in this case is an optimised benzene molecule at equilibrium. The

carbon-carbon and carbon-hydrogen distances in this molecule are 1.40 Å and 1.09 Å,

respectively.

The structure associated with the target descriptors is found by iteratively updating

the atomic positions with the goal of minimising the loss of Eq. (4.2). In order to

quantitatively evaluate the quality of the inversion, we compare the atom-pair distances

between the molecule before and after the optimisation procedure against the target.

A similar comparison is then repeated with the angles formed by all possible atoms

triplets in the molecule. We observe that 5 · 104 iterations are enough to reconstruct a

molecule that closely resembles the target one.

Additionally, in Fig. 4.5 we also show the results obtained with an inversion in the

absence of the noise term in the update rule of Eq. (4.3). In this second case, the

final configuration reaches a local minimum of L(r), with all atoms remaining in the

planar arrangement of the initial configuration, despite the target atoms being located

out of plane. This occurrence is due to the fact that the gradients of the bispectrum

components in the out-of-plane direction of a planar configuration are zero. Notably,

this occurrence is not restricted to the case of planar molecules, but it appears at

configurational high-symmetry points. It is a feature of all local invariant descriptors

of the chemical environments induced by the symmetries imposed on them. However,

in our context, this feature limits the configurational space that our inversion algorithm

is able to explore. In order to address this issue, we have included the noise term in
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Figure 4.7: Comparison of the partial pair distributions and of the angular distributions
between the target molecules and the ones resulting from the inversion for a sample of
120 ethanol molecules.

the update rule with the purpose of breaking all the possible symmetries of the initial

configuration, thus improving the outcome of the inversion procedure.

For a more systematic study, we use the bispectrum components of a sample of

molecules extracted from the MD-17 benchmark dataset [59] as target descriptors. This

dataset comprises ab-initio molecular dynamics trajectories of simple organic molecules

at 500 K. As starting configuration of the inversion process, we utilise the first relaxed

geometry of the molecular dynamics trajectories. The inversion algorithm is then used

to reconstruct the Cartesian coordinates associated with 120 sets of bispectrum com-

ponents sampled from each trajectory. The parameters used for the gradient descent

algorithm are γ = 4× 10−8Å
2
, η = 1× 10−2Å and ν = 1× 10−3, while the bispectrum

components have been computed with: lmax = 4 and rc = 6.0 Å.

In Fig. 4.6 we present the partial pair-distance distributions and angular distribu-

tions of the Cartesian coordinates of reconstructed benzene molecules, comparing to

the target configurations sampled from the trajectory. Each inversion is carried for

5 × 104 iterations. It is evident that our inversion procedure can generate configura-

tions, which closely reproduce the structural distributions of the targets. Importantly,

the omission of the noise term in the update rule of Eq. (4.3) results in a deterioration

of the inversion performance, consistently with our previous discussion. Benzene rep-

resents an optimal choice for the application of our inversion procedure since atoms of

the same species are all equivalent and overall the molecule is fairly rigid.
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Figure 4.8: Example of the convergence path of a distorted ethanol molecule, where
the optimisation procedure is initiated from different starting configurations, see text
for details

Ethanol, however, presents a more challenging test. Each carbon atom in ethanol

is surrounded by a different local chemical environment and both the C-O and C-C

bonds are mobile, thus allowing for molecule torsions. Inversion results for this case

are reported in Fig. 4.7 for a sample of 120 ethanol molecules. Here we compare again

the partial pair and the angular distributions between the inverted configurations and

the targets. In this instance as well, the distributions associated with the inverted

configurations are in good agreement with the targets. In particular, the width of the

peaks of the partial pair distributions is very similar. However, in this second example,

we encounter some configurations that demonstrate to be more problematic to invert.

This introduces a general deterioration of the performance of the inversion procedure,

evidenced by the different peak heights in the two distributions. These less-converged

configurations can be identified by the loss alone, since during the optimisation L(R⃗)

stops improving and stabilises at a value relatively higher than the zero value expected

for ideal convergence, indicating the presence of a local minimum.

The configurations explored by the inversion algorithm heavily depend on the choice

of the starting configuration. Multiple restarts of the inversion, using different initial

configurations, can potentially lead to improvements in the overall performance of

the algorithm. This is demonstrated here, again for the ethanol molecule, where we

compared two approaches to generate starting configurations. In the first case, we

distort the relaxed configuration, previously used as a starting point, by applying

random uniform displacements in the atomic positions in the range [−0.1, 0.1] Å. In the

second case, two random independent rotations on the C-O and C-C bond respectively,

on the relaxed ethanol configuration.
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We show in Fig. 4.8 the convergence curves (loss function vs. iteration number) of

the inversion of the descriptors of a distorted ethanol molecule, where different curves

correspond to 60 different starting configurations generated in the two ways described.

After 103 steps the majority of the inversions halt at configurations with a loss between

103 and 104 relative to the target configuration and the optimisation seems to have

reached a plateau, indicating that the optimisation is trapped in a local minimum.

However, for some initial conditions, the loss continues to decrease reaching significantly

small values. This is true in particular for the case where the initial condition has

been sampled among different molecular torsions. This example demonstrates how the

knowledge of the deformation modes of the system under consideration can guide the

choice of the initial conditions, leading to an improvement of the inversion procedure

and faster convergence.

Lastly, we examine the inversion process on the remaining molecules within the

MD-17 dataset. Once again we use the same optimised structure taken from the first

step of the trajectory for all the molecules considered. We report the inversion results

in Fig. 4.9 where we compare the total pair-distributions of the generated structures

with respect to the target ones. An inspection of the loss evolution with the iteration

number for Malonaldehyde, Salicylic acid and Aspirin shows that several configurations

reach a local minimum of the loss function, similar to what was observed with Ethanol.

This results in only a partial optimisation of the molecule and leads to an incomplete

ability to reproduce the target distributions. In contrast, for Uracil, Toluene and

Naphthalene almost all configurations are converged as confirmed by the remarkable

similarity between the two distributions.

All the results presented here are for finite molecules, leading one to question

whether the same algorithm can be applied to solids, either crystalline or amorphous.

In general, the pair distribution function of a molecule tends to be more sharp and

sparse than that of a solid. This distinction translates into the fact that constructing

an MLFF for molecules is typically less data-hungry than for solids, with the resulting

potential often being more stable. These characteristics are likely to extend to the

inversion problem, which in general will be numerically more complex for solids than

for molecules. For these reasons, in the context of solids, we anticipate that inversion

optimization will be more nuanced and may necessitate a broader exploration of initial

conditions.

The inversion algorithm introduced has been here applied only to the bispectrum

components. However, its implementation is universal and can be combined with any

local descriptors, such as the power spectrum [34], symmetry functions [33], ACE [38]

or JLP [5]. We have showcased the effectiveness of this method across various simple

molecules and demonstrated that the algorithm can efficiently overcome symmetry-

induced local minima by introducing a noise term in the iteration updating rule. An

improved convergence can be achieved by performing the simulations over a multiple
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Figure 4.9: Comparison of the total pair distribution between the target molecules
and the ones resulting from the inversion for a range of molecules contained in the
MD17 dataset.

set of initial conditions. The highly non-convex nature of this optimisation problem

might benefit the use of derivative-free optimisation algorithms, however, we reserve

the exploration of this direction for future work.

4.3 Summary

In this chapter, we have addressed the problem of determining the stable compositions

and associated structures derived from a given pool of elements. This challenge is

ultimately connected to the one of finding a sensitive strategy for the generation of

crystal structure prototypes. The data-driven solutions proposed in this work comprise

the generation of ternary prototypes using the low-energy binary crystal structures as

a starting point and the use of generative machine-learning models to reproduce the

distribution of the known stable crystals.

We were able to develop a workflow that outperforms the AFLOW strategy in

constructing the ternary convex hull for Cu-Ag-Au alloys. Furthermore, we proposed an

algorithm for the local inversion of the descriptors of the chemical environments, which

are commonly used as features for MLFF models. The proposed inversion algorithm is

a first step in the construction of generative models designed to utilise such invariant

descriptors as this method allows us to find the Cartesian coordinates of a structure
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compatible with a given set of these descriptors.

Once a compound is predicted to be stable it is passed to the third stage of our

proposed data-driven inverse-design workflow, which focuses on a more fine-grained

property-screening.
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Chapter 5

Property predictions

The content presented in this chapter is based on Ref. [5]. The author of this thesis

contributed to the software implementation and testing of the Jacobi-Legendre Poten-

tial, together with Michelangelo Domina and Urvesh Patil.

At this stage of our inverse-design pipeline, we have selected the chemical species to

be included in our final proposed prototype compounds, as well as the most promising

stable stoichiometries and their associated crystal structures. The screened compounds

can now be further tested by computing their dynamical properties using machine-

learning force fields trained on datasets tailored to model these compounds with the

same accuracy as first principle methods. As discussed in Chapter 2 there is a rich lit-

erature on machine-learning potentials each one suitable within its specific use case. In

this chapter, we present the Jacobi-Legendre potential (JLP), a set of roto-translational

invariant descriptors based on a cluster expansion of the energy of the system which

displays some similarities with the Atomic Cluster Expansion descriptors [38].

5.1 The Jacobi-Legendre potential

We assume that the atomic energy contributions to the total energy of the system can

be expressed as a multi-body expansion

EI = E
(1)
I + E

(2)
I + E

(3)
I + . . . , (5.1)

where each n-body contribution E
(n)
I depends only on n-atoms clusters including the

atom I. For example, E
(1)
I represents a constant shift in the energy and only depends

on the chemical identity of I. E
(2)
I will be a function of atoms pairs including I,

while E
(3)
I considers atoms triplets including I etc. . . . From this assumption and from

Eq. (2.15) the total energy of the system can also be decomposed in a multi-body

cluster expansion:

ETot = E(1) + E(2) + E(3) + . . . , (5.2)
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where each n-body term is given by

E(n) =
N∑
I=1

E
(n)
I , (5.3)

It is generally assumed that the atomic contributions E
(n)
I depend only on the atoms

within a certain cutoff. This assumption is based on the consideration that the inter-

action between two atoms diminishes as their distance increases. It also ensures linear

scaling with respect to the number of atoms in the system for the machine-learning

potential. Ever since the successful generalisation of the coupling scheme from the

power spectrum (a 3-body representation) and the bispectrum (a 4-body representa-

tion) [49, 34] to include higher-body orders as first showcased in the ACE potential

[38], every new potential derived from this concept shares the same fundamental as-

sumptions (energy’s many-body expansion and locality). Their primary distinction lies

in the construction of their basis functions or in the introduction of entirely novel basis

sets [165]. The JLPs follow this trend. They’re structured upon a specific selection

of basis functions (both radial and angular), ensuring their comprehensiveness and en-

abling a direct correlation between the components of a JLP and its ACE counterpart.

Specifically, we choose the Jacobi polynomials for the radial basis and the Legendre

polynomials for the angular dimension. The Jacobi polynomials with real argument

[166],

P (α,β)
n (x) =

1

2n

n∑
j=0

(
n+ α

j

)(
n+ β

n− j

)
(x− 1)n−j(x+ 1)j . (5.4)

are parametrised by two real parameters, α and β. Each pair of parameter values

is associated with a complete set of orthogonal polynomials in the interval [−1, 1].

Two notable examples are the Legendre polynomials (α = β = 0) and the Chebyshev

polynomials of the second kind (α = β = 1
2
). Treating α and β as hyper-parameters

enables optimisation of the radial basis set, eliminating the need for manually choosing

the best polynomial basis.

Two body contribution

The two-body contribution E
(2)
I is a function of pair-wise interactions including the

atom I in the total energy of the system. By imposing the roto-translational invariance

on this term we force it to depend only on the distance and atomic identity of the

atoms involved. We can then decompose these terms into pair potentials v
(2)
ZIZJ

(RJI)

describing the interaction of the dimer:

E
(2)
I =

∑
J ̸=I

v
(2)
ZIZJ

(RIJ) . (5.5)
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These two-body potentials are defined to be invariant with respect to the exchange of

I and J , namely v
(2)
ZIZJ

= v
(2)
ZJZI

. The following is the proposed JLP expansion of the

two-body potential:

v
(2)
ZIZJ

(RJI) =
nmax∑
n=1

aZIZJ
n P̃ (α,β)

n

(
cos

(
π
RIJ

Rcut

))
, (5.6)

where the sum is truncated up to a maximum degree nmax in order to handle only a

finite amount of terms that will be used for the linear model. The expansion coefficients

aZIZJ
n are in this context learnable parameters that are optimised at training time. The

polynomials P̃
(α,β)
n are defined in terms of the Jacobi polynomials as:

P̃ (α,β)
n (x) = P (α,β)

n (x)− P (α,β)
n (−1) for − 1 ≤ x ≤ 1 , (5.7)

and they are now used as the invariant descriptors of the local chemical environments

of the model. Their rotational invariance follows immediately by the fact that they

only depend on relative atomic distances between pairs of atoms of the system. The

definition in Eq. 5.7 guarantees that they vanish smoothly at the cutoff Rcut, which is

fundamental to guarantee continuity in the forces during relaxation or molecular dy-

namics. These descriptors of the chemical environment present four hyper-parameters,

α, β, rcut and nmax, with α, β real numbers greater than −1. In practice, we observe

that choosing α = β leads to well-performing models while reducing the total number

of hyperparameters required to be optimised. The expansion coefficients a
ZjZi
n should

inherit the same symmetries imposed on the potential, in particular, they should be

symmetric under the exchange of the atomic species, which translates to the condition

a
ZjZi
n = a

ZiZj
n . Care needs to be taken when implementing these descriptors so that

this symmetry is enforced while fitting the model.

Three body contribution

The three-body contribution E
(3)
I is a function of the interactions between triplets of

atoms that include I. In this case, the enforcement of a roto-translational symmetry

imposes each three-body potential term to be a function of the relative distances be-

tween the atoms of the triplet and of the angles that they define. To reconstruct the

three-body cluster, we only need one angle from the triangle formed by the triplet,

provided that the distances are known. Therefore, we can express the three-body

contribution associated with the atom I as:

E
(3)
I =

∑
JK

v
(3)
ZIZJZK

(RJI , RKI , R̂JI · R̂KI) , (5.8)

where the scalar product R̂JI · R̂KI encodes the angle formed by the three atoms with

respect to I. The definition of v(3) should be independent of the order of the two
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non-central atoms

v
(3)
ZIZJZK

(RJI , RKI , R̂JI · R̂KI) = v
(3)
ZIZKZJ

(RKI , RJI , R̂KI · R̂JI) , (5.9)

The JLP expansion of the three-body potential is chosen as

v
(3)
ZIZJZK

(RJI , RKI , R̂JI · R̂KI) =
nmax∑

n1,n2=2

lmax∑
l=0

aZIZJZK
n1n2l

P
(α,β)

n1JI
P

(α,β)

n2KIP
IKJ
l , (5.10)

where P IKJ
l = Pl(R̂JI · R̂KI) is the Legendre polynomial of degree l [166]. The poly-

nomials

P
(α,β)

n1JI
= P

(α,β)

n1JI

(
cos

(
π
RIJ

Rcut

))
, (5.11)

based on the Jacobi polynomials, are defined so that they vanish smoothly at the origin

and at the cutoff distance.

P
(α,β)

n (x) = P̃ (α,β)
n (x)− P̃

(α,β)
n (1)

P̃
(α,β)
1 (1)

P̃
(α,β)
1 (x) . (5.12)

By imposing this constraint, the three-body contribution vanishes when one of the

neighbour atoms approaches the central atom. has a consequence, the repulsive short-

distance interaction between atoms can be modelled exclusively by the two-body term

of our expansion. This facilitates the introduction of an inductive bias in the model by

selecting the potentials that display a repulsive pair potential at a short range.

Since the two distances and the angle appearing in Eq. (5.10) are independent

of each other they can be factorised and treated individually, the two distances using

Jacobi polynomials and the angular part using Legendre polynomials. In principle, one

could use Jacobi polynomials for the angular part as well, at the cost of introducing

more hyperparameters to the problem. The choice of the Legendre polynomials, which

are a special case of the Jacobi polynomials, stems from their relationship with the

spherical harmonics which are commonly used to expand the angular part of functions

in spherical coordinates [166, 34, 38]:

Pl(R̂1 · R̂2) =
4π

2l + 1

l∑
m=−l

(−1)mY m
l (R̂1)Y

−m
l (R̂2) . (5.13)

Four body contribution

Similarly, the four-body contribution E
(4)
I is a function of the interactions between

4-body clusters of atoms that include I. The enforcement of a roto-translational sym-

metry imposes each four-body potential term to be a function of the relative distances

between the atoms, as well as of the three angles with respect to I formed by the three
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3-atoms sub-clusters constituting the quadruplet.

E
(4)
I =

∑
JKP

v
(4)
IJKP (RJI , RKI , RPI , sIJK , sIPK , sIJP ) , (5.14)

with sIJK = R̂JI · R̂KI . The JLP expression of v(4) is then built in a similar fashion

to Eq. (5.10) associating Jacobi polynomials to each relative distance and Legendre

polynomials to each angle

v
(4)
IJKP (RJI , RKI , RPI , sIJK , sIPK , sIJP ) = (5.15)

=
nmax∑

n1n2n3=2

lmax∑
l1l2l3=0

aZIZJZKZP
n1n2n3,l1l2l3

P
(α,β)

n1JI
P

(α,β)

n2KIP
(α,β)

n3PIP
IJK
l1

P IJP
l2

P IKP
l3

.

As in the previous cases Eq. (5.15) contains identical terms which need to be imposed to

be equal to guarantee that the final model displays the correct permutation symmetries,

namely that:

aZIZJZKZP
n1n2n3,l1l2l3

= aZIZKZJZP
n2n1n3,l1l3l2

= aZIZPZKZJ
n3n2n1,l3l2l1

=

= aZIZJZPZK
n1n3n2,l2l1l3

= aZIZKZPZJ
n2n3n1,l3l1l2

= aZIZPZJZK
n3n1n2,l2l3l1

. (5.16)

Higher body contribution

The procedure outlined so far for the construction of the potentials can be extended at

any body order. To reflect the invariance when permuting the order of any non-central

atoms within the cluster, symmetries must be imposed on the expansion coefficients.

These constraints are associated with the symmetry of the Jacobi-Legendre expansion,

particularly in terms of the permutation of relative distances and angles within the

cluster.

5.1.1 JLP for Carbon

To demonstrate the capabilities and use cases of the JLP, we present the construc-

tion of an interatomic potential for carbon trained and tested on DFT calculations

performed in [27] used to train a Gaussian Approximation Potential (GAP) [49]. The

dataset includes various phases of carbon, spanning from crystalline structures like

graphene, graphite, and diamond, to surfaces and amorphous phases. For the fitting

process, we excluded all carbon dimers as well as any structures with absolute maxi-

mum force components exceeding 30 eV/Å. In total, 37 structures were removed: 30

carbon dimers used in the two-body GAP fitting and 7 other structures that failed to

meet the maximum force criteria. The remaining 4, 043 structures were divided into

a training set of 2, 830 and a test set of 1, 213 configurations. We utilised the DFT

energy, forces, and virial stress of each configuration as training targets of the linear

model as described in Eq. (2.36). A discussion regarding the derivatives required to
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Figure 5.1: Parity plots computed over the test set for the JLP energies (left) and forces
(right) predictions. The Mean Absolute Errors (MAEs) and Root Mean Square Error
(RMSE) are reported for each plot, alongside with the error on the worst prediction.
The colour code indicates the data density (number of points).

compute the forces and the stress from a JLP model is reported in Appendix A. All

Two Body Three Body Four Body
nmax 10 6 4
lmax – 5 3

Rcut (Å) 3.7 3.7 3.7
α = β 1 1 1

num. of features 10 90 364

Table 5.1: hyperparameters used for the JLP trained on the carbon dataset from
Ref. [27]. In order to reduce the number of hyperparameters, we fix α and β to be
equal. The resulting linear model has 465 learning parameters.

the hyperparameters of the model have been optimised on the cross-validation perfor-

mance over the training set. The values chosen for this problem are reported in Tab.

5.1. The coupling of the forces γF and the stress γW in the loss function, are chosen

to be 0.5 and 0.075 respectively. In Fig. 5.1 and Fig. 5.2 we report the parity plots

relative to the predictions over the training set. The model reaches a root mean square

error (RMSE) of 43.9 meV/atom, 0.779 eV/Å and 6.62 eV over the energy, forces and

stress predictions. The structures deviating the most from the energy-parity plot are

all associated with amorphous carbon. These structures are particularly challenging

since the dataset contains amorphous configurations at various densities displaying a

large variation of coordination numbers. The predicted components of the virial stress

appear to be in remarkable agreement with the ones computed with DFT. As it can

be seen from the energy parity plot in Fig. 5.1, the trained carbon JLP is able to de-

scribe, on an equal footing, both the physics of crystalline carbon around equilibrium
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Figure 5.2: Parity plots computed over the test set for the JLP virial stress predictions.
The Mean Absolute Errors (MAEs) and Root Mean Square Error (RMSE) are reported,
alongside with the maximum error registered among the predictions. The colour code
indicates the data density (number of points).

(low-energy points) and the liquid and amorphous structures (high-energy points).

Reproducing the correct short-range behaviour of the interatomic potential can

be challenging for machine-learning models. The reason for this is due to the fact

that generally, the training set does not contain configurations in which the atoms

are significantly close to each other. Since such configurations would be unphysical

and hard to converge with DFT. As a consequence of this, the predictions of the

model over configurations containing atoms at very short distances are performed in

an extrapolation regime and they can be unreliable. It is a possibility that the short-

range behaviour of the potential, learned by the model, turns out to be attractive,

limiting the model’s ability to perform molecular dynamics. There are two strategies

commonly used to alleviate this problem. The inclusion of compressed structures can

improve the sampling of the repulsion behaviour of the potential, however, there is

a limit to what it is the maximum compression which is feasible to explore imposed

by the ability to converge the DFT calculation. Another strategy consists of adding

a repulsive term to the potential, this is commonly done with SNAP models [45].

With JLP the short-range behaviour is controlled by the two-body contribution due

to the constraint imposed in the higher order terms for the radial part polynomials to

vanish at the origin. We can reconstruct the two-body potential by means of Eq. (5.6)

and analyze its behaviour at the origin, we can then select the hyperparameters of

the models relative to the two-body term to naturally display a short-range repulsive

behaviour. This approach results in the introduction of an inductive bias in our model

driven by our prior physical knowledge of the problem. We report in Fig. (5.3) the

two-body reconstruction relative to the carbon JLP showing a strong short-distance
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Figure 5.3: Reconstruction of the 2B potential from Eq. (5.6) (red curve). The insert
shows a magnification around the minimum, while the histogram reports the pair-
distance distribution of the entire dataset. Qualitatively, the potential shows a strong
repulsive behaviour for small distances and a minimum, which is consistent with the
position of the first peak in the pair-distances distribution.

repulsive behaviour. Moreover, the potential displays a shallow minimum in proximity

to the first peak in the radial distribution function computed over the training set (blue

shadow). Once the force field has been fitted it can be used to predict the dynamical

properties of the system via molecular dynamics. As the case examined here, there

is also the possibility of simultaneously modelling multiple phases of the system, and

similar examples of this can be found in the literature [26].

In order to show one of the properties that can be computed using the carbon

JLP we calculate the phonon dispersion curves (see Appendix B) for diamond and

graphene. Firstly we relax the unit cell of diamond and graphene using the trained

JLP potential then we compute the phonon dispersion via finite difference using the

phonon3py package [167, 168]. The results obtained are compared in Fig. 5.4 with a

reference phonon dispersion for crystalline diamond taken from the materials project

[12] and for graphene taken from the phonon website1. These reference calculations

have been performed using density functional perturbation theory using the abinit

code [169]. This test is particularly challenging, since the training dataset has an

energy spread of several eV/atom, while the energy differences computed in the finite-

difference scheme used here are a few meV/atom from the equilibrium energy. Overall,

we observe good agreement between the JLP-computed phonon bands and the DFT

reference ones, for both the acoustic and optical branches. The largest disagreement is

1https://henriquemiranda.github.io/phononwebsite/phonon.html?json=http://

henriquemiranda.github.io/phononwebsite/localdb/graphene/data.json

https://henriquemiranda.github.io/phononwebsite/phonon.html?json=http://henriquemiranda.github.io/phononwebsite/localdb/graphene/data.json
https://henriquemiranda.github.io/phononwebsite/phonon.html?json=http://henriquemiranda.github.io/phononwebsite/localdb/graphene/data.json
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Figure 5.4: Phonon spectra for (a) graphene and (b) diamond computed with the
optimised JLP described in the text (red lines). The reference DFT calculations (black
lines) have been obtained with density functional perturbation theory as implemented
in the abinit code.

generally found for the optical branches and it is of the order of 2 cm−1 (see, for instance,

the graphene bands at around 45 cm−1). These differences can be explained by the fact

that the DFT dataset used for the training was obtained with the castep code [170]

and the phonon via finite differences, while our DFT reference has been generated with

abinit [169] and density functional perturbation theory, hence a perfect match between

the two dispersion it is not expected. Additional differences can also be ascribed to the

different pseudopotentials used and to details in the DFT implementation. The good

agreement between the phonon dispersion curves highlights the ability of this potential

to be used for the study of the dynamical stability of the candidate prototypes within

an inverse-design workflow.

5.2 Summary

In this chapter, we explored the final stage of our proposed inverse-design pipeline

which focuses on further computing properties of the compounds that the previous

stage predicts to be stable. We introduced the Jacobi-Legendre potential, a linear

interatomic potential that uses as features invariant descriptors of the local chemical

environments based on the Jacobi and Legendre polynomials. As an example of the

capabilities of the JLP and of MLFF in general, we trained a model for carbon trained

over crystal configurations as well as amorphous ones. Depending on the application-

specific target, different properties predictions will become the priority at this stage of

the inverse design. MLFF allow the calculation of properties that can be inaccessible

with conventional DFT. This is made possible by the efficiency and scalability of the

model architectures once trained. Up to this point, we have not considered the mod-

elling of the magnetic properties of the system, which are of primary importance for
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the design of magnetic materials. Conventional local chemical environment descrip-

tors used in MLFF do not include any information relative to the magnetic state of

the system. As such, they can reliably model magnetic materials only in cases where

only the lowest energy magnetic state is explored and this is strongly coupled with

the atomic configuration. If this is the case, the model would be in principle able to

infer the magnetic configuration of the system from the local chemical environment

of the atoms. However, whenever the modelling of excited magnetic configurations is

required, as would be the case for computing the Curie temperature, better integration

of the magnetic degrees of freedom into the model is required.



Chapter 6

Magnetic property predictions

The content presented in this chapter expands on Ref. [6] to provide an example appli-

cation of the spin power spectrum. Michelangelo Domina conceptualised the spin power

spectrum. Ümit Daglum performed the spin spiral DFT calculations. The author of this

thesis provided the software implementation of the spin power spectrum and conducted

the study.

In the previous chapter, we discussed how machine-learning techniques can acceler-

ate the calculation of materials properties from first principles. In this chapter, we want

to focus specifically on the modelling of magnetic materials’ properties. Magnetic prop-

erties arise from the presence of an atomic magnetic moment attributed to the atoms

of the system. The motion of the electrons around the nucleus combined with their

spin can lead to a net non-zero magnetic moment associated with the atom, in the case

of atoms with unfilled electron shells such as transition metals or rare-earth elements.

The properties of materials containing such elements are strongly influenced by the

dynamics of these atomic spins. These dynamics can generate long-range ordering,

resulting in macroscopic effects such as ferromagnetism and antiferromagnetism [78].

For these materials, the total energy is not only a function of the atomic positions,

as for the cases discussed so far, but it also depends on the specific orientation of the

atomic magnetic moments (See Fig. 6.1).

6.1 Force fields with spin

For a system of N magnetic atoms, the total potential energy is now a function of both

the atomic positions {R⃗} and of the atomic magnetic moments {S⃗}. Time-reversal

symmetry imposes that the Hamiltonian of the system should not depend on the choice

of the quantisation axis. This constrain propagates to the total energy of the system

109
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d

θ

Figure 6.1: In a semi-classical view of a magnetic material we associate a magnetic
moment vector to each magnetic atom of the system. The potential energy (red line)
depends on both the position of the atoms (left panel) and also on the orientation of
these atomic spins (right panel). In general, this dependence is coupled.

imposing the following form [171]

ETot({R⃗}, {S⃗}) = E({R⃗}) +
N∑
I=1

E(1)({R⃗})S⃗2
I +

N∑
I=1

E(2)({R⃗})(S⃗2
I )2

+
∑
I ̸=J

E(3)({R⃗})S⃗I · S⃗I + . . . (6.1)

In general, this expansion will contain an infinite number of even powers of magnetic

moments and their scalar products. Longitudinal fluctuations can be neglected in some

ferromagnetic materials such as iron. In this case, by considering only the leading term

of the expansion, the total potential energy of the system can be approximated by the

Heisenberg Hamiltonian,

ETot = E({R⃗})− 1

2

∑
I ̸=J

JIJ({R⃗}) s⃗I · s⃗I , (6.2)

where s⃗I are unit vectors with the direction of the atomic magnetic moments and the

magnitude is included in the exchange coefficients JIJ , which are a function of the

positions of the atoms I and J . Within a semi-classical approximation, we treat each

atomic spin as a classical vector moment and not as a quantum angular momentum

operator. The magnetisation of the system is then given by the average net magnetic

moment of all the atoms,

M⃗({S⃗}) =
1

N

N∑
I=1

S⃗I . (6.3)

In the absence of an external magnetic field, the magnetisation of the system will

depend on the temperature and on the strength of the magnetic contribution coeffi-

cients, E(1), of Eq. (6.1). At zero temperature for a system modelled by the Heisenberg



6.1. FORCE FIELDS WITH SPIN 111

Hamiltonian, the ground-state spin configuration will depend on the sign of the ex-

change coefficients. If JIJ is positive for all I−J pairs a configuration with all the spin

in the same direction is favoured, resulting in a ferromagnetic state. At finite temper-

ature, ferromagnetism is only observed if the ensemble average of the mean magnetic

moment of the system is non-zero,

⟨M⃗⟩(T ) =
1

N

∫
M⃗({S⃗}) exp

(
−ETot({R⃗}, {S⃗})

kBT

)
dΩ({R⃗}, {S⃗}), (6.4)

where the integral is extended over the phase space of all atomic and spin configurations

accessible to the system. In practice computing the integral of Eq. (6.5) is unfeasible

and it is necessary to approximate it. One approach involves taking the average over

a spin-lattice dynamic trajectory, where the spins are allowed to evolve accordingly to

their equations of motion, in a fashion similar to molecular dynamics [172]. Another

approach consists of performing the configuration averages obtained via Metropolis

importance sampling Monte Carlo [173].

6.1.1 Metropolis Monte Carlo

The probability distribution of the spin-lattice configurations accessible to the system

is given by,

p({R⃗}, {S⃗}) =
exp

(
−ETot({R⃗},{S⃗})

kBT

)
Z . (6.5)

Here Z indicates the partition function, which ensures the normalisation of the proba-

bility distribution. The challenge of efficient sampling from p({R⃗}, {S⃗}) is given by the

fact that the majority of the configurations that can be obtained by randomly assigning

values to the atomic positions and spin components would have a high total energy end

consequently an extremely low probability to occur at any given practical temperature.

In order to be able to approximate the integral of Eq. (6.5) it is necessary to find a

sampling strategy that correctly captures the leading terms of the integral. Starting

from a given initial state of the system we can discretize its evolution by performing

at discrete intervals an update of its state. The corresponding sequence of states takes

the name of Markov chain. If the system is in a state n, the probability of transitioning

to another accessible state m will take the name of transition probability, wnm. The

rate of change of total probability pn that at the time t the system is found in the state

n is given by [173],
dpn
dt

=
∑
m ̸=n

(wmnpm − wnmpn) . (6.6)

At equilibrium, this derivative is zero and a detailed balance condition is reached,

wnmpn = wmnpm. (6.7)
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The particular choice of transition strategy of the Markov chain will define the transi-

tion probability rate. Any rate that satisfies Eq. (6.7) is a valid choice and, depending

on the problem, will impact the convergence of the integral Eq. (6.5). Metropolis et

al. [174] suggested the following choice

wnm =

exp
(
− ∆E

kBT

)
if ∆E > 0,

1 otherwise.
(6.8)

Here ∆E = En − Em represents the difference in energy between the two states. If

we keep the atomic positions fixed and only update the spin degree of freedom, the

Metropolis Monte Carlo algorithm will take the following form:

Select an initial configuration;
for i← 1 to Nsteps do

for I ← 1 to N do
Select an atom I;
Sample uniformly a unit vector on the sphere;
Update the magnetic moment of the atom I;
Calculate ∆E using Eq. (6.2);
if ∆E ≤ 0 then

Accept the update in the spin of the atom I;
else

Generate a uniform random number r ∈ [0, 1];

if r < exp
(
− ∆E

kBT

)
then

Accept the update in the spin of the atom I;
else

Reject the update;
end

end

end

end

This algorithm is repeated for a number of steps Nsteps. We can use this sampling

approach to compute the average magnetisation of the system as a function of the

temperature, also known as the magnetisation curve. We report in Fig. 6.2 the mag-

netisation curves obtained using Metropolis Monte Carlo for a Body-Centered Cubic

(bcc) iron crystal with periodic boundary conditions using supercells of different sizes.

The energy of a particular spin configuration is given by a Heisenberg Hamiltonian

with the following exchange used in [172]

JIJ(R⃗IJ) = J0(1−RIJ/Rc)
3 Θ(Rc −RIJ), (6.9)

where Θ(Rc−RIJ) is the Heaviside step function. As in Ref. [172] we use a cutoff ofRc =

3.75 Å, which falls between the second and third nearest-neighbor and J0 = 904.90 meV.

From Fig. 6.2 we observe that this Hamiltonian is able to describe a ferromagnetic phase
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Figure 6.2: Magnetisation curve obtained with Metropolis Monte Carlo for bcc iron
supercells of different sizes using periodic boundary conditions. The energy of the
system is given by the Heisenberg Hamiltonian parametrisation reported in Ref. [172].
See text for more details.

transition. The steepness of the magnetisation drop in correspondence with the Curie

temperature increases with the size of the unit cell.

6.2 Machine-learning force fields with spin

The machine-learning force-field models introduced so far neglect entirely the presence

of any magnetic moment associated with the atoms of the systems they describe. As a

result, these models will fail to capture the magnetic properties of the system, if they

are not strongly connected to its atomic configuration. For example, the descriptors

of a ferromagnetic and an antiferromagnetic ground state would be the same unless

the different phases are also associated with different structures. For the application of

MLFF to the modelling of magnetic materials, it is necessary to find ways to generalise

these models to systems that include magnetic atoms.

One initial attempt to address this challenge consisted in generalising the symmetry

functions to include information associated with the spin direction for the collinear

spin-polarised case [175]. An alternative strategy merges conventional MLFF models

with a semi-classical spin Hamiltonian, creating a hybrid model that predicts energies

considering both the atomic positions and spin configurations.

Nikolov et al. [176] recently adopted this method, augmenting a SNAP model with

a classical Heisenberg Hamiltonian to calculate thermodynamic properties, including

the Curie temperature of bcc iron. The fitting of the SNAP and the Heisenberg Hamil-

tonian is iteratively refined through an optimisation strategy. The training set used in
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this work includes non-collinear spin-polarised calculations for different crystal phases

and for liquid iron. The Heisenberg Hamiltonian part was fitted on spin-spiral calcula-

tions, performed at different degrees of lattice compression. For a discussion on DFT

spin-spirals calculations, we invite the reader to see Appendix D. The Curie tempera-

ture of the system was then calculated using spin-lattice dynamics and determined to

be ∼ 716 K.

Chapman et al. [177] expanded on this strategy by including a neural network term,

using symmetry functions, to model the leading E(n)({R⃗}) coefficients of Eq. (6.1).

Once again the training of the model is performed in multiple steps fitting one compo-

nent at a time while keeping fixed the rest, similar to Nikolov’s work. In this case, the

predicted Curie temperature for bcc iron was ∼ 900 K, whereas the experimental one

is 1043 K.

The main challenge associated with developing spin-lattice potentials is related to

the fact that the total energy of the system is now a parametric function of 6N degrees

of freedom, twice as many as the non-magnetic case. This increase in complexity

poses difficulties in adequately sampling the phase space when building a training set.

Furthermore, the sampling of excited spin configurations is made even more challenging

by the fact that at convergence DFT can only predict the ground-state density of the

system, which corresponds to the relaxed spin configuration with minimum energy.

Constrained DFT or spin spiral calculations are then required to capture excited states

of the magnetic system.

Chapman’s model neural network architecture requires a substantial amount of data

for training. This presents an even more significant drawback for this problem given

the elevated computational cost of the spin-polarised calculations required. Nikolov’s

approach is more data efficient, however, it decouples the SNAP component with the

Heisenberg part of the energy predictor, requiring a multi-step fitting which is optimised

using the DAKOTA software package [178].

In the section that follows, we present the spin power spectrum, a novel set of invari-

ant descriptors of the local chemical environment that include the atomic magnetisation

of the atoms in the system. We will then use these descriptors to train a linear model

on bcc iron spin-spiral DFT calculations and estimate its Curie temperature.

6.2.1 Spin power spectrum

We can generalise the neighbour density distribution relative to the I-th atom presented

in Eq. (2.19) to include the information associated to the atomic magnetic moment, S⃗I ,

of each atom of the system. By doing so, we can write the following vectorial neighbour

density distribution

ρI(R⃗) =
∑
J

wJ fc(RIJ) δ(R⃗− R⃗J)S⃗J , (6.10)



6.2. MACHINE-LEARNING FORCE FIELDS WITH SPIN 115

We can express the spin components in terms of spherical versors [179],

S⃗J =
∑

q=0,±1

SJ,q êq with

SJ,±1 = ∓ 1√
2
(SJ,x ∓ iSJ,y),

SJ,±0 = SJ,z,
(6.11)

with,

ê±1 = ∓ 1√
2

(êx ± êy) , ê0 = êz. (6.12)

With this notation and by expanding the spatial part in terms of spherical harmonics,

we can rewrite the vectorial neighbour density distribution as,

ρI(R⃗) =
+∞∑
n=0

n∑
l=0

l∑
m=−l

∑
q=0,±1

cnlmqRnl(R)Y m
l (êR⃗) êq, (6.13)

with,

cnlmq =
∑
J

wI fc(RIJ)Rnl(RJ)Sa,q Y
m
l

∗(êR⃗J
). (6.14)

The functions Rnl constitute a basis for the radial part, as the spherical harmonics are

a complete basis only for functions on the unit sphere. The particular choice of the

radial functions becomes a hyperparameter of the problem. In this work, we use radial

functions based on spherical-Bessel descriptors as introduced in Ref. [180].

Using the Dirac notation we can rewrite this expansion as:

|ρI⟩ =
∑
nlmq

cnlmq |nlm1q⟩ , (6.15)

where:

⟨R|nlm⟩ = Rnl(R)Y m
l (êR⃗), and |1 q⟩ ≡ êq . (6.16)

The angular momentum of 1 associated with the spin part of the distribution reflects

the vectorial nature of the magnetic problem. We can then change the basis to the one

of the combined angular momentum L + 1 = J ,

|l − 1| ≤ J ≤ l + 1 and − J ≤M ≤ J . (6.17)

This change of basis is mediated by the Clebsh-Gordan coefficients [181]:

|nlm1q⟩ =
∑
JM

CJM
lm1 q |nl1JM⟩ . (6.18)

By substituting this expansion back into Eq. (6.15) we obtain,

|ρI⟩ =
∑
nlJM

(∑
mq

CJM
lm1 qcnlmq

)
|nl1JM⟩ . (6.19)
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Similarly to Eq. (2.23) we can combine the expansion coefficients to compute the power

spectrum,

pnlJ =
∑
M

∣∣∣∣∣∑
mq

CJM
lm1 qcnlmq

∣∣∣∣∣
2

. (6.20)

We call these descriptors Spinpowespectrum. The sum over n of Eq. (6.19) contains an

infinite number of terms. In practice, this expansion is truncated up to a certain nmax

and a finite number of features is considered. Combining Eq. (6.14) with Eq. (6.20) we

have the following explicit expression of these coefficients:

pnlJ =
∑
M

∣∣∣∣∣∑
J

wIfc(RIJ)Rnl(RJ)
∑
mq

CJM
lm1 q Sa,q Y

m
l

∗(êR⃗J
)

∣∣∣∣∣
2

. (6.21)

In this case, the spin power spectrum is rotationally invariant with respect to any

simultaneous rotation of the system and its atomic magnetic moments. We provide

proof of the rotational invariance of the spin power spectrum in Appendix C.

6.2.2 Predicting magnetic properties with MLFFs

We can use the spin power spectrum to approximate the total potential energy of the

system described by Eq. (6.1). The simplest model architecture that we can pair with

these descriptors is a linear model. In this work, we decided to use a Ridge regression

(see Eq. (2.39)). This is a linear model that includes a regularisation term in the

training loss to prevent overfitting. The resulting model has the following expression,

ETot({R⃗}, {S⃗}) =
K∑
k=1

w(k)
0 Nk +

∑
nlJ

w
(k)
nlJ

∑
I|kI=k

pI,nlJ

 . (6.22)

In Fig. (6.3) we report the magnetisation curve obtained performing Metropolis

Monte Carlo over a 3× 3× 3 supercell of 54 atoms of bcc iron. The energies were pre-

dicted by a linear spin power spectrum model, which was fitted on configurations whose

energy was computed using a Heisenberg Hamiltonian with the exchange parametri-

sation reported in Eq. (6.9) [172]. The model is able to closely reproduce the phase

transition after being trained over a sample of 2000 configurations. This shows that, in

principle, for systems whose magnetic behaviour can be modelled by a semi-classical

Heisenberg Hamiltonian, a model that uses the spin power spectrum as input features

is able to describe its phase transition from ferromagnetic to paramagnetic.

In practice, extending this approach to a model trained on first principles spin-

polarised calculations presents several challenges. DFT is fundamentally a ground-

state theory for the electronic component of the system that determines its magnetic

behaviour. As such, at convergence, spin-polarized DFT calculations will find the

ground-state electronic density of the system. From this density it is possible to com-
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Figure 6.3: Magnetisation curve obtained with Metropolis Monte Carlo for bcc iron (54
atoms supercell). The energy of the system is given by a linear model using the spin
power spectrum trained over configurations whose energy was given by a Heisenberg
Hamiltonian. The magnetisation obtained with the spin power spectrum model (blue)
is compared with the magnetisation obtained with the Heisenberg Hamiltonian used
to build the training set (red).

pute the associated atomic magnetic moments, however, these moments will correspond

to the lowest energy magnetic configuration of the system. This “relaxation” of the

magnetic configuration heavily limits our ability to sample the phase space of a mag-

netic system as it is required for the training of the model.

One possible strategy to overcome this issue consists of using constrained DFT. By

imposing a constraint on the atomic spins’ direction the ground-state density associated

with that magnetic configuration can be computed. However, constrained DFT is more

computationally expensive and hard to converge. Furthermore, to correctly sample

different excited spin-configurations large supercells are required. Building a training

set of hundreds of configurations of spin-polarised, non-collinear, constrained DFT

calculations on large supercells is not practically feasible. This approach also cannot

be easily performed on various materials within the framework of high-throughput

inverse material.

For all these reasons, we explore here the possibility of predicting the magnetic

properties of a system with a machine-learning model trained over a minimal set of

spin-polarised calculations. We chose to use spin-spirals spin-polarised calculations

for the creation of the dataset. This technique allows us to sample the fundamental

magnetic excitations of the system while performing the calculation only on the unit

cell. This is made possible by exploiting the periodicity of the excitation as detailed

in Appendix D.
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We investigate here the possibility of using the spin power spectrum to model the

ferromagnetic phase transition of bcc iron using only DFT spin-polarised calculations.

In order to sample the excited states of the spin configuration, we employ spin-spirals,

as implemented in VASP [144, 145, 146]. For the creation of the training set, we perform

200 spin-spiral calculations for a bcc iron unit cell (2 atoms per unit cell) using only

spin-spirals with a period commensurate with the lattice of the system, namely, we

consider all possible integer periods from 1 unit cell to 200, and propagating along

the z-axis direction. We use a cutoff of 600 eV for the plane-wave basis and PBE

functional, together with a 5× 5× 5 uniform k-point mesh.

The spin power spectrum is not designed to work directly on spin-spiral configura-

tions, its implementation imposes periodic boundary conditions on the supercell given

as input. During training, for each spin spiral configuration, we build a supercell ex-

tending the unit cell along the z-direction for a number of times equal to the period

of the commensurate spin spiral. The spin components are then rotated around the

z-axis to reproduce the entire spiral. Periodic boundary conditions are then applied

to this supercell and used as a training example for the linear spin power spectrum

model.

Due to this setup, we only include spin spirals with commensurate periods in our

training set. This sampling strategy leads to the introduction of a strong bias towards

small q-vectors. As a result, testing the performance of the trained models with respect

to a conventional train-test split does not provide adequate insight into their actual

modelling capabilities. We decided instead, for this preliminary study, to train the

model on all 200 spin-spirals calculations and evaluate its performance with respect

to the predicted magnetisation curve. We calculate the magnetisation curve for a 54

atoms supercell of bcc iron using Metropolis Monte Carlo importance sampling to

approximate the ensemble average at different temperatures. We report in Fig. 6.4

the magnetisation curve obtained starting for a random spin configuration at 2000 K

and reducing the temperature of 10 K every Nsteps = 200 iterations of the Metropolis

Monte Carlo algorithm. The curve indicates the presence of a ferromagnetic phase

transition.

We use spin power spectrum descriptors up to nmax = 3 corresponding to 23 fea-

tures. For higher maximum degrees, the trained models do not replicate a ferromagnetic

transition. We attribute this fact to the overfitting of the model due to the limited size

of the training set.

In order to estimate the Curie temperature of the system associated with the pre-

dicted magnetization curve, we fit the magnetisation curve with the Curie-Bloch law

which describes the critical behaviour of a fixed lattice system described by a Heisen-

berg Hamiltonian [182]

M(T )/M(0) =

(
1− T

TC

)β

, (6.23)
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Figure 6.4: Magnetisation curve obtained with Metropolis Monte Carlo for bcc iron (54
atoms supercell). The energy of the system is given by a linear model using the spin
power spectrum trained over configurations whose energy was given DFT spin-spiral
calculations. The magnetisation obtained with the spin power spectrum model (blue)
is fitted with a Curie-Bloch function to determine the Curie temperature of the system
from first principles (red).

where the critical exponent β should be equal to ∼ 0.3̄ for a pure Heisenberg Hamil-

tonian. The fitting of the magnetisation curve produced by our spin power spectrum

model returns a β = 0.37 not too far from the ideal value. This validates the fact that

iron is correctly modelled by a simple Heisenberg Hamiltonian. Due to the limited

size of the simulation cell, the curve does not appear particularly steep. As shown in

Fig. 6.2 we would expect a sharper magnetisation drop for larger simulation cells. The

estimation of the Curie temperature is 812 K significantly lower than the experimental

value of 1043 K. This discrepancy might be attributed to an incomplete sampling of

the phase space resulting from the limited scope of our training set, which considers

only commensurate spin-spirals.

A more thorough study, which also involves different materials is still needed to

reinforce the feasibility of the modelling strategy presented here. This will be the

focus of our future research. We should also note that the Monte Carlo calculations

reported so far are performed with fixed lattice and longitudinal spin components. The

Metropolis Monte Carlo algorithm previously discussed can be extended to include

atomic displacements and variations of the longitudinal part of the spin. The spin

power spectrum is able to discern simultaneously both these variations. In general, the

inclusion of other excitation modes will lower the Curie temperature of the system, as

new pathways become available to include low symmetry configurations.
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6.3 Summary

When implementing an inverse-design strategy for magnetic materials, the ability to

accurately model the magnetic properties of the systems is essential. Conventional

MLFFs do not account for the magnetic degrees of freedom of the system and as such

are unsuitable for this task. In this chapter, we introduced the spin power spectrum, a

set of roto-translational invariant descriptors of the chemical environment that include

the magnetic moment of the atoms in the system. We have demonstrated the invariant

properties of this descriptor and its suitability to create machine-learning models able

to predict the magnetic properties.

As a case study to showcase the capabilities of this approach, we have trained a

linear model that uses the spin power spectrum as features to predict the energies of

DFT spin spiral configurations of bcc iron. We then used the trained model to perform

a Monte Carlo simulation to generate the magnetisation curve as a function of the

temperature. The resulting curve correctly displays a ferromagnetic transition. We

then estimate the Curie temperature to be 812 K by fitting the magnetisation curve.

This promising approach would offer several advantages compared to existing work

in the literature. The constructed model integrates simultaneously the configurational

and magnetic degrees of freedom. The fit is performed only once across the entire

dataset as opposed to the strategies adopted in [176, 177]. Moreover, we utilise a rela-

tively small dataset of DFT spin-spiral calculations, which do not impose a significant

computational burden.

All these aspects make our work particularly well-suited for property-based screen-

ing within an inverse-design workflow. However, it is important to note that the re-

search presented here is still in its preliminary stages, and further study is required.



Chapter 7

Software

This chapter presents an overview of the software implemented by the author of this

thesis. The Force Field Machine Python library has been developed in collaboration

with Urvesh Patil.

Given the interdisciplinary nature of this work, we found that the software needed

to implement the various methods developed was either fragmented or unavailable. The

construction of a working MLFF requires alone codes from different sources. For in-

stance, the training set is generated using DFT, the construction of the model requires

the implementation of the descriptors and the machine-learning architecture is gener-

ally available on a separate code base. Furthermore, the trained MLFF then needs to

be integrated with software for molecular dynamics, relaxation, phonon calculations,

and more.

To address this complexity, we have developed a Python library called “Force Fields

Machine.” This library aims to integrate the various elements needed for the creation

and deployment of MLFFs. It includes most of the methods we have developed and

described in this thesis.

In addition to this package, we also created a code base in support of the BERT-

PSIE workflow for the automatic extraction of data from the scientific literature de-

scribed in Chapter 3. Given the reliance on the fine-tuning of language models, this

extraction workflow offers the advantage of requiring little to no prior knowledge of

NLP from the final user. This is in stark contrast with previously established methods

such as ChemDataExtractor [79], which relies on the definition of grammar rules via

regular expressions. In order to leverage this advantage, the software implementation

of BERT-PSIE should reflect this accessibility. We developed a Graphic User Interface

(GUI) that facilitates the annotation of the text required for the fine-tuning, together

with a series of notebooks that can be run on Google Colab for the fine-tuning and

deployment of the language models composing BERT-PSIE. By using these tools, any

non-expert user can then easily create a new extraction workflow for the properties of

interest.

121
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7.1 Force Fields Machine Python library

The Force Fields Machine (FFM) library is a Python library designed for the creation

and use of MLFF. The primary objectives of FFM are to streamline and make more

accessible the development and training of MLFF, while providing a certain degree

of flexibility. This flexibility is achieved by giving access to different descriptors of

the local chemical environments and to different model architectures. Importantly,

each descriptor is compatible with every architecture, allowing a wide range of possible

combinations. Additionally, we included several quality-of-life features that simplify

common operations performed on datasets of atomic configurations. This section will

explore the principal Python classes implemented together with their functionalities.

We will also provide some examples of scripts for the creation of different MLFF models.

Structure

The Structure object represents the datatype associated with a single atomic struc-

ture. This class is similar in scope to the Structure and Atoms classes implemented

in PyMatGen [183] and ASE [184], respectively. Along with attributes containing

information regarding the atoms positions, cell and atoms types we also introduce at-

tributes relative to the descriptors and neighbourlist. Associating the neighbourlist

with the structure allows its reuse in various situations. For example, when changing

the hyperparameters of the local descriptors, the neighbourlist is updated only if the

cutoff radius is increased, thereby improving the performance during the hyperparam-

eters optimisation. To compute the neighbour list, we utilise the KDTree algorithm

implementation from the SciPy library [185], which we have adapted to account for

periodic boundary conditions. This approach is significantly more computationally

efficient than the current ASE implementation.

The methods from ase, to ase, from pymatgen and to pymatgen are implemented to

provide a bridge between the FMM Structure class with the ASE Atoms and PyMatGen

Structure classes.

Dataset

The Dataset object represents a collection of Structure objects. The expected use of

this class is to store the datasets of crystal structures along with their associated DFT

energies, forces and stresses. This data is required for the training, validation and

testing of MLFFs. Some design choices have been taken to make common operations

performed on datasets easily available to the user. Accessing a Dataset object as

an array will return a Dataset containing only the Structures corresponding to the

selected indexes. Summing two Dataset objects will return the concatenation of the

two. Masking operations are supported as with NumPy arrays [186], allowing to select

Structures satisfying specific conditions. This functionality is achieved through an
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implementation of the getitem method able to handle slices. This also enables the

use of common utility functions defined on arrays such as the train test split function

from Sci-Kit learn [187]. Each Dataset is equipped with a properties attribute, which

is expected to store a dictionary containing the targets for the supervised training.

To help analyse the dataset content we implemented the pair distribution method to

compute the pair distribution function over all the configurations contained in the

Dataset.

Models

Models objects are all inherited from the AbstractModel class. The available model

architectures within the FFM library include linear models, Gaussian process regression

and feed-forward neural networks. As described in Chapter 2, the Gaussian process

regression can be interpreted as a kernel ridge regression, where the features used

are based on kernel similarity. Taking advantage of this, we only need to implement

two architecture classes namely the LinearModel and the NNModel. Every model class

implements a fit method that takes care of the supervised training. Any property saved

in the properties dictionary of the structure objects contained in the dataset can be

used as a training target. If the target is the DFT energy, as discussed in Chapter 2,

it will be likely to also have access to the atomic forces and stress. The arguments

fit forces and fit stress allow one to toggle the inclusion of the corresponding terms

into the loss function (see Eq. (2.28)). In order to save and load the weights of trained

models, we have implemented the dump and load methods for writing to and reading

from a JSON file, respectively.

Descriptors

Descriptors objects are inherited from the AbstractDescriptor class and are required

to include the implementation of a compute descriptors method, which takes as input

a Structure and returns its associated descriptors of the local chemical environments

together with their gradients. The hyperparameters characterising the descriptor are

passed during initialisation. The compute descriptors method is called by the models

when needed during both training and inference. Among the descriptors currently im-

plemented in FFM there are the bispectrum components [49], the spin power spectrum,

and the JL descriptors. The descriptors objects are not directly passed to the model

object, they must first be stored in a Features object.

Features

In order to offer a high degree of flexibility, in constructing MLFF models we have

adopted a slightly unconventional approach in designing the features class. Each model

architecture class implemented in FFM expects as input a Features object. The Fea-

tures object is accessed as a list of lists, where each one of its rows is called “level”.
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The method add descriptor allows one to add to the current level a descriptor object.

Multiple independent descriptors can be added in this way allowing, for example, to

build a model that uses as input features two sets of bispectrum components with

different cut-off radii. It is also possible to combine in this way any of the descriptors

implemented in FFM. The input features passed to the model in such cases consist of

the concatenation of the different descriptors added to that level. The method add level

adds a level to the Features object and moves the current level to the newly created

one. Once again, multiple descriptors can be added to the new level by calling the

add descriptor method. At the creation of the model architecture objects a different

model is initialised for each one of the levels in the Features. Each one of these models

expects as input the descriptors linked to the Features objects for that level. When

performing a prediction, the output is then given by the sum of the models for all the

levels

EI =

Nlevels∑
i=1

Fi

(
Concat

[
B(i,1)
I , . . .B(i,N

(i)
d )

I

])
, (7.1)

where N
(i)
d is the number of sets of different descriptors added at the level i of the

Features object. The training is performed one level at the time by subtracting the

output of the models given from previous levels each time.

The design flexibility offered by this approach is substantial, granting easy access

to a vast design space. The level structure implemented in the Features object al-

lows for a “perturbative” fitting. By storing descriptors of increasing body order at

increasing Features levels i, the fitting will be firstly performed using only lower body

order descriptors and then refined by the predictions corresponding to the models at

higher levels, which use higher body order descriptors. As previously mentioned the

add descriptor methods allow for the concatenation of different sets of descriptors. For

example, the code required to build a linear model that takes as input features the

concatenation of two sets of bispectrum components with different cutoff radii is:

from forcefieldsmachine.descriptors import Bispectrum

from forcefieldsmachine.models import LinearModel

features = Features ()

features.add_feature(Bispectrum(rcut =2.8, twojmax =8))

features.add_feature(Bispectrum(rcut =4.2, twojmax =8))

model = LinearModel(features=features , alpha =1e-5)

In the rest of this section, we will provide a more detailed discussion of some of the

MLFF models that can be built with this library.
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7.1.1 SNAP

A SNAP model consists of a linear model that uses as input features the bispectrum

components [45]. In this library, we rely on the extremely efficient LAMMPS imple-

mentation of the bispectrum components [66] for their computation. Our Bispectrum

class calls LAMMPS via its Python wrapper. The argument names of this class re-

flect the ones required by LAMMPS to calculate the descriptors. This approach makes

the implementation more user-friendly, as many of the intricacies involved in using

LAMMPS are handled behind the scenes. The user can easily compute the bispectrum

components over the configurations contained in a .xyz file with a few lines of code,

without having to know how to create a LAMMPS input file. The following is the code

required to train a SNAP model for benzene using the FFM library:

import numpy as np

import matplotlib.pyplot as plt

from forcefieldsmachine import Dataset , Features

from forcefieldsmachine.descriptors import Bispectrum

from forcefieldsmachine.models import LinearModel

# Load the dataset

train = Dataset.fromExtXYZ("./ datasets/benzene_train.xyz")

test = Dataset.fromExtXYZ("./ datasets/benzene_test.xyz")

# Create the model

features = Features ()

features.add_feature(

Bispectrum(rcut =3.8, twojmax=8, weights ={"C": 1, "H": 0.6})

)

snap = LinearModel(features=features ,

alpha =1e-5,

fit_forces=True ,

fit_stress=True ,

coupling_forces =1/(3*12) ,

coupling_stress =1/6,

)

# Fit the data

snap.fit(train)

# Plot the predictions

snap.plot_predictions(train , filename="train_snap", per_atom=

True)
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snap.plot_predictions(test , filename="test_snap", per_atom=True

)

# save the model

snap.dump(filename="snap_benzene")

The train and test set configurations stored in a .xyz files are firstly loaded. Sub-

sequently, the model descriptors and architecture are defined and then the training

is performed by calling the fit function. We implemented some utility functions such

as the plot predictions method in the AbstractModel class, which creates a parity plot

that tests the predictions of the model against the expected values contained in the

Dataset. Finally, the trained model can be saved in a JSON file for future use.

7.1.2 GAP and SOAP

In order to reproduce architectures based on Gaussian-process regression we can reuse

the LinearModel implementation by leveraging the kernel Ridge regression interpreta-

tion of Eq. (2.49). For this purpose, we have defined a GPR descriptor class. When

initialised, this class expects as arguments a kernel similarity function, a Descriptor

object and a set of reference environments. This design choice enables the use of all

kernel functions implemented in Sci-Kit learn [187]. For example, the GAP model is

reproduced by combining a Radial Basis Function kernel (RBF ) with the bispectrum

components [49], while the SOAP model can be expressed in terms of the DotProduct

kernel and the normalised power spectrum [34]. Recent iterations of the Gap potential

include two-body and three-body terms, which are concatenated with the Gap kernel

(see Eq. (2.67)) to improve the modelling of short-range atomic interactions [27]. It is

possible to reproduce this implementation using the add descriptor method:

from sklearn.gaussian_process.kernels import RBF

from forcefieldsmachine.descriptors import Bispectrum , GPR ,

TwoBody ,

K_twob = GPR(

kernel=RBF (0.2) ,

descriptor=TwoBody(rcut =3.7) ,

reference=TwoBody.uniform_grid(

0, 4.1, step =0.2, types=train["all_types"], rcut =4.1

),

)

K_gap = GPR(

kernel=RBF (0.2) ,

descriptor=Bispectrum(rcut =3.7, twojmax =8),

reference=train
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),

)

features = Features ()

features.add_feature(K_twob)

features.add_feature(K_gap)

Gap = LinearModel(features=features , alpha=1e-5)

7.1.3 Jacobi-Legendre descriptors

The FFM library also includes a Cython [188] implementation of the descriptors based

on the Jacobi-Legendre polynomials, required for the construction of a JLP model (see

Chapter 5). The JLP is based on a cluster expansion of the energy and we designed

the descriptors implementation so that each JL object only considers a specific body

order. The full n-body expansion is then created by concatenating JL object relative

to different body orders using the add features method of the Features class. The

following is an example of the code required for the initialisation of a JLP potential up

to the 4-body term for carbon:

from forcefieldsmachine.descriptors import JL

from forcefieldsmachine.models import LinearModel

rc = 3.7

features = Features ()

# 2-body

features.add_feature(JL(nmax=10,

rcut=rc ,

alpha=1,

beta=1,

gamma =1.0,

nbody=2,

type_groups =["C,C"])

)

# 3-body

features.add_feature(JL(nmax=4,

lmax=3,

rcut=rc ,

alpha=1,

beta=1,

gamma =1.0,

nbody=3,
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type_groups =["C,C,C"])

)

# 4-body

features.add_feature(JL(nmax=3,

lmax=3,

rcut=rc,

alpha=1,

beta=1,

gamma =1.0,

nbody=4,

type_groups =["C,C,C,C"])

)

JLP = LinearModel(features=features , alpha=1e-5)

The type groups argument expects a list of strings containing as many chemical

symbols as the body order specified by nbody argument. This argument is intended

to control the number of descriptors computed particularly for multi-species systems.

Descriptors will only be computed for the sequences specified.

7.1.4 Spin power spectrum

The SpinPowerspectrum class features a Cython implementation of the spin power

spectrum, as introduced in Chapter 6. To properly compute these descriptors, it is

expected that the atomic magnetic moment of each Structure is stored in the properties

attribute under the key Spins. A linear model that uses the spin power spectrum as

input features can be easily constructed with the following code:

from forcefieldsmachine.descriptors.spinpowerspectrum import

SpinPowerspectrum

from forcefieldsmachine.models import LinearModel

features = Features ()

features.add_feature(SpinPowerspectrum(rcut=rcut , nmax=nmax))

spinsnap = LinearModel(features=features)

7.1.5 Future development

Trained models created using the FFM library can then be used to perform relaxation or

molecular dynamics using the methods implemented in ASE. This is made possible by

the implementation of an ASE Calculator compatible with the models defined within

our library. Phonon dispersion calculations via finite difference can be carried out with
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Figure 7.1: Diagram showing the software involved in the construction and use of a
BERT-PSIE workflow. We wrote a GUI to streamline the labelling required for the
fine-tuning of the models. The finetuning and deployment of the BERT models can be
performed via Jupyter notebooks designed to run on Google Colab.

the phonon3py library [167, 168]. Virtually all packages that interface with ASE and

PyMatGen can be easily made compatible with the FFM. It is also possible to create

and train compositional models using an implementation of the One-Hot encoding and

properties-based descriptors as compositional input features, as discussed in Chapter 2.

This implementation is made compatible with most of the regression and classification

models available on Sci-Kit learn [187] such as the RandomForestRegressor.

The FFM library is still under development. Further work is required before the

release of the first stable version. So far this library has been used internally in the

group providing a significant contribution to the creation of MLFF used in [5, 2, 3] and

of the compositional models used in [1]. Another model architecture implemented is

the fully connected feed-forward neural network, for which we relied on PyTorch for the

implementation [189]. Future efforts will focus on enlarging the possible design space

of the model architectures and on trying to include graph and equivariant models.

Additionally, scalability could be improved through a multi-threaded approach for

descriptor computation and via the integration of more efficient molecular dynamics

codes such as LAMMPS [66].

In training SNAP models it is common, for example, to either add or subtract

terms to the DFT total energy. For instance, the Ziegler-Biersack-Littmark (ZBL)

empirical potential term is sometimes subtracted from the total energy to take care

of the close-range repulsion between atoms [45]. Similarly, to account for van der

Walls interactions, external corrections to the energy, which depend on the atomic
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Figure 7.2: Screenshot of the GUI for NLP developed in this work. This software
allows to manually label text that can be used for language models fine-tuning. The
user can define entities and label the corresponding mentions, define categorical classes
and highlight relations between entities.

configuration are added [190]. Future design efforts will focus on organically integrating

the possibility of these corrections to the potential.

7.2 BERT-PSIE workflow

In Chapter 3, we presented the BERT-PSIE workflow for automatically extracting data

from the scientific literature. One advantage of using language models over techniques

reliant on the definition of grammar rules stems from their accessibility and rapidity in

being adapted to new extraction targets. The grammar rules required for the extraction

are now implicitly defined in the manually labelled text used for the fine-tuning of the

models. The creation and use of the workflow do not require any knowledge of NLP

from the user as long as the software implementation supports this accessibility. With

this goal in mind, we built a graphic user interface (GUI) to facilitate the labelling task.

Furthermore, we have implemented the code necessary for fine-tuning and deploying

each of the BERT models that are a part of BERT-PSIE. This code is available through

Jupyter notebooks [191], which can be run on Google Colab (see Fig. 7.1).
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The GUI for NLP is written using Python bindings for QT v51 and it streamlines

the generation of the labelled data required for all the fine-tuning tasks. Fig. 7.2

shows a screenshot of the GUI taken during the labelling of a scientific abstract. This

software allows the user to classify the displayed text for relevancy, define entities and

highlight the observed entity mentions in the text. Furthermore, users can annotate

relationships between entities, which are visually represented by connecting lines, and

define additional categorical classes. The labelling performed using the GUI is saved

onto a JSON file. The consistency of this output allows the implementation utility

scripts to manipulate it and adapt it to various fine-tuning tasks. We used the GUI

output to fine-tune language models for classification, NER and relation classification.

Additionally, the JSON output can also be used to fine-tune LLMs following a similar

approach as seen in [116, 117].

Prioritising accessibility, as previously mentioned, we made available the code re-

quired for the fine-tuning and deployment of each of the BERT-PSIE modules via

Jupyter notebooks. Each one of the fine-tuning notebooks expects as input JSON files

generated with the GUI, containing labelled text. When executed, these notebooks

will save the trained model, which can then be used by the associated deployment

scripts. Once all the modules of the BERT-PSIE pipeline have been fine-tuned for a

specific extraction task, the deployment scripts can be run. The deployment scripts

are designed to be run in sequence and the extracted data will be stored in a CSV file

together with the source of the extraction.

7.3 Summary

In this chapter, we explored the software solutions developed for the integration of

the various data-driven techniques designed to tackle the challenge of inverse material

design. The interdisciplinary nature of this task is reflected in the diverse origin of

the software involved. The main driver of our development efforts has been the im-

provement in user accessibility to the tool required for this task. The FFM Python

library aims to collect within a single framework multiple instances of descriptors of

the chemical environment and model architectures to facilitate the design and use of

MLFF models. Among the methods implemented, in the library feature the JLP,

described in Chapter 5, and the spin power spectrum, discussed in Chapter 6. The

library also enables the use of the trained models to perform tasks such as relaxation,

molecular dynamics, and phonon calculations, relying on external packages. With the

same philosophy, we wrote a user-friendly implementation of the BERT-PSIE NLP

workflow presented in Chapter 3. Together with the code required for the fine-tuning

and deployment of the language models, we created a GUI to streamline the labelling

of text used for fine-tuning.

1https://www.qt.io

https://www.qt.io
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Chapter 8

Conclusions and future work

In this work, we introduced a data-driven approach to the inverse design of magnetic

materials. Our proposed pipeline largely follows a standard methodology for addressing

this challenge. Initially, we narrowed down the chemical space under study to include

only the atomic species of interest. We then determine, which compounds are likely to

be stable. Finally, further properties of these stable compounds are predicted. Those

compounds that meet application-specific requirements are then sent to the lab where

their synthesis is attempted.

Conventional approaches present limitations for each stage of this pipeline. For

instance, selecting promising candidates based on experimentally measured property

values is often impractical. This is primarily due to the lack of structured databases

containing experimental properties, making the retrieval of the information needed a

demanding task. Moreover, when building an ab-initio convex hull to identify stable

stoichiometries and associated crystal structures, only a limited number of prototypes

can be examined with DFT due to the computational cost of this method. Additionally,

computing system properties with solely DFT imposes compromises, such as limiting

the size of the simulation cells, making inaccessible the computation of properties that

would require large simulation cells.

In order to address these challenges, our work focuses on data-driven solutions that

leverage the recent progress in machine learning and the continuous growth of open

databases of DFT calculations.

In Chapter 3 we discussed the problem of data extraction from the scientific liter-

ature, particularly in the field of material science. The recent advancements in NLP,

especially following the introduction of the transformer architecture, have made avail-

able new tools to address this task. Our proposed solution, BERT-PSIE, is a pipeline

consisting of a series of language models specialised to perform different sub-tasks.

BERT-PSIE favourably compares against the state-of-the-art rule-based strategies. Its

extraction is driven by the fine-tuning of language models on a small dataset of man-

ually labelled data. The transfer learning capabilities of these models facilitate the

adaptation of the workflow to new extraction targets. In order to streamline the data

133
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labelling process we developed a GUI, which we integrated with the rest of our code base

as detailed in Chapter 7. This integration provides a user-friendly usage of BERT-PSIE

and facilitates the adaptation of the workflow for the extraction of new properties.

While designing BERT-PSIE, we found a lack of benchmarking strategies in the

existing literature that would reflect the real-world usage of the data generated by

automatic data extraction workflows. Our contribution in this direction consists of

the definition of two tests to be performed on the extracted data: the Query Test and

the Suitability-to-Machine-Learning Test. The Query Test assesses the quality of the

extracted data against a reference database, while the Suitability-to-Machine-Learning

Test evaluates the quality of the predictions performed by a machine-learning model

trained on the extracted data against a reference dataset. Both these tests require a

manually curated reference dataset against which to perform the comparison.

We were able to make use of these tests by focusing our data extraction on properties

for which we have available a manually curated dataset of experimental measurements.

We then used the insight that these tests provided to guide the design of the workflow

and evaluate the impact on the final extraction of any design choice performed. These

tests highlight challenges and provide insight into the best way to address them. We

also explored the integration of LLMs into our workflow. However, their inclusion

resulted in only limited improvements in handling the relationship resolution between

entities. This suggests that the major bottleneck in the extraction performance might

be due to the limited context provided by working on a sentence level. Overcoming

this limitation presents a challenge due to the scaling in memory requirements and

computation of the transformer with respect to the input size. Addressing this issue

will be the focus of our future efforts.

Moreover, leveraging language models, we focused on extracting data from only

the main text of papers, even though scientific data is also presented in tables and

figures. Reconstructing the table structure from a pdf file can be challenging, therefore

a significant portion of the existing techniques for processing tables are based on optical

character recognition. Adapting these techniques to a material science domain would

necessitate a domain-specific training to improve the recognition of chemical formulas,

which are often misread due to the presence of figures as suffixes. At the same time,

extracting data from plots would require image processing techniques paired with NLP

to identify the content of the figure from both the text and its caption. A comprehensive

pipeline for information extraction from the scientific literature should combine all these

techniques to unlock as much of the available data as possible.

In Chapter 4, we confronted the problem of predicting the stability of a given

compound. The approach taken to address this task depends on the number of chemical

identities involved, as the entropy contribution to the stability becomes more and more

important with the increase of the number of species included in the compound. In this

work, we focused on systems containing up to three chemical species. In such cases,
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the dominant driver of stability is the configurational enthalpy, which is ultimately

determined by the atomic structure. Therefore, identifying the most stable phases is

subordinated to the exploration of all possible competing configurations. However, the

extent of this exploration is bound to be limited by the computational cost associated

with the ab-initio method used for calculating the formation enthalpy. Given a fixed

number of DFT calculations performed to determine the phase diagram of the system,

the most accurate convex hull will be obtained when the most stable structures are

included in the set of calculations. In this context, we proposed two novel data-driven

strategies for the design structures prototypes that are likely to be found to be stable.

One approach introduces a workflow for the generation of atomic structure pro-

totypes for ternary alloys. Within this workflow, all possible ternary decorations of

the low-energy associated binary structures are created and screened using MLFF

models trained over the binary compounds formation energies that are available on

online databases. DFT calculations are then performed on the prototypes selected.

We applied this strategy for the construction of the Cu, Ag, Au convex hull finding

systematically lower energy structures than the ones found in Aflow leading to the cre-

ation of a more accurate convex hull for this ternary alloy. As the results suggest, this

workflow is a viable strategy for the construction of accurate convex hulls for ternary

alloys. Furthermore, its design has been performed with the goal of not requiring ad-

ditional DFT calculations for the training of the MLFF used for the screening of the

prototypes. Such calculations would be “wasted” as they would not directly be used

for the construction of the convex hull. Instead, the proposed workflow relies on data

readily available on online databases. Future efforts on this task will involve the study

of more challenging systems and the further optimisation of the workflow components.

A study of this workflow applied to the Mo-Ta-W ternary compounds can be found in

Ref. [3].

The second approach for structure prototype generation that we discuss relies on

the use of generative models to learn the distribution of naturally occurring structures

and generate novel prototypes based on that knowledge. Here we perform a first step

in the direction of implementing such a methodology, we propose the use of local

invariant descriptors of the chemical environment. These descriptors can be made

suitable for generative models when coupled with a local inversion algorithm, which

can reconstruct the structure corresponding to a given set of descriptors. A recent first

example of a similar “inversion” strategy applied to the descriptors of a variational

autoencoder can be found in Ref. [192]. Future work will focus on integrating this

strategy and evaluating its utility in constructing sensible prototypes that can improve

the prediction of the convex hulls of ternary alloys.

In Chapter 5, we introduced the Jacobi Legendre potential, a novel linear MLFF

based on the cluster expansion of the energy. Using this MLFF, we provided an example

of the capabilities of these models by predicting the dynamical properties of carbon.
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Future efforts will focus on expanding the features implemented for the JLP to allow

the access to active learning techniques that would sustain the automatic creation of

training sets. In Chapter 6, we discussed a new approach to incorporate information

related to atomic magnetic moments into the design of invariant descriptors for the

local environment, the spin power spectrum. Utilising these descriptors, we created a

model for bcc iron, which we used to predict its Curie temperature from first principles

calculations. The methodology presented here will be extended to other compounds

and further explored to incorporate a better study of the coupling between lattice and

spin. Both the JLP and spin power spectrum exemplify how MLFF can be used to

compute properties that may be otherwise inaccessible through DFT.

Finally, in Chapter 7 we detail the code developed to implement the various tech-

niques introduced here. While the techniques presented have been designed to ad-

dress challenges within an inverse-design workflow, their range of applicability is wider.

For example, the Jacobi Legendre descriptors have been employed in the creation of

machine-learning models for the prediction of the electronic charge density [193], show-

ing a promising methodology to accelerate DFT calculations.

All in all, we provided a compelling case for the utility of data-driven strategy in

solving complex problems in material science. The inherently interdisciplinary nature

of this field has required extensive efforts in creating a code base that would integrate

the various software tools demanded for each task. This led to the development of the

Field Machine Python library. We foresee the open-access release of this library in the

near future. Ultimately, the conclusive test of the validity of the work presented here

is its ability to lead to the experimental realisation of novel magnetic materials. As

such, future close collaborations with experimental groups, aimed at synthesizing the

proposed prototypes, are essential.
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Appendix A

Computing the gradient of the JLP

In the following, we discuss the derivatives of the Jacobi-Legendre descriptors intro-

duced in Chapter 5 necessary to fit and predict the system’s forces and stress tensor.

The gradient of the energy is related to the forces through Eq. (2.13) and can be

computed by applying the chain rule to the definition of the descriptors.

d

dx
P̃ (α,β)
n (cos(x)) =

d

dx
P (α,β)
n (cos(x)) = (A.1)

= −α + β + n+ 1

2
sin(x)P

(α+1,β+1)
n−1 (cos(x)) .

The derivatives of the Legendre polynomials follow as a particular case of the ones

for the Jacobi polynomials

d

dx
Pl(x) =

d

dx
P

(0,0)
l (x) =

l + 1

2
P

(1,1)
l−1 (x) . (A.2)

Finally the differentiation rule for the polynomials P
(α,β)

n defined in Eq. (5.12) are

given by:

d

dx
P

(α,β)

n (cos(x)) =

= −sin(x)

2

(
(α + β + n+ 1)P

(α+1,β+1)
n−1 (cos(x)) +

−(α + β + 2)
P̃

(α,β)
n (−1)

P̃
(α,β)
1 (−1)

)
. (A.3)
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Appendix B

Phonon dispersion

Within the Born-Oppenheimer approximation, the total potential energy of the system

is a parametric function of the atomic positions:

U = U(R⃗1, . . . , R⃗N). (B.1)

In practice, as discussed in Chapter 2, U({R⃗J}) can be the ground-state energy pre-

dicted by DFT or the potential energy provided by a classical or machine-learning force

field.

Near an equilibrium configuration of the system, where the forces acting on the

atoms are zero, we can consider the Taylor expansion to express the energy variation

caused by small displacements (u⃗I = R⃗I−R⃗∗
I) around the equilibrium positions ({R⃗∗}):

U = U({R⃗∗}) +
1

2

∑
IJ
αβ

∂2U

∂uI,α∂uJ,β
({R⃗∗})uI,αuJ,β +O(u3), (B.2)

where the indexes α and β indicate the spatial directions. Within what takes the name

of harmonic approximation we ignore the terms of the expansion beyond the second

order. the expansion coefficients

KIα,Jβ =
∂2U

∂uIα∂uJβ
({R⃗∗}), (B.3)

take the name of force constants. The symmetries interesting the problem allow to

express K as a Fourier expansion over the Brillouin zone of the crystal.

KIα,Jβ =
1

N

′∑
k⃗

Kα,β(k⃗)eik⃗·(R⃗I−R⃗J ), (B.4)

for a crystal lattice with a single atom per unit cell the matrix Kα,β(q) is a 3 × 3

positive-definite symmetric matrix. It has three real positive eigenvalues for each of

the N possible values of k⃗. Within the framework of the harmonic approximation,

the system can be decomposed into a set of independent harmonic oscillators. Their
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frequencies ω, as a function of k⃗, give rise to a phonon dispersion curve, as the ones

reported in Fig. 5.4. For a system with only one atom in the unit cell, the only

branches present are three acoustic branches, characterised by ω ∝ k. In systems with

more atoms in their unit cell, optical branches are also present.



Appendix C

Spin power spectrum rotational

invariance

In this appendix, we provide proof of the rotation invariance of the spin power spectrum

descriptors defined in Eq. (6.21). We can rewrite Eq. (6.19) as,

|ρI⟩ =
∑
nlJM

unl1JM |nl1JM⟩ , (C.1)

with

unl1JM =
∑
mq

CJM
lm1 qcnlmq . (C.2)

Under a global rotation of the system R̂, which also includes a simultaneous rotation of

the atomic magnetic moments, the vectorial neighbour density distribution transforms

as [181]:

R̂ |ρ⟩ =
∑
nlJM

unlJM R̂ |nl1JM⟩ =

=
∑
nlJM

unlJM

∑
M ′

DJ
M ′M(R̂) |nl1JM ′⟩ , (C.3)

where DJ
M ′M(R̂) is the Wigner D-matrix associated with the rotation. From this follows

that the spin power spectrum,

pnlJ =
∑
M

u∗nlJMunlJM , (C.4)

transforms as:

R̂ : pnlJ →
∑

M ′M ′′

u∗nlJM ′unlJM ′′

∑
M

(
DJ

MM ′(R̂)
)∗
DJ

MM ′′(R̂)︸ ︷︷ ︸
=δM′M′′

=
∑
M ′

u∗nlJM ′unlJM ′ = pnlJ , (C.5)
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where we exploited the unitarity of the Wigner D-matrices [181]. This concludes the

demonstration of the rotational invariance of the spin power spectrum.



Appendix D

DFT Spinspirals

A spin spiral configuration is characterised by a constant-angle rotation of the atomic

magnetic moments along a direction of the crystal êq. A specific spin spiral configura-

tion is entirely specified by the propagation vector q = 2π/λêq with λ wavelength of

the spiral.

In a spin spiral system, the magnetic moment of an atom α identified by the basis

vector τα in the unit cell n from the origin in the z-direction, is given by:

mnα = miα

cos(q · (Rn + τα) + ϕα) sin(θα)

sin(q · (Rn + τα) + ϕα) sin(θα)

cos θα

 ,

where θα and ϕα are the atomic magnetic moment’s polar angles. If θα ̸= π/2 a conical

spiral structure arises. Spin-spiral configurations well describe low energy excitation

modes of ferromagnets and antiferromagnets and can describe the ground state of some

materials [194]. Standard spin-polarised DFT approaches struggle to model spin spiral

configurations due to the large supercells required to simulate long wavelength spirals.

In particular, spin spirals with a period that is incommensurate with respect to the

lattice cannot be fully captured within a supercell.

By ignoring the presence of spin-orbit coupling and decoupling the the magnetic

configurations of the system from its crystal lattice, it is possible to apply a generalised

Bloch theorem which allows us to treat the problem by just considering a unit cell of

the system. Without loss of generality, the propagation vector of the spiral is assumed

to be along the z-axis.

Given a spin spiral configuration over a perfect infinite lattice, due to the symmetry

of the problem, a translation of n unit cell along the z-direction will result in a spin

rotation plus a translation of the ground-state wave function of the system:

TnH(r)ψ(r) = H(r)Uz(−q ·Rn)ψ(r + Rn), (D.1)

where the matrix U(ϕ) is the spin-1/2 rotation matrix inducing a rotation of the spin
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when acting on the spinor ψ:

Uz(ϕ) =

(
e−iϕ

2 0

0 ei
ϕ
2

)
. (D.2)

A generalised version of the Bloch theorem can be proved according to which it exists

a set of eigenstates of the problem such that [194, 195]:

ψkj(r|q) =

(
ψ

(↑)
kj (r)

ψ
(↓)
kj (r)

)
=

(
ei(k−q/2)·ru(↑)kj (r)

ei(k+q/2)·ru(↓)kj (r)

)
(D.3)

where the functions u
(σ)
kj (r) with σ ∈ {↑, ↓} are periodic functions with the same period-

icity of the lattice. The q-dependent phase factor appearing in Eq. (D.3) differentiates

the spin-spiral solution.
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[99] Yoshua Bengio, Réjean Ducharme, Pascal Vincent, and Christian Janvin. A

neural probabilistic language model. J. Mach. Learn. Res., 3(null):1137–1155,

mar 2003.

[100] Alec Radford, Karthik Narasimhan, Tim Salimans, Ilya Sutskever, et al. Improv-

ing language understanding by generative pre-training. 2018.

[101] BigScience Workshop: Teven Le Scao et al. Bloom: A 176b-parameter open-

access multilingual language model. arXiv, 2211.05100, 2023.



156 BIBLIOGRAPHY

[102] Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne

Lachaux, Timothée Lacroix, Baptiste Rozière, Naman Goyal, Eric Hambro,

Faisal Azhar, Aurelien Rodriguez, Armand Joulin, Edouard Grave, and Guil-

laume Lample. Llama: Open and efficient foundation language models. arXiv,

2302.13971, 2023.

[103] Hugo Touvron et al. Llama 2: Open foundation and fine-tuned chat models.

arXiv, 2307.09288, 2023.

[104] Leopold Talirz, Snehal Kumbhar, Elsa Passaro, Aliaksandr V. Yakutovich,

Valeria Granata, Fernando Gargiulo, Marco Borelli, Martin Uhrin, Sebasti-

aan P. Huber, Spyros Zoupanos, Carl S. Adorf, Casper Welzel Andersen, Ole
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treatment of noncollinear magnets with the full-potential linearized augmented

plane wave method. Phys. Rev. B, 69:024415, Jan 2004.
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