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Abstract

Machine-learning models have rapidly become fundamental tools in the study of mate-

rials properties. In the past few years there has been a surge of interest in the construction

of new models and descriptors to accelerate the investigation of known materials and the

discovery of new ones, mostly in the framework provided by electronic structure calcula-

tions.

This thesis revolves around the study of descriptors for machine-learning models, capa-

ble of describing the configuration of the system, while encoding the symmetries that are

required to efficiently target properties of interest. Several cases will be treated, ranging

from systems with magnetic degrees of freedom, to models that could predict potential

energy surfaces, from models dedicated to the prediction of the electronic density, to ones

for tensor and tensor fields. All of this will be done in the spirit of accelerating ab-initio

calculations within a unified framework, denoted with the name “Jacobi-Legendre”, here

defined and meticulously investigated.

In the thesis, we will explore a model for magnetic systems, in which the spin degrees

of freedom will be placed on the same footing as the description of the position of the

atoms. We will then dedicate the core of this work to the definition and construction of

the Jacobi-Legendre framework, starting from a model devoted to the prediction of the

potential energy surface of a system. With the formalism in place, we will generalize

the descriptors to the prediction of the electron density, proving how the reached accuracy

enables to accelerate electronic-structure calculations. We will then define the formalism in

full by presenting and exploring methods for the prediction of tensors and tensorial fields.

The thesis will be concluded with a thorough study on how the use of multipolar-spherical

harmonics can be beneficial in simplifying the definition of descriptors and in exposing

limits of current approaches, while proposing new strategies based on the Jacobi-Legendre

potentials.

M.Domina iii



iv Ph.D. Thesis



Acknowledgements

First of all, I would like to thank Stefano for his availability, expertise, insight and

kindness. Many of the results achieved in this thesis would not have been possible with-

out his intuition and expertise. In the face of extraordinary situations, he managed to

maintain a good atmosphere in this beautiful group and always provided all the necessary

support.

I also thank Simone both professionally and personally, she has been there to help me in

the most challenging moments.

Many thanks to Alessandro, who has always been available for clarifications and discus-

sions, finding time even when this resource became scarce and precious.

I thank from the bottom of my heart all the colleagues in the group for creating and sus-

taining such a beautiful atmosphere. A special thanks to Urvesh, to whom I am grateful

for both friendship and support. This thesis would have been much different without you.

Thanks to Matteo, Laura, Bruno, Hugo, Luke, and Mike; it has been a pleasure and an

honor to go through this journey with you, and I am grateful for the mutual support we

have given each other over the years and for your friendship. You have made every day

enjoyable, even during the toughest times, and I can say that it is mainly thanks to you

that this has been such a positive experience.

Thanks to Mario, who has always supported me, explaining the tricks of the trade and

showing me the various stages of this journey. I am grateful to all the members of Office

3.18, Michael, Paddy, Rutchapon, Abisheik, Suman, Rajarshi, Eoghan, Willy: it is also

thanks to you that the working atmosphere has always been so pleasant. A special thanks

to Annie, Declan, and Eoin; it is always fun to spend time with you, and I am grateful for

your friendship.

A special thank goes to Stefania N., who, with her availability, patience, and compassion,

has allowed Dublin to become a place where I can feel at home.

A heartfelt thank goes to Prof. Messina, who gave me the tools and the rigour to face

challenges in an inquisitive and formally critical way, and who believed in me and in my

abilities during my time at the University of Palermo. I wish to thank also Prof. S.

Tanaka who, with his care and support during my first experience abroad, prepared me

to deal with the unavoidable hardship of studying and living somewhere far from home.

M.Domina v



I wish to thank Prof. Guccione, for helping me in more than one critical phases before

and after the adventure of the PhD studies, alongside her undisputed scientific skills she

is able to support students which such care that I never found in anyone else, an for that

I am extremely grateful. Finally, I wish to thank Prof. Mantegna, for helping me and

supporting me during the difficult time of the choice of the PhD.

In general, I thank all the friends of the group and otherwise, Umit, Valerio, Anita,

Akash, James N., Emanuele, Anna, Meric, Reena, Nina, Antik, Zahra, Cecilia, Sindre,

Maria, Rui, Andrea, Anais, Jorge, Stella, and everyone else that has shared with me this

time; thank you from the bottom of my heart for all these years together.

Among the friends who have supported me during these years, I thank Mikey very

much: we faced an impossible situation together, and thanks to you and the kindness of

your family, Mike, Maureen and Eric, everything turned out for the best. I will always

be grateful to you all. A special thanks to Dan: you are an amazing person, and we

have shared so much, ups and downs, that I wouldn’t even know where to start. I want

you to know that I will always be grateful for our friendship. A heartfelt thank you to

James; your friendship is precious to me, as is the time we spend together. I hope the

new adventure on the horizon will give you everything you deserve and more. Thanks to

Annael; it was thanks to you and Mikey that Dublin seemed beautiful even though it was

so far from home. Thanks to Jiv; you are an amazing person, and I greatly admire you;

I am sure you will achieve your dreams. Thanks to Livia; you helped me during some of

the toughest moments. Thanks to Camilla and Chiara; I will not forget how altruistically

you dedicated yourselves to helping me in times of need. Thanks to the “Italian group”

with whom I shared wonderful moments.

I will always thank my family, my aunts and uncle which supported me moving to Ireland.

I wish to thank my mom and dad, who provided me with the tools, both material and

mental, to reach this milestone. I carry you in my heart at all times, and a part of this

thesis is dedicated to you.

Thanks to Roberto, I am proud to consider you part of my family; your friendship is one

of the most important things in my life.

Finally, thanks to Stefania, who makes my life beautiful every day and knows how to make

me happy with simple things as well as breathtaking ones. I know that when I am with

you, I am at home; this work is largely dedicated to you.

vi Ph.D. Thesis



Publications

• M. Domina, M. Cobelli, and S. Sanvito, Spectral neighbor representation for vector

fields: Machine learning potentials including spin, Phys. Rev. B 105, 214439 (2022).

• B. Focassio, M. Domina, U. Patil, A. Fazzio, and S. Sanvito, Linear Jacobi-Legendre

expansion of the charge density for machine learning-accelerated electronic structure

calculations, npj. Comput. Mater. 9, 87 (2023).

• M. Domina, U. Patil, M. Cobelli, and S. Sanvito, Cluster expansion constructed over

Jacobi-Legendre polynomials for accurate force fields, Phys. Rev. B 108, 094102

(2023).

Conferences

Psi-k Conference, Lausanne, Switzerland (2022)

– M. Domina, U. Patil, M. Cobelli, and S. Sanvito. “Jacobi-Legendre potentials”

(Poster).

– M. Domina, M. Cobelli, and S. Sanvito. “A spectral-neighbour representation for

vector fields: machine-learning potentials including spin” (Poster).

M.Domina vii



viii Ph.D. Thesis



CONTENTS

Contents

1 Introduction 1

1.1 The aims of this work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Thesis organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Descriptors in literature and the formalism 11

2.1 Descriptors for Potential Energy Surfaces . . . . . . . . . . . . . . . . . . . 11

2.1.1 Behler-Parrinello Symmetry Functions . . . . . . . . . . . . . . . . 12

2.1.2 GAP framework and SOAP . . . . . . . . . . . . . . . . . . . . . . 15

2.1.3 SNAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.1.4 ACE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2 Descriptors for Tensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.2.1 Spherical decomposition . . . . . . . . . . . . . . . . . . . . . . . . 32

2.2.2 SA-GPR framework: the λ-SOAP . . . . . . . . . . . . . . . . . . . 34

2.2.3 Extension of SNAP to tensorial quantities . . . . . . . . . . . . . . 37

2.2.4 A general formula for covariant descriptors . . . . . . . . . . . . . . 38

2.3 Descriptors for Electron Density . . . . . . . . . . . . . . . . . . . . . . . . 39

2.3.1 SALTED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.3.2 Adapted Symmetry Functions and SNAP . . . . . . . . . . . . . . . 41

2.3.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3 Powerspectrum for vector fields 43

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.3 The Physical System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.4 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.4.1 The Heisenberg Model with lattice-dependent coupling constant . . 53

3.4.2 Including longitudinal excitations via the Landau Term . . . . . . . 58

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4 Jacobi-Legendre potentials 63

4.1 A Cluster-Expansion based Machine-Learning Potential . . . . . . . . . . . 65

M.Domina ix



CONTENTS

4.1.1 Two-body (2B) potential . . . . . . . . . . . . . . . . . . . . . . . . 66

4.1.2 Three-body (3B) potential . . . . . . . . . . . . . . . . . . . . . . . 71

4.1.3 Four-body (4B) potential . . . . . . . . . . . . . . . . . . . . . . . . 83

4.1.4 The Five-body (5B) potential . . . . . . . . . . . . . . . . . . . . . 84

4.2 The Jacobi-Legendre Potential (JLP) . . . . . . . . . . . . . . . . . . . . . 87

4.3 Application: A JLP for Carbon . . . . . . . . . . . . . . . . . . . . . . . . 90

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5 The JLCDM for the Electron Density 97

5.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.1.1 The Jacobi-Legendre Charge Density Model . . . . . . . . . . . . . 101

5.2 Grid-point sampling strategy . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.3 Accuracy of the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.3.1 Comparison with other methods . . . . . . . . . . . . . . . . . . . . 110

5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6 The Full JL framework 115

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.2 A recipe for cluster-expanded covariant models . . . . . . . . . . . . . . . . 116

6.2.1 Constructing a scalar field . . . . . . . . . . . . . . . . . . . . . . . 118

6.2.2 Cluster expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6.3 The components of the tensor from a scalar field . . . . . . . . . . . . . . . 123

6.3.1 The Covariant JL (CJL) model . . . . . . . . . . . . . . . . . . . . 129

6.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.4.1 The PAW augmentation charges . . . . . . . . . . . . . . . . . . . . 130

6.5 JL for Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

7 Multipolar expansion and the five body case 141

7.1 The Multipolar Spherical Harmonics . . . . . . . . . . . . . . . . . . . . . 142

7.1.1 Bipolar Spherical Harmonics . . . . . . . . . . . . . . . . . . . . . . 142

7.1.2 Tripolar Spherical Harmonics . . . . . . . . . . . . . . . . . . . . . 145

7.1.3 Quadrupolar Spherical Harmonics . . . . . . . . . . . . . . . . . . . 148

7.2 An ACE Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

7.3 Incompleteness of the original ACE representation . . . . . . . . . . . . . . 152

7.4 A 5B representation without angular-momentum couplings . . . . . . . . . 156

Conclusions 159

x Ph.D. Thesis



Chapter 1

Introduction

In recent years, there has been a paradigm shift in the computational study of mate-

rials, with the crowning of Machine-Learning (ML) techniques as newly found essential

tools in the study of condensed matter physics, molecular dynamics and thermodynamic

properties. As for any other aspect of today daily life, ML is having a severe impact on

science, enabling to go beyond the limits of traditional coding and so to greatly reduce

the computational cost inherent the study of materials. The traditional approach involves

quantum-level accurate ab-initio theories, that accurately predict the electronic structure,

starting from the underlying quantum mechanical representation of atoms and electrons:

an extremely successful example is given by density functional theory (DFT) [1, 2], which

focuses on the study of the electronic density to infer several properties of interests, rang-

ing from energies and forces, to localized magnetic moments or phonon-dispersion curves

[3, 4]. While it is undeniable that these theories have sparked nothing short of a revolution

in the computational study of electronic structures, accurate calculations when performed

are usually characterized by an heavy computational overhead even on the most advanced

high-performance computing clusters. This becomes particularly significant for the full

characterization of known materials or for the discovery of new ones, where both the com-

binatorially complex problem of the available stoichiometries, and the characterization

of the geometry of the system, must be tackled. Indeed, the ambitious goal behind the

introduction of ML techniques in the field is to reach the same state-of-the-art-accuracy

of computationally expensive ab-initio methods, but with a fraction of the cost. Starting

from the seminal work of Blank and co-workers of Ref. [5], where a Neural Network (NN)

was used to describe a potential energy surface (PES), the field have seen an exponen-

tial expansion, both in the development of progressively more sophisticated methods and

tools, and in the application to the prediction of several properties of interest. Examples

of applications are the search of stable ternary alloys [6], the prediction of the critical

temperature [7, 8], the study of the atomization energies of molecules [9], covalent bonds
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CHAPTER 1. INTRODUCTION

[10], the PES of catalysts [11], structure predictions [12], large-scale diffusions [13], study

of the bulk and the surface phase (for example for copper [14]), Heusler compounds [15,

16], binary alloys [17], or phase changes (e.g., of GeTe [18]), just to mention a few.

ML also provides extremely useful tools for high-throughput investigations that, with the

extensive use of shared datasets, such as the AFLOW [19] or the Materials project [20]

repositories, significantly boost the search for new materials (see, for example, the short

review of Ref. [21]): one example is given by the prediction of the thermodynamical sta-

bility (distance from the convex hull) for compounds (in a cubic perovskite geometry)

constructed from 64 elements of the periodic table [22].

ML in a nutshell Let us now introduce the the most important ingredients for the

definition of a ML model applied to the study of materials, before proceeding in present-

ing the goal of this thesis and its organization. Broadly speaking, we can say that a ML

model is composed of three main parts: the first one, the descriptors (or fingerprints),

are the way in which we characterize the system at hand, i.e., the way we encode and

represent the degrees of freedom. At the other side of the spectrum is the quantity we

want to target (or output): this can be the total energy of the system, or the forces, as

well as other properties such as the polarizability or the atomization energies. At the core

of a ML model is how the descriptors and the target are interpolated: this goes from the

simple case of a linear regression on the descriptors, to similarity kernels, to even more

complicated architectures such the ones provided by NNs. Efforts have been made in all

these cases, with the definition of several linear-model based approaches [23–25] or kernel

ones [26–29], up to deep NNs capable of tackling large and diverse datasets [30–33]. In

particular, ML model must be trained, i.e., optimized with respect to the parameters of

the model/architecture, on a dataset of choice, usually built by means of ab-initio meth-

ods. Indeed, all these architectures have some advantages and disadvantages: on the one

hand, NNs are usually considered universal approximators [34, 35] and, while sacrificing

the simplicity and immediate interpretability of linear models, given the large amount of

parameters (weights) to optimize, they allow for a large flexibility in both the degrees of

freedom of the Networks, and in the virtually unlimited choices for the construction of the

architectures. This gives a significant advantage when, in particular, the available dataset

are vast and diverse, containing a large number of systems, defined in different configura-

tions. On the other hand, however, it is not uncommon to study very specific instances of

a system where the ab-initio methods are expensive and data are not available. In such

cases, not only does the dataset contain a (much) smaller number of datapoints, but it

can also be difficult to populate: this is the scenario when a linear model, with highly

tuned descriptors could be beneficial. Indeed, if constructing linear models necessitates of

a careful design of the descriptors (in the case of NNs, this point is more shifted in the
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design of the architecture), as implied in the very definition of linearity, i.e., a descriptor

without the relevant features would be catastrophic for the performance of the model,

linear models are well-suited for smaller dataset, for which the degrees of freedom are

not easily saturated. Finally, a linear model can also benefit from specific active-learning

schemes [36, 37], where the training of the model is performed in an optimal way with

constant evaluations and selections regarding which new configurations should be progres-

sively included in the training process. Kernel methods, in contrast, are somehow the

middle ground between linear models and NNs: if, one one side, they retain an aspect

of linearity, given that usually the target is defined as a linear interpolation of kernels,

they can also incorporate high-degrees of non linearity, by means of the definition of the

kernels themselves. The trade-off is usually on the cost of evaluating the kernels, since

they usually require to compute similarity measures between the new configuration and

all the ones in the dataset (this problem has been tackled, for example, by means of the

introduction of recursive scheme for “higher-body” order fingerprints in Ref. [38]).

Training and loss functions While we will not dive into details about the training

process or the best way to assess the performance of a ML model, it is important to define

the most used strategies and tools. In particular, to train a ML model usually involves the

minimization of a loss function, i.e., a function that describes the (dis)similarity between

the predictions of the model and the actual target. Since the loss function contains the

quantities predicted by the model itself, minimizing it is equivalent to a search of the

optimal set of free parameters (usually called weights in the context of NNs, or expan-

sion coefficients for linear models), that allow the descriptors to correctly reproduce the

targeted quantities. Clearly, there is a large selection of loss functions and optimizers in

literature, and an overview of the methods is beyond the scope of this thesis: to fix the

ideas we will mostly use the squared L2 norm.

Performance assessment Another important aspect for ML models is the assessment

of the performance/accuracy. This is usually done by some metric: the most used ones

are the mean absolute error (MAE) and the root mean squared error (RMSE). They

are usually provided together, since the MAE gives more information about the average

trend of the predictions, while the RMSE is more sensitive to outliers. Another important

tool for visual inspection is the so-called parity plot, which is a scatter plot of all the

predictions against the actual data. Since a good accuracy implies a good approximation

of the target, visually this means that the more data are aligned with the 45◦ line, the

better the model is performing. While we will make an extensive use of parity plots and
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CHAPTER 1. INTRODUCTION

MAEs and RMSEs, it should be noted that, in the field of physical applications, these

estimators do not provide a complete picture: indeed, most of the interest lies in applying

the model to configurations that are outside the scope of the ab-initio-constructed dataset,

namely in performing molecular dynamics or in allowing for a relaxation of the system. In

this sense, only evaluating on specific tasks or properties of interest can give true insight

on the model performances.

Descriptors and the role of symmetries A fundamental property in the construction

and design of descriptors of ML models lies in the correct encoding of the symmetries of

the targets. Indeed, when describing some property of a system, the descriptors should

possess the same, and only, symmetries of the properties themselves. This is well clari-

fied by the example of translations/rotations and energies. When dealing with a system

in absence of any external fields, we can freely perform translation and rotations of the

frame of reference, without varying the energy of the system. Thus, if descriptors that

are not translationally or rotationally invariant are used, then the model has to “learn” to

map all the different orientations of the system into the same energy. This produces sub-

optimal results. In fact, not only cannot the invariance be enforced exactly by a training

procedure, but also, it requires inefficient usage of computational resources and an arti-

ficial enhancement of the dataset. Indeed, we also have to include translated or rotated

configurations. Therefore, the encoding of the correct symmetries on the descriptors is

of paramount importance in the design of ML models, and will be a central topic of this

thesis. In particular, we will consider scalars, tensors and tensorial fields. For example,

among the scalars, which are isometrically (under translation, rotation and inversion) in-

variant, energies have an ubiquitous role, and as such will be aimed by specific ML models,

called ML potentials (MLPs)[39]. These models aim to predict the PES of the system,

while also providing forces and components of the stress tensor. Another kind of target

are the tensors, which also includes vectors (forces, dipoles), and which are “covariant”

under a rotation, i.e., the components mix in a specific way. Finally we have scalar and

tensorial fields, such as the electronic density or the magnetization vector. All these cases

will be covered in depth in the thesis, and so we will postpone their analysis to subsequent

chapters.

In this thesis work, we will specifically consider descriptors for linear models (or, at

most, for kernel-based models), and we will not explicitly investigate NNs. However, al-

ready in the next chapter, we will explore the most important ideas that were born with

the advent of NNs in materials science, such as the introduction of local representation,

or the implementation of multi-body expansions. We refer to the two reviews of Refs. [40,

41], for a detailed presentation and evolution of NNs, which presents a time-ordered list of

the key ideas and tools used in the field, and the challenges faced by new generations of ar-
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THE AIMS OF THIS WORK

chitectures and descriptors. Among such challenges, shared by virtually all the ML models

available, we mention the inclusion of long-range interactions, which goes beyond the ca-

pabilities of local representations. This has been pursued, for example, in Ref. [42], which

presented the long distance equivariant formalism (LODE) that introduced a power-law

adapted atomic density, or in Ref. [43] which explicitly included electrostatic contribu-

tions in the representation. Another challenge is to describe magnetic environments, i.e.,

systems in which we have to associate vectorial degrees of freedom to the atoms. Contrary

to the case of long range interactions, this has been analyzed explicitly in this thesis and

will be explicitly tackled in Chapter 3.2.

1.1 The aims of this work

Before presenting the main objectives of this thesis work, we remark that the investi-

gation will be focused on descriptors for linear models. The reason behind this choice is

twofold. Firstly, as already mentioned, a linear model requires much stricter conditions

on the descriptors: if the correct symmetries are not implemented, or if the descriptors

lack descriptive capabilities, the linear model will catastrophically fail. This is, clearly, the

trade-off to pay for a model, which represents the simplest scenario in the ML landscape.

However, as second reason, a linear model provides an approach, which is closer in spirit

to the rationale of a physics-based one. Indeed, linear models can be interpreted and can

provide more insight by themselves, if compared to a much deeper approaches such as

the one of NNs. Moreover, the study of descriptors for linear models is not restrictive,

since descriptors that are suitable for linear regressions can be easily exported and be

used in deeper NNs architecture. Also, maybe unsurprisingly, descriptors that naturally

emerge from linear-cluster expansions are easily found also in kernel-based approaches:

historically, indeed, the discovery of these descriptors proceeded the other-way round,

from kernel approaches to applications to linear models. Thus, the scope of descriptors

for linear models goes beyond their application in linear cases.

This thesis will address three main aspects of the construction of descriptors. As will

be clarified presently, these areas are interconnected as will be shown across the thesis by

means of a shared and uniform formalism. In this sense, we could say that a “zero-th”

aspect of the thesis is indeed the definition of a unified mathematical framework, based on

the spherical harmonics in general, and the multipolar-spherical harmonics in particular.

The first analysis will be done on the study of descriptors for systems with spin-degrees

of freedom. While this topic has been addressed in previous works, we will focus here on

the formulation of descriptors, which are in the same spirit of the ones written for MLP

and used in both linear and kernel-based methods. It will also be a first example in which

the use of the multipolar-spherical harmonics will not only prove to be beneficial, but also
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CHAPTER 1. INTRODUCTION

natural.

The second topic that will be at the core of the thesis, is the formulation of a uni-

fied framework, here denoted as Jacobi-Legendre framework. While other frameworks are

available, such as the one provided by kernel and density-based representations [26, 44] and

the atomic cluster expansion [25], their shared mathematical background is the coupling

of angular momentum channels [45], with respect to the expansion of an ”atomic-density”

field. This can be appreciated in the review of Ref. [46], where the evolution of the most

common descriptors, and their relations, is shown in a phylogenetic tree. Indeed, a repre-

sentation in terms of the atomic-density, has a few advantages: firstly it allows to obtain

a linear scaling in terms of the number of atoms, contrary to the scaling of a classical

multi-body expansion, where the number of bodies determines the computational scaling

by means of a power-law. Also, it allows to reach any body-order in the representation,

by performing the appropriate couplings of an arbitrary large number of angular channels.

However, it also presents a few problems. Firstly, it does not maintain interpretability

of the terms involved, since the resulting symmetries are imposed only after all the the

channels have been coupled. In particular, it accounts for the construction of all possible

tensors from the coordinate representation, with the final contraction accounting for the

projection onto the space of interest, e.g., a rotationally invariant space. While this is not

necessarily a problem, since everything can be always, in principle, written in terms of

the internal coordinates representation, it introduces the non-trivial step of re-casting the

expressions as, at least, contractions of vectors. Another point that requires care is that

the coupling of angular momenta is not unique, but depends on the coupling scheme.

Indeed, for the last point of discussion of this thesis, we will show that having different

coupling schemes causes problems in the expansion of higher-body orders terms: specif-

ically since it is required to have at least a five-body representation to have a complete

representation (as investigate by the works in Refs. [47, 48] and proved in Ref. [49]), it is

important to investigate how different coupling schemes affect five-body terms. In doing

so, we will provide a complete representation for five-body terms, which is independent of

any coupling-scheme choice.

An internal-coordinate based framework In this thesis, we will focus on a cluster-

expansion based framework expanded in terms of internal coordinates : the internal co-

ordinates representation is the traditional way to approach the degrees of freedom of a

physical system since, among other reasons, it allows to preserve a strong and almost visual

intuition of all the terms of the expansion. We will also show that, on the one hand, this

choice does not sacrifice the linear scaling achieved by the atomic-density field, and on the

other, it introduces a new coupling scheme, which allows us to retain all the advantages of
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having a direct representation in terms of internal coordinates. This aspect will be pivotal

in the last chapter of the thesis, where the construction of a coupling-scheme-independent

approach will be presented.

Not only this framework allows us to bridge the gap between the atomic-density-based

formalism and the internal-coordinate representation, but we will also show how it can be

naturally extended to represent scalar fields, tensor, and also tensor fields. In order to do

so, we will define a simple strategy to construct representations of increasing complexity,

while preserving the cluster-expansion and internal-coordinate based formalism. In par-

ticular, we will first introduce a MLP for energies, where the key ideas on the constraining

of the expansion and on a linear-scaling representation will be presented and examined

in great detail. A core point will be the formulation of a constrained and general basis

for the radial expansion of the atomic potentials (Jacobi polynomials), and an accurate

selection of the basis for the angular degrees of freedom (Legendre polynomials), so to

allow a seamless generalization of the model. We will then move to the representation for

scalar fields, which will focus on targeting the DFT electronic density. We will show how

this can impact ab-initio calculations, by accelerating them, without compromising the

accuracy of the density. Crucially, this representation will be derived completely by the

MLP, in an almost straightforward way. Finally, we will show how to target tensor and

tensor-fields. In particular, the model for tensors will be obtained with a new strategy,

made available by the construction of the model for the scalar field. After the construc-

tion of the appropriate scalar field, the tensorial components will be obtained by a simple

integration against spherical harmonics. This is a novel approach, which does not require

an explicit introduction of the Wigner-D matrices, that will be used only for the proof

of the rotational covariance of the tensorial components. The consequent construction

of a model for tensor fields will be almost trivial, obtained by following the same strat-

egy adopted to define the scalar-field model from the potential one. This is one of the

first models for tensor fields defined in the literature, and it shares the same properties

of the other models of the framework, i.e., it will be hierarchically improvable (from the

underlying cluster-expansion strategy) and interpretable (from the internal-coordinates

representation).

On the multipolar-spherical harmonics The last section of the thesis will connect

all the topics touched by the thesis, from the multipolar-spherical harmonic formalism,

used for the model on the atomic-magnetic moments, to the atomic cluster expansion (and

all the methods based on the powerspectrum and bispectrum), to the coupling introduced

for the Jacobi-Legendre potential, and based on the internal coordinate representation.

Indeed, we will prove that the multipolar-spherical harmonics are the natural formalism

at the foundation of the most used descriptors available. Not only they will be pivotal
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in deriving the atomic cluster expansion formalism in a straightforward way, but the

will also provide insight on the role of intermediate coupling channels in the expansion.

Indeed, they will allow us to demonstrate the necessity of retaining all the intermediate

channels and, in so doing, we will prove that the scheme proposed for the atomic cluster

expansion is incomplete. Finally, we will show that, instead, the coupling provided by

the Jacobi-Legendre potentials, despite being derived directly from an internal coordinate

representation, not only is linear in the number of atoms, but also provides a complete

representation for a five-body potentials.

1.2 Thesis organization

This thesis is organized as follows, with a graphical representation shown in Fig. 1.1.

Chapter 2 is devoted to a presentation of some of the most-widely used descriptors in

the literature. We will introduce descriptors devoted to representation of scalars (energies),

of tensors (dipole, polarizability, etc.) and we will conclude with an overview of models

predicting scalar fields, e.g., the electron density.

In Chapter 3 we will introduce powerspectrum-based descriptors for magnetic systems,

where the degrees of freedom associated with the spin will be defined on the same footing

of the position related ones. We will show the performance of the model when applied to

an iron-cluster toy-system, defined by transversal (Heisenberg) and longitudinal (Landau)

excitations.

Chapter 4 will introduce the Jacobi-Legendre potential (JLPs), which constitutes the

first step in the definition of the Jacobi-Legendre (JL) formalism. We will show, in depth,

how a construction over the internal coordinates of the system automatically leads to a

representation that satisfies the invariance of the energy under any isometry transforma-

tion. A major part of the section will be devoted to the definition of the radial basis,

and on how to apply constraints (e.g., the locality of the representation) directly on the

basis set. Also, the role of the symmetry under permutation of identical atoms will be

investigated in detail. We will apply the model to a challenging carbon dataset, used in

the training of the GAP17 [50] potential.

In Chapter 5 we will expand the JL framework by defining a model for the electronic

density (a scalar field). The chapter will be divided in two parts: in the first we will

introduce a general method to obtain a scalar field within the same formalism of the JLP,

and we will perform a throughough investigation of the relevant properties. The second

part will be devoted to applications, in which we will show the performance of the model

when applied to examples of a molecule, metallic solids and a 2D material. By using the

predicted densities, we will show how ab-initio calculations can be accelerated, without

compromising the final accuracies.
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In Chapter 6 we will complete the study of the JL framework, by defining the models

for tensors and tensorial fields. This chapter will be fully devoted at the presentation of

the methods, with great emphasis on how to obtain expressions for covariant quantities by

a JL formalism devised to address scalar fields. The relevance of this step will be twofold.

On the one hand, we will show a natural way to obtain the required covariance (by means

of simple integrals against spherical harmonics). On the other hand, it will fully justify

the choice of the Legendre polynomials made in Chapter 4, by showing how they are the

natural choice of basis when dealing with scalar products. The chapter will be concluded

with the presentation of one of the first models for tensor fields, which will inherit the

same properties (multi-body decomposition, locality and linearity) of all the methods of

the JL framework.

Chapter 7 will finally make manifest how the multipolar spherical harmonics are the

natural basis-of-choice when dealing with cluster-expanded potentials. Indeed, we will

show how they allow to seamlessly derive a complete atomic cluster expansion, while also

exposing the limits (incompleteness and redundancies caused by the choice of the coupling

scheme) of the original formalism, in particular for body-order terms greater than four.

The chapter will be concluded with the presentation of a JLP-based expansion for the

five-body order terms. Not only we will preserve the equivalence with a representation in

internal coordinates (despite being linear in the number of atoms), but we will also obtain

a complete expansion, while avoiding any degeneracy related to the choice of the coupling

scheme.
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Figure 1.1: A graphical table of content for the thesis. In Ch. 2, we will present a few
well-known descriptors, so to define the mathematical background of the thesis. Ch. 3 will
be devoted to a method to treat magnetic materials, which will put the spin degrees of
freedom on the same footing of the atomic positions. The formalism will heavily rely on
the multipolar spherical harmonics. Chs. 4, 5 and 6 will be devoted to the construction of
the JL framework. In particular, Ch. 4 will define the JLP, a potential to predict the PES
of a system. Ch. 5 will introduce a model for the electronic charge density, so to target a
scalar field. Ch. 6 will define a covariant model, which will be used to target tensors and
tensor fields. Ch. 7 will revolve around the multipolar-spherical harmonics, and it will be
shown that they constitute the natural basis for multi-body methods. Specifically, we will
show the incompleteness of the original ACE-angular basis and will tie back to the JLP
by the presentation of a new coupling-scheme independent approach to five-body order
terms.
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Descriptors in literature and the

formalism

In this chapter we are going to review several descriptors for scalars, tensors and scalar

fields. The main goal of this chapter is twofold. Firstly we will introduce a coherent

formalism and mathematical background for all the remainder of the thesis. The second

reason is to give an overview of the descriptors, to introduce the key ideas, motivations and

achievements. This will be instrumental to the following chapters, where we will introduce

the general Jacobi-Legendre framework, which will push the investigation up to tensorial

fields.

This chapter is essentially divided in three parts, mirroring the nature of the targets.

The first one will be devoted to presenting MLP, and the second one to the main idea

on how to introducing covariance in the descriptors, to target tensors. The last chapter

will address the construction of descriptors for the electronic density (scalar fields). Im-

portantly, a progressive construction has been followed, so that most of the relevant idea

presented for a descriptor will be re-used and adapted in the subsequent sections.

2.1 Descriptors for Potential Energy Surfaces

The work of this thesis will focus on constructing a set of machine learning descriptors

that can be easily interpreted and generalized to a vast landscape of different scenarios,

ranging from scalars, e.g., ab-initio energies, to tensors, e.g., dipoles, polarizability, end-

ing to tensor fields, e.g., non-spin-polarized and spin-polarized electronic densities. This

chapter will be devoted to introduce, and rapidly review, the most used descriptors in

literature, with the aim of building stable foundations for the subsequent main parts of

this work. Following a constructive approach, we will first present descriptors for potential

energy surfaces (PES), that target the energy of a system, to introduce the main ideas on
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Figure 2.1: The figure shows the symmetries of scalars like the energy with respect to
the atomic positions. From left to right: the symmetry under translation is automatically
guaranteed by choosing an atom centered representation. The invariance under rotation
and the one under inversion must be imposed with a careful choice of the features. Please
note that, since in 3d space an inversion can always be written in terms of the composition
between a rotation and a reflection, we will use inversion and reflection almost interchange-
ably in the thesis. Finally, the energy is symmetric under the swap of two identical atoms.
All possible translation, rotations and reflections (or inversion), are generally addressed
as isometries (distances- and angles-preserving operations).

how to construct quantities that possess desired symmetries (in this case scalars). This

will be followed by a presentation on methods that aim to target tensorial quantities and

scalar fields.

We will now proceed in discussing the Behler-Parinello symmetry functions [51], and

the kernel method at the core of the Gaussian approximation potential (GAP) [26] [which

is then expanded in the smooth overlap of atomic positions (SOAP) [27]]. We will also

introduce the spectral neighbor analysis potential (SNAP)[24], and we will end this section

with the atomic cluster expansion (ACE) [25].

2.1.1 Behler-Parrinello Symmetry Functions

The work from J. Behler and M. Parrinello of 2007 [51], introduced several key concepts

that can be found in most of the subsequent works on descriptors. While the work focused

mostly on Neural Networks (NN), the concepts of atomic contributions to the energies,

cut-off function, and multi-body descriptors are the operative assumptions of the vast

majority of the most successful descriptors and, as such, will be explored here in details.
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Figure 2.2: The figure shows the hypothesis underlying the definition of the vast majority
of current descriptors for potential energy surfaces. (a) In this work we will explore
only the short-ranged component of the energy of a system, Eshort. (b) The short-ranged
energy contribution is further separated in a sum of atomic contributions, in accordance
with Eq. (2.1). (c) The atomic contributions are assumed to be local, accounting only for
the interaction between atoms inside an optimized cut-off sphere of radius rcut. This is
implemented by introducing a cut-off function, fc, as in Eq. (2.2), to make interactions
progressively less relevant as the atomic distances approach the cut-off radius, all while
preserving the continuity of the description.

The first assumption is that the energy can be partitioned in atomic contributions.

Thus, if E is the energy of a system, we assume that the partition

E =
atoms∑

i

εi, (2.1)

holds, where the sum runs over all the atoms in the system, and the atomic energy, εi

is the contribution due to the i-th atom. As will be showed in the remainder of this

thesis, the atomic energies are, de-facto, the main focus of the construction of machine

learning descriptors. Focusing on this atomic terms, a crucial observation is that the only

functional dependence on the system’s properties can be written in terms of distances

and angles. This is justified by the fact that, to efficiently describe a quantity of interest,

the descriptors should possess only the symmetries of the target itself. Therefore, in the

example of a scalar like the energy, the descriptors should mirror the same invariance rules

of the energy. To identify, and to correctly encode the symmetries of the targets in MLPs,

will constitute a central component of the thesis. In Fig. 2.1, the relevant symmetries

for the energy are shown: they are translations, rotations, inversions (which, together,

constitute all the possible “isometries”) and invariance under permutations of identical

atoms.

A problem that immediately arises when considering all possible distances and angles, is

the applicability of this methods to very large or periodic systems. To address this, Behler

and Parrinello introduced an optimizable cut-off distance (or radius), rcut, for the atomic

interactions: in this way, they enforced a locality principle, namely that atoms further
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apart than the cut-off radius were not considered as interacting. To enforce smoothness

and continuity of their description at the cut-off radius, they defined the following cut-off

function

fc(rji) =


1

2

[
cos

(
πrji
rcut

)
+ 1

]
for rji ≤ rcut,

0 for rji > rcut,

(2.2)

where rji = |ri − rj|, is the distance between the atoms i-th and j-th, located at ri and rj

respectively. A concise overview of the key ideas discussed here is shown in Fig. 2.2.

The work of Behler and Parrinello then focused on the following descriptors

G1
i =

atoms∑
j

j ̸=i

e−η(rji−rs)2fc(rji), (2.3)

G2
i = 21−ζ

∑
j,k

j ̸=i,k ̸=i

(1 + λ cos θijk)
ζ e−η(r2ji+r2ki+r2jk)fc(rji)fc(rki)fc(rjk), (2.4)

which are called symmetry functions. Here θijk = r̂ji · r̂ki is the scalar product between

the direction connecting the j-th and the i-th atoms, r̂ji, and the one connecting the k-th

and i-th atoms, r̂ki, namely, it contains the angular information of the three-body object

centered on the atom i (the directions are defined as r̂ji = rji/rji). The parameter λ takes

values λ = ±1. The sum for the first symmetry function, G1
i , runs over all the atoms in the

system that are not the central atom. It can be appreciated how G1
i is a sum of Gaussians

centered in rs, with width given by η, and with an embedding given by the cut-off function,

to ensure the aforementioned smoothness. The total set of symmetry functions is then

obtained by varying the center and the width, to increase the descriptive power of the total

description. These functions are also a first example of two-body (2B) terms, since each

of the addend depends only on the distance between two atoms. The other functions, G2
i ,

are, instead, three-body (3B) terms, since they depend on three distances and one angle,

as also mirrored by the presence of the double sum therein. The exponent ζ is another

parameter that can be varied to obtain, again, more symmetry functions.

Finally, the atomic energy is assumed of the form

εi = f({G1
i (rs, η)}, {G2

i (η, ζ, λ)}), (2.5)

where the function f is approximated by a Neural-Network (NN), of optimized architec-

ture, with the employed symmetry functions obtained by varying the inner parameters

η, ζ, λ and rs. Even if the symmetry functions display a significant descriptive power,

mostly in combination with the use of NNs, they lack a few properties, such as higher-body
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correlations or a systematically improvable scheme, which have been explicitly addressed

in subsequent works, as we will show in the following.

2.1.2 GAP framework and SOAP

The Gaussian approximation potential (GAP) framework [26] and the smooth overlap

of atomic positions (SOAP) [27], introduced new key ideas in the field, i.e., the density trick

with its basis expansion, and the link between the investigation of higher-order correlations

and the choice of appropriate coupling of angular momenta. We will now review these

ideas. Please note that the same assumptions discussed in the previous section, namely, a

short-ranged description, separation into atomic contributions and locality of the atomic

environment, will be always implied in the following.

Explicitly, the starting point in constructing properly invariant descriptors is the atomic

density

ρi(r) =
atoms∑

j

wZj
δ(r− rji)fc(rji), (2.6)

Figure 2.3: A pictorial rep-

resentation of the atomic

density defined in (2.6).

where δ(r) is a Dirac-delta function, wZi
are optimized

weights that depend on the atomic species of the j-th atom,

and fc(rji) is the cut-off function, which ensures that the con-

tribution from the neighbor atoms will smoothly vanish when

approaching the cut-off boundary.

The density gives an atom-centered representation of the

local environment, as can be appreciated by the the fact that

all the atomic positions in Eq. (2.6) are always taken with

respect to the position of the i-th atom. It is not necessary

for the density to be made of delta functions only: indeed

other choices of function, such as Gaussians centered in the

atomic positions can be used1. In Fig. 2.3, we show a pictorial

representation of the density, where the “localizing” function is placed on top of the atoms

in the environment (in the case of a Dirac-δ, it would be an infinite spike), while the colors

represent different species, determined by the weights.

The density is a function defined on the 3-dimensional space [albeit with compact

support] and, as such, depends on the position vector r. Thus, it can be expanded in a

complete basis. Let us first separate the radial and angular components of the vector r as

in

ρi(r) = ρi(r, r̂), (2.7)

1This is actually done in the GAP formalism. Here, however, we will treat only the case of delta
functions, because they allow for a simpler analytical investigation.
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Figure 2.4: The spherical harmonics, Y m
l , are at the core of the descriptors presented

along this thesis. Here, the first 16 real -spherical harmonics are shown (they are obtained
by the standard spherical harmonics by means of a unitary transformation, as shown in
Ref. [52]). The plots are polar, with blue and red indicating positive and negative values,
respectively.

so that we can expand the density in terms of radial basis of choice Rnl(r) and in spherical

harmonics Y m
l (r̂) [45, 53], respectively. The choice of spherical harmonics will be of

paramount importance in constructing rotationally invariant quantities, as will be shown

shortly (see Fig. 2.4 for a visual representation). Note that this expansion can always

be performed, since the spherical harmonics form an orthonormal basis for the squared-

integrable functions on the sphere, namely, they form a basis of L2(S2). This allows us to

write

ρi(r) =
∑
nlm

cinlmRnl(r)Y
m
l (r̂), (2.8)

where the expansion coefficients are given by

cinlm =

∫
dr ρi(r)Rnl(r)Y

m∗
l (r̂) =

atoms∑
j

wZj
Rnl(rji)Y

m∗
l (r̂ji)fc(rji). (2.9)

Please note that we are assuming that the radial functions are real, orthonormal and

complete. This last equation justifies the choice of the Dirac-delta functions, since they

allow to perform the integration in a straightforward matter, by directly inserting Eq. (2.6)

in the integral above. We have obtained that the description of the local environment is

effectively encoded in the coefficients cinlm. Crucially, the evaluation of the expression

cinlm depends linearly on the number of atoms in the neighborhood of the i-th atom. This

property is the reason behind the construction of the density in the first place, and will be
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shared by all the quantities that will be derived in this section. However, we still have to

address the two questions on how to construct isometrically-invariant quantities, and the

function on which to constitute the model to be used to approximate the energy in the

fitting procedure. Note that, practically, we will always truncate the expansion at some

optimized nmax (and also lmax if the angular expansion is decoupled from the radial one).

The powerspectrum The simplest possible rotationally invariant quantity that can be

built is the powerspectrum defined, in the same spirit of the Fourier’s spectra powerspec-

trum, as

pinn′l :=
∑
m

cinlmc
∗
in′lm =

∑
m

(−1)mcinlmcin′l−m, (2.10)

where c∗n′lm = (−1)mcin′l−m is the complex conjugate of cinlm. We will now go into detail on

the proof of the rotational invariance of the powerspectrum, to solidify ideas that will be

crucial in the remainder of the thesis. The proof relies on the mixing rule of the spherical

harmonics under a rotation, that explicitly reads [45]

Y m
l (R̂r̂) =

l∑
m′=−l

Dl∗
mm′(R)Y m′

l (r̂), (2.11)

Figure 2.5: A counterclockwise ro-

tation around the z-axis of π/2 is

shown. The real spherical harmonic

Y11 is mapped into Y1−1.

where the matrix R̂ is a representation of the ro-

tation induced by the Euler angles R, so that R̂r̂

represents the versor obtained by applying the rota-

tion to the original versor r̂. Here, the matrix Dl
mm′

is the so-called Wigner D-matrix, parameterized by

R. The mixing of spherical harmonics with different

magnetic quantum number m can be easily under-

stood in terms of Fig. 2.5. Importantly, however,

the l is unaffected by the rotation, namely, spaces of

different angular quantum number do not mix. The

D-matrices are unitary, so they satisfy the relation

∑
m

Dl
mm1

(R)Dl∗
mm2

(R) = δm1m2 . (2.12)

By looking at the explicit expression for the expansion coefficients cinlm of Eq. (2.9),

we notice that they incorporate a sum of complex-conjugated spherical harmonics. By

applying a rotation to the whole system, i.e., applying the same rotation to each one of

M. Domina 17



CHAPTER 2. DESCRIPTORS IN LITERATURE AND THE FORMALISM

the spherical harmonics, we deduce the following transformation rule

R̂ : cinlm →
∑
m′

Dl
mm′(R)cinlm′ . (2.13)

Thus, from the definition of the powerspectrum, Eq. (2.10), we can directly prove its

rotational invariance by noting that

pinn′lm =
∑
m

cinlmc
∗
in′lm

R−→
∑
m1m2

cinlm1c
∗
in′lm2

δm1m2︷ ︸︸ ︷∑
m

Dl
mm1

Dl∗
mm2

=
∑
m

cinlmc
∗
in′lm = pinn′lm,

(2.14)

where, in the last step, we re-labelled the dummy index m1. Another important property

of the powerspectrum is its invariance under inversion of the atomic positions, also called

parity invariance. This can be shown by means of the addition theorem of the spherical

harmonics [45, 53], a crucial property that will be extensively used in the remainder of

this work. This theorem determines the connection between the spherical harmonics and

the Legendre polynomials2, establishing the following identity [54–56]

Pl(cos θijk) = Pl(r̂ji · r̂ki) =
4π

2l + 1

∑
m

Y m∗
l (r̂ji)Y

m
l (r̂ki), (2.15)

where the argument of the Legendre polynomials is the dot product between the versors

r̂ji and r̂ki. This, when inserted in Eq. (2.10), gives the alternative formulation of the

powerspectrum

pinn′l =
2l + 1

4π

atoms∑
jk

wZj
wZk

fc(rji)fc(rki)Rnl(rji)Rn′l(rki)Pl(r̂ji · r̂ki). (2.16)

This expression has the advantage that it manifestly shows the invariance of the pow-

erspectrum under both rotations and inversions: it depends only on distances and on the

scalar product r̂ji · r̂ki, which are all isometrically invariant. Also, it allows to make a

direct comparison with the Behler-Parrinello symmetry functions reported in the previous

section, since cos θijk = r̂ji · r̂ki. In particular, we can appreciate how the powerspectrum is

analogous to a three-body (3B) term, since it relays on two distances and one angle. The

evaluation of this expression, however, does not scale linearly with the number of atoms

inside the cut-off sphere, since it requires the calculation of the Legendre polynomials for

each pair of atoms in the neighborhood.

2Please note that, among all the properties of the Legendre polynomials, we will make large use of the
fact that they form a complete and orthonormal basis on the interval [−1, 1].
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The bispectrum The powerspectrum, depending only on the positions of three atoms

(the central one, and two neighbours), is not complete with respect to the atomic environ-

ments defined by ρ(r), in the sense that two different atomic environments, non connected

by rotations or reflections, can have the same powerspectrum. Also, more generally, two

different functions defined on the sphere can lead to the same powerspectrum, as explicitly

shown by taking the two functions (from Ref. [27]){
f1 = Y 2

2 + Y −2
2 + Y 3

3 + Y −3
3 ,

f2 = Y 1
2 + Y −1

2 + Y 2
3 + Y −2

3 .
(2.17)

For this reason, we will now define higher-body order invariant quantities, by appropri-

ately connecting expansion coefficients cinlm with different angular momentum channels.

If the connection is carried using the Clebsh-Gordan (CG) coefficients, defined as [45]

C lm
l1m1l2m2

= ⟨lm|l1m1l2m2⟩ , (2.18)

then we can construct the so-called bispectrum by means of the following coupling

b
i
nn1n2
ll1l2

:=
∑

mm1m2

c∗inlmC
lm
l1m1l2m2

cin1l1m1cin2l2m2 . (2.19)

The rotational invariance of these objects can be easily verified3 with the same strategy

used above, and by employing the orthogonality of the CG coefficients and their relations

with the Wigner-D matrices [45]. Explicitly, using∑
m1m2

CL1M1
l1m1l2m2

CL2M2
l1m1l2m2

= δL1L2δM1M2 , (2.20)

and ∑
m1m2

C lm
l1m1l2m2

Dl1
m1m′

1
(R)Dl2

m2m′
2
(R) =

∑
m′

Dl
mm′(R)C lm′

l1m′
1l2m

′
2
, (2.21)

we can write

Y lm
l1l2

(r̂1, r̂2) :=
∑
m1m2

C lm
l1m1l2m2

Y m1
l1

(r̂1)Y
m2
l2

(r̂2)

R−→
∑
m′

1m
′
2

[∑
m1m2

C lm
l1m1l2m2

Dl1∗
m1m′

1
Dl2∗

m2m′
2

]
Y

m′
1

l1
(r̂1)Y

m′
2

l2
(r̂2) =

=
∑
m′

Dl∗
mm′

∑
m′

1m
′
2

C lm′

l1m1l2m2
Y

m′
1

l1
(r̂1)Y

m′
2

l2
(r̂2) =

∑
m′

Dl∗
mm′Y lm′

l1l2
(r̂1, r̂2),

(2.22)

3Please, note that, here, we prove the rotation invariance by explicit calculation, not by exploiting
representation of the SO(3) group, as has been done, for example, in Ref. [27].
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where we have implied the dependence on the Euler angles, and we made use of the fact

that the CG coefficients are real. In going from the first to the second line we applied a

rotation R̂ to both r̂1 and r̂2, so that the above result can be written as

Y lm
l1l2

(R̂r̂1, R̂r̂2) =
∑
m′

Dl∗
mm′(R)Y lm′

l1l2
(r̂1, r̂2). (2.23)

The functions Y lm
l1l2

are called bipolar-spherical harmonics [45], and form a complete

and orthonormal set for the two points functions on the sphere. Comparing the result from

(2.22) with the transformation rules for the spherical harmonics in (2.11), we see that the

contraction of two spherical harmonics, Y m1
l1

and Y m2
l2

, with a CG coefficient, C lm
l1m1l2m2

,

into the bipolar spherical harmonics, Y lm
l1l2

, obeys the same transformation rules of the Y m
l

spherical harmonic4. Here, this relation allows to prove that the bispectrum is invariant

under rotation: indeed, the coupling

plmin1n2l1l2
=
∑
m1m2

C lm
l1m1l2m2

cin1l1m1cin2l2m2 , (2.24)

projects the product of the expansion coefficients in the (l,m) space of angular momen-

tum and so, again, behaves like a spherical harmonics of indexes (l,m) under rotation.

Therefore, if we perform the further contraction

b
i
nn1n2
ll1l2

=
∑
m

c∗inlmp
lm
in1n2l1l2

(2.25)

we are constructing an object that follows the same transformation rules that were used to

prove that the powerspectrum is invariant [please, compare with Eqs. (2.10) and (2.14)].

This proves that the bispectrum is indeed invariant under rotation.

Lastly, we remark that the bispectrum components acquire a phase factor of (−1)l+l1+l2

under inversion. This can be easily proven by means of the transformation rule

Y m
l (−r̂) = (−1)lY m

l (r̂), (2.26)

and by noticing that each term in the bispectrum contains three spherical harmonics,

one for each angular momentum channel. Ultimately, this means that if we restrict our

analysis to components for which the sum l + l1 + l2 is even, then the resulting quantity

is invariant under the action of any element of the orthogonal group O(3), namely, it is

isometrically invariant.

4This observation is of paramount importance and will lead the discussion for the rest of this chapter.
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Figure 2.6: One of the possible 1-dimensional Riemann mappings. In this example, the
real line, R, is mapped on the circumference shown. The projection is done by following
the dashed lines, with the north-pole being the fixed point of the projection.

Four-dimensional bispectrum We have already defined two invariant quantities that

can be used as descriptors, the powerspectrum and the bispectrum. However, our attention

has focused, so far, only on angular expansions of the atomic density. A way to incorporate

also the radial information, and thus remove the need to select a specific radial basis, is

to use a Riemann projection, as explicitly shown in both Refs. [26][27]. An example of

one dimensional Riemann mapping is reported in Fig. 2.6. Explicitly, by considering a

four-dimensional sphere S3, with radius r0, we can perform the following mapping from

the 3d polar representation to a 4d one

r =

r sin θ cosϕ

r sin θ sinϕ

r cos θ

 −→ u =


r0 sin θ0 sin θ cosϕ

r0 sin θ0 sin θ sinϕ

r0 sin θ0 cos θ

r0 cos θ0

, (2.27)

where the new polar angle θ0, being defined as θ0 = πr/r0, incorporates the radial in-

formation. Here r0 is a parameter, usually set to r0 = 4
3
rcut. The local density ρi(r), is

analogously promoted from a function in 3-dimensional (3d) space, to a function defined

on the surface of a 4-dimensional sphere, and therefore can be expanded in hyperspherical

harmonics, U l
mm′(û) [the higher-dimensional analogous of the spherical harmonics [53]].

Explicitly,

ρi(r)
r→û−−→ ρi(û) =

atoms∑
j

wZj
δ(û− ûji)fc(rji) =

∑
l

l∑
m,m′=−l

climm′U l
mm′(û), (2.28)
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with the expansion coefficients cjmm′ again obtained by an appropriate integration as

climm′ =

∫
dû ρi(û)U

l∗
mm′(û) =

atoms∑
j

wZj
U l∗
mm′(ûji)fc(rji), (2.29)

where dû = sin2 θ0 sin θ sinϕdθ0dθdϕ, to span the whole 4-dimensional (4d) surface. It can

be shown that we can write similar contractions to that done for the 3d-powerspectrum

and bispectrum, and again obtain rotationally invariant quantities. In this way, we can

define the 4d-powerspectrum as

pil :=
∑
mm′

cl∗imm′climm′ =
l + 1

2π2

atoms∑
jk

wZj
wZk

fc(rji)fc(rki)C
1
l (ûji · ûki), (2.30)

where we used the generalized-addition theorem for spherical 4d-hyperspherical harmonics

C1
l (û · û′) =

2π2

l + 1

∑
mm′

U l∗
mm′(û)U l

mm′(û′), (2.31)

with C1
l being Gegenbauer polynomials (four-dimensional analogues of the Legendre poly-

nomials) [53], evaluated on the scalar product between the two versors û and û′. We

can build an intuition around this scalar product, ûji · ûki, by computing it explicitly:

considering that the powerspectrum is invariant under rotation, we can always take the

versors to be in the form

ûji =


0

0

sin(πrji/r0)

cos(πrji/r0)

, and ûki =


sin(πrki/r0)

√
1− (r̂ji · r̂ki)2
0

sin(πrki/r0)r̂ji · r̂ki
cos(πrki/r0)

, (2.32)

and so the powerspectrum is invariant for any transformation that does not modify the

scalar product

ûji · ûki = cos(πrji/r0)) cos(πrki/r0)) + sin(πrji/r0) sin(πrki/r0)r̂ji · r̂ki. (2.33)

On the one hand, this expression shows that if the distances are left untouched, then

the scalar product is invariant under rotations and reflections of the regular 3d-space,

inheriting this property from the scalar product r̂ji · r̂ki (this can be also deduced by

noticing that rotation of the 3d space form a subgroup of the rotations of the 4d one).

However, this expression is invariant under any possible rotation of the 4d space, meaning

that now we can perform rotations also around the new axis (the one defining the polar
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angle θ0) that, however, encodes the distances in the 3d-space. This implies that we have

introduced new symmetries that involve, simultaneously, rotations and distortions of real-

space distances. This can be further appreciated by the fact that the powerspectrum is

invariant under any transformation that leaves the scalar product in Eq. (2.33) unchanged.

These unphysical symmetries are usually addressed by forcing the neighborhood to be

anchored to the north pole, explicitly modifying the density as

ρi(û) = δ(û) +
atoms∑

j

wZj
δ(û− ûji)fc(rji). (2.34)

While this solves the problem from a practical point of view (the calculations are always

done with the central atoms at the north pole), moreover it does not break the symmetries

of the functions at play. We can go one step further, and construct also the 4-dimensional

bispectrum, as

Bill1l2 =
∑
mm′
m1m′

1
m2m′

2

cl∗im′mH
lmm′

l1m1m′
1,l2m2m′

2
cl1im′

1m1
cl2im′

2m2
, (2.35)

which can, again, be proven to be invariant under any 4d rotation. The constants

H lmm′

l1m1m′
1,l2m2m′

2
, 4d analogues of the CG coefficients, are defined as

H lmm′

l1m1m′
1,l2m2m′

2
= C lm

l1m1l2m2
C lm′

l1m′
1l2m

′
2
. (2.36)

As for the powerspectrum, this definition of bispectrum components is invariant also

under unphysical rotations around the new polar axis.

The powerspectrum and the bispectrum are at the core of the modern formulation

for descriptors in MLPs. They are ubiquitous, and constantly emerge from the most

disparate scenarios. This is not surprising, since they are invariants that naturally emerge

from the coupling of spherical harmonics. Indeed, they create a strong link between the

search for new rotational invariants and the study of the coupling of angular momentum

channels. The link is, at its core, established by the role of the CG coefficients in projecting

the spherical harmonics onto the correct, invariant space. Having presented the most

important descriptors for this thesis work, we will now proceed in discussing another

pillar of MLPs, namely, the choice of the interpolating function connecting the descriptors

to the targets.

The kernel method Our aim is to choose a way to reproduce the atomic energy εi,

and so is, essentially, to make a choice of functional forms. A possible approach is the
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“kernel” one, represented by an expression like

εi(q) =

config.∑
k=1

αkK(q,q(k)). (2.37)

Here the vector q contains the descriptors of the local environment of which we want to

calculate the energy, namely, the powerspectrum and/or the bispectrum. The vectors q(k)

contain the descriptors for the k-th atomic environment (or atomic configuration) in the

training set. The coefficients αk are determined by the fitting procedure, and K(q,q(k)) is

a similarity kernel, giving a measure on how similar the environments described by q and

q(k) are. One of the most useful interpretation of the kernel K is the one of a covariance

matrix in the framework of Gaussian processes [see Ref. [57]]: this shows immediately that

the kernel must be symmetric and positive definite. With the lens of the same general

framework, an analytical formula for the coefficients αk can also be obtained [57]

αk =

config.∑
k′=1

(K + γ21)−1
kk′εk′ , (2.38)

where the matrix K contains the similarities between all the configurations in the dataset,

namely, Kkk′ := K(q(k),q(k′)), while εk is the atomic energy of the k-th configuration. The

parameter γ is the regularisation constant. We also remark that we usually have access

to the total energy, and not to the atomic ones. Therefore, assuming the same coefficients

for all the local environments in the system, the expression to fit is usually

E =
atoms∑

i

εi(qi) =

config.∑
k=1

αk

atoms∑
i

K(qi,q
(k)). (2.39)

Here, we made the approximation that we use the same kernels for each pair of envi-

ronments, implying that all the environment are formally equivalent. In general, this does

not hold, and we could differentiate, for example, between different species.

The Gaussian Approximation Potential (GAP) framework

We are now in position to define the the Gaussian approximation potential (GAP) [26]

framework as the one that encompasses the MLPs that are based on the 4d bispectrum

components (calculated on Gaussian local densities), and on a kernel approximation of

the energy. A first example of a kernel is given by the Gaussian one

K(Bi,B
(k)) = exp

{
−1

2

∑
ll1l2

[(Bill1l2 −Bkll1l2) /θll1l2 ]
2

}
, (2.40)
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where Bi is a vector containing all the 4d bispectrum components, Bill1l2 , defined in

Eq. (2.35), and the superscript (k) indicates the k-th reference configuration in the training

set. The widths θll1l2 are tunable parameters that must be optimized.

The Smooth Overlap of Atomic Positions (SOAP) The smooth overlap of atomic

positions (SOAP) [27], while defined inside the GAP framewok, follows a specific kernel

construction. It is based on the overlap integral S, defined as

S(ρ, ρ′) =

∫
dr ρ(r)ρ′(r). (2.41)

where, for readability, we dropped the atomic index, i, from the local densities. Then, the

rotationally invariant kernel

k(ρ, ρ′) =

∫ ∣∣∣S(ρ, R̂ρ′)
∣∣∣ndR̂ =

∫
dR̂

∣∣∣∣∫ drρ(r)ρ′(R̂r)

∣∣∣∣n, (2.42)

is constructed, with n being a positive integer, and where the (Haar) integral5 is performed

over all the possible rotations. This kernel is then obtained by integrating the similarity

between any two relative rotations of the environments described by ρ and ρ′. The expo-

nent n magnifies the effect of the overlap6, while the absolute value guarantees that the

resulting object is always positive. Let us explicitly consider the two cases n = 2 and

n = 3. Firstly, it holds that

S(ρ, R̂ρ′) =
∑
nlm

n′l′m′m′′

cnlmc
′∗
n′l′m′′Dl

m′m′′(R), (2.43)

where we conveniently used the fact that ρ is real, and where cnlm and c′nlm are the

expansion coefficients of ρ and ρ′, respectively. Note that the above expression holds only

if the radial basis is orthonormal, namely∫
dr r2Rnl(r)Rn′l′(r) = δnn′δll′ . (2.44)

From this, and by using the orthogonality of the Wigner-D matrices [45], that reads∫
dRDl

mm′(R)Dl1∗
m1m′

1
(R) =

8π2

2l + 1
δll1δmm1δm′m′

1
, (2.45)

we have that the n = 2 case reduces to the inner product between the powerspectra of ρ

5This integral can be performed by a parameterization in terms of the Euler angles.
6And, as will be shortly shown, increases the body order of the description.
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and ρ′. Explicitly

k(ρ, ρ′) =
∑
nn′l

pnn′lp
′
nn′l, (2.46)

where pnn′l is equivalent to the one defined in Eq. (2.10), up to a factor
√

8π2/(2l + 1).

Please note that, while the relations above hold, in the original SOAP formalism the

density is written in terms of atom centered Gaussians and not Dirac-delta functions. The

results are formally equivalent to the ones obtained here, but the actual analytical form

of the expansion coefficients, cnlm, changes. Analogously, it can be proven that the n = 3

cases can be written as the inner product between two bispectrum components. Explicitly

k(ρ, ρ′) =
∑
nn1n2
ll1l2

bnn1n2
ll1l2

b′nn1n2
ll1l2

, (2.47)

where b and b′ are proportional to the bispectrum components defined in Eq. (2.19), for

the densities ρ and ρ′, respectively. Finally, the formalism used the scaled kernel defined

as

K(ρ, ρ′) :=

(
k(ρ, ρ′)√

k(ρ, ρ)k(ρ′, ρ′)

)ζ

. (2.48)

The right-hand side is elevated to an integer power ζ, to magnify the variations of the

kernel with respect to changes in the atomic positions.

Potentials based on the GAP-framework have proven to be an important tool in in-

vestigating large portions of the energetic landscape of many systems of interest, with a

significant reduction of the computational costs, all while preserving ab-initio-accuracy

levels (see, for example, Ref. [58]). Not only were they capable of reaching high accu-

racy for specific systems (such as graphene in Ref. [59]), and interpolate between different

phases, but they have been successfully applied also to large systems, for example in the

case of silicon [60] and carbon [50, 58]. However, as shown in Ref. [61], there is a quite

severe trade-off between the model performance and the computational overhead. This

problem can be solved either by adopting a strategy to make the kernel calculations more

efficient (such as in the TurboGAP of Ref. [62]), or by adopting new models based on the

same descriptors, as shown in the next section.

2.1.3 SNAP

The spectral neighbours analysis potential (SNAP) [24] utilizes the 4d bispectrum

Bjj1j2 in a linear fit of the energy (note that an inner-product kernel is equivalent to a

linear model). In this way, the atomic energy is approximated by

εi ≃ εSNAP
i (Bi) = βZi

0 + βZi ·Bi. (2.49)
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Here, (βZi
0 ,βZi), are the coefficients to be fitted, while the vector Bi contains all the

bispectrum components evaluated on the environment of the i-th atom. Despite is ap-

parent simplicity and compactness (usually a SNAP model possesses 56 components for

each species involved), it proved to be a very successful model in predicting the energetic

landscape, as shown, for example, in the case of alloys and metals [17][63]. Also, by the

exploiting the linearity of the model, the forces and the components of the stress tensor

assume the simple form [note that E =
∑

i εi]
Fj = −∇jE = −β ·

atoms∑
i

∂Bi

∂rj
,

W = −
N∑
j=1

rj ⊗∇jE = −β ·
N∑
j=1

rj ⊗
N∑
i=1

∂Bj

∂rj
.

(2.50)

We remark that, despite using the 4d bispectrum descriptors, analogous formulas can

be obtained for any descriptors that describe the atomic energies by means of a linear

regression.

Among the most important extension for SNAP, we mention here the quadratic SNAP

(qSNAP, Ref. [64]), which expanded the linear regression in order to contain also quadratic

products of bispectrum components, and the “explicit multi-element extension” of the

SNAP potential (EME-SNAP, Ref. [65]) that tackled the problem of constructing a rep-

resentation for multi-element systems. While, in general, these methods enhance the

accuracy of the potential, they also largely increase the computational cost.

In the following section we will consider another model which combines the linearity

of the SNAP with the descriptive power of the kernel methods. As will be made clear,

this model will encompass both the powerspectrum and bispectrum, introducing also a

possible new class of higher-body descriptors.

2.1.4 ACE

The Atomic Cluster Expansion (ACE) [25], as the name suggests, is a MLP which is

based on the cluster expansion of the atomic energies εi with respect to an increasingly

higher number of bonds considered. Here, we will use a slightly different, albeit equivalent,

approach to the ACE formalism than the one of the original work. We will do to introduce

strategies and expressions that will be useful for the remainder of this thesis.
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The starting point for the construction of the ACE formalism is, again, the atomic

energy εi, which is expanded in cluster contributions as

εi = ε
(1)
i +

atoms∑
(j)i

v(2)(rji) +
atoms∑
(jk)i

v(3)(rji, rki) +
atoms∑
(jkp)i

v(4)(rji, rki, rpi) + . . . , (2.51)

where v(n) is a n-cluster, or n-Body (nB) potential, and ε
(1)
i is a constant shift. The first

sum runs over all the atoms, up to a cut-off, in the environment of the i-th atom, the

second sum runs over all the unique pairs of atoms in the same neighborhood, the third

sum over all the unique triplets, and so on. We now introduce an orthonormal basis,

{ϕnlm}, to expand the density, in the same spirit as the one already used in Eq. (2.8).

With basis elements defined as

ϕnlm(r) = Rnl(r)Y
m
l (r̂), (2.52)

we obtain the expression7

εi = ε
(1)
i +

∑
j

∑
ν

a(2)ν ϕν(rji) +
∑
jk

ν1≥ν2∑
ν1ν2

a(3)ν1ν2
ϕν1(rji)ϕν2(rki)+

+
∑
jkp

ν1≥ν2≥ν3∑
ν1ν2ν3

a(4)ν1ν2ν3
ϕν1(rji)ϕν2(rki)ϕν3(rji) + . . . ,

(2.53)

where the subscript ν is a short-hand for the collection of indexes ν = (n, l,m). We also

assume that the nB-expansion coefficients a(n) are symmetric under index permutations,

and so we can consider only ordered summations8. Crucially, in going from Eq. (2.51) to

Eq. (2.53), we can notice how the summations over all the atoms are now unrestricted.

This can be achieved by means of the following trick, which is shown for the particular

case of the 3B terms: since the basis {ϕν} is complete, then the cases in the sum above

for which k = j can be written as

∑
j,k=j

ν1≥ν2∑
ν1ν2

a(3)ν1ν2
ϕν1(rji)ϕν2(rji) =

∑
j,j=k

∑
ν

[
ν1≥ν2∑
ν1ν2

a(3)ν1ν2
cνν1ν2

]
ϕν(rji), (2.54)

where the coefficients cνν1ν2 are the expansion coefficients of the product of two basis func-

tion in terms of a single one. Explicitly, if the basis functions are normalized, we have the

7Please, note that, contrary to the original ACE paper, the superscripts here will indicate the body
order and not the correlation order.

8Any ordering of choice, e.g., lexicographic ordering, can be applied here.
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expressions

ϕν1(r)ϕν2(r) =
∑
ν

cνν1ν2ϕν(r), with cνν1ν2 =

∫
drϕ∗

ν(r)ϕν1(r)ϕν2(r). (2.55)

This shows that, in going from the restricted to the unrestricted sum, we effectively

introduced an additional 2B terms: crucially, we can be then re-absorb them by a re-

definition of the expansion coefficients of lower-body order terms. Analogous considera-

tions can be carried out for any of the terms in the expansion above [Eq. (2.53)].

If we now take the density of Eq. (2.6), and its expansion in the basis {ϕ∗
ν} (note that

the density is real)

ρi(r) =
∑
j

δ(r− rji) =
∑
ν

Aiνϕ
∗
ν(r), (2.56)

then the expansion coefficients, that constitute the so-called atomic basis, read

Aiν =

∫
drρi(r)ϕν(r) =

∑
j

ϕν(rji). (2.57)

Crucially, this step introduces the density trick in the cluster expansion, by allowing

to re-write Eq. (2.53) as

εi = ε
(1)
i +

∑
ν

a(2)ν Aiν +

ν1≥ν2∑
ν1ν2

a(3)ν1ν2
Aiν1Aiν2 +

ν1≥ν2≥ν3∑
ν1ν2ν3

a(4)ν1ν2ν3
Aiν1Aiν2Aiν3 + . . . . (2.58)

Since the computational cost required for the evaluation of the elements of the atomic

basis scales linearly with the numbers of atoms in the neighborhood, then one of the

most important feats of the ACE expansion is the implementation of this scaling within

a hierarchically-improvable, cluster-expansion-based scheme.

Symmetries Let us analyse the symmetry of the expansion in Eq. (2.58). The symmetry

with respect to atomic permutation is naturally enforced by the summation over all the

atoms in the atomic basis, Aiν , and by considering only ordered indexes ν (so that the

expansion is symmetric under the exchange of atomic basis). The locality of the potentials

is enforced by choosing a radial basis, Rnl(r), that goes smoothly to zero at the cut-off

radius. This is usually done by defining a complete set of orthonormal functions, with an

envelope given by the cut-off function, fc(rji).

Instead, care must be taken when considering the symmetry under rotation. Indeed,

we can enforce it by selecting, from the summations in Eq. (2.58), only the combinations

of indexes which result in a rotationally invariant quantity. The terms of the atomic basis,

Ainlm, have the same formal role of the expansion coefficients cinlm defined in the GAP
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framework. This means that we can employ the coupling scheme of the powerspectrum

and the bispectrum, for the 2B and 3B terms, respectively. This leads to9

B
(2)
in = Ain00,

B
(3)
in1n2l

=
l∑

m=−l

(−1)mAin1lmAin2l−m =
l∑

m=−l

Ain1lmA
∗
in2lm

,

B
(4)

i
n1n2n3
l1l2l3

=
∑

m1m2m3

(
l1 l2 l3

m1 m2 m3

)
Ain1l1m1Ain2l2m2Ain3l3m3 ,

B
(5)

i
n1n2n3n4
l1l2l3l4

=
∑

m1m2m3m4

[
l1 l2 l3 l4

m1 m2 m3 m4

]
Ain1l1m1Ain2l2m2Ain3l3m3Ain4l4m4 ,

· · · .

(2.59)

We note the formal equivalence with the powerspectrum, pnn′lm, of Eq. (2.10), and

the 3B-term, B(3). We also rapidly mention that the 4B term, B(4), is equivalent to the

bispectrum coupling of Eq. (2.19). Indeed, we can use the well-known 3j-Wigner symbols,

proportional to CG coefficients and defined by the identity(
l1 l2 l3

m1 m2 m3

)
:=

(−1)j1−j2+M

√
2l3 + 1

C l3−m3
l1m1l2m2

. (2.60)

The 3j-symbols are symmetric under any even permutation of columns, while they

acquire a phase factor of (−1)l1+l2+l3 (directly linked with the effect of the reflection of

the axis mentioned in section 2.1.2), under any odd permutation of columns. Since, it

holds that Y m∗
l = (−1)mY −m

l , then, we can manifest the equivalence between B(4) and

the bispectrum (up to a proportionality factor) by simply re-labelling m3 in −m3. One

of the most important achievements of the ACE formalism is that it paves the way to a

systematic definition of higher-body-order terms. In particular, the rotationally invariant

coupling introduced for the five-body term, B(5), is performed by the coefficients[
l1 l2 l3 l4

m1 m2 m3 m4

]
=
∑
lm

(−1)mC lm
l1m1l2m2

C l−m
l3m3l4m4

, (2.61)

which, as already discussed, can be interpreted as a first projection of (l1m1l2m2) on the

space at (lm), a second projection of (l3m3l4m4) on the same space, and a final contrac-

tion, in the same spirit of the powerspectrum coupling. While this way of proceeding is

systematic, care is required for the degeneracy of the coupling scheme, since one could

choose among different, albeit same-space spanning, couplings (see Ref. [66]).

9We remark here again that we use a slightly different super-script notation with respect to the original
ACE paper.
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Figure 2.7: The main ingredients of the ACE framework are shown. The core of the
formalism is the cluster expansion in a multi-body orders (the chemical potential is not
explicitly shown). Then, the focus lies in recasting the expressions in term of coefficients
of the atomic density. This is achieved by introducing self-energy terms which, depending
only on lower body orders, can be always reabsorbed by means of coefficient re-definitions.
Once the expression is written in terms of the density, everything is linear in the number of
atoms in the neighborhood. Finally, only terms that produce scalar quantities are retained,
by means of a coefficient selection based on the coupling of angular momenta: this allows
to recover expressions which are analogous to the powerspectrum and the bispectrum.

Finally, by discarding all the terms for which the sum over the principal angular mo-

mentum number,
∑

i li, is odd, we can enforce also symmetry under reflection, and obtain

the final expression for the atomic energy εi

εi =
∑
K

ε
(K)
i =

∑
K

c(K) ·B(K)
i . (2.62)

Here, we grouped the terms by body order K, with the definition of the K-body atomic

energies, ε
(K)
i := c(K) ·B(K)

i . Thus, the vector c(K) contains all the K-body expansion coef-

ficients. A graphical representation of the main point of this section are shown in Fig. 2.7.

The ACE framework has achieved great success in combining the density trick with a sys-

tematically improvable way of reaching higher body order, which generalized all previous

approaches. It achieves high performance on both organic molecules[67] and large-scale

simulations[68]. Finally, an optimized and efficient implementation has been formulated

and made available (see PACE, Ref. [69]). For all these reasons we will adopt the same

cluster-expansion foundation in defining the Jacobi-Legendre descriptors in Chapter 4.

2.2 Descriptors for Tensors

In the previous section we have investigated a few of the most important MLP, designed

to target scalar quantities, in particular the energy, of a given system. However, not all

the quantities of physical interest behave are isometrically invariant. On the contrary,

vectorial (velocities, forces, dipoles), and tensorial (stress tensor, polarizability) quantities
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are ubiquitous. Indeed, to be able to efficiently predict tensor components is a crucial

goal of any ML framework that aims to accelerating material discovery or investigation

(for example in accelerated investigation of Raman [70, 71] and infrared [72] spectra).

Therefore, lots of work has been focused on the construction of rotationally-covariant

descriptors, namely descriptors that follow the same mixing of the components of a tensor,

when a general rotation is applied.

In this section, we will first show how to cast the target in a form that clearly defines

the effect of a rotation on the targets, so that a strategy to construct the descriptors could

be easily outlined. We will then proceed in presenting a few of the most used covariant

descriptors and models.

2.2.1 Spherical decomposition

Let us begin by showing how to decompose a tensor in its spherical components, to

define the relations to enforce under rotations. A cartesian tensor of rank r (for example,

a rank 2 stress tensor W, in which we define the components in terms of the cartesian

frame of reference, as Wxx, Wxy, . . . , Wzz), can always be decomposed, by means of

an appropriate change of basis, in terms of its spherical components. These are the

components that, under a rotation of the frame of reference, follow the same transformation

rules of the analogous spherical harmonics: indeed they are identified by three labels: the

first indicating the angular quantum number l, ranging from 0 to the rank of the tensor.

The second corresponding to the magnetic quantum number m, defined in the range

[−l, l]. The third labelling which coupling scheme has been chosen: indeed, the spherical

decomposition is usually not unique, and different combinations of cartesian components,

despite being independent (in the sense that they do not mix under rotations), can share

the same pairs (l,m). We will rapidly explore how this procedure is done, starting by the

simplest case of a vector (tensors of rank 1) [please see Refs. [54, 73] for details].

Spherical decomposition of a vector We can define the spherical decomposition of a

cartesian vector V = (Vx, Vy, Vz) by looking at the very definition of spherical harmonics

of order 1, namely

Y ±1
1 (r̂) =

1

2

√
3

2π
(∓rx − iry), Y 0

1 (r̂) =

√
3

4π
rz. (2.63)

In complete analogy, we can define the spherical decomposition of the vector V as

V±1 =
1√
2
(∓Vx − iVy) and V0 = Vz, (2.64)
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that, by construction, will transform as the components of the spherical harmonic Y q
1 .

This transformation can be written in matrix notation as

Vq =
∑

i=x,y,z

uqiVi, (2.65)

where u = (uqi) is the transformation matrix [defined by Eq. (2.64)]

u =
1√
2

−1 −i 0

1 −i 0

0 0
√
2

. (2.66)

Spherical decomposition of a tensor of rank 2 A cartesian tensor of rank 2 can be

represented by a 3x3 square matrix, M. We now use the trick of re-casting the matrix in

terms of the outer product of two vectors V and U, combined in a dyad, as

Mij = ViUj where i, j = x, y, z. (2.67)

If we now perform a spherical decomposition on each of the vectors of the dyad [by

means of Eq. (2.64)] we are led to the expression

Mq1q2 = Vq1Uq2 =
∑

i,j=x,y,z

uq1iuq2jViVj =
∑

i,j=x,y,z

uq1iuq2jMij, (2.68)

which shows how we can always write the components Mq1q2 in terms of the cartesian

ones, by means of the matrix u. However, these components still do not follow the trans-

formation rules of the spherical harmonics under a global rotation. Indeed, we recall that,

as demonstrated in Eq. (2.22), by performing a coupling via the CG coefficients we can

define quantities that are projected in the intended (l,m) space, i.e., that follow the same

transformation rule of the spherical harmonic Y m
l under rotation. Therefore, the spherical

decomposition of a tensor of rank 2 is given by

Mm
l =

1∑
q1=−1

1∑
q2=−1

C lm
1q11q2

Mq1q2 . (2.69)

Given the selection rules of the CG, we can see that the only cases allowed are l =

2, 1, 0. As in the vectorial case, we do not have any degeneracy here, and so the spherical

components of the matrix M are uniquely defined by the pairs (l,m).

Higher-rank tensors The procedure to decompose higher-rank tensors in spherical

components follows the same recipe: introduce as many cartesian vectors as the tensor
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rank, and cast them in terms of their spherical decomposition. However, when decom-

posing tensors of rank 3 or higher, we have to choose a coupling scheme. In the example

of a rank 3 tensor, after constructing a tryad of vectors, we could decide to couple the

first two by means of a CG coefficient, and then couple with the remaining vector. Or we

could choose a completely different ordering. This implies that we have to keep track of

the coupling scheme, since the same total (l,m) can be obtained by different routes. If we

denote the rank 3 tensor by T, the spherical components of order l = 1 (that transform

as the spherical harmonic of order 1), can be obtained in the following three ways

(0)Tm
1 =

∑
q3

C1m
001q3

(∑
q1q2

C00
1q11q2

Tq1q2q3

)
=

1√
3

∑
q1

(−1)1−q1Tq1−q1m, for 1+10+ 1,

(1)Tm
1 =

∑
q12q3

C1m
1q121q3

(∑
q1q2

C1q12
1q11q2

Tq1q2q3

)
, for 1+11+ 1,

(2)Tm
1 =

∑
m12q3

C1m
2m121q3

(∑
q1q2

C2m12
1q11q2

Tq1q2q3

)
, for 1+12+ 1,

(2.70)

where we explicitly indicated the angular momentum coupling scheme as pre-indexes, so

that, for example, 1+10 indicates that we are considering the space 0 resulting from the

coupling of 1+1 angular-momentum spaces. If, on the one hand, these three cases do not

mix (albeit they share the same (l,m)), the first case explicitly shows how a different choice

of coupling scheme generally leads to different results. Indeed the last index of Tq1−q1m

is not on the same footing as the first two. We remark, however, that we can usually

exploit the symmetries of the tensor T to reduce the degeneracy and obtain expressions

that could even be independent of the choice of a particular coupling scheme [please, see

Ref. [74]].

We have shown how to decompose a tensor in a manner that mimics the same transfor-

mation rules of the spherical harmonics. This is crucial for the construction of covariant

descriptors, since we can now apply the same mathematical framework that led to the

search for rotationally invariant quantities, again closely related with the transformation

behaviour of the spherical harmonics.

2.2.2 SA-GPR framework: the λ-SOAP

We discuss here the symmetry-adapted Gaussian process regression framework (SA-

GPR) introduced in Ref. [28]. The proposed kernel model is based on the same formalism

of the SOAP model, and as such is called λ-SOAP. We will, indeed, follow the same recipe

outlined in the SOAP section, by showing how to construct covariant descriptors, and by

introducing the covariant λ-SOAP kernels.
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A “covariant powerspectrum” The main underlying assumption for the definition of

covariant descriptors is, again, the partitioning of a tensor in atomic contributions. So, if

we have a tensor T, we can write

T =
atoms∑

i

Ti, (2.71)

which mirrors what has been already done for the energy. In a further analogy with

MLPs, we will also assume that the atoms that contribute to Ti are the ones inside a

cut-off sphere around the i-th atom. It is important, however, to remark that not all the

atoms must be necessarily included in the sum above. If, for example, a few atoms are

deemed to have a more relevant contribution to the total tensor than others, then we can

neglect the non-relevant atoms and include only the significant ones in the sum above.

The last idea lies, again, in the introduction of the atomic density, ρ(r), to represent

our local environment, and its expansion in radial functions and spherical harmonics (as

shown in Eq. (2.8)). Please note that the original λ-SOAP definition utilizes, again, atom-

centered Gaussians in the definition of the density, and not Dirac-delta functions. This will

not change the formal expression derived here, but it impacts the specific expression of the

expansion coefficients, cinlm. We have already shown the invariance of the powerspectrum

and the bispectrum under rotation [see Eqs. (2.10) and (2.19)]. However, in proving the

rotational invariance of the bispectrum components, we also proved that the quantity in

Eq. (2.24), reported here for readability

plmin1n2l1l2
=
∑
m1m2

C lm
l1m1l2m2

cin1l1m1cin2l2m2 , (2.72)

follows the same transformation rule, under rotation, of the spherical harmonic Y m
l . We

then already defined a covariant descriptors, which can be seen as a generalization of the

standard powerspectrum10. Finally, it is clear that this new definition also encompasses

the standard powerspectrum. Indeed, if l = 0, then C00
l1l2m1m2

= δl1l2δm1m2 , and we obtain

the powerspectrum [Eq. (2.10)] again.

Defining the λ-SOAP kernels Following the same derivation used for the SOAP

kernel, one could be tempted to write the covariant kernel by a contraction of the covariant

powerspectra of two atomic environments (here represented by their atomic density ρ and

ρ′). Explicitly

kl
m1m2

(ρ, ρ′) =
∑

n1n2l1l2

plm1
n1n2l1l2

(ρ)plm2
n1n2l1l2

(ρ′), (2.73)

10Please, note that the powerspectrum defined for the λ-SOAP is obtained by multiplying the definition
in Eq. (2.72) by (−1)l1−l/

√
2l + 1.
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where we dropped the index i for readability. This is indeed the case, and the kernel above

is a legitimate one when treating covariant targets, and a particular example of a λ-SOAP

kernel. It is nevertheless interesting to outline how this kernel is constructed. We can

consider again the overlap integral of Eq. (2.41) as our starting point, but now, instead

of introducing the invariant kernel of Eq. (2.42), we can follow the same technique firstly

introduced in Ref. [75] for forces (vectors), and then extended to any tensorial quantity

in Ref. [28]. Essentially, this consists in defining the covariant kernel by means of the

Wigner-D matrices as

kl
m1m2

(ρ, ρ′) :=

∫
dR̂Dl

m1m2
(R)

∣∣∣S(ρ, R̂ρ′)
∣∣∣n =

∫
dR̂Dl

m1m2
(R)

∣∣∣∣∫ dr ρ(r)ρ′(R̂r)

∣∣∣∣n.
(2.74)

Indeed, it can be easily proven that this kernel satisfies the property

kl(R̂1ρ, R̂2ρ
′) = Dl(R1)k

l(ρ, ρ′)Dl(R−1
2 ), (2.75)

which is the required transformation property for a covariant kernel. In the case of a

density of the form of Eq. (2.6), or a density obtained by a sum of atom-centered Gaussians,

the integrals can be computed analytically. For the case n = 2, we obtain exactly the kernel

of Eq. (2.73), with the contraction of “covariant powerspectra”. Please note that, as done

for the invariant case, the kernels are again normalized by means of

K l
m1m2

(ρ, ρ′) =
kl
m1m2

(ρ, ρ′)√
∥kl(ρ, ρ)∥F∥kl(ρ′, ρ′)∥F

, (2.76)

where ∥·∥F is the Frobenius norm.

The model With the definition of the covariant descriptors and the covariant kernel,

we can now write the kernel model for the spherical components of a tensor T as

Tm
l =

1

N

N∑
i

Tm
i,l =

1

N

N∑
i=1

(
data∑
J

l∑
m′=−l

αl
Jm′

NJ

NJ∑
j∈J

K l
mm′(ρi, ρ

J
j )

)
, (2.77)

where N is the number of atoms in the system, Tm
i,l is the contribution of the i-th envi-

ronment to the tensor, the sum over J runs over all the systems in the training set, and

where the sum over j runs over all the NJ atoms in the J-th system. Finally, αl
Jm′ are

the coefficients to be evaluated/trained. The obtained model not only has the correct

transformation properties, but can also benefit from the hierarchical nature of the kernel

approach, so that higher-order kernels [in terms of the n exponent in Eq. (2.74)] can always

be computed. However, the λ-SOAP kernels can get computationally heavy, in particular
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when higher-order terms are evaluated. An application of the SA-GPR framework, where

this problem was addressed, can be found in Ref. [76]. There, not only were kernels at

different cut-off radii employed to increase the accuracy of the resulting model, but also,

l = 0 kernels (standard SOAP) were multiplied by l > 0 ones, to increase the degree of

non-linearity while not increasing the exponent n. Indeed, the transformation properties

of a covariant object are unaffected if the object itself is decorated with a rotationally-

invariant quantity. This same strategy is behind the following model, based on the SNAP

formalism.

2.2.3 Extension of SNAP to tensorial quantities

Connecting a scalar descriptor with a covariant quantity is the approach proposed in

the recent work from Ref. [77]. The descriptors defined for this model are bispectrum

components decorated with spherical harmonics to ensure the covariant behaviour of the

total object. This approach is an evolution of the one based on the 4d bispectrum, proposed

in Ref. [78]. There, however, the systems were aligned with an appropriate reference

configuration, to evaluate all the bispectrum components on the same footing. On the

contrary, the new approach allows to have a build-in covariance directly in the descriptors.

Indeed, the proposed expression for the tensor components is

Tm
l =

N∑
i

Tm
i,l =

N∑
i

∑
ll1l2

aill1l2Bill1l2Y
m

l (i), (2.78)

where the first sum is over the N atoms in the system, and Bill1l2 are the 4d-bispectrum

components, used in the SNAP model, and given in Eq. (2.35)11. Here the term Y
m

l (i) is

defined as

Y
m

l (i) :=
atoms∑

j

fc(rji)Y
m
l (r̂ji), (2.79)

which is manifestly covariant, being a simple sum of spherical harmonics. The function

fc is a cut-off which, in the simplest case, is a discontinuous cut at the cut-off radius.

The model is fully linear, and as such simple regression methods can be used to train the

coefficients aill1l2 and, in this sense, this approach can be seen as a covariant extension of

SNAP. Despite its simplicity and compactness the model is capable of reaching accuracies

that can approximate the ones of the more complex λ-SOAP.

11Please note that, in the fitting procedure, the bispectrum components can be divided by the number
of atoms to have normalized descriptors.
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2.2.4 A general formula for covariant descriptors

There are a few other approaches that lean toward the prediction of tensorial quantities.

We will not treat them explicitly here but, among the others, we mention the model

devoted to the prediction of orbital-related block of an Hamiltonian that can be found in

Ref. [79], or the N-body iterative contraction of equivariants (NICE) of Ref. [38]. These

methods are closely related in spirit to the λ-SOAP kernel construction of Eq. (2.74).

We will rapidly outline the core of these approaches, which lies in the following general

construction for covariant quantities. Let us consider an atomic function Fi, centered on

the i-th atom, and depending on the relative positions of all atoms in its surroundings

Fi = Fi({rji}) [all the descriptors presented so far are sums of terms of this form]. The

function defined as

Gm
l (ŝ; {rji}) =

∑
m′

Y m′

l (ŝ)

∫
dR̂Dl

m′m(R)Fi({R̂rji}), (2.80)

transforms as the spherical harmonics of Y l
m under a rotation of the atomic coordinates

(here, ŝ, is an unimportant auxiliary variable). This means that

Gm
l (ŝ; {R̂1rji}) =

∑
m′

Dl∗
mm′(R1)G

m′

l (ŝ; {rji}), (2.81)

as proven by the following chain of identities

Gm
l (ŝ; {R̂1rji}) =

∑
m′

Y m′

l (ŝ)

∫
dR̂Dl

m′m(R)Fi({R̂1R̂rji})

=
∑
m′

Y m′

l (ŝ)

∫
dR̂︸︷︷︸

=d(R̂R̂1)

∑
m1

[∑
m2

Dl
m′m2

(R)Dl
m2m1

(R1)

]
︸ ︷︷ ︸

=Dl
m′m1

(RR1)

Dl
m1m

(R−1
1 )︸ ︷︷ ︸

=Dl∗
mm1

(R1)

Fi({R̂rji})

=
∑
m2

Dl∗
mm1

(R1)
∑
m′

Y m′

l (ŝ)

∫
dR̂Dl

m′m(R)Fi({R̂rji}) =
∑
m1

Dl∗
mm1

(R1)G
m1
l (ŝ; {rji}).

(2.82)

Here, in going from the first to the second line, we used the inverse of the Wigner-D

matrices ∑
m1

Dl
m2m1

(R1)D
l
m1m

(R−1
1 ) = δm2m.

In a formalism based on the Dirac-braket notation, similar to the one introduced in

Refs. [44, 80], we defined the function

Gm
l (ŝ; {rji}) = ⟨ŝ|

[∫
dR̂R̂ |lm⟩Fi({R̂rji})

]
, (2.83)
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and we proved that the terms inside the square brackets transforms, under a rotation

of the atomic coordinates, as the state |lm⟩ [please, compare with Eq. (38) of Ref. [46]].

Finally we can understand the role of the Wigner-D matrices by comparing Eq. (2.74) and

Eq. (2.80). Indeed, in both cases the rotation matrices act as projectors into the desired

space. In particular, we can loosely read the function Gm
l as a contraction of the more

general covariant kernel of Eq. (2.74) with a spherical harmonic.

2.3 Descriptors for Electron Density

Having explored descriptors for scalar and tensorial quantities, we close this chapter

by outlined the construction of descriptors for scalar fields, defined on 3d space (R3), such

as the DFT electron density.

Analogously to what was done for all the other descriptors above, we will consider only

atomic-scalar fields, namely functions n(r), that parametrically depend on the positions

{ri} of the atoms in a system, n(r; {ri}). As for the scalar and tensorial quantities, also

the scalar fields have a well defined behaviour under symmetry operations. Indeed, let us

consider a transformation T̂ , either a translation or a rotation. If we indicate by nT̂ the

function obtained by a rotation of the system of atoms, then it must hold that

nT̂ (r; {ri}) = n(r; {T̂ri}) = n(T̂−1r; {ri}), (2.84)

which is the property that we must enforce on the representation of a scalar field. A

density function as defined in Eq. (2.6), satisfies this property, as can be explicitly seen by

ρi,T̂ (r) =
atoms∑

j

wZj
δ(r− T̂rji)fc(rji) =

atoms∑
j

wZj
δ(T̂−1r− rji)fc(rji) = ρi(T̂

−1r), (2.85)

where we exploit the fact that, if T̂ is either a translation or a rotation, then δ(r− T̂rji) =

δ(T̂−1r − rji). Indeed the use of an atomic density such as ρi will be the starting point

for the descriptors introduced in the next section. For the remainder of the chapter, both

ρ(r) and n(r) will refer to the electronic density.
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2.3.1 SALTED

We present here the strategy behind the description of the electronic density adopted

in the symmetry-adapted learning of three-dimensional electron density (SALTED) [29],

which is based on the framework introduced in Refs. [81] and [82]. The SALTED de-

scriptors, in analogy to all the other descriptors discussed so far, are constructed on a

partition of the electronic density in atomic contributions. The atomic contributions are

then expanded again in a radial and spherical harmonics basis, [in the same spirit of Eqs.

(2.6)(2.8)(2.9)] as

ρ(r) =
atoms∑

i

ρi(r) =
atoms∑

i

∑
nlm

cinlmRnl(r)Y
m
l (r̂). (2.86)

We already proved, in Eq.(2.13), how the coefficients cinlm transform, under a rotation

of the frame of reference, as the spherical harmonics Y m
l [please, see Eq. (2.13)]. Thus, if

cR̂inlm are the coefficients of the rotated density, ρR̂(r), then it holds that

cR̂inlm =
∑
m′

Dl∗
mm′(R)cinlm′ . (2.87)

This means that the expansion coefficients are, indeed, covariant quantities, and, as

such, can be addressed by a SA-GPR. Thus, we can predict the expansion coefficients by

means of the covariant kernel defined in Eq. (2.74), as

cinlm =
data∑
j

l∑
m′=−l

αj
nlm′k

l
mm′(ρi, ρj)δZiZj

. (2.88)

where the sum on j runs over the reference data, and where only same species’ kernels

are allowed. Obtaining the coefficients αj
nlm′ is the aim of the fitting procedure. While

this method inherits all the versatility of the λ-SOAP approach, such as the possibility to

reach higher-order kernels by means of larger n in Eq. (2.74), it also suffers from the high

computational overhead of the descriptor calculations.
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2.3.2 Adapted Symmetry Functions and SNAP

The next descriptors can be interpreted as an extension of the Behler-Parrinello sym-

metry functions, and have been introduced in the work from Ref. [83], where they were

implemented within a NN architecture. They are based on the idea of covering the real 3d

space with a uniform mesh of grid points, rg, and then evaluate the symmetry functions

centered on each of the rg. The functions utilized are

Sk = Ck

atoms∑
i

exp

(−r2gi
2σ2

k

)
fc(rgi), (2.89)

V α
k = Ck

atoms∑
i

rαgi
2σ2

k

exp

(−r2gi
2σ2

k

)
fc(rgi), (2.90)

Tαβ
k = Ck

atoms∑
i

rαgir
β
gi

4σ4
k

exp

(−r2gi
2σ2

k

)
fc(rgi), (2.91)

where Ck = ((2π)3/2σk)
−1 is the normalization for the k-th Gaussian. Comparing the

scalar fields, Sk, with Eq. (2.3), we notice the similarity with the two-body functions G1
i ,

where the grid point rg is formally treated on the same footing of an atom. The vectorial

functions, Vk, and the tensorial ones, Tαβ
k , are obtained by differentiating the scalar fields.

Indeed the operation of differentiation is arguably the simplest way to obtain covariant

quantities from scalar ones (for example, the forces are obtained by differentiation of the

energy terms). These features, designed specifically for a NN, are among the first examples

of descriptors adapted to be evaluated on grid points. This allows for an introduction of

the real-3D space, R3, on the same footing of the atoms. However, because the mesh is

usually uniform in space, and because the descriptors must be evaluated for each grid

point, these descriptors carry redundancies and a large computational cost. Also, since

the functions above are derived from two-body symmetry functions, they are only one-

body in the atoms [the other one being the grid point], and so the description is severely

degenerate, in the sense that very different atomic configurations can result in the same

fingerprints. This last problem was partially addressed by the more recent work work

from Ref. [84], where the fingerprints role was taken by SNAP components, Bgll1l2 , from

Eq. (2.35), and again evaluated by sitting on a grid point, as graphically shown in Fig. 2.8.

While this approach elevated the descriptors to be three-body in nature [three atoms and

a grid point], it was still based on a NN architecture and in an uniform, evenly spaced,

grid. Therefore most of the problematic aspects of the first method can be found also for

the SNAP-based one.
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Figure 2.8: The main recipe to construct descriptors for a scalar field defined on the 3d-
space is shown. The idea is to combine an atomic centered representation with a mesh
of grid points covering the whole space. This carries fundamental assumptions, such as
the idea of atomic decomposition of the density and of locality (enforced by the cut-off
radius), into the new description. As such, the formalism is modified by simply applying
a “promotion”, from the central atom, i, to the grid point g (located at rg).

2.3.3 Conclusions

In this chapter, we have introduced the key ideas (atomic decomposition, locality, the

density trick, the kernel methods and the grid trick) and mathematical tools (coupling

of angular momenta, basis expansion, rotations encoded by means of the Wigner-D ma-

trices) that constitute the foundation for the rest of this thesis. Starting from the next

chapter, we will heavily employ the methods showed here, with the aim of defining de-

scriptors that describe vector fields. From Chapter 4 to the end of the thesis, we will focus

on the construction of a cluster-expansion-based machine-learning potential framework,

constructed over internal coordinates, that will be able to encompass all the cases (from

scalar to vector fields) described in this section.
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Chapter 3

Powerspectrum for vector fields

This chapter is devoted to a review of the method presented in the published work ‘A

spectral-neighbour representation for vector fields: machine-learning potentials including

spin” (in Ref. [85]), of which I am a co-author. My role in the article focused on the de-

velopment of the mathematical framework and in part of its implementation. To maintain

internal coherence with the rest of the thesis, we will follow a slightly different formalism,

albeit equivalent, than the one used in the published manuscript.

3.1 Introduction

In the previous chapter, we have introduced several MLPs for accurate description

of potential energy surfaces (PESs). However, all the descriptors shown are defined in

terms of atomic positions only, and us such are not able to account for cases in which

there is a non-position-related degeneracy in the state of the system, e.g., in the case

ferromagnetic and antiferromagnetic states, as shown in Fig. 3.1. To investigate such

PESs, one could always try to equip the MLP model with ad-hoc terms describing the

magnetic interactions: this approach has been followed in Ref. [86], where a SNAP model

was trained alongside a classical Heisenberg Hamiltonian. Or as done in Ref. [87], where

a NN was constructed over a set of local spin interactions, in in terms of scalar products

between the spins, as fingerprints. In this chapter, however, our aim will be on defining

general descriptors that rely on as few assumption as possible regarding the functional form

of the interaction. Efforts in this direction have been made in Ref. [88], where the Behler-

Parrinello symmetry functions were generalized in order to carry the vectorial information

of spin-collinear PESs (with fixed length of the spins). Similarly, in Ref. [89], NN-trained

corrections were added to an Hamiltonian containing an Heisenberg and a Landau term

(the corrections were formulated again in terms of modified symmetry functions). Another

approach has been pursued in Ref. [90], where the magnetic vectors were treated on the
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Figure 3.1: Two systems with the same atomic configurations but with different magnetic
phases. Descriptors based on the atomic positions only are not able to distinguish between
the two scenarios.

same footing of the atomic position vectors by constructing higher order tensors: this was

done by means of appropriate external products in the same spirit of the Moment Tensor

Potential framework [23]. It is also important to mention the generalization of the ACE

model, aimed to encode general tensorial quantities [91], which was used very recently to

train an ACE model on non-collinear iron systems [92]. Because the ACE’s framework

encompasses all possible coupling of angular momenta, it is always possible to map the

method presented here in a low-body order expansion of a corresponding ACE potential.

However, in this work, we will keep the vectorial nature of the quantities involved (local-

semi-classical spins), and, inspired by the compactness of the SNAP potential, we will

proceed only on defining a powerspectrum formalism. This is different to what done

in the aforementioned ACE, where the vectors were described by delta functions. Our

choice, instead, will result in a compact potential which, despite the small number of

components involved, shows already a good descriptive power. Moreover, being grounded

on the mathematical formalism of the powerspectrum, our method allows enough flexibility

to be generalized to higher-order correlations by means of an appropriate kernel approach:

this has been recently done by M.-T. Suzuki and co-workers [see Ref. [93]], where the

construction introduced here is generalized to the GAP framework and to higher-body

order expansions. As a final remark, the study of the powerspectrum in this new context

allows to meticulously study properties that can be applied also to cases of atomic-position-

based potentials.

This chapter will be structured as follows: we will first introduce the methods and show

how to construct rotationally invariant quantities starting from a density representation

of a vector field. This will employ the use of the spherical decomposition of the field

and of the bipolar-spherical harmonics. We will then define the powerspectrum and will

study, in detail, its most relevant properties. This will be followed by the construction
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of a toy-model, simulating a cluster of iron atoms, to investigate the descriptive power

of the powerspectrum in fully controlled scenarios. We will prove that a linear model

that employs only the powerspectrum as descriptors is able to accurately describe a PES

characterized by an Heisenberg interaction, with elements of spin-lattice coupling, when

the training is performed on distorted ferromagnetic systems. We will then add Landau

contributions to test the limits of the model when in presence of longitudinal interactions,

and will compare the results with a GAP-based extension, capable of a natural introduction

of non-linearity in the description.

3.2 Methods

The starting point of our discussion is the general atomic density (see Eq. (2.6))

ρi(r) =
∑

rji≤rcut

wZj
δ(r− rji), (3.1)

where the sum runs over the atoms in the cut-off sphere. The choice of the Dirac-delta

functions to describe the local environment is not unique: other approaches are possible,

such as the one used in Ref. [93], where Gaussians functions were employed (in the spirit

of the GAP framework). We now assume that we can associate a vector, vj, to each atom

in the system, i.e., we will define a vector field from the atomic density ρ(r). To fix the

ideas, we will explicitly consider the case of local-semi-classical spins, but this approach is

independent on the nature of the field introduced. Thus, the newly defined vectorial field,

ρi(r), is written as

ρi(r) =
atoms∑

rji≤rcut

wZj
δ(r− rji)vj. (3.2)

We now aim to choose a suitable basis for the expansion of the density. Normally, a

vector is expanded in cartesian components as

vj = vj,xêx + vj,yêy + vj,zêz, (3.3)

however, since our goal is to construct rotationally invariant quantities in terms of an

harmonic representation, it is more appropriate to use the spherical versors (please, see

Ref [54, 73], and section 2.2.1)

ê±1 = ∓ 1√
2
(êx ± iêy), and ê0 = êz, (3.4)

which transforms, under rotation, as the spherical harmonics Y q
1 , with q = 0,±1. This
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relation is the one already introduced in Eq. (2.64), where the decomposition of a vector

in its spherical components was shown. Therefore, by using the matrix u of Eqs. (2.65)

and (2.66), we can write12

v̂j =
∑

p=x,y,z

vj,pêp =
∑
pp′

vj,p
∑

q=0,±1

(u−1)pquqp′︸ ︷︷ ︸
=δpp′

êp′

=
∑

q=0,±1

(∑
p

vj,p(u
−1)pq

)
︸ ︷︷ ︸

:=vj,q

(∑
p′

uqp′ êp′

)
︸ ︷︷ ︸

=êq

=
∑

q=0,±1

vj,qêq,

(3.5)

which shows how to evaluate the harmonic components of the vector v̂j by means of the

inverse of the matrix u. Explicitly, they read

vj,±1 =
1√
2
(∓vj,x + ivj,y), and vj,0 = vj,z. (3.6)

Given the formal equivalence between the versors êq and the spherical harmonics Y q
1

(they also form orthonormal sets), we can go a step further and directly replace the basis

versors with spherical harmonics as

vj =
∑

q=0,±1

vj,qêq
êq→Y q

1 (ŝ)−−−−−→ vj,q(ŝ) =
∑

q=0,±1

vj,qY
q
1 (ŝ), (3.7)

where ŝ is an unimportant auxiliary variable that mirrors the orientation of the frame of

reference (as such, it will undergo the same rotations applied to r̂). With this identification,

the density reads

ρi(r, ŝ) =
atoms∑

rji≤rcut

∑
q

wZj
δ(r− rji)vj,qY

q
1 (ŝ). (3.8)

We can now expand the density ρi in terms of a complete set of radial functions and

spherical harmonics, in analogy to what was done in Eq. (2.8). Please note, however, that

we have two spherical harmonics, in relation to the direction of the position vector, r̂, and

the auxiliary variable, ŝ, respectively. Explicitly

ρi(r, ŝ) =
nmax∑
n=0

n∑
l=0

l∑
m=−l

∑
q=0,±1

cinlmqRnl(r)Y
m
l (r̂)Y q

1 (ŝ), (3.9)

12Please note that the matrix u is trivially invertible.
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with the expansion coefficients given by13

cinlmq =

∫
drdŝρi(r, ŝ)Rnl(r)Y

m∗
l (r̂)Y q∗

1 (ŝ) =
atoms∑

j

wZj
vj,qRnl(rji)Y

m∗
l (r̂ji). (3.10)

The radial functions chosen here are the same introduced for the Spherical-Bessel de-

scriptors (firstly introduced in Ref. [94], and then expanded in Ref. [95]): we will then

identify Rnl(r) with the normalized functions gn−l,l(r) defined in Ref.[95]. We chose these

functions for their regularity and for their smooth-vanishing behaviour at the cut-off ra-

dius. We can now use the bipolar spherical harmonics, YJM
l1l2

, defined in Eq. (2.22), to

cast the density ρi in the coupled -angular-momentum space. The procedure employs the

completeness of the CG coefficients

l1+l2∑
J=|l1−l2|

J∑
M=−J

CJM
l1m1l2m2

CJM
l1m′

1l2m
′
2
= δm1m′

1
δm2m′

2
, (3.11)

that, when plugged into Eq. (3.9), allow to write

ρi(r, ŝ) =
∑
nl

l1+1∑
J=|l1−1|

J∑
M=−J

uinlJMRnl(r)YJM
l1 (r̂, ŝ), (3.12)

with

uinlJM =
∑
mq

CJM
lm1qcinlmq, and YJM

l1 (r̂, ŝ) =
∑
mq

CJM
lm1qY

m
l (r̂)Y q

1 (ŝ). (3.13)

As already proved in Eq. (2.22), the bipolar-spherical harmonics YM
Jl1l2

(r̂, ŝ) transform,

under a simultaneous rotation of the versors r̂ and ŝ, as the spherical harmonic Y M
J does.

Therefore, under such rotation, we have14

ρi(r̂, ŝ)
R−1

−−→
∑
nlJM

[∑
M ′

DJ∗
M ′M(R−1)uinlJM ′

]
Rnl(r)YJM

l1 (r̂, ŝ). (3.14)

Thus, by exploiting the relation DJ∗
M ′M(R−1) = DJ

MM ′(R), the rotated expansion coef-

ficients are given by

R̂ : uinlJM →
∑
M ′

DJ
MM ′(R)uinlJM ′ , (3.15)

13We are implying that the radial basis is orthonormal.
14Please note that, by rotating the versor r̂ and ŝ, we are performing a passive rotation, namely a

rotation of the frame of reference, here indicated with R−1. This notation, inverse of what adopted in
the original paper [85], has been used here to maintain formal coherence with the rest of the thesis.
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Figure 3.2: (a)-(b) Configurations that differ only by a simultaneous rotation of the atomic
position and of the vector field: they will lead to the same powerspectrum, as defined in
Eq. (3.16). (c) Configuration obtained from (a) by applying a rotation on the vector field.
This will lead, in general, to a different powerspectrum from the one of (a)-(b).

which, formally, is the same transformation rule for the standard coefficients, cinlm [please,

see Eq. (2.13)]. Then, by the same argument used for the coefficients cinlm, we can define a

rotationally invariant powerspectrum for the expansion coefficients in the coupled scheme,

unlJM , as

pinn′ll′J :=
∑
M

uinlJMu∗
in′l′JM . (3.16)

We remark that the most important feature of this powerspectrum is the invariance

under simultaneous rotations of the atomic positions and the vector field, as graphically

shown in Fig. 3.2: this is guaranteed by the coupling of the two angular-momentum

channels, performed by casting the expansion in terms of the total angular momentum.

In the original manuscript of Ref. [85], we considered a simplified version of Eq. (3.16),

one in which n = n′ and l = l′: this was done not only to reduce the number of components

required, but also to deal with a real expression of the powerspectrum. It is worth inves-

tigating, however, when the powerspectrum is real15. If we take the complex conjugate

of the expansion coefficients unlJM , and we use the symmetries Y m∗
l = (−1)mY −m

l and

v∗j,q = (−1)qvj,−q (which can be easily verified from Eq. (3.6)), we get

u∗
inlJM =

∑
mq

c∗inlmqC
JM
lm1q =

∑
mq

(−1)m+qcinl−m−qC
JM
lm1q =

= (−1)M
∑
mq

cinlmqC
JM
l−m1−q = (−1)l+1−J+MuinlJ−M ,

(3.17)

obtained by the selection rule M = m + q (imposed by the CG coefficients), and by

re-labelling m and q in their opposite. Also, the last step exploits the symmetry rule

C lm
l1m1l2m2

= (−1)l1+l2−lC l−m
l1−m1l2−m2

of the CG coefficients. We can now evaluate the com-

15What follows here, is an original analysis done for this thesis, non present in the published manuscript.
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plex conjugate of the powerspectrum as

p∗inn′ll′J = (−1)l+l′pinn′ll′J , (3.18)

and deduce that the powerspectrum is real for even l+ l′, and purely imaginary otherwise.

One can then consider either different radial channels, n, or angular channels, l, being

mindful to multiply by the imaginary unit all the cases for which l+ l′ is odd. The role of

this phase factor will be discussed shortly.

Since the powerspectrum pinn′ll′ is obtained by the contraction of total angular momen-

tum channels, it is worth investigating if the two components of the density, the atomic

positions and the vectors, have some independent symmetry on their own. This can be

done by explicitly studying its behaviour under parity and time-reversal.

Parity In case of the parity symmetry, all the atomic positions change sign, i.e., rji →
−rji. We already know that the standard powerspectrum defined in Eq. (2.10) is iso-

metrically invariant, and thus satisfies this property. However, in that case, we did not

have any further coupling involved, such as the one with a vector field, treated here.

To study how the powerspectrum components transform under parity, we first notice

that the expansion coefficients cinlm, as well as the coupled ones uinlm, follow the same

transformation rules of the spherical harmonics under an inversion of the arguments, i.e.,

Y m∗
l (−r̂ji) = (−1)lY m∗

l (r̂ji). Therefore, under parity, the powerspectrum transforms as

pinn′ll′ → (−1)l+l′pinn′ll′ . (3.19)

If we compare this expression with Eq. (3.18), i.e., the one obtained by conjugating the

powerspectrum, we notice how the two transformations lead to the very same multiplicative

factor. Thus we deduce that selecting the real components of the powerspectrum, i.e., for

l+l′ even, automatically satisfies the constrains that the powerspectrum is invariant under

inversion of the atomic positions.

Time-reversal The time-reversal case can be seen as the analogous of the parity ones

where the role of the atomic positions and the spins are swapped. Indeed, here we have

that the atomic positions are left unchanged, while we invert the direction of all the

vectors at play, i.e., vj → −vj. Since the atomic positions and the vector components

are treated on the same footing in the expression of the expansion coefficients cinlmq, with

the only exception being that the spherical-vector components behaves like the spherical

harmonic of order (1, q), then, by the same argument followed for the parity symmetry, the

powerspectrum is always invariant under time reversal, since the emerging factor would
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always be16 (−1)1+1 = 1.

This analysis shows that the powerspectrum is always invariant under time reversal

and can be constrained to be invariant under parity. For the remainder of this chapter we

will consider only powerspectrum components such that n = n′ and l = l′, shortened to

pinlJ := pinnllJ for readability.

The central atom This paragraph is devoted to show why care must be taken when

the representation of the vector fields extends to the central atom of the atomic density.

Indeed, since the origin of the frame of reference is, simultaneously, a fixed point for

rotations around it, and a degenerate point for the representation in spherical harmonics,

including a value of the field, there is the potential to break the rotational invariance.

This can be easily proven in the special case of a system with just one, isolated, atom, i,

in the center of the representation (the following discussion can be easily generalized to

configurations with an actual neighborhood). In this case, the component uin100 reads

uin100 = wZi
Rn1(0)

∑
mq

C00
1m1qY

m∗
1 (0̂)vi,q = − 1√

4π
wZi

Rn1(0)vi,z, (3.20)

obtained by using Y m∗
l (0̂) = δm0

√
2l + 1

4π
, C00

l1m1l2m2
= δl1l2δm1−m2(−1)l1−m1/

√
2l1 + 1, and

vi,0 = vi,z. Now, since the origin is a degenerate point for the representation in spherical

harmonics, a rotation maps Y 0
l (0̂) in itself. This implies that uin100 is always proportional

to the z-component of the vector field at the origin, and therefore, the powerspectrum

is proportional to its magnitude, being pin10 = |uin100|2. Since the magnitude of the z

component of a vector is manifestly not rotationally invariant, this proves that, when the

value of the field in the origin is included in the description, at least one component of the

powerspectrum is not invariant.

An intuitive way to look at this symmetry breaking is by considering that a vector in

the origin of the frame of reference imposes a preferential direction: the representation

acquires cylindrical symmetry in place of the spherical one. Thus, an operational way to

solve the problem, would be to evaluate the powerspectrum after rotating the frame of

reference: if the z-axis coincides with the direction of the vector in the origin, then the

powerspectrum component pin10 coincides with the full magnitude of the vector (which is

along z), and no directional ambiguity is present. However, the situation can be solved

also if the radial basis vanishes at the origin for all l > 0. Indeed, as can be seen from

the Eq. (3.20) above, when the radial function is coupled with the angular momentum l,

16Please note that the proof for the invariance of the powerspectrum under both parity and time-
reversal is in stark contrast with the claim made in the preprint of Ref. [96], where it is said that the
powerspectrum is not invariant under these two symmetry operations.
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it can work as a “selector” of invariant components. Moreover, the case for l = 0 does not

pose any problems, since the spherical harmonic Y 0
0 = 1/

√
4π is a constant, and it can

be easily proven that the powerspectrum components for l = 0 are proportional to the

magnitude of the vector vi, which is rotationally invariant. The property of Rnl = 0, for

l > 0 is indeed satisfied by the Spherical-Bessel descriptors [95], gn−l,l(r), the radial basis

chosen for this work: in fact, these functions are constructed from the Spherical Bessel

functions, jl(x), that vanish, for l > 0, at the origin of the frame of reference.

Heisenberg-like components In this small paragraph, we will evaluate the pin01 pow-

erspectrum components, to develop a better insight into the powerspectrum properties.

In this case, the expansion coefficients, uin01M , are given by

uin01M =
1√
4π

atoms∑
j

wZj
vj,MRn0(rji), (3.21)

so that the powerspectrum reads

pin01 =
1

4π

atoms∑
jk

wZj
wZk

Rn0(rji)Rn0(rki)vj · vk. (3.22)

If, on one hand, the rotational invariance is manifest, we can also appreciate how

these components resemble the analytical form of an Heisenberg model, with the coupling

coefficients depending on the atomic coordinates. Please note that these components have

expression because the l = 0 case washes out the information on the directionality of

the atomic bonds (the spherical harmonics are constant): then, the only way to obtain a

rotationally invariant quantities is by means of the scalar product vj · vk. However, since

the full powerspectrum includes also terms with l > 0, then its descriptive power goes

beyond the simple Heisenberg form and, crucially, allows to couple the position degrees of

freedom with the vectorial ones.

This concludes our investigation on the properties of the rotationally invariant pow-

erspectrum for vectorial fields. We will now shortly discuss the model adopted in this

work.

The fit of the energy We opted for an approach similar to the SNAP model one, i.e.,

we considered the linear fit of the energy with respect to the powerspectrum

E ≃ θ ·
∑
i

pi =
nnmax∑
n=0

n∑
l=0

J=l+1∑
J=|l−1|

θnlJ
∑
i

pinlJ . (3.23)
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Here, we defined the two vectors, θ and pi, containing, respectively, the coefficients

of the fit and the powerspectrum components of the i-th configuration. The sum over

n is, as usually done, truncated to an optimized nmax. It is important to stress that,

since the powerspectrum is at most quadratic in the magnitude of the vector (as can

be seen noticing that the expansion coefficients uinlmq are, at most, linear in the vectorial

components), using a linear model could be detrimental when the expected interaction goes

beyond quadratic terms. However, this can be addressed by considering, for example, a

kernel-based model (as done in Ref. [93]). We will explicitly address this issue in the next

section, and we will compare the performance of the linear model with a GAP-based one,

for a toy-model of choice.

3.3 The Physical System

In order to test the descriptive power of our powerspectrum-based linear model, we

chose to apply it to a toy model constructed over a spin-dependent Hamiltonian. The

choice was driven by the necessity of perform a controlled benchmark of the methods in

a fully parameterizable scenario, without the constraints imposed by spin-polarised ab

initio calculations (or equivalent methods). Clearly, this is far from being an exhaustive

investigation, albeit a necessary one.

Figure 3.3: The system investi-

gated: a rectangular block of 219

atoms in a bcc layout, constructed

by stacking 6x6 and 5x5 squares.

The model was constructed over a rectangular

clusters of 219 atoms, with a 6× 6 atom base, each

carrying a semi-classical spin, arranged in a bcc lat-

tice. The system is shown in Fig. 3.3. We choose not

to incorporate any periodic boundary conditions, to

test the response of the model to different kinds of

environment (bulk and surfaces) at once. The atoms

were randomly displaced from the ideal bcc lattice

to construct several datasets, of increasing degrees

of distortion. The chosen Hamiltonian comprised an

Heisenberg term and a Landau one, to explore both

transverse and longitudinal degrees of freedom. Ex-

plicitly

H = HH +HL, (3.24)

where

HH = −1

2

∑
<i,j>

Jij(rij)Si · Sj, (3.25)
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and

HL =
∑
i

(
AS2

i +BS4
i + CS6

i

)
. (3.26)

The Heisenberg term, HH, is characterized by an exchange parameter that depends on

the distance between the atoms, J(rij), so that the model incorporates a coupling between

the spin degrees of freedom and the atomic positions (spin-phonons). Here the spins Si

are in units of ℏ, so that Si = |Si| = Mi/geµB, with Mi being the corresponding magnetic

moment and µB the Bohr magneton. The sum in HH runs over pair of neighbors < i, j >.

We choose the functional the following functional form for the exchange parameter Jij [97]

Jij(rij) = Jn(1−∆rij/rn)
3, with ∆rij = rij − rn, (3.27)

where the distance rn is the n-th neighbour distance in the ideal bcc lattice, and Jn is

the coupling associated to the interaction between n-th neighbours in ideal conditions.

The Landau term, HL, depends on even powers of the magnitude of the local spins (lon-

gitudinal contributions), and is characterized by parameters A, B and C. We chose to

specialize our description to bcc iron, with parameters taken from Ref. [98]: thus we con-

sidered an Heisenberg interaction extending to the second nearest neighbors, and with

coupling constants J1 = 22.52 meV and J2 = 17.99 meV for the first and second neighbors

respectively. Analogously, the Landau parameters have been set to A = −440.987 meV,

B = 150.546 meV and C = 50.769 meV.

3.4 Numerical Results

In this section we will report the results obtained by training a powerspectrum model

on the iron cluster. At first, we used a simplified version of the Hamiltonian, without the

Landau contributions, i.e., containing only on Heisenberg term, H = HH, in which the

lengths of the magnetic moments were fixed at 2.2 µB. We then incorporated also the

Landau term HL, and released the constraint on the fixed lengths.

3.4.1 The Heisenberg Model with lattice-dependent coupling

constant

As first step, we directed our efforts in the construction of the training dataset. We

built a total of six training sets, divided in two groups of three sets each.

The first group, called “ferromagnetic”, has been constructed by randomly picking more

than 200 atomic spins of the system (the actual number, between 200, and 219, was also

draw at random), and orienting them along the z-axis. In this way, the system was in an al-
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most z-aligned state. We then proceeded in displacing the atomic positions from the ideal

bcc structure. The three training sets of the ferromagnetic group are then distinguished

by the maximum random displacement allowed: explicitly the maximum distortion from

the ideal lattice was of 5%, 10% and 20% of the lattice constant, for the first, second

and third set respectively. This procedure was repeated till each dataset contained 100

configurations.

The construction of second group, called “random”, followed the same strategy for

the random displacement in the atomic positions, so that the dataset were characterized

by 5%, 10% and 20% maximum displacement, respectively. However, in these cases we

defined all the spins to be pointing in random directions. Also, we repeated the procedure

to have again 100 different configurations in each of the three training sets.

In order to test the predictions of the model, we crafted three test sets for each of the

six dataset used in the training. The first one was built by progressively aligning all the

spins along the z-axis. Thus, it contains 219 configurations, in which the n-th configura-

tion contains n randomly-selected spins aligned to the z-axis, while the other remained

randomly oriented. Because this dataset was primarily devised to test the prediction

across the magnetic landscape, the atoms were fixed in the ideal bcc-lattice positions. In

contrast, the second and third test-sets were defined by the same atomic displacement of

the relative dataset, to better gauge the response of the model to atomic displacements.

In particular, the spins for the second test-set were selected to mirror the ferromagnetic

configuration, with 200 randomly-selected spins aligned with the z-axis, and the remain-

ing 19 randomly oriented. On the contrary, the third test set had all the spins randomly

oriented in space. This was done to explicitly test those region of the PES which were

either in the same energy range, or in a completely different one, of the energies explored

during the training process.

The ferromagnetic dataset, with 10% displacement Here we discuss the results

for the potential trained on the ferromagnetic dataset, in the case of 10% maximum

displacement. The other two cases (5% and 20%) are reported in Table 3.1. They will not

be discussed in detail, having similar performance of the 10% one.

We used a Ridge-regression fitting strategy, with an optimized regularization constant

of α = 3.2 × 103, and a truncation parameter for the expansion of nmax = 4: in this

way, the resulting model was very compact, with only 35 features. The cut-off radius

was optimized to be rc = 1.4 (in units of the lattice constant). Given the limited size

of the dataset, we opted for a 5-fold cross-validation procedure, with a 80/20 split ratio

between training and validation sets. The obtained Mean Absolute Errors (MAEs) were

(4.83 ± 0.15) × 10−5 eV/atom and (6.8 ± 0.7) × 10−5 eV/atom, for the training and the
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“Ferromagnetic” training sets

Training Parameters MAE (10−5eV/atom)

Disp. nmax rcut α Train Validation Prediction Upper

5% 5 1.4 1.7× 102 1.3± 0.07 2.05± 0.14 7.3 6.9

10% 4 1.4 3.2× 103 4.83± 0.15 6.8± 0.7 56 82

20% 6 1.35 3.9× 104 13.9± 1.2 27± 3 61 110

“Random” training sets

Training Parameters MAE (10−5eV/atom)

Disp. nmax rcut α Train Validation Prediction Upper

5% 5 1.45 1.9× 102 1.74± 0.04 4.7± 0.3 13 4.9

10% 4 1.4 8.4× 103 6.5± 0.3 12.3± 0.9 250 83

20% 4 1.4 2.1× 104 23.0± 0.9 38± 3 103 320

Table 3.1: We report here the optimized hyperparameters and performances of the trained
models. The upper table shows the cases trained on the “ferromagnetic” dataset, while the
lower table shows the ones trained on the “random” dataset, with the indicated maximum
value of the atomic-position displacement (5%, 10% and 20%). The cut-off radius, rcut is
given in units of the lattice constant. The other hyperparameters are the truncation of the
powerspectrum expansion, nmax, and the regularization constant of the Ridge regression, α.
The training and validation values are obtained form a 5-fold cross-validation procedure,
i.e., we report the mean and the standard deviation values. The “Prediction” column
reports the MAEs evaluated on the first of the test set, i.e., the one with progressively
aligned spins. The “Upper” column reports the MAEs on the same set, but calculated
only for energies > −0.01 eV/atom, i.e., energies far from the ones in the training set for
the potentials trained on the ferromagnetic dataset (upper table) and, instead, energies
close to the ones of the random dataset (lower table).

validation set, respectively. Compared to the range of variability of the training set, of

about 10−2 eV/atom, we see that this errors correspond to approximately 0.1% of the

energies variability.

We then tested the prediction of the model on the first prediction set, i.e., the one

obtained by progressively aligning all the spins of the system while keeping the atoms

pinned in the ideal bcc lattice positions. The resulting MAE was of 5.6× 10−4 eV/atom.

The parity plot is shown in Fig. 3.4. Crucially, evaluating the MAE only for configurations

with energy above −0.01 eV/atom, i.e., the ones with energies that are the furthest from

the training set, gives a value of 8.2×10−4 eV/atom, which is comparable with the one on

the full set. This suggests that the model is capable of achieving rather accurate results

on the full energetic landscape, even in regions which as further from the ones explored

during the training phase.
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Figure 3.4: Predicted against actual energies for a Ridge-regression trained on the fer-
romagnetic dataset with 10% maximum atomic displacement. The actual energies are
calculated analytically from the Heisenberg model, HH , of Eq. (3.25), where the coupling
constant exhibit also a spin-lattice coupling. The three different colours represent the
different test set that we devised to probe the accuracy of the model. The red circles refer
to the systems on an ideal bcc lattice, but with progressively z-aligned magnetic moments.
The other dots represent different displacements of the atoms for near to ferromagnetic
and paramagnetic configurations, respectively. The figure demonstrates the good agree-
ment of the potential also for configurations which are energetically far from that used in
the training (blue region). Zoom-in around different energy regions are displayed in the
inserts.

An overview of the results for the other cases is given in Table 3.1: we can notice

how increasing the degree of distortion reduces the quality of the model. However, the

accuracies reached are still quite elevated across all cases, if compared to the range of

energies involved. The parity plot for the worst case (for the case of 20% maximum

distortion) is shown in Fig. 3.5(a), and confirms the good agreement between the model

and the analytic energies.
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Figure 3.5: The figures show parity plots that are analogous to the one reported in Fig. 3.4
(please, note that the axis range and labels are the same). (a) We report the parity plot
for the worst performing “ferromagnetic-trained” model, i.e., the one trained with a 20%
maximum displacement. We can appreciate how the model retains good accuracies even
when probed on energies which are far from the range explored during the training phase.
The insert shows a magnification of the highest end of the energies range, the furthest
one from the training set. (b)-(d) The parity plots for all the model training on randomly
oriented spins are shown, with increasingly value of the maximum atomic displacement.
We can appreciate how the models still performs quite accurately for the 5% and 10%
cases, but that the accuracies rapidly deteriorate, down to the failure of the 20% case. We
can also notice how the energy range explored by the training set is much more contained
that the one spanned in (a). We remark that, contrary to (a), the inserts now show a
magnification of the performance of the model in the region explored during the training.
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Random datasets Unlike the previous case, the model trained on randomized spins

proved to be less accurate in predicting the energies of the system. In fact, despite a

roughly doubled MAE on the test sets, it failed in the prediction on ferromagnetic config-

urations, with an increasing loss in accuracy with higher displacements. This can be seen

from the Table 3.1, where it is shown that the prediction on the aligning spin dataset is of

the order of 10 meV/atom, despite the accuracy shown on the test set of 0.38 meV/atom.

Also, it can be seen how the accuracy of the two model on the highest-energy structures is

lower than the one obtained from the ferromagnetic case, despite the fact that the model

trained on random configurations is indeed trained on the highest end of the energy spec-

trum. The parity plots in Fig.s 3.5(b)-(d) explicitly show how these models deviate from

the parity line, in particular when extending to unseen region of the energy landscape.

We attributed this failure to the fact that training on randomly oriented spin do not offer

the correct strategy to train the model. Indeed the atomic environments are too homo-

geneous, and thus the descriptive capabilities of the models are severely impaired. This

is indeed confirmed by the range of energies covered by the training set, also shown in

Fig.s 3.5(b)-(d): when compared to the one of the model trained on the ferromagnetic

case, we can see that, energy-wise, much fewer distinct cases are actually explored. This

is in stark contrast with the model trained on the ferromagnetic cases, which was able to

maintain high accuracy on all the predicted configurations.

3.4.2 Including longitudinal excitations via the Landau Term

We now include the Landau term HL, to investigate the performance of the model

against the complete Hamiltonian of Eq. (3.24). In this case we studied only the model

corresponding to the ferromagnetic case, with a 10% maximum random displacement.

Importantly, since the Landau term incorporates longitudinal excitations, we selected a

randomly chosen length in the range from 1.8 µB to 2.3 µB, for the randomly oriented

spins, while keeping the z-aligned ones constrained to 2.25 µB. We kept the same cross-

validation procedure, with five 80/20 splits. The test set follows the same approach of the

progressively aligning one introduced above. Here, however, we constrained the z-aligned

magnetic moments to have a fixed length of 2.25 µB, while the length of the randomly

oriented one varied in the range from17 1.9 µB to 2.3 µB. The optimized parameters

are nmax = 4 for the expansion truncation, rcut = 1.4 (lattice constant) for the cut-off

radius, and α = 2 × 105 for the regularisation constant. The MAEs obtained in this

case are (4.9 ± 0.1) × 10−4 eV/atom and (6.0 ± 0.5) × 10−4 eV/atom, respectively, for

the training and validation sets. Comparing to the model trained on the Heisenberg

17We use a slightly different range for the test set to ensure that the predictions are in regions where
the energies are not too high with respect to the minimum energies explored.
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terms only, we obtained a value of the MAE of roughly one order of magnitude larger. As

already noted, this can be intuitively understood in terms of the dependence of the Landau

term on the fourth and sixth power of the magnitude of the spins, in contrast with the

quadratic behaviour of the powerspectrum. The MAE evaluated on the prediction set, is

of 6.0× 10−3 eV/atom, and the resulting parity plot is shown in Fig. 3.6. It is interesting

to study the two extremes of the energy ranges, one compatible with the energies explored

in the training phase and the other for the energies on randomly oriented spins. We then

evaluated the MAEs for energies less than −0.32 eV/atom and above −0.26 eV/atom, and

obtained the values 7.1 × 10−4 eV/atom and 1.0 × 10−2 eV/atom respectively. We can

conclude that the model possesses a good accuracy in interpolating between the energies

in the range of the training set, but that the performances deteriorate when the model

is forced to adapt to unseen regions of the energy landscape, and in particular when is

tested against configurations with randomly oriented spins.

We tested our hypothesis on the limitations imposed by the quadratic nature of the

model, by combining the powerspectrum representation with a non-linear framework. In

particular, we considered a GAP [26] model, as introduced in Eq. (2.40), but adapted to

the vector-field powerspectrum. In this way, the atomic energy of the i-th atom can be

written as

εi =

Ntrain∑
k=0

θt exp

{
− 1

2σ2
(pi − pt)

2

}
(3.28)

where the sum is extended over all the atoms in the training set, and where pi and pt

are the powerspectrum, respectively, of the i-th atom and of the t-th atomic configuration

of in the training set. As extensively discussed in section 2.1.2, the GAP formalism is

based on the definition of a similarity kernel, S, which is, generally, not linear. This

allows us to describe energy contributions going beyond the quadratic order in the spin

magnitude. We remark that the approach followed here is slightly different from the

actual GAP one, since our density is still defined in terms of delta functions, contrary to

the Gaussian formulation of GAP. The parity plot obtained from the GAP model is shown

in Fig. 3.6. We can appreciate that we do not observe an increase in performance with

respect to the linear model, in the range explored by the training set. Indeed, we see that

the performance associated with the configurations having energy smaller than −0.32

eV/atom remains very close to that one of the linear model. However, the total MAE

decreases to 4.5 × 10−4 eV/atom (compared to 7.1 × 10−4 eV/atom of the linear model)

and, more importantly, the MAE for energies larger than −0.26 eV/atom is now reduced

to 5.8×10−3 eV/atom, i.e., is halved. This is clearly showed in the figure, where the GAP

model is able to stay closer to the parity line when the linear model deviates the most.

Since, generally, one does not have the control on the orders of the spin contributions, we

conclude that using a non-linear model could improve the performance in real scenarios,
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Figure 3.6: We show here the parity plot for the true vs predicted energy from the Landau
model described by the full Hamiltonian of Eq. (3.24). The predictions are done on the
dataset with progressively aligning spins. We can notice that, despite the high accuracy
in the range explored by the training set, the linear model (represented by red circles)
strongly deviates from the parity line for the highest-end of the energies. Instead, a GAP-
adapted model, from Eq. (3.28) (blue triangles), while still showing a deviation from the
parity line, manages to keep a good accuracy along all the full range of energies explored.

namely when the energies are obtained from an ab-initio method of choice.

3.5 Conclusions

In this chapter we have introduced a powerspectrum representation for vectorial fields.

We developed the methods in depth, grounding our approach in the usual hypothesis of

decomposition in atomic contributions of the energy, and of the short-ranged nature of

the interaction. We then defined a vector field representation of the atomic environment,

where the atomic positions are localized by Dirac-delta functions. Finally, relying on

the harmonic decomposition of vectors, and on the rotational properties of the bipolar-

spherical harmonics, we constructed the rotational invariant powerspectrum for a simul-

taneous rotation of the field and of the atomic positions. After a detailed investigation of
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the analytical property of the powerspectrum, ranging from its behaviour under the action

of fundamental symmetries, to the role of the vector field in the center of the frame of

reference, we constructed a toy model to freely test the capabilities of the descriptors. We

simulated a block of iron atoms placed in a bcc lattice, with an underlying Hamiltonian

containing Heisenberg and Landau terms. The interaction between the spin degrees of

freedom and the lattice was enforced by position-dependent coupling constants for the

Heisenberg model. We then proceeded in constructing several datasets that could test the

descriptive power of the powerspectrum for different degrees of displacement and orien-

tation of the spins. In particular we followed a hierarchical approach, starting from the

Heisenberg model only, and then adding Landau contributions. After choosing a linear

model to build a better intuition on the advantages and limitations of the powerspectrum,

we proceeded to the training and testing phases: we concluded that, for the Heisenberg

model, the best strategy was to train the model on configurations with most of the spin

aligned to the z axis, and only a small portion of the remaining ones randomly oriented.

This allowed to obtain a model that was capable to achieve extremely high accuracies even

for configurations that were energetically very different from the ones in the training set.

We then included the Landau term. This proved to be challenging for a linear model, and

we hypothesized that this was caused by the quadratic nature of the powerspectrum, with

respect to the magnitude of the vector field, in contrast with the sixth power reached by

the Landau term. Thus, we adopted the GAP framework to induce non-linearity in the

powerspectrum. This proved to be beneficial and resulted in a more accurate model also

for energy that were far from the range explored by the training set.

One of the most important underlying features of the model was the use of the bipolar-

spherical harmonics to achieve the correct invariance under rotation. This confirms the

relevance of the multi-polar spherical harmonics as the underlying natural language to

define the powerspectrum and the bispectrum components, which was made manifest

already in the previous chapter. We will heavily rely on the multi-polar spherical harmonics

also in the last chapter of the thesis, when we will show another strategy to obtain the

ACE formalism, and we will expose its limitation for the investigation of higher-body order

terms. However, before that, we will now dive in the core of the thesis, by introducing

the Jacobi-Legendre formalism. The next few chapters will be devoted to the definition of

descriptors which are capable of predicting any quantity of choice, from scalar, to scalar

fields, reaching also tensor and tensor fields, within a coherent and generalized framework.

The construction of this framework will be tied up with the expansion in multi-polar

spherical harmonics of the last chapter, when it will guide us to a new descriptor for the

five-body terms in an ACE formalism.
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Jacobi-Legendre potentials

In this chapter, we will review the MLP introduced in the published work “Cluster ex-

pansion constructed over Jacobi-Legendre polynomials for accurate force fields”, Ref. [99],

of which I am a co-author. The main aim of the work was to introduced a competitive

MLP, based on the internal coordinates representation for the atomic environments.

The idea behind this MLP was to generate descriptors that could be easily interpreted,

and that would not be based on the formalism of the coupling schemes of angular mo-

menta. Moreover, we wished to define a framework that could be naturally generalized

and extended beyond the description of scalar quantities, making it suitable also for scalar

fields, tensorial quantities and tensorial fields. In this spirit, this chapter introduces the

foundation for all the remainder of the thesis, and thus most of the definitions given here

will find full fruition when applied to the generalization proposed in subsequent chapters,

when the full framework will be explored.

As will be shown below, the core of the Jacobi-Legendre formalism, introduced here,

lies in the cluster expansion of the atomic contributions to the short-range energies of a

system, in the same spirit as the one introduced for the ACE (please see section 2.1.4).

These similarities, as well as the differences, will be investigated in detail in this chapter.

We remark, however, that the discussion that will be initiated here will culminate in

the last chapter of the thesis, where the benefits of using an internal-coordinate-based

coupling scheme will be made more manifest, in particular in relation to the five-body

order expansion.

This chapter will be structured as follows: firstly we will introduce the mathematical

framework and the main assumptions for the descriptors. This will constitute also the

main underlying assumptions for all the following chapters. Then we will proceed in

a systematic analysis of different body-order potentials, v(n), starting from an in-depth

overview of the two-body one, v(2), where we will explore many of the core strategies of

this work. Our analysis will terminate at the five-body order, which will be only outlined.
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A graphical abstract of this chapter is shown in Fig. 4.1, where the core ideas behind

the Jacobi-Legendre potentials are shown. Importantly, after introducing the three-body

order expansion, we will also discuss in detail how to achieve linear computational cost with

the number of atoms in the cut-off, all without sacrificing the representation in internal

coordinates. In doing so, we will manifest the connection between the formalism proposed

here, and the approaches based on the density-trick and introduced in Chapter 2.

After a presentation of the features of the linear model, from how to compute and

take into account forces, to the loss function used, we will show a first application of the

potential, done on a well-known carbon dataset. We will conclude by showing that the

Jacobi-Legendre formalism is able to reach state-of-the-art accuracies also when dealing

with phonon-dispersion curves.

My role in the manuscript was devoted to the construction of the mathematical frame-

work and to the investigating of the formal details of the potential, while the implementa-

tion part has been performed almost entirely by the other authors, under constant sharing

of ideas on every aspect of the work.

Figure 4.1: We show here a graphical abstract for the Jacobi-Legendre potentials. The
main underlying assumptions is the factorization of the energy in atomic, short-ranged,
contributions. In particular, this work heavily relies on the cluster expansion of the atomic
energies in multi-body terms. Each energy contribution is then expanded in Jacobi poly-
nomials (for the distances) and Legendre polynomials (for the angles). Crucially, we will
enforce constraints on the expansion, so that only potentials encoding desired physical
features will be taken into account.
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4.1 A Cluster-Expansion based Machine-Learning Po-

tential

The starting point for our discussion is the cluster expansion of the atomic energies in

terms of internal coordinates. The main assumption adopted here is same of all the other

descriptors presented so far, i.e., the factorization of the energy in atomic, short-ranged

contributions. Explicitly, the atomic energies, εi, are defined by means of

Eshort =
atoms∑

i

εi, and εi =

body
order∑
v

ε
(v)
Zi
, (4.1)

where we applied a cluster expansion for the atomic energies, with (please, compare with

eq, (2.51)) 

ε
(2)
Zi

=
atoms∑
(j)i

v
(2)
ZjZi

(rji),

ε
(3)
Zi

=
atoms∑
(jk)i

v
(3)
ZjZkZi

(rji, rki, sjki),

ε
(4)
Zi

=
atoms∑
(jkp)i

v
(4)
ZjZkZpZi

(rji, rki, rpi, sjki, sjpi, skpi),

ε
(5)
Zi

=
atoms∑
(jkpq)i

v
(5)
ZjZkZpZqZi

(rji, rki, rpi, rqi, sjki, sjpi, sjqi, skpi, skqi, spqi),

. . . .

(4.2)

Here ε
(1)
Zi

is a constant shift. By using the distances rji and the scalar products sjki :=

r̂ji · r̂ki, we already made manifest the choice of the internal coordinate as degrees of

freedom of our representation. Indeed, given the use of internal coordinates, the potential

is constrained to be rotationally invariant by design, in contrast with a spherical-harmonics-

based construction, where the invariance must be reached by selecting the correct coupling

schemes, i.e., by selecting only the components that belong to the rotationally invariant

space. Moreover, this choice has two important properties: on one hand, the internal

coordinates being a complete representation18, it has the same descriptive power of other

complete methods. On the other, we will show that we can actually recover an expansion

in terms of spherical harmonics: this will have the double effect of re-introducing a linear

scaling (in the same fashion of the density trick) and of showing a different, more hidden,

18The internal coordinate representation is complete up to the five-body terms, becoming over-complete
for higher-body orders.
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approach to the coupling of angular momenta. This new coupling will not only preserve,

by design, the isometrical invariance of the expanded quantities, but it will also inherit

all the properties of the internal coordinates representation, specifically it will make no

reference to the order of the coupling of single angular-momentum channels. We will also

make explicit reference to the atomic species Zi, which will allow us to impose the correct

symmetries on the expanded potentials, v(n), under permutations of identical atoms.

A crucial point in the construction of the potential will be the choice of the expansion

basis for the radial and the angular variables of the potentials, which will be discussed

at length in the following sections. This choice will follow three main ideas: the first will

be to keep the formulation as general as possible, to reduce the implicit choices in the

construction of the potential (this will lead to the choice of the Jacobi polynomials). The

second will consist in maintaining consistency with the descriptions adopted by other MLP,

specifically in constructing rotational invariant quantities (which will lead to an expansion

in terms of Legendre polynomials). The last one, will be to be able to define a general

framework able to tackle non-scalar targets, such as scalar fields, tensorial quantities or

even tensorial fields. This will be clearly shown in the next chapters. We note that

defining a potential in terms of the internal coordinates has also been pursued in a recently

developed potential, designed as proper orthogonal descriptors (please, see Refs. [100,

101]).

We will now proceed in a detailed analysis of the potentials, v(n), defined in Eq. (4.2),

in a hierarchical way, starting from the two-body ones and progressively increasing the

body order.

4.1.1 Two-body (2B) potential

While the two-body potential, v
(2)
ZjZi

(rji), is the simplest case to investigate, it deserves

a thorough analysis aimed to introduce core concepts that will be extensively exploited

in the following sections. First of all, we remark that the class of potentials treated

here are only short-ranged ones: indeed we will assume that the potentials will smoothly

vanish for distances, rji, larger then an optimized cut-off radius, rcut, i.e., v(rji) ≃ 0,

for rji ≥ rcut. A consequence of this property is that we can always devise a continuous,

one-to-one mapping, x, so that the significant distances are mapped in the interval [−1, 1],

i.e., x : [rmin, rcut] → [−1, 1] (here we are taking into account also a minimum possible

distance, rmin). For the remainder of the work we will always use the “cosine” map defined

as

x ≡ x(r; rmin, rcut) = cos

(
π

r − rmin

rcut − rmin

)
. (4.3)

In the following, it will be shown that this map has some interesting properties when

combined with the choice of the Jacobi polynomials. However, we remark that different
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mappings are entirely possible. Now, since the mapping is a one-to-one, and so it is

invertible, we can define the composition

v
(2)
ZjZi

(rji) = (v
(2)
ZjZi

◦ x−1)︸ ︷︷ ︸
=:f

(xji) = f
(2)
ZjZi

(xji), (4.4)

where xji := x(rji) is used as practical shorthand. If we make the further operative

assumption that the potential v is at least square integrable with respect to some weight

w(x), then it admits an expansion in an orthogonal-polynomials basis of choice [102]. Let

us suppose that {Pn(x)} is such basis. Thus we can write the expansion

v
(2)
ZjZi

(rji) = f
(2)
ZjZi

(xji) =
∑
n

aZjZi
n Pnji, (4.5)

where we defined the shorthand Pnji := Pn(xji). We remark that the coefficients mirror

the dependence of the potential on the atomic species Zj and Zi: indeed, in general, we

expect a change in the functional form of the potential when considering atoms of different

species.

Constrained functions We will now show one of the main ideas of our framework,

which allows to encode desired constraints directly in the expansion of the potentials. Cru-

cially, from Eq. (4.5), we can impose constraints on the function f by directly intervening

on the expansion coefficients. For example, the short-ranged nature of the potentials v
(2)
ZjZi

implies that the function f must vanish when f(x(rcut)) = 0. This can be imposed directly

on the coefficients by evaluating

f(x(rcut)) =
∑
n

anPn(x(rcut)) = 0, (4.6)

so that

a0 = −(P0(x(rcut)))
−1

∞∑
n=1

anPn(x(rcut)). (4.7)

Here we assumed that P0(x(rcut)) is not zero: this is always possible because, the

basis being complete, at least one polynomial is necessarily not vanishing at x(rcut). By

substituting a0 from Eq. (4.7) back in Eq. (4.5), we get the new expansion

f(xji) =
∞∑
n=1

anP̃nji, (4.8)
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where we now defined the “vanishing”-polynomials

P̃nji = Pnji −
P0ji

P0(x(rcut))
Pn(x(rcut)). (4.9)

This is just one example among all the possible constraints that can be imposed:

similar ones can involve any other point, i.e., by substituting x(rcut) with an arbitrary

x, or be imposed on derivatives, integrals, and any other linear operator acting on the

polynomial basis. If more than one constraint is required, this procedure can be generalized

by progressively imposing more conditions, until all of the requirements are met.

The Jacobi polynomials We introduce now the radial basis chosen for this work,

i.e., the Jacobi polynomials, {P (α,β)
n } [55]. The Jacobi polynomials constitute a gen-

eral class of polynomials, that, for each choice of real numbers α, β > −1, defines a

complete and orthogonal basis for the square-integrable functions on the interval [−1, 1].

The pair (α, β) determines the inner on the interval [−1, 1], by means of the weights

w(α,β)(x) = (1− x)α(1 + x)β. The determination of the weights can also be interpreted as

the choice of a metric on the interval [−1, 1]: in other words, portions of the interval are

magnified (stretched) by this choice. This allows, in principle, to naturally magnify re-

gions of the interval that are more relevant to the determination of the potential, neglecting

other portions where, for example the data are scarce or absent. The Jacobi polynomials

are also very general, encompassing basis functions such as the Legendre polynomials (for

α = β = 0), or the Gegenbauer polynomials (for α = β = half integers). We already

saw an example of Gegenbauer polynomials in section 2.1.2, where the 4-dimesional bis-

pectrum was introduced: this solidifies our metric-based intuition, since we can recover

the same metric of the surface of a 4-dimensional hypersphere. Thus, optimizing the pair

(α, β), allows to automatically select an adequate radial basis, with no need to make any

implicit assumption on the choice of the basis set or of the metric. An example of Jacobi

polynomial, evaluated on the cosine map defined in Eq. (4.3), is reported on the left-side

of Fig. 4.2.

Specializing the constraining procedure of Eq. (4.9) to the expansion in Jacobi poly-

nomials, we can define the vanishing-Jacobi polynomials as

P̃
(α,β)
nji = P

(α,β)
nji − P (α,β)

n (−1), (4.10)

where we used P
(α,β)
0 = 1, and the fact that the cosine map of Eq. (4.3) implies x(rcut) =

−1. In Fig. 4.2 we report examples of vanishing-Jacobi polynomials, as evaluated for the

cosine mapping.
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Figure 4.2: (Left) The figure shows the first five Jacobi polynomials for α = β = 1.
The cosine function encodes the effect of the cosine map of Eq. (4.3). Please, note that
this map constrains the polynomials to have zero derivatives at the edges of the interval
[0, π]. (Right) The figure show the first five vanishing-Jacobi polynomials, defined by
means of Eq. (4.10), for the same α and β of the Left figure. It can be appreciated
how the polynomials are constrained to vanish toward the right-end of the interval, which
represents the cut-off radius.

Emergence of the cut-off function An interesting feature of the combination of the

constraining procedure and the use of the cosine map, is the natural emergence of the

cut-off function defined in Eq. (2.2). Indeed, we can use the series expansion for the

Jacobi polynomials (see Ref. [55])

P (α,β)
n (x) =

1

2n

n∑
j=0

(
n+ α

j

)(
n+ β

n− j

)
(x− 1)n−j(x+ 1)j, (4.11)

and the cosine map x → cos(x) so that we can write

P (α,β)
n (cos(x)) =

n∑
j=0

(
n+ α

j

)(
n+ β

n− j

)
(−1)n−j sin2(n−j)(x/2) cos2j(x/2), (4.12)

where we used the identities

cos(x)− 1 = −2 sin2(x/2), and cos(x) + 1 = 2 cos2(x/2). (4.13)

Now, the definition of the vanishing-Jacobi polynomial of Eq. (4.10), requires the

evaluation of the above formula in x = π: due to the cos(x/2) terms, the only surviving
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contribution is the one for j = 0. Thus we can write

P̃ (α,β)
n (cos(x)) =

n∑
j=1

(−1)n−j

(
n+ α

j

)(
n+ β

n− j

)
sin2(n−j)(x/2) cos2j(x/2)+

+(−1)n
(
n+ β

n

)(
sin2n(x/2)− 1

)
,

(4.14)

where we separated the contribution for j = 0 from the rest. By using the identity

sin2n(x/2)− 1 = − cos2(x/2)
n∑

j=1

sin2(n−j)(x/2), (4.15)

we can finally write

P̃ (α,β)
n (cos(x)) = fc(x)Q

(α,β)
n (cos(x)), (4.16)

which shows the natural emergence of the cut-off function fc = (cos(x) + 1)/2 = cos2(x).

Here Q
(α,β)
n are functions defined by the sum

Q(α,β)
n (cos(x)) =

= (−1)n
n∑

j=1

[
(−1)j

(
n+ α

j

)(
n+ β

n− j

)
cos2(j−1)(x/2)−

(
n+ β

n

)]
sin2(n−j)(x/2).

(4.17)

Since the Jacobi polynomials encompass a large class of orthogonal polynomials, we

deduce that the crucial point of this derivation lies in the choice of the mapping. Another

important point is the fact that, if we focus only on the vanishing-Jacobi polynomials,

we do not need to take into account the cut-off function explicitly, contrary to what

is usually done for other descriptors. If this allows for simpler analytic expressions, it

has also the advantage that the derivatives are easier evaluated, and that no subsequent

orthogonalization procedure has to take place, the expansion being based on the Jacobi

polynomials, which are already orthogonal.

The 2B potential and the behaviour at the origin In conclusion, we have that the

potential can be written in terms of vanishing-Jacobi polynomials, as

v
(2)
ZjZi

(rji) =
nmax∑
n=1

aZjZi
n P̃ (α,β)

n

(
cos

(
π
rji − rmin

rcut − rmin

))
=:

nmax∑
n=1

aZjZi
n P̃

(α,β)
nji , (4.18)

with the vanishing-Jacobi polynomials, P̃
(α,β)
n , defined in Eq. (4.10). We will call this

expansion the 2B-Jacobi-Legendre (2B-JL) expansion. Please note that the our defini-

tion of the potentials is symmetric under swap of the indices, i.e., v
(2)
ZjZi

:= v
(2)
ZiZj

. This

can be important when dealing with multi-species 2B clusters. The 2B-JL expansion is
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characterized by five hyperparameters, which are allowed to be different among different-

atomic-species clusters. The hyperparameters, along with their range of definition, are

α, β ∈ (−1,∞), nmax ∈ N+, rcut ∈ (0,∞) and rmin ∈ (−∞, rcut). Given the large num-

ber of parameters to optimize, it could be necessary to perform some approximation: for

example, in many cases we found that rmin = 0 is an adequate choice. Also, since there

is usually a large range for optimal (α, β) pairs, a simpler approach consists in optimize

for α = β. It is also worth to investigate the behaviour of the potential at the origin, i.e.,

when rji = 0. If we put rmin = 0, we obtain

v
(2)
ZjZi

(0) =
nmax∑
n=1

aZjZi
n P̃ (α,β)

n (1), (4.19)

and from the identity

P̃ (α,β)
n (1) =

(
n+ α

n

)
− (−1)n

(
n+ β

n

)
, (4.20)

we can conclude that the magnitude of the potential can become quite large at small

distances. This behaviour is clearly determined by the coefficients {aZjZi
n }: however, we

can bias the choice of the hyperparameters so that we select only potentials that present

a strong repulsive behaviour at small distances. This can be easily done by visualizing the

function

v
(2)
ZjZi

(r) =
nmax∑
n=1

aZjZi
n P̃ (α,β)

n

(
cos

(
π

r − rmin

rcut − rmin

))
, (4.21)

with the learned coefficients. This procedure could be impaired if higher-body order terms

are allowed to influence the behaviour at small distances. However, as will be shortly

shown, we will impose further constraints to prevent this interference, and to encode the

idea that the repulsive behaviour is essentially a 2B interaction.

This is in contrast with what is usually done in literature, when a repulsive function

(usually exponential) is imposed on the small distances region of the potential, where the

data are scarce or completely absent.

4.1.2 Three-body (3B) potential

This section is devoted to the definition of the expansion of the three-body (3B) poten-

tials v(3). The construction follows closely the one for the two-body potential, with a first

expansion in a product of two Jacobi polynomials, one for each distance. However, in this

case, it is necessary to consider also the angular contributions given by the scalar product

between the directions of the two bonds. These are expanded in terms of Legendre poly-

nomials (hence the name Jacobi-Legendre expansion). Indeed, guided by their expansion
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in a sum of products of spherical-harmonics (see (2.15)), they seemed to be the natural

choice for the expansion of terms, depending on a scalar product between two versors.

Not only will the use Legendre polynomials be pivotal in establishing a connection with

other descriptors, but also, their decomposition in spherical harmonics will be crucial for

the generalization of the JL expansion to scalar fields, tensors and tensor fields, as will

be shown in following chapters. Explicitly, the unconstrained expression for the potential

reads

v
(3)
ZjZkZi

(rji, rki, sjki) =
∑
n1n2l

a
ZjZkZi

n1n2l
P

(α,β)
n1ji

P
(α,β)
n2ki

P jki
l , (4.22)

where we introduced the shorthand P jki
l = Pl(r̂ji · r̂ki), with Pl being a the l-th Legendre

polynomial.

Constraining the potential Analogously to what has been done for the 2B case,

we want to constrain the 3B potential to vanish whenever at least one of the distances

approaches the cut-off radius. This can be done by following the very same procedure

introduced in the previous sections, which, in this case, leads to the constraints (please,

compare with the constraint (4.7))


a
ZjZkZi

0n2l
= −

nmax∑
n1≥1

a
ZjZkZi

n1n2l
P (α,β)
n1

(−1) for all n2, l,

a
ZjZkZi

n10l
= −

nmax∑
n2≥1

a
ZjZkZi

n1n2l
P (α,β)
n2

(−1) for all n1, l.

(4.23)

The crucial point here is that the two distances are constrained independently, i.e.,

the potential goes to zero when one of the distances approaches the cut-off, independently

from the value of the other. By plugging these constraints back in Eq. (4.22), it can be

shown that the resulting expression can be obtained by simply substituting the Jacobi

polynomials with their vanishing counterpart (the polynomials defined in Eq. (4.10)). As

already mentioned in the previous section, we want to enforce the idea that the repulsive

behaviour at small distances is characterized only by a 2B interaction. For this reason, we

can further constrain the 3B potential to vanish also when at least one of the distances

approaches zero. This brings the new set of constraints (please, compare again with the

constraint (4.7), where, instead of x(rcut) we have x(0)).
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a
ZjZkZi

1n2l
= −(P̃

(α,β)
1 (1))−1

nmax∑
n1≥2

a
ZjZkZi

n1n2l
P̃ (α,β)
n1

(1) for all n2 ≥ 1, and all l,

a
ZjZkZi

n11l
= −(P̃

(α,β)
1 (1))−1

nmax∑
n2≥2

a
ZjZkZi

n1n2l
P̃ (α,β)
n2

(1) for all n1 ≥ 1, and all l.

(4.24)

Plugging the constraints back in the potential expansion, we finally obtain

v
(3)
ZjZkZi

(rji, rki, sjki) =
nmax∑

n1,n2=2

lmax∑
l=0

a
ZjZkZi

n1n2l
P

(α,β)

n1ji
P

(α,β)

n2ki
P jki
l , (4.25)

in which we defined the “double”-vanishing-Jacobi polynomials, as

P
(α,β)

n (x) := P̃ (α,β)
n (x)− P̃

(α,β)
n (1)

P̃
(α,β)
1 (1)

P̃
(α,β)
1 (x). (4.26)

Figure 4.3: We show here the first five

double-vanishing-Jacobi polynomials, as de-

fined by Eq. (4.26), for the same α = β = 1

chosen in Fig. (4.2). The figure shows how

the polynomials are constrained to go to zero

at both edges of the interval.

An example of double-vanishing-Jacobi

polynomials is shown in Fig. 4.3. It is

worth mentioning that, by means of the

constraining procedure adopted, not only

does the 3B potential vanish at both edges

of the interval of definition (both at small

distances and at the cut-off radius), but

also there is a significant reduction in the

number of independent expansion coeffi-

cients, from (nmax+1)2(lmax+1) in the un-

constrained case, to (nmax−1)2(lmax+1) in

the constrained one. As can be seen, the

reduction is much more significant for rel-

atively small nmax. We also remark that

alongside the same cluster-dependent hy-

perparameters of the 2B case, we now also

have a truncation of the angular expansion

up to the index lmax ∈ N and thus each

cluster carries six hyperparameters.

Symmetries of the potential Another important aspect of the 3B potentials lies in

the ordering of the atomic numbers Zj, Zk and Zi. Specifically, the first atomic species
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refers to the one of j-th atom, which corresponds to the first distance, rji. Analogously,

the second species refers to the one of the atom that is considered in the second distance,

rki. Finally the last atomic species refers to the central atom. Thus, if we swap the role

of the distances in the potential, we must also swap the functional dependence: we then

deduce the symmetry rule

v
(3)
ZjZkZi

(rji, rki, sjki) = v
(3)
ZkZjZi

(rki, rji, sjki) . (4.27)

This is mirrored by the expansion coefficients a
ZjZkZi

n1n2l
, since the first index, n1, refers

to the first distance, while the second index, n2, refers to the second distance. Therefore it

must also hold that a
ZjZkZi

n1n2l
= a

ZkZjZi

n2n1l
. While this symmetry is important to define unique

clusters and avoid redundancies, it becomes even more relevant when the atoms j and k

belong to the same species, i.e., Zj = Zk = Z. In this case, the expansion coefficients

become symmetric under the swap of Jacobi indexes n1 ↔ n2, i.e., they satisfy

aZZZi
n1n2l

= aZZZi
n2n1l

. (4.28)

This is a fundamental symmetry, that must be imposed to enforce the invariance of

the potentials with respect to permutations of identical atoms. This means that, in order

to ensure the symmetry of the coefficients, the expansion becomes

v
(3)
ZZZi

(rji, rki, sjki) =
nmax∑
n=2

lmax∑
l=0

aZZZi
nnl P

(α,β)

nji P
(α,β)

nki P jki
l +

+
nmax∑
n1=2
n2=2
n1>n2

lmax∑
l=0

a
ZjZkZi

n1n2l

[
P

(α,β)

n1ji
P

(α,β)

n2ki
+ P

(α,β)

n2ji
P

(α,β)

n1ki

]
P jki
l ,

(4.29)

where we separated the same indexes contributions, n1 = n2 = n, from the remaining

cases, n1 ̸= n2. We can simplify this expression by defining the 3B-Jacobi-Legendre (3B-

JL) expansion

v
(3)
ZjZkZi

(rji, rki, sjki) =

unique∑
n1n2l

a
ZjZkZi

n1n2l

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P jki
l

)
, (4.30)

where the first summation runs over all the unique coefficients with respect to a symmetry

rule such as (4.28), e.g., we sum only over n1 ≥ n2 in the example above. Instead, the

second one runs over all the possible permutations of indexes that lead to equivalent

coefficients (the swap n1 ↔ n2 in the example above). Thus, the definition given in

Eq. (4.30) reduces to Eq. (4.29) when Zj = Zk = Z. This formalism can be easily
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Figure 4.4: We graphically show the type of 3B clusters that should be considered when
dealing with a 3-species system (here in black, red and white respectively). Please note
that clusters obtained by a swap of the two atoms in the neighborhood are implicitly taken
into account by means of the symmetry rule in Eq. (4.28).

generalized to higher-body order terms: indeed, it only requires us to define the list of

symmetries that are satisfied by the expansion coefficients. Note, however, that higher-

body orders will also introduce more than one angle, and, therefore, the symmetry will

get more complicated than a simple swap of indexes.

On multi-species systems In this short paragraph, we address the problematic in-

crease in the number of clusters with the number of atomic species in the system. Indeed,

as shown in Fig. 4.4 for the simple case of just three species, the number of clusters can

rapidly become intractable (also considering that all the hyperparameters are, in principle,

independent for each cluster). A possible way to mitigate this problem is to implement a

cluster selection, either based on physical knowledge, or obtained by introducing an initial

“screening” phase, focused on the determination of which cluster can be neglected without

affecting the performance of the model. Another strategy is to perform approximations,

such as label two atomic species that are expected to behave in a similar way, as the same

species. We stress that, however, there is not a good-for-all solution to this problem.

Linear scaling and connection with the powerspectrum Let us now discuss how

the choice of Legendre polynomials naturally leads to a formulation of the 3B expansion

in terms of the powerspectrum. Please note that what follows in this paragraph will be

not used in the developed version of the potential. Indeed, the role of this paragraph is

to show that a connection with other descriptors exists and that a linear scaling (with

respect to the number of atom in the atomic neighborhood) can be achieved.

Here, we will exploit the connection between the powerspectrum and the expansion in

Legendre polynomials shown in Eq. (2.16). The first step consists in using the addition
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theorem for the spherical harmonics (from Eq. (2.15), and reported here for readability)

Pl(r̂ji · r̂ki) =
4π

2l + 1

l∑
m=−l

Y m∗
l (r̂ji)Y

m
l (r̂ki). (4.31)

We also define the Jacobi-Legendre-(JL-)atomic basis (analogous to the atomic basis

introduced in the ACE formalism, and strictly related to it)

(JpLq)
i,Z
n1...npl1m1...lqmq

=
∑
j∈Z

[ p∏
r=1

P
(α,β)

nrji

][ q∏
s=1

Y ms
ls

(r̂ji)

]
. (4.32)

Here, the indexes p and q shows how many double-vanishing Jacobi polynomials and

Legendre polynomials are present in the expansion. Also, the summation runs over all

the atoms of the same species in the surrounding of the central atom i: thus, crucially,

the evaluation of the JL-atomic basis is linear with respect to the number of atoms in the

neighborhood. We note that, since both Jacobi polynomials and Legendre polynomials

are complete, this atomic basis could appear somehow redundant: indeed, there exist

coefficients cnn1n2
, such that

P
(α,β)

n1ji
P

(α,β)

n2ji
=
∑
n

cnn1n2
P

(α,β)

nji . (4.33)

This implies that the basis can be always reduced to linear combination of (J1L1)
i,Z
nlm

terms (the same argument holds for the spherical harmonics). However, because the

coupling coefficients cnn1n2
are usually evaluated by performing numerical integrations and,

more importantly, since they depend on the pair (α, β), we cannot build a look-up table.

For this reasons we decided not to perform any basis reduction. We also note that the

case (J1L1)
i,Z
n1l1m1

is equivalent to the ACE-atomic basis defined in Eq. (2.57), if the radial

functions are identified with the double-vanishing-Jacobi and Legendre polynomials.

With this basis choice, the 3B-atomic energy term, ε
(3)
Zi
, becomes

ε
(3)
Zi

=
atoms∑
(jk)i

v
(3)
ZjZkZi

(rji, rki, sjki) =
atoms∑
(jk)i

unique∑
n1n2l

a
ZjZkZi

n1n2l

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P jki
l

)

=
∑

Z1≥Z2

atoms∑
(j,k)i
j∈Z1
k∈Z2

unique∑
n1n2l

aZ1Z2Zi
n1n2l

4π

2l + 1

∑
symm.

( l∑
m=−l

P
(α,β)

n1ji
P

(α,β)

n2ki
Y m∗
l (r̂ji)Y

m
l (r̂ki)

)
,

(4.34)

where we firstly separated the contributions in terms of the atomic species, and then

we applied the addition theorem. Now, the only thing that prevents us from using the

JL-atomic basis of Eq. (4.32) is the constrained summation over all the unique pairs for
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atoms. We first notice that the constraint holds only when the atomic species are the

same. Then we can leverage on the fact that performing the inner sum over the indexes

swap is equivalent to permuting j and k in the 3B-JL expansion. Therefore, we can release

the constraint on the sum by simply adding and subtracting terms like

1

2

∑
Z

∑
(j∈Z)i

unique∑
n1n2l

aZZZi
n1n2l

P
(α,β)

n1ji
P

(α,β)

n2ji
=

1

2

∑
Z

unique∑
n1n2l

aZZZi
n1n2l

(J2L0)
i,Z
n1n2

. (4.35)

These can be interpreted as a “self-interaction” terms, since we can read them as if

the central atom was to interact “twice” with the same atom in the environment. The

self-interaction contributions are also discussed in the ACE formalism (see, for example

Fig. 2.7 and Refs. [25, 67]) where, however, they are reduced to combination of 2B terms

and then re-absorbed in the expansion. On the contrary, our aim here is to keep a clear

separation between different body orders for two reasons: if, on one hand, different body

orders are defined in terms of different hyperparameters (specifically, a different truncation

nmax, different cut-off radii rcut, and different pairs (α, β)), on the other hand we aim in

keeping a formal link between the internal coordinate representation and the atomic-basis

one, so that it is possible to use one or the other, at need19. Finally, we can write

ε
(3)
Zi

=
∑

Z1≥Z2

unique∑
n1n2l

bZ1Z2Zi
n1n2l

(
C

(3),Z1Z2

in1n2l
− S

(3),Z1Z2

in1n2

)
, (4.36)

where we defined the coupling term, C
(3),Z1Z2

in1n2l
, and the self-interaction, S

(3),Z1Z2

in1n2
, as

C
(3),Z1Z2

in1n2l
:=

4π

2l + 1

l∑
m=−l

(−1)m(J1L1)
i,Z1

n1lm
(J1L1)

i,Z2

n2l−m,

S
(3),Z1Z2

in1n2
:= δZ1Z2(J2L0)

i,Z1
n1n2

.

(4.37)

The coefficients bZ1Z2Zi
n1n2l

are defined in terms of the aZ1Z2Zi
n1n2l

as

bZ1Z2Zi
n1n2l

=
aZ1Z2Zi
n1n2l

1 + δZ1Z2δn1n2

, (4.38)

so that spurious multiplicative factors are correctly taken into account. We note how the

coupling term is formally equivalent to the powerspectrum defined in Eq. (2.10) and,

therefore, also to the term B
(3)
in1n2l

in Eq. (2.59) for the ACE model. We also note that

our selection of unique coefficients, and subsequent sum over symmetries, is equivalent

19If there are not many atoms in the atomic environment, the computational overhead of evaluating
the spherical harmonics and contracting them could make the linear-scaling scheme less efficient than the
internal coordinates one.
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to the lexicographic order ν1 ≥ ν2 used in ACE (2.59) (please, see also Ref. [103]): we

stress, however, that this equivalence will not hold when we will introduce an analogous

expansion for the four-body term.

Crucially, in Eq. (4.36), we shifted from an expression which was quadratic in the

number of neighbors inside the cut-off sphere (as can see from the constrained sum over

all the unique pairs in Eq. (4.30)), to an equivalent expression which is, instead, linear.

Connection with “the density trick” Before proceeding with an in-depth analysis of

the four-body terms, let us strengthen the connection between the “powerspectrum-like”

term, given from C
(3),Z1Z2

in1n2l
and recovered from the enforcement of a linear scaling, and the

powerspectrum obtained from the density trick and first introduced in Sec. 2.1.2. The

main objective is to construct a neighbor density using the Jacobi polynomials as radial

basis. The strategy is similar to the one showed in Sec. 2.1.2, where the definition of a map

from the real space, R3, to the surface of a four-dimensional space, S3, was used to define

the new density ρi(r)
r→û−−→ ρi(û), which was subsequently used in the SNAP model [24].

Analogously, we can directly use the cosine map, defined in Eq. 4.3, to construct a neighbor

density, ρi, which is defined on the domain [−1, 1] ⊗ S2, where S2 is the surface of the

unitary, 3-dimensional sphere. Explicitly, we have

ρi(r)
r→x(r)−−−−→ ρi(x, r̂), (4.39)

where we recall that the cosine map, x, is defined from [rmin, rcut] to [−1, 1], as

x(r) = cos

(
π

r − rmin

rcut − rmin

)
. (4.40)

We can now proceed with a constructive approach, by assuming that the density

ρJLi (x, r̂) is given as

ρJLi (x, r̂) :=
∑
nlm

cJLinlmP
(α,β)
n (x)Y m

l (r̂), (4.41)

with the coefficients given by

cJLinlm :=
atoms∑

j

P
(α,β)
nji Y m∗

l (r̂ji), (4.42)

and where the sum runs over all the atoms inside the cut-off sphere. These coefficients

can be easily obtained by means of the integral

cinlm =
1

N
(α,β)
n

∫
dr̂

∫ 1

−1

dxw(α,β)(x)ρJLi (x, r̂)P (α,β)
n (x)Y m∗

l (r̂), (4.43)
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where we used the weight function20 w(α,β)(x) = (1− x)α(1 + x)β, and N
(α,β)
n is a normal-

ization constant given by the integral [55]∫
dxw(α,β)(x)P (α,β)

m (x)P (α,β)
n (x) = δmnN

(α,β)
n , (4.44)

which is explicitly computed as

Nα,β)
n =

2α+β+1

2n+ α + β + 1

Γ(n+ α + 1)Γ(n+ β + 1)

n!Γ(n+ α + β + 1),
(4.45)

with Γ(x) being the Gamma function. Now, it is interesting to investigate if the defined

density is indeed a localization function, with well-recognizable peaks in correspondence

of the atomic positions. This can be done by considering the l = m = 0 case, since the

angular dependence of the function is the same of the one of the Dirac-delta distributions

of Sec. 2.1.2, which are, by definition, localized. Explcitly, we can investigate the sum

S
(α,β)
in :=

∑
n

cJLin00 =
1√
4π

∑
n

atoms∑
j

P
(α,β)
nji . (4.46)

While a detailed analysis of this sum is outside the scope of our discussion, Fig. 4.5 (top)

shows examples of truncated S
(α,β)
in , evaluated over four randomly-selected atomic posi-

tions, and with α = β = 2. On the one hand, the Figure reveals that the expression does

indeed define a localization function. On the other hand, it also shows the presents of

a divergence at the edges of the interval of definition. As mentioned before, this shows

how the weight, w(α,β)(x), can be seen as imposing a new metric on the interval, which

is analogous to the different metric adopted by the choice of the SNAP formalism over

the surface of the 4-dimensional sphere. This can be seen by plotting the same function

multiplied by the weight w(α,β)(x), as shown in Fig. 4.5 (bottom): not only this procedure

regularizes the peaks’ height, which shows how the weight function is responsible for a

different metric on the interval, but also the divergences at the edges of the interval is now

disappeared. Even more, we can appreciate how the derivatives of the resulting expres-

sion vanish at the edge of the interval, a fact that can be easily shown by calculating the

derivative of w(α,β)(x)S
(α,β)
in . In particular, it is easy to show that the derivative of order k,

evaluated on the right or left edge, vanish if and only if α > k or β > k, respectively. We

just mention that this property could be used as a further strategy to address the need

for an explicit cut-off function, and could give an enhanced control over the behaviour of

20Technically, we are defining a function which belongs to the space L2
w(α,β)([−1, 1] ⊗ S2), of square-

integrable functions, with respect to the given weight. Given that the function is defined by means of its
series expansion, and given that the series is always truncated to a suitable value, we can avoid any detail
regarding the convergence of the proposed expression.
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Figure 4.5: (Top) The Figure shows a possible example of the sum from Eq. 4.46. The
atomic positions are at x1 = −0.6, x2 = 0.1, x3 = 0.25 and x4 = 0.8. This example is
constructed with α = β = 2, and only the case n = 500 is shown. It is also shown how
the density possesses peaks on the atomic position and divergences at the edges of the
domain, for x = ±1.
(Bottom) The Figure shows the same function scaled by the weight w(α,β)(x). From the

Figure, it can be appreciated how the terms S
(α,β)
in are based on an underlying metric over

the interval [−1, 1]. Indeed, not only the divergences disappeared (with the function now
smoothly vanishing at the edges), but also the peaks are on the same scale.

the derivatives at the edge of the interval.

With a well-defined neighbor density, we can now follow the same procedure discussed

in Sec. 2.1.2, and construct the powerspectrum or the bispectrum, in complete analogy

to what done for the GAP framework. Indeed, a powerspectrum can be easily defined by

means of the contraction

pJLinn′l =
∑
m

(−1)mcJLinlmc
JL
in′l−m, (4.47)

which can be used in either a linear model or a kernel-based model.

Finally, we can compare this expression with C
(3)
in1n2l

(note that, for the sake of com-
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pactness, we are not considering details regarding the atomic species), explicitly

C
(3)
in1n2l

=
4π

2l + 1

∑
m

(−1)m(J1L1)
i
n1lm

(J1L1)
i
n2l−m

=
4π

2l + 1

∑
m

(−1)m
atoms∑
jk

P
(α,β)

n1ji
Y m
l (r̂ji)P

(α,β)

n2ji
Y −m
l (r̂ki),

(4.48)

and

pJLin1n2l
=
∑
m

(−1)mcJLinlmc
JL
in′l−m =

∑
m

(−1)m
atoms∑
jk

P
(α,β)
n1ji

Y m
l (r̂ji)P

(α,β)
n2ki

Y −m
l (r̂ki). (4.49)

The two expressions are almost identical, but for an unessential overall factor and for

the appearance of double-vanishing Jacobi polynomials instead of standard ones. We will

now show a method to address this difference. The underlying assumption is to assume

that the energy is obtained by a linear combination of the powerspectrum components,

explicitly

Eshort =
atoms∑

i

∑
n1n2l

an1n2lp
JL
in1n2l

, (4.50)

for some coefficients an1n2l and where the first sum runs over all the atoms in the system.

This equation can be rewritten as

Eshort =
∑
i

∑
jk

v(rji, rki, r̂ji · r̂ki), (4.51)

where, again, the potential v has been defined as

v(rji, rki, r̂ji · r̂ki) :=
∑
n1n2l

an1n2l

∑
m

(−1)mP
(α,β)
n1ji

Y m
l (r̂ji)P

(α,β)
n2ki

Y −m
l (r̂ki)

=
∑
n1n2l

2l + 1

4π
an1n2lP

(α,β)
n1ji

P
(α,β)
n2ki

P jki
l ,

(4.52)

with the second line obtained by means of the addition theorem for the spherical harmon-

ics. Now that we have defined a potential, we can apply again the constraints21

lim
r1→rcut

v(r1, r2, r̂1 · r̂2) = 0 ∀ r2, lim
r2→rcut

v(r1, r2, r̂1 · r̂2) = 0 ∀ r1, (4.53)

and

lim
r1→0

v(r1, r2, r̂1 · r̂2) = 0 ∀ r2, lim
r2→0

v(r1, r2, r̂1 · r̂2) = 0 ∀ r1. (4.54)

21Note that we are not considering rmin for practical reasons.
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These expressions are equivalent to the ones used in deriving the double-vanishing-

Jacobi polynomials. Indeed, it can be proven that applying these constraints results in an

expansion for the energy in terms of a modified powerspectrum, namely

Eshort =
∑
i

∑
n1n2≥2

∑
l

an1n2lp
JL
in1n2l

, (4.55)

with

pJLin1n2l
:=
∑
m

(−1)mP
(α,β)

n1ji
Y m
l (r̂ji)P

(α,β)

n2ki
Y −m
l (r̂ki). (4.56)

By comparing this expression with Eq. (4.48), we can see that

pJLin1n2l
=

2l + 1

4π
C

(3)
in1n2l

, (4.57)

which establishes a connection between the JL formalism, in its linear-scaling form en-

coded in C
(3)
in1n2l

, and density trick. To summarize, this has been achieved by constructing

a suitable neighbors density and by introducing a constraining procedure. In particular,

the construction of the density ρJLi allows to perform an explicit comparison with any

other method that is based on the density trick formalism. It is important to mention,

however, that the double-vanishing-Jacobi polynomials arise from the constraining proce-

dure applied to a linear model. If another model is used then the constraining procedure

could be different, and so the resulting expressions could deviate from the ones of the

JL expansion. However, this is consistent with the fact that the double-vanishing-Jacobi

polynomial were originally derived from a linear expansion.

We conclude by remarking that the formalism, which is based on the JL-atomic basis

and the one in terms of the JL-neighbors density, while being crucial in establish a link

with previous methods, will be relegated only to theoretical investigations. In the fol-

lowing, instead, we will explicitly use an internal-coordinate representation (the original

JL-expansion of Eq. 4.30) keeping in mind that, if there are too many atoms in cut-off

sphere (enough to justify the evaluation of the 2l + 1 spherical harmonics, and the 2l + 1

subsequent contractions over m), the linearised formalism could give a computational

advantage.
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4.1.3 Four-body (4B) potential

The four-body (4B) potential is expanded in complete analogy to what already done

for the 3B case. Indeed the 4B-JL expansion reads

v
(4)
ZjZkZpZi

(rji, rki, rpi, sjki, skpi, sjpi) =

unique∑
n1n2n3
l1l2l3

a
ZjZkZpZi
n1n2n3
l1l2l3

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P

(α,β)

n3pi
P jki
l1

P jpi
l2

P kpi
l3

)
.

(4.58)

The range of all Jacobi indexes is always [2, nmax], and the one for the Legendre indexes

is [0, lmax]. It is worth noticing that the symmetry scheme introduced here, with the sum

over the unique coefficients, is different from a lexicographic order. Indeed, permuting two

atomic species in the definition of the potential, implies the swap of the corresponding

distances and scalar products (angles). For example, the potential defined by the swap

Zi → Zj satisfies the symmetry

v
(4)
ZkZjZpZi

(rki, rji, rpi, sjki, sjpi, skpi) := v
(4)
ZjZkZpZi

(rji, rki, rpi, sjki, skpi, sjpi). (4.59)

On the one hand this means that we can always impose an ordering on the atomic

number, as Zi ≥ Zj ≥ Zk and, on the other, this also implies the following symmetry

relation for the expansion coefficients

a
ZkZjZpZi
n2n1n3
l1l3l2

= a
ZjZkZpZi
n1n2n3
l1l2l3

, (4.60)

obtained by attributing the correct Jacobi and Legendre indexes to distances and angles,

respectively. In particular, if the atoms in the atomic environment belong to the same

species Z, we have the full chain of symmetries

an1n2n3
l1l2l3

= an2n1n3
l1l3l2

= an3n2n1
l3l2l1

= an1n3n2
l2l1l3

= an2n3n1
l3l1l2

= an3n1n2
l2l3l1

, (4.61)

which must be taken into account in Eq. (4.58), to enforce the correct invariance under

identical atoms permutations.

Linear scaling and differences with respect to the bispectrum coupling scheme

By following the same procedure of the one shown for the 3B case, we can cast the 4B

atomic energy, ε(4), in terms of the JL-atomic basis as

ε
(4)
i =

∑
Z1≥Z2≥Z3

unique∑
n1n2n3
l1l2l3

bZ1Z2Z3Zi
n1n2n3
l1l2l3

[
C

(4),Z1Z2Z3

i,
n1n2n3
l1l2l3

− S
(4),Z1Z2Z3

i,
n1n2n3
l1l2l3

]
, (4.62)
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where

C
(4),Z1Z2Z3

i,
n1n2n3
l1l2l3

= Πl1l2l3

∑
m1m2m3

(−1)
∑

m(J1L2)
i,Z1

n1l1m1l2−m2
(J1L2)

i,Z2

n2l3m3l1−m1
(J1L2)

i,Z3

n3l2m2l3−m3
.

(4.63)

Here, we used the shorthand (−1)
∑

m := (−1)m1+m2+m3 , and Πl1l2l3 :=
∏3

ν=1 4π/(2lν +

1). Again, the bZ1Z2Z3Zi
n1n2n3
l1l2l3

coefficients are proportional to the initial ones. The expression

for the self-energy, S
(4)
i , is more involved and can be found in the SI of the original work

from Ref. [99]. However, we mention that it is expressed only in terms of the atomic basis

(J1L2), (J2L2) and (J3L0), so that the full expression is again linear with respect to the

number of neighbors inside the cut-off sphere. Crucially, this expression is obtained by

a simple re-arrangement of the terms of Eq. (4.58) and, as such, one can freely navigate

between an expression in terms of internal coordinates and the one in terms of the JL-

atomic basis. In particular, it is important to remark how the coupling scheme of angular

momenta implied in the coupling term C
(4),Z1Z2Z3

i,
n1n2n3
l1l2l3

is not equivalent to the one used in the

definition of the bispectrum components22,

B
(4),Z1Z2Z3

i,
n1n2n3
l1l2l3

=
∑

m1m2m3

(
l1 l2 l3

m1 m2 m3

)
(J1L1)

i,Z1

in1l1m1
(J1L1)

i,Z2

in2l2m2
(J1L1)

i,Z3

in3l3m3
, (4.64)

reported here for readability23, and in the form proposed in the ACEmodel (see Eq. (2.59)).

Indeed, the bispectrum coupling cannot be straightforwardly re-arranged in an equivalent

expression in terms of internal coordinates. On the contrary, while the bispectrum coupling

scheme is more compact, the one introduced here has the advantage that it fully mirrors a

representation in terms of internal coordinates, which can be used at need (in the following

we will use only the representation in terms of internal coordinates, and not the linearised

one).

4.1.4 The Five-body (5B) potential

Proceeding to higher-body order terms, we investigate here how to construct the 5B-JL

expansion. The main aim of this section is to show how the internal coordinate represen-

tation contains the minimal number of distances and angles that are needed to describe

an isometrically-invariant-5B quantity. We remark that investigating a 5B potential is

22Please note that the internal coordinate representation is implicitly invariant under reflection. This
implies that the two couplings span the same space only when the only bispectrum components retained
are the ones for l1 + l2 + l3 even.

23Note that this coupling can be obtained with the same procedure introduced in the previous section,
starting from the JL-neighbor density of Eq. (4.41), ρJLi . This approach indeed leads to the bispectrum
coupling in terms of the JL-atomic basis.
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necessary, since it is proven that a 4B representation is not complete, i.e., that two multi-

atom configurations, albeit not related by an O(3) transformation, can lead to the same

bispectrum components (please, see Ref. [49] for details). Before proceeding it is impor-

tant to distinguish between the two notion of completeness that appear in this work. The

first one, used throughout this thesis, refers to a complete representation of a function in

terms of expansions over its degrees of freedom. This allows to define a basis and, being

it the notion of completeness that refers to (invariant) functions evaluated on n bodies, is

a definition concerned with the counting and characterization of degrees of freedom. The

second notion of completeness is related to the unique representation of a neighborhood

containing N atoms. For example, in the case of the the multi-body JL-expansion, our

approach is to represent the contribution of the neighborhood in terms of progressively

higher body-terms. Thus, the first concept of completeness relates to ways of representing

the single n-body term, e.g., a 3B term can be uniquely represented by 2 distances and one

angle. In contrast, the second form of completeness tries to answer the question on how

to uniquely represent the neighborhood, and more generally, the entire system. If, on the

one hand, the two notions are clearly related and indeed become equivalent for the same

number of atoms, i.e., n = N , on the other hand they are very distinct: while a 3-body

term can be described by 2 distances and one angle, a general neighborhood cannot be

uniquely defined by a sum of 3-body contributions. Indeed the work of Ref. [49] proves

that even a sum of 4-body contributions is not enough, and more recent works go in the

direction of constructing a complete representation (see, for example, the recent work of

Ref. [104]). While we mentioned the completeness with respect to the representation of the

full neighborhood of atoms, from this point forward we will consider only the first kind

of completeness and, in particular, this section will discuss an elementary hand-waving

method to prove that an isometrically-invariant-5B term can be uniquely described by 4

distances and 6 scalar products.

We can now proceed with an expansion for the 5B terms and with a discussion over

the completeness of the JL representation. The 5B-JL expansion is defined as

v
(5)
ZjZkZpZqZi

(rji, rki, rpi, rqi, sjki, sjpi, sjqi, skpi, skqi, spqi) =

=

unique∑
n1n2n3n4
l1l2l3l4l5l6

a
ZjZkZpZqZi
n1n2n3n4
l1l2l3l4l5l6

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P

(α,β)

n3pi
P

(α,β)

n4qi
P jki
l1

P jpi
l2

P jqi
l3

P kpi
l4

P kqi
l5

P pqi
l6

)
,

(4.65)

and, as mentioned, is expanded over 4 distances, each carrying its own set of double-

vanishing-Jacobi polynomials and 6 scalar products, addressed by the Legendre polynomi-

als. An expression that scales linearly with the number of atoms is available also for the

5B case, but it will not be explicitly discussed here. Instead we will postpone a mention
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to the linearised expression to the last chapter of the thesis, where we will compared the

implied coupling scheme with the one introduced by the ACE model.

We can now focus on the angular part of the potential24. To simplify the notation, let

us orderly relabel the versors as, r̂1, r̂2, r̂3 and r̂4. Since the potentials are isometrically

invariant, we can always rotate the frame of reference to align the versor r̂1 with z-axis.

We can then perform another rotation around the z-axis (leaving the direction of the first

versor unchanged) and bring the second versor on the xz plane. Finally, if the third versor

has a negative y-coordinate, we can mirror the system with respect to the xz-plane, to

impose a positive y-coordinate. Thus, the coordinates of the versors, in terms of polar

and azimuthal angles, can be generally written as25

r̂1 = (0, 0), r̂2 = (θ2, 0), r̂3 = (θ3, ϕ3), and r̂4 = (θ4, ϕ4). (4.66)

The three polar angles, as well as the angle ϕ3, are all defined in the range [0, π]

(because the y coordinate of r̂3 is positive), while the last azimuthal angle is defined in the

range [0, 2π]. Crucially, this is the minimal set of angles needed to describe an isometrically

invariant quantity defined on 4 versors.

Moving to a representation in terms of scalar products, we notice how the polar angles

are unambiguously defined by

r̂1 · r̂n = cos θn, for n = 2, 3, 4. (4.67)

Moreover, the azimuthal angle ϕ3 is determined by inverting the expression

r̂2 · r̂3 = cos θ2 cos θ3 + sin θ2 sin θ3 cosϕ3, (4.68)

which allows us to obtain cosϕ3. This is enough to fully characterize ϕ3 since it is defined

on the range [0, π]. Please, note that all the angles considered so far are fully determined

by the scalar products r̂1 · r̂n.
A slightly different approach is required for the azimuthal angle ϕ4, since its cosine

does not carry enough information to unambiguously determine its value. Indeed we need

to invert the system of equations{
r̂2 · r̂4 = cos θ2 cos θ4 + sin θ2 sin θ4 cosϕ4,

r̂3 · r̂4 = cos θ3 cos θ4 + sin θ3 sin θ4(cosϕ3 cosϕ4 + sinϕ3 sinϕ4).
(4.69)

By inverting the first equation, we obtain the value of cosϕ4, which can then exploited

24Please note that, concerning the radial contributions, an expansion over four distances is already a
complete representation.

25Again, since our targets are isometrically invariant, this is completely general.
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in the second equation to retrieve the value of sinϕ4, and finally unambiguously obtain

the angle ϕ4. We showed two things here: firstly, all the five scalar products r̂i · r̂j are

required to cover the minimal set of degrees of freedom defined in Eq. (4.66). Secondly,

that each new versor, with an azimuthal angle defined on the full interval [0, 2π], brings

three more degrees of freedom in terms of scalar products: one for the polar angle, and two

to characterize the azimuthal angle26. We then deduce that the representation in internal

coordinates becomes over-complete in going to a six-body description: indeed, adding a

new versor r̂5, will bring four more scalar products, while only three are required to fully

characterize the pair (θ5, ϕ5). This discussion also shows that, if the described quantity

is not invariant under reflection, i.e., if ϕ3 now take values in the range [0, 2π], we need

to define a new degree of freedom, which carries the information on the sign of sinϕ3.

While we hypothesise that this problem could be solved by enhancing the description, for

example introducing a new Legendre expansion in terms of the quantity r̂1 × r2 · r̂3, we
will not consider this case here, postponing the discussion to a future analysis.

We conclude this section by noticing that the number of scalar products is strictly

related to the number of indexes in the expansion: this brings some issues with the 5B

terms presented in the ACE formalism, which carries only four indexes. We will explore

this problem in the last chapter, where we will show, not only that at least 5 indexes are

necessary to fully characterize an isometrically invariant 5B function, but also that, using

6 indexes allows us to disentangle the representation from the choice of a specific coupling

scheme.

4.2 The Jacobi-Legendre Potential (JLP)

We can now define the complete Jacobi-Legendre potentials (JLPs), obtained by plug-

ging together Eqs. (4.18), (4.30), (4.58) in (4.1) and (4.1). We adopt the same formalism

introduced for the SNAP potential (see Eq. (2.49)), and symbolically write

εJLPZi
(Ji) = εZi

+

body
order∑
v

a
(v)
Zi

· J(v)
i , (4.70)

26Note that, to gain information on the azimuthal angle, we actually need a scalar product (continuous
quantity) and a boolean number (in this case, given by the sign of the sine of the angles). In general, this
is enough to obtain a complete representation of an angle defined over the interval [0, 2π]. However, if on
the one hand we are including more information than needed (the sine is a continuous quantity, against a
boolean one), this allows to treat all the scalar products on the same footing, and thus it makes it easier
to deal with the symmetries of the expression, in particular the invariance under permutation of identical
atoms.
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where we divided the expression in different body orders, with a
(v)
Zi

being the vector con-

taining all the v-body-order-expansion coefficients (which will be learned in the training

phase), and J
(v)
i being the vector containing the sums of all the v-body descriptors sub-

tended to the same coefficient. The vector Ji is constructed by concatenating all of the

J
(v)
i ones.

Forces and Stress tensor Given the linearity of the JLP model, we can calculate the

forces and the components of the stress tensor27 by (please, compare with Eq. (2.50))

EJLP =
atoms∑

i

εJLPZi
(Ji) ⇒


Fj = −∇jE = −

body
order∑
v

atoms∑
i

a
(v)
Zi

· ∂J
(v)
i

∂rj
,

W = −
∑
j

rj ⊗∇jE = −
∑
i=1

body
order∑
v

a
(v)
Zi

·
∑
j=1

rj ⊗
∂J

(v)
i

∂rj
.

(4.71)

In particular, from the first equation, we can also define the v-body contribution to

the forces as

F
(v)
j := −

atoms∑
i

a
(v)
Zi

· ∂J
(v)
i

∂rj
. (4.72)

From the expressions above, it is clear that the only ingredient needed to evaluate the

forces is the use of the chain rule with the derivative of the (double-)vanishing-Jacobi and

Legendre polynomials, which are given by

d

dx
P̃ (α,β)
n (cos(x)) =

d

dx
P (α,β)
n (cos(x)) = −α + β + n+ 1

2
sin(x)P

(α+1,β+1)
n−1 (cos(x)),

d

dx
Pl(x) =

d

dx
P

(0,0)
l (x) =

l + 1

2
P

(1,1)
l−1 (x) , (4.73)

d

dx
P

(α,β)

n (cos(x)) =

= −sin(x)

2

(
(α + β + n+ 1)P

(α+1,β+1)
n−1 (cos(x))− (α + β + 2)

P̃
(α,β)
n (−1)

P̃
(α,β)
1 (−1)

)
.

From the first expression we can appreciate how the vanishing-Jacobi polynomials have

zero derivatives at the edges of the range of definition, i.e., for r = 0 and r = rcut, due to

the presence of the sine functions (as can be seen from Fig.s 4.2 and 4.3). We notice that

the second derivative does not share this property. However, should it be important to

constrain also the second derivatives to go to zero, a possible solution could be to enforce

an additional constraint on the expansion. In the second equation above we exploited

27Please note that the definition used here for the components of the stress tensor does not contain a
normalization by the volume of the cell, and thus it appears in units of energy. If needed, dividing by the
cell volume brings the expression in the standard pressure’s units.
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the fact that the Legendre polynomials are a particular case of Jacobi polynomials (for

α = β = 0), allowing us to evaluate all of the derivatives within the same framework.

This concludes the characterization of the descriptors defined for the JLP. In the next

short paragraph we will outline the main aspects of the linear regression for the determi-

nation of the expansion coefficient.

Linear regression The learning process (evaluation of the expansion coefficients a
(v)
Zi
),

was driven by the minimisation of the widely used loss function

L = ∥E− JEa∥22 + cF∥F− JFa∥22 + cW∥W − JWa∥22, (4.74)

written in terms of the is the 2-norm ∥·∥2. Here the vector E represents all the energies

in the training set (usually obtained by ab-initio calculations), a is the vector obtained

by concatenating all the coefficients of the expansion, and JE is the matrix whose rows

contain the set of descriptors for one configuration of the training set. Similarly F is the

vector of all the forces of the dataset, while JF is again the matrix of the differentiated

descriptors, in which each row refers to a specific configuration of the training set. We

will train on each force component, so that, if the c-th configuration has Nc atoms, we will

have 3Nc forces associated with that configuration. Analogously, we will train on each of

the six components of the stress-tensor (6 for each configuration): the rows and columns

of the matrix JW , refers to the configuration and to the descriptors for the stress-tensor

components, respectively. Finally, cF and cW are coupling constants to be optimized. We

can slightly modify the expression above and make the coupling constants, cF and cW ,

configuration dependent. Practically, this is equivalent to slightly changing the descriptors’

definition. This could be useful, for example, when the configurations in the dataset have

a different number of atoms and/or to weight the terms in the loss functions on the same

footing. In the same spirit, we will consider per-atom energies (dividing the energies and

the descriptors by the number of atoms) and we will divide all the forces by
√
3Nc, to

bring energies and forces on the same footing with respect to the loss function.

Please note that other potentials make use of a non-linear-embedding function to target

the energies. An example is given by the ACE potential which mirrors the functional form

of a Finnis-Sinclair potential, and uses a two-targets approach (please, see Refs. [25, 105],

and [106] for a discussion on the properties of the embedding functions). Here, however, we

will follow the simplest case of a linear regression. We will investigate different embedding

functions in future works.
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Two Body Three Body Four Body

nmax 10 6 4

lmax – 5 3

rcut (Å) 3.7 3.7 3.7

α = β 1 1 1

# of features 10 90 364

Table 4.1: Details of the JLP trained on the carbon dataset. In order to reduce the number
of hyperparameters, we fixed α and β to be equal, and rmin = 0. The model is relatively
compact and comprises 465 (464 plus the intercept) features. This table has been reported
from the main manuscript, Ref. [99].

4.3 Application: A JLP for Carbon

To test the performance of the JLPs, we decided to build a potential from the dataset

presented in Ref. [50], and used to train the GAP17 potential. This choice was driven by

the challenges that it presents. Firstly, the dataset contains a large variety of different

carbon phases, from amorphous and surfaces, to crystalline structures (graphene, graphite

diamond). Moreover, several phases show an high degree of non-locality (in the sense that

they present a relatively large distance for the decaying of the forces between two atoms),

which requires a careful tuning of the cut-off radius. Before fitting a JLP, we filtered the

dataset, removing all the structures with an absolute maximum force components greater

than 30 eV/Å. Moreover, we also removed configurations of carbon dimers that were

present in the dataset, there included to improve the quality of two-body contributions for

the original GAP17 potential [Ref. [50]], but unessential for our purposes. In total, out of

the 4,080 configurations, we removed 37. The remaining 4,043 were split into a training

(2,830 structures) and test (1,213 structures) sets.

The fitting procedure was done simultaneously on energies, forces and stress tensor,

with the coupling coefficients optimized at cF = 0.5 and cW = 0.075, respectively. The

actual fitting procedure was carried out by means of a singular value decomposition. We

built a potential up to the 4B terms and, mirroring the locality analysis performed for

the GAP17, we fixed the cut-off radius at 3.7 Å for every body-order. The optimised

hyperparameters are reported in Table 4.1. We stress that the resulting model, with its

465 total features, is arguably very compact if compared to the variety of phases in the

dataset. Also, we used the formula introduced and discussed in Ref. [107] (please see Eq.

(25) therein) for the stress tensor, in place of the one in Eq. (4.71).

The accuracy of the fitted model on the training set, reported in terms of the Root Mean

Squared Errors (RMSEs), was evaluated at 43.9 meV/atom for the energy, 0.781 eV/Å
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Figure 4.6: Parity plots obtained from the predictions on the test set for the (a) energies,
(b) forces, (c) virial stress. The Mean Absolute Errors (MAEs) and Root Mean Square
Error (RMSE) are reported for each plot, alongside the error on the worst prediction.
The color code indicates the data density (number of datapoints). Figure (d) shows the
prediction when a truncated potential is used, going from only 2B terms (in red), including
also the 3B ones (in green), and up to the full 4B potential (in blue).

for the forces and 6.62 eV for the stress tensor. We found a similar accuracy for the

predictions on the test set, evaluated at 46.6 meV/atom for the energy, 0.779 eV/Å for

the forces and 6.15 eV for the stress tensor. The parity plots for the predictions on the

test set is reported in Fig. 4.6(a)-(c). From the same figure we can appreciate that, despite

the relatively-compact model used here, both forces and tensor components reach an high

level of accuracy when compared with similar potentials [50, 58, 68].

It is also interesting to investigate how different body orders contribute to the total fit
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Figure 4.7: (Left) Cumulative distributions of the forces components. Following the the
same discussion of Ref. [50], we selected the 1 eV/Å as a reference point. (Right) Pair-wise
potential obtained from the JLP and Eq. (4.21). The insert shows a magnification of the
curve around the minimum, while the background histogram is the distribution of the
pair-wise distances of the full dataset.

of the JLP. This is explored in Fig. 4.6(d), where we show the parity plot (on the test set)

obtained by truncating the fit to include only up to the 2B, 3B, or the full 4B potential,

respectively28. From the figure we can see how it is necessary to include 4B contributions

to interpolate all the different phases of the dataset, in accord with what was already

concluded in Ref. [50] for the GAP17 potential. Interestingly, the 4B term allows for an

interpolation among the lowest energy phases (graphene, graphite and diamond), which

are otherwise separated in “branches”. We also observe that the inclusion of the 4B term

is probably necessary to discriminate among different atomic-local environments of the

amorphous phases.

In order to further compare this JLP with the GAP17 potential, a plot of the cumulative

distribution of the errors on the force components is shown in Fig. 4.7 (Left). A point on

the curve represents the percentage of components which are predicted with an absolute

error that is less than the indicated value. In particular, we observe around 81.97% of

the forces with an error which is less than the reference value of 1 eV/Å: this can be

compared with the similar evaluation performed in the GAP17, where the same reference

value corresponded to 68.3% of force components.

Finally, we investigate the behaviour of the 2B potential, by plugging the fitted coeffi-

cients in Eq. (4.21) and plotting the resulting functional form, shown in Fig. 4.7 (Right).

In the Figure, the 2B potential is compared with the histogram of pair-wise distances

of the entire dataset. We can appreciate the natural emergence of a strong short-range

repulsive behaviour, despite the lack of highly compressed structures. We remark that the

2B repulsion dictates the behaviour, at small distances, of the entire potential, because of

the constraints imposed on higher-body terms. The potential also shows a minimum in

close proximity to the first peak of the pair-distances distributions, as expected.

28This is only a truncation, the potential is not re-trained on lower order cases.
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Figure 4.8: The phonon dispersion curves for graphene (left) and diamond (right) are
shown. The red curve has been predicted with the JLP, while the black curve is from
reference DFT calculations (details in the main text).

Phonon dispersion curves Given the relative high accuracy achieved for energies,

forces and stress, we decided to challenge the JLP in the prediction of the phonons dis-

persion curves for graphene and diamond (using the phono3py package [108, 109]). As

reference, we used the curves for crystalline diamond (mp-66) obtained from Materials

Project [20], and the one for graphene from the phonon website [110], calculated by means

of density functional perturbation theory and the abinit code [111]. The results are re-

ported in Fig. 4.8 for both graphene (left) and diamond (right), with the JLP predicted

curves are in red, and the reference calculations are in black. The figure shows how the

JLP is able to reproduce the phonon dispersion curves, with the graphene being the more

accurate between the two. We remark that perfect agreement is not expected, since the

DFT dataset used in the training phase (from Ref. [50]) was constructed with the castep

code [112], and the phonons have been evaluated with finite differences. Instead, the ref-

erence was generated with the abinit code. Different DFT implementations could play a

role in the difference between the two curves. Importantly, we do not find any negative

frequencies at the Γ points. We can compare the phonon dispersion curves obtained here

with the similar ones reproduced by the GAP17 potential, or the more recent GAP20

(introduced in Ref. [58], please see the SI therein). The GAP20 is a potential constructed

with the same formalism of GAP17, but with a larger and more curated dataset, in par-

ticular including, among the others, structures from the work on graphene of Ref. [59].

Interestingly however, the potential obtained here, while being trained on the GAP17

dataset, has a much closer accuracy to the one of the GAP20 potential.

We also briefly discuss the newly developed ACE potential for carbon, discussed in
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the recent work of Ref. [68]. This potential is based on a much larger dataset (17,293

structures in the training set) containing a multitude of different phases, ranging from

the same ones used to train the JLP, to highly energetic or highly compressed cases. A

comparison with our JLP is not trivial, and in particular a comparison of RMSEs could

be meaningless: for example, if the whole dataset is considered, the RMSEs for the JLP

are much lower than the one of the ACE, but the JLP is not tested on more challenging,

highly energetic or highly compressed configurations. On the other hand if some of the

more challenging structures are excluded, the RMSE for the energies gets very close, while

the ACE has a halved RMSE compared to the one for the JLP for the forces, as can be

seen by the more accurate phonon dispersion curves for graphene and diamond. Still, the

JLP is trained on a much smaller dataset, and training on richer and broader scenarios

would surely improve the accuracy of the potential. Indeed, in future works, we plan to

investigate the performance of a JLP trained on a richer dataset to be able to do a more

fair comparison and to test the limits of this potential.

4.4 Conclusions

In conclusion, we presented the Jacobi-Legendre formalism for the construction of an

MLP. We showed how an approach based on the cluster expansion and on a representation

in internal coordinates could be used in defining a competitive potentials, with no reference

to any coupling scheme of angular momenta. We used Jacobi polynomials and Legendre

polynomials to expand the atomic potential in terms of polynomials formulated in terms

of distances and angles, respectively. In particular, the choice of the Jacobi polynomials

allowed for a great flexibility in the optimization of the radial basis, with a minimal set

of initial assumptions. A crucial strategy introduced in this work is the procedure used in

constraining the potentials, which can be used to enforce physically-expected behaviours

on the description. In this chapter, we only imposed the short-ranged nature of the poten-

tials, forcing them to smoothly vanish for distances larger than an optimized cut-off radius.

We also imposed a 2B interaction at short distances. However, the presented procedure,

being completely general, can be adapted to virtually any non-contradictory set of local

constraints. As an interesting by-product, we also showed the natural emergence of the

widely used cosine-cut-off function and, by leveraging on the choice of Jacobi polynomials,

we were able to bias the potential to exhibit a repulsive behaviour at short distances. Fi-

nally, we showed how to implement symmetries based on the atomic species of the atoms

in the systems, and how to achieve linear scaling with the number of atoms within the

cut-off volume, in particular, by exploiting the decomposition of Legendre polynomials in

sums of products of spherical harmonics. The same strategy led to a formal comparison

with other descriptors, such as the powerspectrum and the bispectrum.
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We then tested the JLP against the challenges posed by the carbon dataset used to

train the GAP17 potentials. The resulting model was capable of achieving highly accurate

RMSEs for energies, forces and components of the stress tensor at once, despite its relative

compactness (comprising 465 features), and the variety of phases described in the dataset.

Finally we reproduced the zero-temperature phonon dispersion curves for graphene and

diamond, obtaining satisfactory qualitative agreement.

This chapter represents the first step in the formulation of the complete JL framework,

which will be undertaken in the rest of the thesis. Indeed, starting from the next chapter,

we will show how the formalism introduced here can be naturally extended from the

prediction of scalar quantities (such as the energy) to also scalar field. One of the main

strengths of the JL expansion will be its versatility in naturally adapting to the most

disparate targets, while keeping the core of the formalism essentially unchanged.
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Chapter 5

The JLCDM for the Electron

Density

This chapter will be devoted to the introduction of the Jacobi-Legendre charge density

model (JLCDM) from our recent published work Linear Jacobi-Legendre expansion of

the charge density for machine learning-accelerated electronic structure calculations [113].

This work aimed to build a model capable of predicting the converged real-space electronic-

density, at a fraction of the DFT computational cost. This was achieved by a scalar-field-

adapted-JL approach, obtained from a cluster-expansion of a grid-point representation of

the electronic density.

In this spirit, the first aim of the chapter is to construct a model, which is able to

accurately predict the electronic density, to reduce the computational overhead of DFT

calculations. The second goal consists in taking the first step towards the generalization

of the JL formalism, in the direction of defining the general framework that is at the core

of this thesis. Indeed, we will show how the JL descriptors can be naturally generalized

to go beyond the description of scalars and, together with the following chapter, we will

show that the JL descriptors are, indeed, able to encompass all the quantities of interest

in the acceleration of the investigation of materials.

The chapter is structured as follows: firstly, the methods will be presented, alongside

the main strategies and ideas, which constitute the ground for the generalization of the

JL formalism. In particular, we will show that the model possesses the correct transfor-

mation symmetries of a scalar field. Then, the full Jacobi-Legendre charge-density model

(JLCDM) will be introduced, with particular care toward the preservation of the represen-

tation continuity at small distances. We will then proceed to discuss the adopted strategy

for the grid-points sample strategy in the construction of the training set: indeed, we will

show how a Gaussian sampling, with respect to the inverse of the magnitude of the density,

allows us to remove unnecessary redundancies, while retaining the information needed to
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high-quality reconstructions of the electronic density.

The accuracy of the model will then be tested on four systems of interest: benzene,

aluminium, molybdenum and 2D MoS2. In particular, we will show that the trained

JLCDM is able to predict the density of phases that were not present in the training

set. Finally, we will compare the energies and forces obtained from a non-self consistent

approach based on the JLCDM-predicted electronic density. From a comparison against

the fully converged ones, we will show that the JLCDM can approximately halve the

number of steps required to obtain ab-initio-quality performances.

My role in the work has focused on how to adapt the Jacobi-Legendre formalism,

introduced in the previous chapter to a scalar field and, specifically, to the description of

the DFT electronic density.

5.1 Methods

The main aim for this chapter is the construction of a linear model for the electron

density, n(r), based on the JL formalism. The operative assumptions are the same of the

ones already introduced in section 2.3: the first implicit assumption is that the density can

be defined uniquely by the positions (and atomic species) of all the atoms in the system

{rj}, i.e.,
n(r) ≡ n(r; {rj}). (5.1)

In order to be able to practically deal with the position vector r, we build a real-space-

grid mesh {rg}, covering the real space R3. This is the same step taken in the works of

Refs. [83] and [84]. The last assumption is that the value of the density at a grid point rg,

depends only on the atoms inside a cut-off sphere of radius rcut. This hypothesis, based

on a nearsightedness principle [see Refs. [114, 115]], will be formally equivalent to the

introduction of the cut-off radius for the scalar descriptors: in this way, we can identify

a local environment that determines the value of the density at the point, rg. Finally,

following the same recipe of the JLP method, we assume that we can write the electron

density in the form of a cluster expansion as,

n(rg) =
∑
i

n
(1)
Zi
(rg; ri) +

∑
(j,i)

n
(2)
ZiZj

(rg; ri, rj) +
∑
(i,j,k)

n
(3)
ZiZjZk

(rg; ri, rj, rk) + . . . , (5.2)

where the sums run, respectively, over single atoms, pairs and triplets inside a cut-off

sphere centered on the grid point rg. As for the JLP, we divided the electron density in

different body-order terms. In this sense, all the one-body (1B) contributions, n(1)(rg; ri),

depend on one atom in the neighborhood (and on the grid point), the two-body (2B)

order terms, n(2)(rg; ri, rj), depend on the position of two atoms, and so on for increasingly
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Figure 5.1: Graphical abstract of the core ideas for the construction of JLCDMmodels. We
used the same grid formulation already introduced in Refs. [83, 84] [see Fig. 2.8], where, by
centering the representation on a grid point rg, an atom-centered representation is adapted
to a mesh of grid points that covers the whole space. The grid-centered representation
is then expanded in a cluster expansion, similarly to what was done for the JLP. Finally,
each distance contribution is expanded in (double-)vanishing-Jacobi polynomials, while
the angular contributions are expanded in Legendre polynomials. The final formulation is
formally identical to the one introduced for the JLP in 4.70, where we simply “promoted”
the central atom to be a grid point.

higher-body orders. We also assumed that the functional form of the various terms depends

only on the atomic species of the atoms involved, similarly to the analogous hypothesis

for the potentials of the Jacobi-Legendre expansion.

Now, the strongest link with the JLP is that, if the frame of reference is translated on

top of the grid point rg, then the value of the density is invariant under any rotation of

the local environment around the origin. In this frame of reference, we have that all the

terms in the sum above must be scalars, and so that they must depend only on distances

and scalar products. Explicitly

n(rg) =
∑
i

n
(1)
Zi
(rig)+

∑
(j,i)

n
(2)
ZiZj

(rig, rjg, sijg)+
∑
(i,j,k)

n
(3)
ZiZjZk

(rig, rjg, rkg, sijg, sikg, sjkg)+ . . . ,

(5.3)

which is formally equivalent to the cluster expansion introduced in (4.2), in which the grid

point is used as a centre of the local environment, in analogy to the role of the central atom

in the JLP’s formalism. Note that rig is the distance between the grid point position and

the i-th atom, and the relative scalar products are defined as sijg = r̂ig · r̂jg. A graphical

abstract for this construction is shown in Fig. 5.1. Crucially, we notice that this cluster

expansion is consistent with the same constraints introduced in the Jacobi expansions of
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the JLP, since each addend in the sum above is required to vanish when at least one

of its distances approaches the cut-off radius. This will justify the use of the vanishing-

and double-vanishing-Jacobi polynomials when we will further expand the body terms

following the JL expansion recipe.

Transformation properties of the density Before introducing the actual expansion,

it is important to prove that the above expansion is consistent with the definition of a

scalar field. This can be done by demonstrating that the cluster expansion satisfies the

transformation rules introduced in Eq. (2.84), and reported here for readability,

nT̂ (rg; {ri}) = n(rg; {T̂ri}) = n(T̂−1rg; {ri}), (5.4)

where nT̂ (r; {ri}) is the density of the rotated system of atoms and where T̂ is a gen-

eral isometric transformation (any operation that leaves distances and angles unchanged,

namely translation, rotation or inversion). In order to prove this transformation property,

we can leverage the identity

T̂ri − rg = T̂
(
ri − T̂−1rg

)
, (5.5)

which states that we can move the effects of the transformation from the grid point to the

atoms, by factorizing out a global transformation. Since lengths are left unchanged by an

isometric transformation, we have that∣∣∣T̂ri − rg

∣∣∣ = ∣∣∣ri − T̂−1rg

∣∣∣, (5.6)

which implies that the distances undergo the required transformation. Similarly, because

the scalar product between two vectors is not affected by a global isometry, we have(
T̂ri − rg

)
·
(
T̂rj − rg

)
=
(
ri − T̂−1rg

)
·
(
rj − T̂−1rg

)
. (5.7)

This proves that the system of internal coordinates, written in terms of the atoms and

a grid point, is indeed a good representation of the degrees of freedoms of scalar fields.
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5.1.1 The Jacobi-Legendre Charge Density Model

We can now expand the body terms of the cluster expansion of Eq. (5.3) by means

of the JL formalism (expand the dependence on each of the distances in terms of Jacobi

polynomials and on each of the scalar products in terms of Legendre polynomials), and

obtain

n
(1)
Zi
(rig) =

∑
n

aZi
n P̃

(α,β)
nig ,

n
(2)
ZiZj

(rig, rjg, sijg) =

unique∑
n1n2l

a
ZiZj

n1n2l

∑
symm.

(
P

(α,β)

n1ig
P

(α,β)

n2jg
P ijg
l

)
,

n
(3)
ZiZjZk

(rig, rjg, rkg, sijg, sikg, sjkg) =

unique∑
n1n2n3
l1l2l3

a
ZiZjZk
n1n2n3
l1l2l3

∑
symm.

(
P

(α,β)

n1ig
P

(α,β)

n2jg
P

(α,β)

n3kg
P ijg
l1

P ikg
l2

P jkg
l3

)
,

. . . ,

(5.8)

The sum on the unique indexes is the same as the one introduced in Eq. (4.30), and

is necessary to enforce the correct invariance under permutation of identical atoms. We

also used the same cosine map introduced for the JLP: indeed, the vanishing-Jacobi poly-

nomials between the j-th atom and the grid point are given by

P̃
(α,β)
nig = P̃ (α,β)

n

[
cos

(
π

r − rmin

rcut − rmin

)]
, (5.9)

and the Legendre polynomials evaluated on the scalar product between r̂ig and r̂jg are

given by

P ijg
l = Pl(r̂ig · r̂jg).

Again, the range of indexes for the Jacobi polynomials is [1, nmax] for the 1B case, and

[2, nmax] for all the others. Here, the role of the hyperparameter rmin is more important

than in the case of the JLP. Indeed, it is not unusual for the grid points to get relatively

close to the positions of the atoms. This means that, contrary to what usually happens

for MLPs, the short-distances range is not only explored by the dataset, but it also has

a significant impact on the performance of the model. Therefore, the constraint that the

derivative of the potential vanishes at small distances (enforced by the cosine map, as can

be seen in Fig. 4.2), can be detrimental to the quality of the fit. For this reason, using

a negative rmin to push the point of zero derivative to the left, namely, to inaccessible-

negative values of r, relieves the potential from this constraint, and allows the model to

predict steep variations of the density in close proximity to the atomic positions.

Also, contrary to the JLP case, the choice of the double-vanishing-Jacobi polynomials

is not uniquely guided by the condition that the value of the density in proximity to
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an atomic position should be mainly characterized by a 1B interaction with that atom.

Indeed, for reasons that will be shortly discussed, we have to remove rmin from the cosine

map of the double-vanishing-Jacobi polynomials. Thus, for this JL expansion, we chose

the polynomials

P
(α,β)

nig := P
(α,β)

n

[
cos

(
πrig
rcut

)]
, (5.10)

to expand the distance dependence of all the nB-order terms, but the 1B. The effect of

the choice of the double-vanishing-Jacobi and of the removal of rmin is twofold. The first

consequence can be appreciated by investigating the limiting case in which i = g, i.e., the

grid point is on top of one of the atoms. By taking explicitly the 2B term, we have

n
(2)
ZiZj

( rgg︸︷︷︸
=0

, rjg, sgjg︸︷︷︸
=1

) =

unique∑
n1n2l

a
ZiZj

n1n2l

∑
symm.

{
P̃ (α,β)
n1

[
cos

(
π

rmin

rcut − rmin

)]
P̃

(α,β)
n2jg

}
, (5.11)

which is, effectively, a 1B term (since depends only on the distance rjg) and, as such,

have already been considered in the lower-order-body contributions. By setting rmin = 0,

and by using the double-vanishing-Jacobi polynomials, one removes these redundancies

and the body orders are kept as formally separated as possible. The second consequence

consists in preserving the continuity of the expansion. Indeed, if we take the limit process

of the grid point approaching the atomic position, we have that, in general,

lim
rig→0

n
(2)
ZiZj

(rig, rjg, sijg) ̸= n
(2)
ZiZj

(0, rjg, 1). (5.12)

The cause for this inequality is that the direction of a zero-length vector is not well-

defined, and so the scalar product representation jumps discontinuously to 1. Again, this

discontinuity will be solved if both sides of the equation are constrained to be zero, which

is enforced by the simultaneous use of the double-vanishing-Jacobi polynomials and of an

rmin = 0. Arguably, the question of a zero rmin can also arise for the simpler case of a

JLP, where, however, the role of rmin is much less relevant, given that such small distances

regions are rarely explored by the dataset.

The hyperparameters of this model are defined in the same way as the one introduced

for the JLP, with each cluster, defined by its atomic species, carrying its own set. However,

since we removed the rmin but from the 1B case, which does not have an lmax, the number

of hyperparameters is always five, regardless of the body order29.

We can then define the Jacobi-Legendre Charge Density Model (JLCDM) by the sym-

29We remark that the hyperparameters for the 2B order term are α, β ∈ (−1,∞), nmax ∈ [1,∞),
rcut ∈ (0,∞), rmin ∈ (−∞, rcut). For higher-body-order terms, rmin is removed, but we have lmax ∈ [0,∞).
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bolic linear expansion

n(rg) =

body
order∑
v

a(v) · J(v), (5.13)

where, similarly to what done in the definition of the JLP, Eq. (4.70), we have concate-

nated all the expansion coefficients of the same body-order in the vectors a(v), and all the

descriptors in the vectors J(v). Crucially, the linearity of the model allows one to drastically

reduce the number of expansion coefficients to fit (usually of the order of the thousands),

with respect to Neural-Network (NN) based approaches, which requires the fit of a much

larger number of weights (of the order of the millions). Finally, the expansion coefficients

a(v) can be determined by minimising a loss function of choice, typically analogous to the

one showed in Eq. (4.74), but containing all the grid points that have been selected to

evaluate the density. Indeed, the strategy used for sampling the grid points will be crucial

for the performance of the model, as will be discussed in the next section.

5.2 Grid-point sampling strategy

Now that the model has been defined, we can address how to efficiently select training

points out of the millions available in the mesh. The usual approach to the mesh is

to choose a uniform drawing from a uniform, evenly-spaced, grid (we reviewed a few of

the available methods in Sec. 2.3). We will now prove that this strategy is not optimal

and carries a lot of redundancies. To make the discussion more concrete, we take an

example of benzene molecule from Ref. [116], obtained from sampling molecular dynamics

at 300K. A DFT calculation was performed on the sampled geometry, so a density in real

space, defined over 5,832,000 grid points, was obtained. The calculations were carried

out with the Vienna ab Initio Simulation Package (VASP) [117, 118], (please see the

manuscript, Ref. [113], for the details of the settings used). An example of density is

shown in Fig. 5.2(a). Crucially, a uniform grid-point mesh is sub-optimal as can be seen

from Fig. 5.2(b): indeed, most of the points are drawn from regions in space where the

density is negligible, far from any relevant contributions. Our approach, instead, aims to

select relevant points with respect to the density value. Indeed, we follow the Gaussian

probability density given by

P (rg) :=
1

σ
√
2π

exp

(
−(1/n(rg))

2

2σ2

)
, (5.14)

so that points corresponding to an higher value of the density is selected with an higher

probability, than the ones where the density was negligible. Here, the Gaussian broad-

ness σ, is a parameter that can be optimized. An example of this selection is reported in
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Figure 5.2: (a) Density obtained from a VASP calculation performed on one snapshot
from the molecular-dynamics dataset of Ref [116]. (b) An example of uniform sampling
performed on the grid. Most of the points are in positions were the value of the density is
negligible and, thus, this approach carries a lot of redundancies. (c) Example of drawing
from the density distribution of Eq. (5.14). The points are now more relevant, covering
positions where the density has significant values. (d) The actual strategy used, an overlap
of the uniform density from (b) and the Gaussian drawing from (c), devised to avoid under-
fitting of regions with small values of the density. Please note that the axis labels refers
to the grid-point mesh.
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Figure 5.3: The Figure shows the error of the model against the percentage of sampled
from the total number of grid points (in the main text). The label “targeted” refers to
the “Gaussian + uniform” sampling strategy discussed in Fig. 5.2. As can be appreciated
from the logarithmic scale on the y axis, the effect of the Gaussian sampling is a faster
convergence of the error, and thus a smaller number of descriptors’ calculations.

Fig. 5.2(c). Still, to avoid under-sampling the points with small density values, we finally

considered a mixture of the Gaussian sampling with a uniform one, as shown in Fig. 5.2(d).

This strategy allowed us to select only a few thousand points without compromising the

accuracy of the models. To show this, in Fig. 5.3, it is reported the testing error with

respect to the percentage of grid point employed in the training of a model for the benzene

molecule: it can be seen the targeted-(mixed-)sampling strategy allows to reach conver-

gence in the error already with 0.1% of the total number of grid points. Also, since the

descriptors were evaluated for each grid point, we also obtained a significant reduction of

the computational overhead.

5.3 Accuracy of the model

In order to probe the accuracy of the model, we performed several tests, on four

different systems. Firstly, we investigated the performance on a benzene molecule, from

the dataset reported above, of Ref. [116]. We then moved to aluminium and molybdenum,

to probe the performance of the model on metallic solids.

The aluminium was chosen to closely compare our model against the ones based on

neural network architecture discussed in section 2.3 (from Refs. [29, 83, 84]), Instead,

the choice of molybdenum aimed to test the JLCDM on the prediction of less localized

electronic densities. Finally, we focused on two dimensional MoS2, where a model was
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Body rcut nmax lmax rmin α β σ # features

Benzene 1B 2.80 27 – -0.78 7.00 0.00 90 (50%) 1572

2B 2.80 12 5 – 7.00 0.00

Al 1B 4.08 15 – -0.74 7.87 3.62 40 (40%) 120

2B 4.08 6 6 – 5.87 1.75

Mo 1B 4.04 20 – -1.09 4.02 5.46 30 (60%) 812

2B 4.04 12 11 – -0.08 2.38

2D MoS2 1B 4.76 18 – -0.93 6.72 6.97 40 (40%) 2346

2B 4.76 11 10 – 5.07 5.07

Table 5.1: We show here all the hyperparameters used in training the models. The
cut-off radius, rcut, and the distance, rmin, are in Å. The width σ determines the width
of the sampling distribution of Eq. (5.14), while the value in parenthesis determine the
percentage of points sampled from the Gaussian distribution relatively to the total number
of selected grid points (the remaining were sampled from the uniform distribution). It can
be appreciated how the number of features is always modest (if compared to similar model
trained for neural networks), with the aluminium case being the most compact of all.

trained on 1H and 1T phases and then tested on the 1T’ phase. This allowed to probe the

transferability of the model to unseen phases. All of the optimized hyperparameters, for

each one of the systems, are reported in Table 5.1, alongside the width of the Gaussian

distribution used to sample the points. Please note that, to simplify the fitting procedure,

we constrained all the clusters of the same body-order to have the same hyperparameters.

All the models were trained up to the 2B order: while this could bring degeneracy in the

representation (in the sense that non-isometric equivalent environments could be mapped

in the same set of descriptors, and so in the same value of the density), we were able to

reach satisfactory accuracy, while not compromising the compactness of the model. For

the details on how the datasets have been constructed, and for the settings used for the

ab-initio calculations, please see the main manuscript, Ref. [113].

Benzene The model for the benzene molecule used 30 molecular-dynamics snapshots

for the training and other 30 for the test set, and was trained over 6,000 grid points. The

optimized hyperparameters are reported in Table 5.1, and the resulting vanishing-Jacobi

polynomials are shown in Fig. 5.4. As already mentioned, contrary to the case of the JLP

where the short-distances range of the polynomials was not explored by the dataset, the

grid points cover all the possible distances, from r = 0 to rcut. On the one hand, this

reduces the chances of over-fitting, and therefore higher nmax can be used. On the other

hand, this also makes the role for the rmin more critical: in particular we allow for rmin

to be negative, so that the derivative is not constrained to approach zero at r = 0. The

MAE and the RMSE of the model are, respectively, 2.85× 10−4 e/Å−3 and 1.033× 10−3
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Figure 5.4: The figure reports the first nine vanishing-Jacobi polynomials used in the fit
for the benzene models. The cut-off radius is rcut = 2.80 Å. The two figures show the
role of rmin in shifting the curve, so that the fitted model is not constrained to be flat in
approaching the left edge (r = 0) of the interval.

e/Å3 which, compared to the maximum value of the DFT density, ∼2.6 e/Å3, show a

performance which is quantitatively close to the converged DFT one. This is confirmed

by the plots shown in Fig.s 5.5(a)-(b), where the difference between a fully converged

DFT density and the predicted one is portrayed. There, we can appreciate how this

difference does not present any relevant geometrical feature: we can interpret this fact as

a confirmation that a 2B description of the local environment is indeed enough for this

system.

Aluminium The training for aluminium involved only 10 training configurations and

10 test configurations. As can be seen from Fig.s 5.5(c)-(d), the de-localisation of the

electronic density allows one to have an extremely compact model, with only 120 features.

This result can be interpreted by noticing that, for aluminium, the electronic density

is less localized around the atomic position, as can be seen from Fig. 5.5(d). Indeed,

the magnitude of the electronic density does not vary much, regardless of the grid point

explored. For this reason, the model does not have to interpolate between regions with a

large value of the density and regions with a small one, and so a smaller number of features

is required. The MAE and RMSE for the model are, respectively, 4.81 × 10−4 e/Å3 and

6.1 × 10−4 e/Å3, on par with similar results from much larger (in terms of number of

weights) neural-networks-based models (please see Refs. [83] and [84]).
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Figure 5.5: (a) The difference between the electronic density of one test-benzene configu-
ration and the predicted one is shown (along the molecular plane). The lack of symmetries
in the error distribution is an indication that the degeneracies of a 2B description do not
play a significant role for this prediction. (b) The figure shows the true electronic density,
the predicted one and their difference, along the cut in the insert. It can be appreciated
how the scale of the difference is two orders of magnitude smaller than the actual value
of the density. (c)-(d)Analogous plots for the aluminium case. It can be noticed how the
density is delocalized, which can be interpreted as a justification for the compactness of
the trained model (only 120 features, as shown in Table 5.1). (e)-(f) Analogous plot for
molybdenum. Here the errors appear localized in a region around the atoms with geomet-
rical features arising. Arguably, this features could be resolved by an higher body order
expansion.
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Molybdenum As for the aluminium case, the JLCDM for molybdenum was trained and

tested on dataset of 10 configurations each. The accuracy of the model reached a MAE of

1.97× 10−3 e/Å3, and a RMSE of 2.82× 10−3 e/Å3. From Fig.s 5.5(e)-(f), it can be seen

how the local density is much more localized around the atomic position. Indeed, contrary

to what happened in the previous two cases, the difference between the converged-DFT

density and the predicted one presents some geometrical features, such as a distinct radial

distribution and recognizable patterns along the bond directions. Arguably, these features

could be addressed and resolved by higher-order body expansions. However, given the

high accuracy already reached, we postponed this investigation to future analysis.

Figure 5.6: (a) Parity plot of the predicted values of the true vs predicted values for the
2D MoS2 model. As the density gets larger, the prediction on the 1T’ phase deviates
more from the true value. However, the agreement is still good along all the full range
considered. (b) A section of the difference between the predicted density and the true one,
taken on the plane of the Mo atoms (xy-plane in this case). (c) Value of the true density
against the difference with the predicted one. The section is taken along the solid line in
(b). The difference in the two scales still shows a good accuracy in the prediction, despite
being the less accurate prediction among the ones showed in this chapter.
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2D MoS2 By investigating a two-dimensional MoS2 system, we also probed the perfor-

mance of the model when applied to different phases of the same material. Indeed, we

trained a JLCDM on the 1H and 1T phases, with 10 configurations as training set, while

the test was performed on as many configurations disposed in the 1T’ phase (which is

a natural deformation of the 1T phase that occurs under relaxation [119]). We reported

the grid-points parity plot in Fig. 5.6(a), alongside with the MAE and the RMSE of

2.725× 10−3 e/Å3 and 8.080× 10−3 e/Å3, respectively. The parity plot shows systemati-

cally more disagreement between the true density and the predicted one on the higher-end

of the values range. Indeed, Fig. 5.6(b) shows a section for the difference DFT-predicted

densities, where we can clearly recognize a distinguished geometrical pattern in the error.

While this could surely be attributed to the different training-testing phases (primarily

considering that the 1T’ phase is a distortion of the 1T one), an higher-body order is still

expected to improve the performance of the fit. Nevertheless, by the quality of the pre-

dicted density, we can deduce that the model was able to transfer to the unseen 1T’ phase,

despite its relative compactness (the model consists in only 2,346 features, as reported in

Table 5.1).

Comparison between fully converged energies and forces and the JLCDM pre-

dicted ones As a final test, we used the predicted density to obtain energies and forces

by means of non-self-consistent (NSC) cycles. Since VASP requires a few cycles for the di-

agonalization of the Hamiltonian to be efficiently carried out, we saw that we only needed

5 cycles (keeping the density fixed as the predicted one) to converge to accurate values

of energies and forces. This is almost half of what required by fully self-consistent (SC)

procedures, which converged after 9-12 cycles for all the systems investigated. We report

the values of the difference between the NSC values of energies and forces, and the con-

verged ones in Fig. 5.7. As expected, the worst prediction on both energies and forces

was found for the 2D MoS2 system, while the best ones was for the aluminium. In gen-

eral, however, the accuracy of the energies is, at worst, of the order of meV/atom, which

rivals with the accuracy of MLP models. It is important to notice that the accuracy for

both aluminium and molybdenum is one order of magnitude higher than of the other two

systems. Analogous conclusions can be drawn for the forces.

5.3.1 Comparison with other methods

In this section we outline a qualitative comparison with the methods that have been

introduced in Sections 2.3.1 and 2.3.2. We remark that the following will not be a rigorous

treating, but a discussion on the main conceptual differences and similarities.
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Figure 5.7: Violin plots for the difference between the NSC energies (a) and forces (b)
against the fully converged ones, for all the systems studied in this chapter. The inserts
show a magnification of the results for the aluminium and molybdenum systems, which are
approximately one order of magnitude more accurate than the other two. In particular,
the accuracies on the energies of, at worst, a few meV/atom, are on par with the accuracies
reached by MLP models.

Adapted Symmetry Functions The main idea for the JLCDM is based, in part, on

the same idea behind the extension of the Behler-Parrinello symmetry function to scalar

fields, done in Ref. [83]. However, some important differences are present. The first one is

that the JLCDM, being based on a multi-body expansion, is not limited on the number of
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body that are represented by the descriptors. Indeed, since the Behler-Parrinello functions

(and their derivatives) depend only on distances, they are intrinsically 2-body. Another

important difference consist in the model itself. Whereas the work from Ref. [83] uses

a Neural Network (NN) architecture, the JLDCM is linear. This has the advantage of

making the model more interpretable and significantly more compact30, while preserving

similar accuracies31.

SNAP The work from Ref. [84] uses the same core idea of the adapted symmetry func-

tions one, but with the 4-dimensional bispectrum (as used in SNAP, see Sec. 2.1.2 and

Ref. [24]) as features. Thus, while the JLCDM can reach any body order of choice, the

4d bispectrum components are 4B features. However, the 4d bispectrum is also more con-

strained, as it includes more symmetries than required (as shown in Sec. 2.1.2). Moreover

the work is, again, based on a NN model.

SALTED A qualitative comparison between the JLCDM and the SALTED model of

Ref. [29], based on the λ-SOAP is less straightforward. Specifically, the underlying main

idea is different. Indeed, as shown in eq. 2.86, here reported for readability

ρ(r) =
atoms∑

i

ρi(r) =
atoms∑

i

∑
nlm

cinlmRnl(r)Y
m
l (r̂), (5.15)

the decomposition of the density is done in terms of a Resolution of Identity (RI) ansatz.

Explicitly, whereas the JLCDM is founded on an expansion of the density in terms of a

multi-body terms, the SALTED model expand the density in terms of an atom-centered

basis (RI basis) and then targets the coefficients with a λ-SOAP model. Usually the basis is

already provided by the specific code, and so both the coefficients and the basis are readily

available. Moreover, the coefficients can be used to initialize the DFT calculations. Thus,

on the one hand, the SALTED approach requires the use of a covariant model (the λ-

SOAP) to evaluate the coefficients for each atom of the system. On the other hand, the

JLCDM uses a simpler (linear) model, but has to evaluate the descriptors for each grid

point. While specific tasks could be specifically tuned for one model or the other (e.g., the

JLCDM is more efficient in providing the value of the density in single points in space,

while the SALTED is a good choice if an atom-centered decomposition is needed), it is

not yet clear if there is a clear computational advantage between the two32.

30Comparing the size of the models, we have ∼ 106 weights for a NN-based approach against, at most,
a few thousands coefficients for the JLCDM.

31It is important to mention that a NN model could be more suited for much larger and various datasets.
32A comparison could be made by evaluating the total number of coefficients to be evaluated with

SALTED and the number of grid points required by the JLCDM.
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5.4 Conclusions

In conclusion, we presented the first expansion of the JL formalism applied to the de-

scription of scalar fields and, in particular, specialized it to the prediction of the electronic

density. By leveraging on the construction of previous works, we showed how the model

is naturally obtained by “promoting” the central atom of the JLP to be the position of

an arbitrary point in space. We justified this choice by showing that the resulting density

satisfies the correct symmetry properties under rotation. We therefore applied the same

constraints devised for the JLP and constructed a fully interpretable (given the internal

coordinate representation) and systematically improvable model for the charge density,

here denominated with JLCDM.

We devised an improved strategy for the selection of the relevant grid points to be

used in the training phase with the aim of removing the redundancies of the grid-points

mesh, while retaining as much information as possible. The JLCDM was then tested

on four systems, to challenge it against a molecule (benzene), metallic solids (aluminium

and molybdenum) and the 2D MoS2. Not only we showed that the model was able to

reach a high level of accuracy for all the cases explored, but we also the transferability

on new phase not present in the training set, all while keeping a relatively small number

of features. Finally we compared the fully-converged energies and forces with the ones

obtained from the predicted densities. The results showed that, when compared to a full-

SC scheme, the model allowed to a halving of the DFT cycles required to reach ab-initio

accuracies.

If this chapter was devoted to extend the JL formalism from the prediction of scalar

quantities to the treatment of scalar fields, in the next chapter we will complete the

definition of the complete JL framework, including the description of tensors and tensor

fields. In this spirit, this chapter and the previous one can be seen as the formal foundations

for the reminder of the thesis.
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Chapter 6

The Full JL framework

6.1 Introduction

This chapter is devoted to the presentation of the full JL framework, extending the

expansion for scalar and scalar fields to cases of covariant quantities, namely tensors and

tensor fields. We will first introduce the Covariant-JL (CJL) formalism, which targets

the spherical components of a general tensor. The CJL will be founded on the same as-

sumptions (atomic decomposition and locality) of all the previous sections of this thesis.

Specifically, the core idea will be of constructing a scalar function, followed by encod-

ing the full information on the components of the tensor. We will then apply a similar

expansion to the one introduced in the previous section: this phase will employ a simple

“promotion” idea, in which the role of one neighbor atom is taken by a grid point, contrary

to the grid-centered representation of the JLCDM. Finally, the tensor components will be

retrieved by evaluating simple angular integrals on spherical harmonics (please note that,

we will never mention Wigner-D matrices in this derivation). Not only will the resulting

expression will be reduced to the JLP for the scalar case, but we will also prove that the

expansion consists, essentially, of JLP-like-invariant terms, decorated with appropriate

covariant contributions, obtained by projecting the spherical harmonics onto the desired

space. The resulting descriptors will be fully hierarchical and expanded in a multi-body

fashion. If the method has value in itself, since it combines the progressive expansion in

multi-body terms with a simple derivation in terms of integrals on spherical harmonics

only (contrary to the usual approaches in terms of Wigner-D matrices, shown in Sec. 2.2),

it also complements the JLCDM for the acceleration of ab-initio calculations, since it al-

lows us to target the PAW augmentation charges. This will be technically explored in the

application section.

We will conclude the chapter by going beyond the description of tensors, with the

introduction of descriptors for tensor fields: this will be one of the main results of the
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thesis, obtained by organically combining the JLP, the JLCDM and the CJL formalisms.

This achievement, which relies on everything developed so far across the thesis, will be

the last missing piece for the definition of the full JL framework.

I remark that real applications of the methods of this chapter are still on-going. For this

reason, I decided not to include any partial results that still necessitate final tests. How-

ever, I wish to mention that the CJL formalism, both stand-alone or applied to the PAW

charges, is showing encouraging accuracies, at least at par with other models available in

literature.

6.2 A recipe for cluster-expanded covariant models

This section will introduce the key ideas for the generalization of the JL formalism to

tensorial quantities. In particular, we will show how the “promotion” strategy, introduced

in the previous chapter, can be slightly modified to be applied also to tensorial cases.

Our main assumption, already exploited in previous works (please see Sec. 2.2), is that

a general atomic tensor, T l, of rank l, can be separated into atomic-centered contributions.

Explicitly, we write

T l =
atoms∑

i

T i,l (6.1)

where the sum runs over the atoms of the system. We remark that not all the atoms must

conform to the formula above. Indeed, if we expect only a few atomic environments to

carry significant contributions to the full tensor T l, then we can neglect all the others and

make the sum to run over the significant atoms only.

Real spherical decomposition In this preliminary paragraph we will show how to

decompose a real tensor (with no imaginary components) in terms of a decomposition

in real -spherical harmonics. Indeed, this is the case for the vast majority of tensors of

interest in the computational study of materials.

As for the spherical decomposition showed in section 2.2.1, it is always possible to

decompose a cartesian tensor into components that transform as real-spherical harmonics.

In particular, we will follow the same approach as Ref. [52], and define the real spherical

harmonics by means of the unitary transformation33

Ylm(r) :=


(−1)m

√
2Re[Y m

l (r)] for m > 0,

Y 0
l (r) for m = 0,

(−1)m
√
2 Im[Y −m

l (r)] for m < 0,

(6.2)

33Please note that the following definition has an additional (−1)m factor with respect to that of Ref.
[52].
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which can also be written in the matrix form

Ylm(r̂) =
∑
m′

U l
mm′Y m′

l (r̂). (6.3)

Here the unitary matrix U is defined as

U l
mm′ = δm0 +

1− δm0√
2

[
H(m)

(
(−1)mδm′m + δm′−m

)
+ iH(−m)

(
(−1)m+1δm′−m + δm′m

)]
,

(6.4)

with H(m) being the Heaviside function. The procedure used to obtain the real-spherical

components of a tensor is the same as the one described in section 2.2.1, but with the

additional unitary transformation introduced by U . However, care must be taken after

performing the required couplings. Indeed, for example, the l = 1 spherical components

of a tensor of rank 2, T q
1 , are given by34

T±1
1 =

1

2
[∓(Txz − Tzx)− i(Tyz − Tzy)] ,

T 0
1 =

i√
2
(Txy − Tyx).

(6.5)

As it can be see from the T 0
1 component, which is left untouched by the unitary

transformation U , this term would be purely imaginary. Thus, we need to apply a further

unitary transformation by multiplying all these terms by the inverse of the imaginary

unit, −i, before proceeding with the transformation brought by U . By doing that, the

real components can be written as35

T11 =
1√
2
(Tyz − Tzy) =

1√
2
(U×V)x,

T10 =
1√
2
(Tyz − Tzy) =

1√
2
(U×V)z,

T1−1 =
1√
2
(Tzx − Txz) =

1√
2
(U×V)y,

(6.6)

where the tensor T was represented in terms of a dyad, i.e., T = U⊗V. The expressions

above show that the procedure produces indeed a real tensor (in this case it is a vector,

since l = 1). In the following, we will always imply that the tensor T has already been

decomposed in terms of its real harmonic components, i.e., we will investigate only terms

in the form Tlm.

We conclude this paragraph by mentioning that the harmonic decomposition of fully

34Please note that there is no degeneracy in the partition of the angular momentum space for a tensor
of rank 2.

35We follow the convention that terms with only subscripts are real, i.e., Tlm = RTm
l .
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symmetric tensors undergoes a significant reduction of the components involved, as ex-

plicitly shown in Ref. [74]. This can be already appreciated for the components shown

above: if the tensor T was fully symmetric under (cartesian) indexes swap, then all the

l = 1 components would have vanished.

6.2.1 Constructing a scalar field

We are now introducing the core idea of this chapter: we want to create a scalar field

from the atomic contributions T i,l. In doing so, we will establish a strong link with the

construction of the JLCDM of the previous chapter. Indeed, we have already discussed how

the JL formalism can be extended to encompass also scalar fields, by formally “promoting”

the central atom to be a grid point, and then by performing a cluster expansion on the

resulting terms. In this chapter we will do something similar, where the method will be

formally equivalent to “promoting” an atom in the neighborhood of the central one.

The construction of the scalar field is done by introducing an auxiliary versor, r̂gi,

starting from the central atom and ending in a point in real space, here denoted with g

and called grid point for convenience36. This implies that the object will now depend on

the real space coordinates rg, namely we are indeed constructing a real-space field. The

simplest way to define a scalar field is then

Ti,l(r̂gi) :=
l∑

m=−l

Ti,lmYlm(r̂gi), (6.7)

where the components of the tensor can be easily extracted by integration over the solid

angle

Ti,lm =

∫
dr̂giTi,l(r̂gi)Ylm(r̂gi), (6.8)

considering the orthogonality of the spherical harmonics37 Before proceeding, however,

let us prove that the function Ti,l(r̂gi) is indeed a scalar field under rotation, i.e., that it

satisfies the relation

Ti,l

(
̂R̂−1rg − ri; {r̂j}

)
= Ti,l

(
̂rg − R̂ri; {R̂r̂j}

)
, (6.9)

where R̂ is a generic rotation, and where we explicitly showed the dependence of the field

36While the point must not necessarily belong to a grid mesh, keeping the same nomenclature of the
previous chapter allows to preserve a coherent language for the full framework.

37A unitary transformation does not affect the orthogonality relations, so the real spherical harmonics
are orthogonal themselves.
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on the atomic positions, {r̂j}. Please, note that we used the following compact notation

̂R̂−1rg − ri :=
R̂−1rg − ri∣∣∣R̂−1rg − ri

∣∣∣ ,
to indicate the normalization of rather-lengthy expressions.

Proof that Ti,l(r̂gi) is a scalar field Let us prove that Eq. (6.9) holds. We can cast

the definition of the scalar field Ti,l in the equivalent form38

Ti,l(r̂gi; {r̂j}) =
l∑

m=−l

T ∗
i,lm({r̂j})Ylm(r̂gi) (6.10)

which holds since the components T ∗
i,lm are real. Since we want to investigate the response

of the field T ∗
i,lm to an arbitrary rotation, it is useful to derive the transformation rules for

the real spherical harmonics. They can be obtained by using the definition in terms of the

unitary matrix U [see Eq. (6.3)] as

Ylm(R̂r̂) =
∑
m′

U l
mm′Y m′

l (R̂r̂) =
∑
m′m′′

U l
mm′Dl∗

m′m′′(R)Y m′′

l (r̂)

=
∑

m′m′′m′′′

U l
mm′Dl∗

m′m′′(R)U l∗
m′′′m′′Ylm′′′(r̂),

(6.11)

where the rotation was performed on the standard spherical harmonics by means of the

Wigner-D matrices, followed by a re-casting in terms of the real spherical harmonics by

means of the inverse of the matrix U , i.e., (U−1)lmm′ = U l∗
m′m. Thus we can write

Ylm(R̂r) =
∑
m

RDl∗
mm′(R)Y m

l (r), (6.12)

with the analogues of the Wigner-D matrices for the real spherical harmonics defined as

RDl
mm′(R) :=

∑
m′′m′′′

U l∗
mm′′Dl

m′′m′′′(R)U l
m′m′′′ . (6.13)

We can now proceed in evaluating the effect of applying a rotation39 R̂−1 on the real

space vectors rg. Explicitly, we write

38We use the form to exploit the orthogonality relations of the classical spherical harmonics.
39Please, note that we use here the inverse rotation, to express everything in terms of an active rotation

on the system of atoms, instead of a passive rotation acting on the frame of reference, here represented
by rg.
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Ti,l

(
̂R̂−1rg − ri; {r̂j}

)
=

l∑
m=−l

T ∗
i,lm({r̂j})Ylm

(
̂R̂−1rg − ri

)
=
∑
m

T ∗
i,lm({r̂j})

∑
m′m′′m′′′

U l
mm′ Dl∗

m′m′′(R−1)︸ ︷︷ ︸
=Dl

m′′m′ (R)

U l∗
m′′′m′′Yi,lm′′′

(
̂rg − R̂ri

)

=
∑
m′′′

[∑
m

RDl∗
m′′′m(R)Ti,lm({r̂j})

]∗
Yi,lm′′′

(
̂rg − R̂ri

)
.

(6.14)

In going from the first to the second equality, we have used the relation ( ̂R̂−1rg − ri) =

R̂−1( ̂rg − R̂ri), to apply the rotation of real spherical harmonics. By comparing the terms

inside the square brackets with Eq. (6.13), we can appreciate that this is indeed the

expected formula for the transformation of the real-spherical components of the tensor

T i,l. In other words, by construction, the real-spherical components of the tensor follows

the same transformation rules of the real-spherical harmonics, namely,

Ti,lm({R̂r̂j}) =
∑
m′

RDl∗
mm′(R)Ti,lm′({r̂j}). (6.15)

Therefore, we finally have that

Ti,l

(
̂R̂−1rg − ri; {r̂j}

)
=
∑
m′′′

Ti,lm′′′({R̂r̂j})Yi,lm′′′

(
̂rg − R̂ri

)
= Ti,l

(
̂rg − R̂ri; {R̂r̂j}

)
,

(6.16)

which proves that Ti,l is indeed a scalar field.

6.2.2 Cluster expansion

Having established that Eq.(6.8) defines a scalar field, we can now propose a suitable

expansion by follow closely the method outlined in the the previous chapter. The first

step is to expand Ti,l(r̂gi) in a multi-body (cluster) expansion as,

Ti(r̂gi) = T (1B)
i (r̂gi) + T (2B)

i (r̂gi) + T (3B)
i (r̂gi) + . . . , (6.17)

where we have generalized the procedure by dropping the rank indexes l, which will be

recovered by means of the integration described in Eq. (6.8). Here, the nB terms T (nB)
i (r̂gi),

consist of a sum of contributions, each depending on the position of n-1 atoms in the

neighborhood of the i-th one. Since Ti(r̂gi) is a scalar field, all the terms on the right-hand

side of the equation above must be scalar fields too. We then deduce immediately that
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the 1B term must be a constant, which we assume to depend only on the atomic species

of the i-th atom, Zi, namely, T (1B)
i (r̂gi) = aZi

0 .

Crucially, all the nB terms, T (nB), being scalar fields, they can always be written in

terms of degrees of freedom that mirror the transformation properties of a scalar field.

This is done according to what shown in Sec. 5.1 of the last chapter, i.e., by introducing

an internal system of coordinates that includes also the grid point. We then propose the

following functional forms

T (1B)
i (r̂gi) = aZi

0 ,

T (2B)
i (r̂gi) =

∑
(j)i

T
(2B)
ji (rji, sgji),

T (3B)
i (r̂gi) =

∑
(j,k)i

T
(3B)
jki (rji, rki, sgji, sgki, sjki),

. . . ,

(6.18)

where we defined again the scalar products sgji := r̂gi · r̂ji. The first sum runs over all

the atoms in the neighborhood of the i-th and, similarly, the second sum runs over all

the possible pairs of atoms in the same neighborhood. In doing so, we introduce the last

assumption for the proposed expansion, namely the locality of the representation, which

is the final ingredient to link this formalism with the one developed for the JLCDMs.

Therefore, we assume that two atoms will interact only up to an optimized cut-off radius,

rcut. Here we will explicitly consider only terms up to 3B, but, crucially, the procedure can

be extended also to any higher-body order, e.g., by expanding T (4B)
i (r̂gi) in sum of terms

depending on three distances and six angles. This means that also the formalism proposed

here, in line with the on for the JLP and the JLCDM, is hierarchical and systematically

improvable.

We can now leverage the dependence on the internal coordinates of Eq. (6.36), and per-

form the same expansion in terms of (double)-vanishing Jacobi polynomials [see Eqs. (4.10)

and (4.26)] for each distance, and in terms of Legendre polynomials for each angle (scalar

product), respectively. This leads to the expansion

T (1B)
i (r̂gi) = aZi

0 ,

T (2B)
i (r̂gi) =

∑
(j)i

∑
nl

a
ZjZi

nl

(
δl0P̃

(α,β)
nji + (1− δl0)P

(α,β)

nji

)
P gji
l ,

T (3B)
i (r̂gi) =

∑
(j,k)i

unique∑
n1n2
l1l2l3

a
ZjZkZi
n1n2
l1l2l3

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P gji
l1

P gki
l2

P jki
l3

)
,

. . . .

(6.19)
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We can immediately appreciate how the formulas above are very close to the ones

derived in Eqs. (4.18) and (4.30) for the JLPs, and Eq. (5.8) for the JLCDMs. Indeed,

by looking more closely at the contributions for l = 0 in the 2B term, and l1 = l2 = 0 in

the 3B one, we have

(
T (2B)
i (r̂gi)

)
l=0

=
∑
(j)i

∑
n

a
ZjZi

n0 P̃
(α,β)
nji ,

(
T (3B)
i (r̂gi)

)
l1=l2=0

=
∑
(j,k)i

unique∑
n1n2
l3

a
ZjZkZi
n1n2
00l3

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P jki
l3

)
,

(6.20)

which we recognize as the 2B and 3B contributions of the JLP expansion [please see again

Eqs. (4.18) and (4.30)]. Thus, we can infer that all the properties of the JLP are inherited

by this new expansion: we have the two hyperparameters, α, β > −1, which define the

optimal basis for the radial part, and the expansion over the Jacobi indexes is truncated

to an optimized nmax. The vanishing and double-vanishing Jacobi polynomials are defined

by means of Eqs. (4.10) and (4.26), and by the shorthand notation

P̃
(α,β)
nji := P̃ (α,β)

n

(
cos

(
π
rji − rmin

rcut − rmin

))
, and P̃

(α,β)
nji := P

(α,β)

n

(
cos

(
π
rji
rcut

))
,

and

P jki
l := Pl(r̂ji · r̂ki).

We remark that the double vanishing polynomials do not present any rmin, to preserve

the continuity of the expressions, as discussed in the study of Eq. (5.10). Also, given that

our implied assumption is that the functions depend only on the atomic species, then the

selection of the unique indexes, and the subsequent sum over the symmetric expressions,

ensures the invariance under permutations of identical atoms. Finally, by comparing

directly the expansion for the JLCDM in Eq. (5.8) and the one above, Eq. (6.20), we note

that the most important difference is that the first is obtained by “promoting”40, from

the JLP framework, the central atom to be a grid point. Conversely, the one here can be

thought as obtained by a promotion of one atom in the neighborhood. This observation

makes it easier to construct the two models from the JLP, showing that we are navigating

in a shared framework. As will be shown in the next section, promoting one atom in

the neighborhood instead of the central one (as done for the JLCDM), allows to greatly

simplify the evaluation of the integrals shown in Eq. (6.8).

Despite the many similarities between the expansion of Eq. (6.18), and the analogous

ones for the JLP and the JLCDM, we also have, however, a few differences. First of all,

40As done in the previous chapter, the use of this promotion idea is just symbolic, and has more to do
with an operative “substitute the i in the formula with g” than anything else.
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we will never consider the distance between the central atom and the grid point, and

thus we are left with one less Jacobi index [please, compare with Eq. (5.8)]. Also, the

truncation for the Legendre indexes will be different between polynomials that depend

on the position of the grid point, and the ones that contain only the atomic position, as

will be clarified in the next section. Finally, the introduction of the Kronecker delta, δl0,

to separate the zero-th component of the 2B term from the rest, is imposed to maintain

the continuity of the representation. This removes the jump caused by the ill-definition

of the scalar products when j → i, in the same spirit of the removal of rmin from the

double-vanishing-Jacobi polynomials (we remark here that the double-vanishing Jacobi

polynomials smoothly vanish when the distance between the atoms tends to zero).

6.3 The components of the tensor from a scalar field

Equipped with the JL expansion, of Eq. (6.19), we can finally evaluate the integrals in

Eq. (6.8) and obtain the desired covariant model. In particular, given the linearity of the

integrals, we can integrate each of the nB terms separately. In Fig. 6.1, we graphically

show the full construction of the model. Explicitly, we want to evaluate integrals of the

form

Ti,lm =

body
order∑
v=1

T
(vB)
i,lm =

body
order∑
v=1

∫
dr̂giT (vB)

i (r̂gi)Ylm(r̂gi), (6.21)

where the vB contribution to the components, T
(vB)
i,lm , are defined by the integrals on the

right-hand side. We will consider each body order separately.

1B Terms. The 1B case is trivial, since T
(1B)
i,lm is a constant. Thus, the integral reads

T
(1B)
i,lm = aZi

0

∫
dr̂giYlm(r̂gi) =

∑
m′

aZi
0 U l

mm′

∫
dr̂giY

m′

l (r̂gi)︸ ︷︷ ︸
=
√
4πδl0δm′0

= δl0δm0

√
4πaZi

0 , (6.22)

where we have used the definition of the real spherical harmonics in terms of the matrix

U [Eq. 6.3], and used the fact that the 0-th component of the real spherical harmonics is

identical to the one of the complex ones, i.e., U l
m0 = δm0. Since this term is relevant only

for the l = 0 case, it is a spherically-symmetric contribution. In the reminder, we will

absorb the unessential coefficient
√
4π in the expansion coefficients, by a re-definition of

aZi
0 .
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Figure 6.1: We show here a visual guide for the model presented in this chapter. Our
aim is to target an atomic-related tensorial quantity, here graphically represented by the
atomic environment and an associated harmonic component of the tensor (the polar graph
emerging from the central atom). (Follow the green arrow) The first step is to construct
an adequate scalar field that encodes the components of the tensor. This can be done
naturally, by multiplying the spherical components of the tensor by the corresponding
spherical harmonics. (Follow the orange arrow) The scalar field is then described by
means of a recipe closely related to the one followed for the JLCDM models: indeed this
is formally equivalent to “promote” one atom in the environment to be a grid point. This
allows one to apply a cluster expansion to the scalar field, which implies an analogous
expansion on the tensor components. The components are then retrieved by integrating
each cluster contribution against the appropriate spherical harmonic.

2B Terms. The 2B contributions are given by the integrals

T
(2B)
i,lm =

∫
dr̂giYlm(r̂gi)

∑
(j)i

∑
nl′

a
ZjZi

nl′

(
δl′0P̃

(α,β)
nji + (1− δl′0)P

(α,β)

nji

)
P gji
l′ . (6.23)

The first term does not contain any dependence on the spherical harmonics and thus

will lead again to a spherically symmetric term and to a factor
√
4π. Instead, to evaluate

the second term, we want to expand the expression of the Legendre polynomials in terms

of real spherical harmonics. This can be done by the use of the addition theorem for
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spherical harmonics. Indeed it holds that

∑
m

Y ∗
lm(r̂1)︸ ︷︷ ︸

=Ylm(r̂1)

Ylm(r̂2) =
∑
m′m′′

[∑
m

U l∗
mm′U l

mm′′

]
︸ ︷︷ ︸

=δm′m′′

Y m′∗
l (r̂1)Y

m′′

l (r̂2) =
∑
m′

Y m′∗
l (r̂1)Y

m′

l (r̂2),

(6.24)

where we have used the fact that Ylm is real and that the matrix U is unitary. Thus, from

Eq. (2.15), we have that the addition theorem is preserved in the real spherical harmonics,

and reads

P gji
l =

4π

2l + 1

∑
m

Ylm(r̂gi)Ylm(r̂ji). (6.25)

This yields the integral∫
dr̂giYlm(r̂gi)P

gji
l′ =

4π

2l′ + 1

∑
m′

Yl′m′(r̂ji)

∫
dr̂giYlm(r̂gi)Yl′m′(r̂gi)︸ ︷︷ ︸

δll′δmm′

=
4π

2l + 1
Ylm(r̂ji),

(6.26)

evaluated by means of the orthogonality of the real-spherical harmonics.

Crucially, we can appreciate how this operation contains, at its core, the very justi-

fication on the use of the Legendre polynomials in the entire JL formalism. Indeed, we

can always separate the Legendre polynomials in terms of spherical harmonics, not only

allowing us to easily compare with other descriptors in literature, but also providing the

natural tools to evaluate all the angular integrals with ease, all while not sacrificing the

interpretability of the internal coordinates representation.

We can now write the full expression for the 2B contributions to the tensor components

Ti,lm as

T
(2B)
i,lm =

4π

2l + 1

atoms∑
j,j ̸=i

nmax∑
n

[
δl0

1√
4π

a
ZjZi

n0 P̃
(α,β)
nji + (1− δl0)a

ZjZi

nl P
(α,β)

nji Ylm(r̂ji)

]
. (6.27)

We remark that, since the case l = 0 was left untouched by the integral projection,

it is still proportional to the analogous 2B terms in JL-potentials [please compare with

Eq. 4.18]. This is not surprising, since the l = 0 term is a scalar, exactly what the JLP

targets; nevertheless it is a good check and demonstrates that we are exploring a coherent

and general framework. Importantly, the expansion coefficients do not depend on the

magnetic number m. Not only does this significantly reduce the number of coefficients

that have to be determined, but also it ensures that the expressions are precisely covariant,

since the fit does not affect the relation between coefficients of different magnetic numbers.

Please note, again, that all the unessential multiplicative factors will be absorbed in a

redefinition of the expansion coefficients.

M. Domina 125



CHAPTER 6. THE FULL JL FRAMEWORK

3B Terms: the l = 0 case. For reasons that will be clear shortly, we divide the discus-

sion on the 3B terms by firstly discussing the l = 0 case. The integral is explicitly written

as

T
(3B)
i,00 (r̂gi) =

1√
4π︸ ︷︷ ︸

=Y00

∫
dr̂gi

∑
(j,k)i

unique∑
n1n2
l1l2l3

a
ZjZkZi
n1n2
l1l2l3

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P gji
l1

P gki
l2

P jki
l3

)
. (6.28)

If we now use the additional theorem twice, for each Legendre polynomial that depends

on the grid points, we can evaluate the integral∫
dr̂giP

gji
l1

P gki
l2

=
(4π)2

(2l1 + 1)(2l2 + 1)

∑
m1m2

Yl1m1(r̂ji)Yl2m2(r̂ki)

∫
dr̂giYl1m1(r̂gi)Yl2m2(r̂gi)︸ ︷︷ ︸

δl1l2δm1m2

= δl1l2
(4π)2

(2l1 + 1)(2l2 + 1)

∑
m1

Yl1m1(r̂ji)Yl1m1(r̂ki) = δl1l2
4π

2l1 + 1
P jki
l1

,

(6.29)

where, in the last step, we contracted the sum over m1 into a single Legendre polynomial.

By inserting this expression into Eq. (6.28), we see how we have a redundancy regarding

the Legendre polynomials evaluated on r̂ji · r̂ki, since they appear twice in the expression.

However, we can reduce the expression by observing that the Legendre polynomials form

a complete set for the functions defined on the interval [−1, 1]. Thus, we can reduce the

product of the two polynomials by means of

P jki
l1

P jki
l2

=
∑
l

cl1l2lP
jki
l , (6.30)

where the coefficients are given by41

cl1l2l =
2l + 1

2

∫ 1

−1

dxPl1(x)Pl2(x)Pl(x). (6.31)

The actual evaluation of this coefficients is not relevant for our discussion. Instead,

we can insert this expression back into the integral of Eq. (6.28) and, by defining new

expansion coefficients a
ZjZkZi

n1n2l
as

a
ZjZkZi

n1n2l
:=

√
4π
∑
l1l3

1

2l1 + 1
a
ZjZkZi
n1n2
l1l1l3

cl1l3l, (6.32)

41Please note that the Legendre polynomials are not normalized, and so a factor (2l + 1)/2 must be
explicitly included.
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following which we can write the T
(3B)
i,00 (r̂gi) components as42

T
(3B)
i,00 =

∑
(j,k)i

unique∑
n1n2l1

a
ZjZkZi

n1n2l1

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P jki
l1

)
. (6.33)

Unsurprisingly, we just re-derived the 3B term of the JLP expansion, as it can be seen

by comparing with Eq. (4.30). This is consistent with the fact that we are dealing with a

scalar quantity.

3B Terms: l > 0 cases. We can finally consider all the l > 0 cases of the 3B expansion.

The integral now reads

T
(3B)
i,lm (r̂gi) =

∑
(j,k)i

unique∑
n1n2
l1l2l3

a
ZjZkZi
n1n2
l1l2l3

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P jki
l3

∫
dr̂giP

gji
l1

P gki
l2

Ylm(r̂gi)

)
. (6.34)

Comparing this expression with the analogous ones from the JLP, we can see how each

term is weighted by a covariant term. Indeed, this is the reason why we can consider a

different expansion truncation for the pair (l1, l2) and for l3: the pair completely encodes

the covariant behaviour, while l3 is devoted to the functional dependence on the atomic

positions only.

The calculation of the integral is done by writing both Legendre polynomials as sums

of products of spherical harmonics. This leads to integrals of the form

RGl1l2l
m1m2m

:=

∫
Yl1m1(r̂gi)Yl2m2(r̂gi)Ylm(r̂gi)dr̂gi , (6.35)

where RGl1l2l
m1m2m

is the analogous of the Gaunt coefficients [45, 52] for the real-spherical

harmonics. An explicit calculation of this coefficients can be done by casting everything

in terms of the complex spherical harmonics. Explicitly we write

RGl1l2l3
m1m2m3

=

∫
Yl1m1(r̂)Yl2m2(r̂)Y

∗
l3m3

(r̂)︸ ︷︷ ︸
=Yl3m3

(r̂)

dr̂

=
∑

m′
1m

′
2m

′
3

U l1
m1m′

1
U l2
m2m′

2
U l3∗
m3m′

3

∫
dr̂Y

m′
1

l1
(r̂)Y

m′
2

l2
(r̂)Y

m′
3∗

l3
(r̂)

=

√
(2l1 + 1)(2l2 + 1)

4π(2l3 + 1)
C l30

l10l20

∑
m′

1m
′
2m

′
3

U l3∗
m3m′

3
C

l3m′
3

l1m′
1l2m

′
2
U l1
m1m′

1
U l2
m2m′

2
,

(6.36)

42We have also re-labelled l in l1 to avoid confusion with the tensor component label.
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where we have used the integral, in term of Clebsh-Gordan (CG) coefficients,

∫
dr̂Y m1

l1
(r̂)Y m2

l2
(r̂)Y m3∗

l3
(r̂) =

√
(2l1 + 1)(2l2 + 1)

4π(2l3 + 1)
C l30

l10l20
C l3m3

l1m1l2m2
, (6.37)

for the product of three spherical harmonics. We remark that the coefficients RGl1l2l3
m1m2m3

can be pre-computed. Also, the terms C l30
l10l20

impose that the coefficients are zero unless

the sum l1 + l2 + l3 is even.

The full 3B terms Finally, by absorbing all the unessential factors in the definition of

the expansion coefficients, we obtain the full expansion for the 3B case

T
(3B)
i,lm = δl0

∑
(j,k)i

unique∑
n1n2l1

a
ZjZkZi

n1n2l1

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P jki
l1

)
+ (6.38)

+ (1− δl0)
∑
(j,k)i

unique∑
n1n2
l1l2l3

a
ZjZkZi
n1n2
l1l2l3

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P jki
l3

∑
m1m2

RGl1l2l
m1m2m

Yl1m1(r̂ji)Yl2m2(r̂ki)

)
.

Please note that the “real” Gaunt coefficients RGl1l2l
m1m2m

convey the appropriate cou-

pling of real-spherical harmonics to reach the correct l space.

General recipe for higher-body orders In this short paragraph we outline the pro-

cedure to evaluate higher-body order terms. Firstly, the relevant internal coordinates of

the scalar function must be identified and written in terms of an atom-centered formal-

ism. For example, in the 4B case, we would have 3 distances (one for each body) and

6 angles (due to the presence of the grid point in the environment). Then a projection

on the correct angular momentum space must be carried out, by means of an integration

against the appropriate spherical harmonic. This can be always done by expanding each

grid-dependent Legendre polynomial in sums of products of spherical harmonics, with the

aid of the addition theorem. Finally, care must be taken to eliminate all the possible re-

dundancies, such as that for the l = 0 case of the 3B-term above, which could be reduced

to the form of a JLP-3B contribution.
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6.3.1 The Covariant JL (CJL) model

Finally, we can define the Covariant-JL (CJL) model as

Tlm =
atoms∑

i

Ti,lm =
∑
i

(
T

(1B)
i,lm + T

(2B)
i,lm + T

(3B)
i,lm + . . .

)
, (6.39)

where the body order terms are given by Eqs. (6.22), (6.27) and (6.38):

T
(1B)
i,lm = δl0δm0a

Zi
0 ,

T
(2B)
i,lm =

∑
j,j ̸=i

∑
n

(
δl0a

ZjZi

n0 P̃
(α,β)
nji + (1− δl0)a

ZjZi

nl P
(α,β)

nji Ylm(r̂ji)

)
,

T
(3B)
i,lm = δl0

∑
(j,k)i

unique∑
n1n2l1

a
ZjZkZi

n1n2l1

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P jki
l1

)
+

+ (1− δl0)
∑
(j,k)i

unique∑
n1n2
l1l2l3

a
ZjZkZi
n1n2
l1l2l3

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P jki
l3

∑
m1m2

RGl1l2l
m1m2m

Yl1m1(r̂ji)Yl2m2(r̂ki)

)
,

. . . .

(6.40)

We remark once again that the coefficients of the expansion do not depend on the

magnetic quantum number m, and that, crucially, this model is hierarchical, i.e., we can

progressively reach higher-body orders to increase its accuracy. We also note that the

model is written, whenever possible, in terms of internal coordinates, since it naturally

separates the expansion into products of invariant and covariant contributions. Indeed,

while it is true that the covariant terms can still absorb part of the functional dependence

on the angles between the atoms, they are mostly devoted to discriminate between different

angular momentum space. In other words, by avoiding the mixing of the invariant and

covariant factors, one can independently optimise the terms, for example by choosing

different hyperparameters between the factor that enforces the covariant behaviour of

the expression, and the factor that is devoted to resolve the angular dependency of the

expression with respect to the atomic positions. Also, since the target is written in terms

of a decomposition in spherical harmonics, it is not possible to cast the expression solely

in terms of internal coordinates: our method naturally separates all the terms that can

be written in terms of internal coordinate (scalar) from the covariant ones. In this way, it

produces a complete and coherent representation of a covariant nB term, even encoding

the fact that the covariant properties of an object are not affected by the multiplication

by a scalar.

We stress that, since the expansion coefficients depend only on the species of the atoms

involved, atoms of the same species share the same coefficients. In this way, the amount of
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coefficients to be fitted can be drastically reduced when in the presence of several atoms

of the same species. Moreover, we recall that it is not necessary to take into account

all the atoms in the sum of Eq. (6.39), or in the multi-body expansions, i.e., if channels

connecting two or more atoms are found to have non-significant contributions, they can

be neglected from any of the terms of Eq. (6.40). Given the analytical form of the CJL,

each term can be manipulated at need, e.g., differentiated or integrated. Also, since the

CJL is fully linear, it allows the use of any linear-solver method of choice.

6.4 Applications

At the moment, we have just started to test the full possibilities of the CJL. In par-

ticular we are considering the dataset from Ref. [28], where the dipole moments, µ, the

polarizability tensor, α, and the hyperpolarizability tensor [120], β, are predicted for wa-

ter monomers, H2O, water dimers, (H2O)2, and Zundel cations, H5O
+
2 . While the results

are in their early stages, and thus are not reported here, they already show promising

accuracy, at least at par with the ones reached by the models of Refs. [28, 77].

6.4.1 The PAW augmentation charges

We have also applied the CJL to the prediction of the projector-augmented-wave

(PAW) [121] augmentation charges used in the VASP code [122]. The PAW formalism

provides a way to regularize the rapid oscillations of the charge density near the atomic

positions. The main idea is that it is beneficial to have a slowly varying behaviour of the

charge density, to converge more rapidly to the ground state solution. However, the charge

density usually presents steep variations in the vicinity of the atoms. For this reason, the

density is first projected onto a well-behaved basis in the immediate atomic proximity,

inside “PAW spheres” centered on the atoms. For this representation to be approximately

equivalent to an all-electron one, an “augmentation” (or compensation) density must be

introduced, which is then defined in terms of an atomic-centered expansion. This strategy

is at the core of codes like VASP, and thus one must evaluate also the components of the

compensation density at each step of the SC cycles. This was not done in the JLCDM

formalism, where the PAW-compensation occupancies (the components of the compensa-

tion density) were not taken into account: in this sense, the JLCDM predicts only the

“smooth” part of the density, and does not mirror the correct density near the atomic

positions. Here, we prove that the CJL is complementary to the JLCDM, as it allows

to predict the compensation charges. When both methods are applied together, we can

predict the full density.

Our approach aims to target the compensation density around the i-th atom, n̂i(r),
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defined as

n̂i(r) =
∑

v1v2,lm

ρv1v2Q̂
lm
v1v2

(r), (6.41)

where vp = (kp, lp,mp) is a convenient shorthand for the set of indexes that determine the

radial (ki) and angular (li,mi) expansions, and where the terms Q̂lm
v1v2

(r) are obtained by

constraining the spherical-multipole moments of n̂i(r), as will be discussed shortly. Please

note that we suppress the index i in the right-hand side for readability. However, even

if not explicitly indicated, the origin of the frame of reference will be always placed on

top of the i-th atom. The expansion coefficients, ρvpvq , are called occupancies. The only

requirement for n̂i(r) is that it must possess the same spherical-multipole moments of the

function 43

n(r) =
∑
v1v2

ρv1v2Qv1v2(r), (6.42)

with Qv1v2 defined as

Qv1v2(r) =
1∑

α=0

(−1)αϕ∗
αv1

(r)ϕαv2(r). (6.43)

The actual form of the ϕαv(r) functions is unessential for our discussion (please see

Refs. [121, 122] for details). However, they can be always written as

ϕαv(r) = cαklRkl(r)Ylm(r̂), (6.44)

where we have absorbed all them dependence in the ρv1v2 occupancies. This will be crucial

for the development of the method here, since the coefficients ρv1v2 transform, under a

rotation of the atomic positions, as the product of spherical harmonics Yl1m1Yl2m2 . We can

now obtain the moments of Qv1v2 , denoted with qlmv1v2
, as44

qlmv1v2
:=

∫
Ωi

Qv1v2(r)r
lYlm(r̂)dr

=
∑
α

(−1)αc∗αk1l1cαk2l2

∫ rc

0

dr rl+2Rk1l1(r)Rk2l2(r)︸ ︷︷ ︸
=:clk1k2

∫
dr̂Yl1m1(r̂)Yl2m2(r̂)Ylm(r̂)︸ ︷︷ ︸

=RG
l1l2l
m1m2m

= RGl1l2l
m1m2m

clk1k2

∑
α

(−1)αc∗αk1l1cαk2l2 ,

(6.45)

where we have used the definition of Eq. (6.35) for the coefficients RGl1l2l
m1m2m

, and we have

43This function corresponds to the difference (n1 − ñ1) in the original reference, Ref. [122], Eqs. (24)-
(27).

44Please, note that the integral are performed on the augmentation spheres around the i-th atom only,
indicated by Ωi.
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defined the constants clk1k2 as the moments of the product of the two radial basis. Finally,

a function n̂i(r) that possesses the same moments as n(r) can be defined as

n̂i(r) =
∑

lm,v1v2

ρlmv1v2
qlmv1v2

gl(r)Ylm(r̂), (6.46)

where gl(r) are arbitrary functions that must satisfy∫ rc

0

gl(r)r
ldr = 1.

Comparing Eq. (6.46) and Eq. (6.41), we can make the identification

Q̂lm
v1v2

(r) := qlmv1v2
gl(r)Ylm(r̂). (6.47)

Crucially, since n̂i(r) is a scalar field, we can recognize the covariant nature of the

expansion coefficients. Indeed, we can always write

n̂i(r) =
∑
k1k2
l1l2lm

( ∑
m1m2

ρk1l1m1
k2l2m2

qlmk1l1m1
k2l2m2

)
gl(r)Ylm(r̂), (6.48)

where the term in brackets transforms as the spherical harmonic Ylm under a rotation of

the system of atoms. For this reason, we can target the expansion coefficients

n̂lm
i,k1k2l1l2

:=
∑
m1m2

ρk1l1m1
k2l2m2

qlmk1l1m1
k2l2m2

, (6.49)

with a CJL model. From Eqs. (6.48) and (6.45), it can be seen that the single terms

n̂lm
ik1k2l1l2

are not necessarily real but, when performing the sums over l1 and l2, the only

surviving components are the real ones, so that the final expression for n̂i(r) is real. Thus,

we can neglect any imaginary term: it would be washed out anyway. This also implies that

we may restrict our investigation to expansions that are symmetric in the simultaneous

exchange (k1l1) ↔ (k2l2). With this in mind, and by leveraging on the covariant nature

of n̂lm
i,k1k2l1l2

, we can proceed with the construction of our CJL model.

The easiest approach is to divide our investigation in two subcases: the scalar case,

for l = 0, and the general case l > 0. Importantly, we will re-define the expansion

coefficients, making them absorb all the unessential factors, and write directly an expansion

for n̂lm
i,k1k2l1l2

of Eq.(6.48). Please note that from now on we will use the shorthand notation

µ := (i, k1k2l1l2), for all the PAW-specific indexes, to write the more compact notation

n̂lm
i,k1k2l1l2

:= n̂lm
µ .
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Scalar case: l = 0. We already showed that the scalar case can be always brought in

the form of a JLP model [see Eq. (4.70)]. Thus, the proposed expansion reads45

n̂00
µ = aZi

µ +
∑
j,j ̸=i

∑
n

a
ZjZi
µn P̃

(α,β)
nji +

∑
(j,k)i

unique∑
n1n2l′

a
ZjZkZi

µn1n2l′

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P jki
l′

)
+ . . . . (6.50)

Here, all the symmetries of the coefficients have been already discussed at length in

Chapter 4. However, we remark that the enforcement of the symmetries on n1 and n2,

imposed by means of the constrained summation on the “unique” coefficients, must be

done for each pair (k1, l1). Also, since projecting onto the total space l = 0 requires l1 = l2

(as can be seen from the integrals in Eq. (6.45)), the symmetry under swap k1 ↔ k2, i.e.,

n̂00
i,k1k2l1l1

= n̂00
i,k2k1l1l1

, must be explicitly enforced, namely, by evaluating only the terms

for k1 ≥ k2.

General case: l > 0 The general case can be written as

n̂lm
µ =

∑
j,j ̸=i

∑
n

a
ZjZi

µnl P
(α,β)

nji Ylm(r̂ji)+

+
∑
(j,k)i

unique∑
n1n2
l′1l

′
2l

′
3

a
ZjZkZi

µn1n2l′1l
′
2l

′
3l

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P jki
l′3

∑
m1m2

RGl′1l
′
2l

m1m2m
Yl′1m1

(r̂ji)Yl′2m2
(r̂ki)

)
+ . . .

(6.51)

where, again, the symmetry rule for the swap (k1l1) ↔ (k2, l2), can be enforced by hand

by not evaluating redundant cases with respect to the symmetry n̂lm
i,k2k1l2l1

:= n̂lm
i,k1k2l1l2

.

This full expansion allows to target the augmentation occupancies, i.e., the channels

n̂lm
µ , and, when used in combination with a JLCDM, provides the last piece needed to

predict the full electronic density. An application that employs a CJL model to describe

the electronic density is under work. While the study is in its final stages, a few tests

must still be carried out.

In particular, my role was in the formulation of the models, and so I will not report any

partial result here. However, I can mention that we already observed encouraging-high

accuracies on an application to the phase transition between the 1H and the 1T phases of

a 2D MoS2 system, despite an expansion up to the 3B terms only.

General approach for operators We conclude this section by mentioning that, guided

by the fact that the expansion above does not have any memory of the rotation rule with

respect to the uncoupled channels l1 and l2, another approach can be carried out. Indeed,

45We followed the convention that the last line of the subscripts of the expansion coefficients refers to
the set of n̂ terms targeted by the model, while every other index refers to the JL expansions.
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if we want to preserve the nature of the uncoupled angular momenta, we can instead

consider the full expansion [obtained by combining Eqs. (6.45) and (6.49)]

n̂lm
i,k1k2l1l2

=
∑
m1m2

RGl1l2l
m1m2m

ρv1v2c
l
k1k2

∑
α

(−1)αc∗αk1l1cαk2l2 . (6.52)

It can be shown that, under rotation, the coefficients ρv1v2 transform as the product

of two independent spherical harmonics: this is because they are obtained by multiplying

the expansion coefficients of two orbital functions [as can be read from Eqs. (6.42) and

(6.44)]. Thus, we can target them with the double CJL expansion

ρv1v2 ≃ ρCJL
v1v2

:= Ti,v1Ti,v2︸ ︷︷ ︸
CJL models

. (6.53)

This allows to expand ρCJL
v1v2

into body-orders [instead of targeting the full contraction

in Eq. (6.52)] as

ρCJL
v1v2

= ρ(1B)
v1v2

+ ρ(2B)
v1v2

+ ρ(3B)
v1v2

+ . . . , (6.54)

where, using the expansion of Eqs. (6.39) and (6.40), we have46

ρ(1B)
v1v2

= T
(1B)
i,v1

T
(1B)
i,v2

,

ρ(2B)
v1v2

= T
(1B)
i,v1

T
(2B)
i,v2

+ T
(2B)
i,v1

T
(1B)
i,v2

,

ρ(3B)
v1v2

= T
(2B)
i,v1

T
(2B)
i,v2

+ T
(1B)
i,v1

T
(3B)
i,v2

+ T
(3B)
i,v1

T
(1B)
i,v2

,

. . . .

(6.55)

This system of equations will not be investigated explicitly. Instead, it must be inter-

preted as a picture of the expected functional forms, with the Eqs. in (6.40) working as

guidelines. Crucially, this method can be generalized to be applied to operators, e.g., in

the prediction of Hamiltonians written in terms of atomic basis.

6.5 JL for Fields

We started our construction toward a general JL framework with the definition of a

model for scalar quantities (JLP), which was then expanded, by means of a “promotion”

to a grid-centered approach, to target also scalar fields (JLCDM). Then, in this chapter,

we further generalized the model to predict also tensorial quantities. This was done by

constructing an appropriate scalar field that was expanded on the idea of promoting an

atom to be a grid point. At this point, we had full control of the harmonic components of

46Please, note that one of the body in the expansion is always fixed, being the central atom i.
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the scalar fields, which allowed us to define the CJL. The last, perhaps natural, step is to

combine the two type of promotions, and define a model that is able to target a general

tensorial field. This can be of paramount importance in the study of materials. Like

the JLCDM, which was able to accelerate DFT calculations by predicting the electronic

density, being able to predict tensorial field allows us to target the magnetization vector,

to potentially accelerate the study of non-collinear magnetic materials. Indeed, when de-

scribing materials with magnetic properties, the simple density is not enough, and instead

we have to consider also the spin density. This is, when warranted, done by means of the

introduction of a vectorial field, called magnetization, m(r). The magnetization is usually

defined from a representation given in terms of the Pauli matrices (please see Ref. [3] for

more details)

(n(r),m(r))
Pauli mapping−−−−−−−−→

(
n+mz mx − imy

mx + imy n−mz

)
=:

(
n↑↑ n↑↓

n↓↑ n↓↓

)
, (6.56)

i.e., to describe the system we need both a scalar and a vectorial field.

As mentioned before, we have already all the ingredients to fully expand the JL for-

malism: a Jacobi-Legendre expansion for fields (JLF) can be formally obtained from the

CJL model by following the same recipe discussed in the construction of the JLCDM from

the JLP, namely, we can formally promote the position of the central atom in Eq. (6.40),

ri, to be a grid point rg, from a mesh covering the entire space. Thus, the JLF expansion

is defined as

T
(1B)
lm (rg) =

atoms∑
i

∑
n

(
δl0a

Zi
n0P̃

(α,β)
nig + (1− δl0)a

Zi
nlP

(α,β)

nig Ylm(r̂ig)

)
,

T
(2B)
lm (rg) = δl0

∑
(ij)

unique∑
n1n2l1

a
ZiZj

n1n2l1

∑
symm.

(
P

(α,β)

n1ig
P

(α,β)

n2jg
P ijg
l1

)
+

+ (1− δl0)
∑
(ij)

unique∑
n1n2
l1l2l3

a
ZiZj
n1n2
l1l2l3

∑
symm.

(
P

(α,β)

n1ig
P

(α,β)

n2jg
P ijg
l3

∑
m1m2

RGl1l2l
m1m2m

Yl1m1(r̂ig)Yl2m2(r̂jg)

)
,

. . . .

(6.57)

This expansion correctly reproduces the JLCDM for the scalar field case, when l =

0 [please compare with Eq. (5.8)]. We will conclude this section by showing that the

expansion satisfies the correct symmetries.

Given a general tensor field that depends on a point in space, rg, and, parametrically,
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on the atomic positions ri, the following identities must hold
F (rg; {t̂ri}) = F (t̂−1rg; {ri}), Translations,

F (rg; {R̂ri}) = R̂F (R̂−1rg; {ri}), Rotations

F (rg; {P̂ri}) = P̂F (P̂−1rg; {ri}), Inversions/Parity.

(6.58)

for translations, rotations, and inversion, respectively. This is analogous to the properties

expressed in Eq. (5.4) for a scalar field, and in Eq. (6.9) for a tensor one. It is more useful,

at this point, to write the transformation rules in some representation. Since we rely on a

harmonic decomposition of the field, we can write

Flm(rg; {ri + t}) = Flm(rg − t; {ri}), Translations,

Flm(rg; {R̂ri}) =
∑
m′

RDl∗
mm′(R)Flm′(R̂−1rg; {ri}), Rotation

Flm(rg; {−ri}) = (−1)lFlm(−rg; {ri}), Inversion.

(6.59)

where we have used the definition given in Eq. (6.13) for the matrices RDl∗
mm′(R). In par-

ticular, the last property is obtained from the analogous transformation for the spherical

harmonics Ylm(−r) = −Ylm(r). To prove that the JLF expansion of Eq. (6.57) follows the

correct transformation rules, let us start from the, arguably trivial, translation symmetry.

Translation symmetry All the terms in Eq. (6.57) depend on the position of the atoms

with respect to the position of the grid point, i.e., there are only terms of the form ri− rg.

Therefore the translation symmetry is proved by noticing that

ri − (rg + t) = (ri − t)− rg. (6.60)

Rotation symmetry We can prove that the JLF expansion satisfies the correct trans-

formation rules, by focusing separately on the invariant and on the covariant blocks of

each term of the expansion. Indeed, the invariant block being in the same form of the

JLCDM, it already satisfies the correct relations between the grid points and the atomic

positions, namely, that a rotation of the atomic position corresponds to a counter-rotation

of the grid points [please, see Eq.(5.4)]. Instead, the matrices RDl
mm′(R) that are required

in Eq. (6.59) are introduced by the covariant part47. Explicitly, by considering the 3B

47We already have proved that the covariant terms transform, globally, as the spherical harmonic Ylm.
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case, we can appreciate that the invariant and covariant terms as

P
(α,β)

n1ig
P

(α,β)

n2jg
P ijg
l3︸ ︷︷ ︸

invariant

∑
m1m2

RGl1l2l
m1m2m

Yl1m1(r̂ig)Yl2m2(r̂jg)︸ ︷︷ ︸
covariant

, (6.61)

and, since we can always write

Ylm( ˆ̂Rri − rg) = Ylm(R̂
̂(ri − R̂−1rg)). (6.62)

then the transformation rule of Eq. (6.59) is satisfied.

Inversion symmetry Also the inversion symmetry is proven by focusing only on the

covariant block. Here, we will consider only the 3B case showed in Eq. (6.61), and we will

outline the proof for all the other cases. Given the symmetry of the spherical harmonics

under inversion, we notice that, under parity, a factor (−1)l1+l2 arises from the covariant

block. However, since the coupling terms, RGl1l2l
m1m2m

, are zero unless the sum l1 + l2 + l

is even48, then the sum of the two channels l1 + l2 must share the same parity with the

projected angular momentum channel l, i.e., (−1)l = (−1)l1+l2 . This is indeed the correct

factor required by the last identity of Eq. (6.59). We only mention that the same proof

can be applied to higher body order system, where, however, one has to take into account

the parity of all the intermediate coupling steps.

6.6 Conclusions

In this chapter we concluded our discussion on the Jacobi-Legendre framework. We

showed how to target tensors, operators, and general fields, within a unified and coherent

framework. We leveraged the construction done in the previous chapter, where a scalar

field was obtained by defining a “grid-point” centered JLP. Here, instead, we used this

“promotion” on an atom in the neighborhood, and we proved that the result was, again,

a scalar field. We then applied a cluster expansion on the field, with the aim of evaluating

its projection on the correct angular momentum space, by means of simple angular inte-

grations. As a check, we also proved that the scalar case, for l = 0, correctly reduced to

a JLP.

Crucially, this chapter finally showed the benefits of the choice of the Legendre polyno-

mials, introduced as soon as Chapter 4, for the formalism of JLP models: in particular we

heavily exploited their expansion in products of spherical harmonics, which had a pivotal

48We recall that this can be seen from the CG coefficient Cl0
l10l2

in Eq. (6.36), which vanishes unless
l1 + l2 + l is even.
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role in evaluating the angular integrals. A cumbersome part of the derivation was to keep

track of the relation between the complex spherical harmonics and the real ones: from

this point of view, this chapter can be used as a bridge between the two representations,

with all the transformations laid out. Indeed, it can be noted how the expressions are

written so that the two formalism can be exchanged without really changing the relevant

formulas.

Unfortunately, we were not able to report direct numerical applications, mostly due to

the fact that studies are still ongoing. Nevertheless, we proceeded to present a possible

application for the PAW formalism: this, together with the JLCDM, will allow us to

predict the full electronic density, including also the rapidly oscillating behaviour around

the atomic positions.

We closed this chapter by presenting the model for general fields, here called JLF.

We proved that the model defined is, on the one hand, hierarchical and systematically

improvable with respect to the cluster order, and on the other hand it satisfies the correct

transformation rules under the action of any arbitrary rotation and/or inversion of the

system investigated.

With both the CJL and the JLF, this chapter is crucial to fully define the JL framework,

which otherwise would have been left incomplete. We showed how to navigate between

all the different models, in going from a fully scalar one to a formalism for tensor fields.

This is the main achievement of my thesis and is fully reported in Fig. 6.2: we graphically

show there the complete JL formalism, alongside its core ideas and strategies.
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Figure 6.2: The Jacobi-Legendre framework. (From top to bottom) With the defini-
tion of the model for any general field we can now draw the graphical scheme for the full
Jacobi-Legendre framework. It starts with the JLP and the cluster expansion in terms
of vanishing- and double-vanishing-Jacobi polynomials. The expression obtained can be
expanded to the case of a scalar field, by allowing one of the atoms to be, instead, a
grid point. In the case in which the grid point takes the role of the central atom, we
obtain the descriptors for scalar fields used in the JLCDM. Instead, if we allow one of the
atoms in the neighbourhood to be the grid point, we obtain a scalar field that satisfies
simple integration rules when its harmonic components are evaluated. This drives us to
the definition of the CJL expansion for tensorial quantities introduced and explored in this
chapter. Finally, we can again perform a “promotion” of the central atom to a grid point
to obtain a model for general vector fields, decomposed in their harmonic representation,
here called JLF.
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Chapter 7

Multipolar expansion and the five

body case

In this final chapter we will present a slightly different point of view for the definition

of rotationally invariant quantities, based on the formalism of the multipolar-spherical

harmonics. We have already exploited the property of the bipolar-spherical harmonics of

Eq. 2.22 in defining the bispectrum, and in Section 3.2 for the construction of the pow-

erspectrum from vectorial fields. In these cases, we hinted how the multipolar-spherical

harmonics constitute a natural formalism for the treatment of multi-body MLPs. Here,

we will show that using the multipolar-spherical harmonics allows us to obtain the desired

symmetries in a seamless way, i.e., by means of a simple selection of the appropriate com-

ponents of the basis. We will proceed in explicitly deriving the expansions up to the 5B

term, here treated as the expansion of 4-point functions defined on the unitary sphere. In

particular, this last case will introduce a discussion on the choice of coupling schemes and

on the completeness of the ACE framework. By leveraging the multipolar-spherical har-

monics we will expose a limitation in the basis used in the original ACE work, which will

be used as a case study to show how the formalism can be used to derive and investigate

the expansion of multi-body functions. Finally, this chapter will also be tied with the JL

formalism, and we will show an alternative to the scheme induced by the coupling of an-

gular momentum induced by the JLP expansion. Indeed, we will obtain expressions that

not only are isometrically invariant and complete, but also, that do not depend on any

coupling scheme. We will show how this allows for a simple treatment of the invariance

under permutation of identical atoms.

The chapter will be structured as follows: we will first proceed in formally expand-

ing multi-point functions, defined on the unitary sphere, in terms of multipolar-spherical

harmonics, and we will show how to incorporate the rotational and parity invariance in

the expression. We will then re-derive the powerspectrum and the bispectrum couplings,
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as the natural coupling schemes induced by the rotationally invariant components of the

multipolar spherical harmonics. Moreover, we will show how the 4-point functions require

the explicit consideration of intermediate coupling channels, which are instead contracted

in the original ACE. With the founding formalism in place, we will derive a general expres-

sion for an ACE model, which will is complete at any body order. This will be followed

by a proof of the incompleteness of the original ACE formalism for any body-order larger

than four. Again, the proof will heavily rely on the properties of the multipolar spherical

harmonics. In particular, we will show how two different 5B potentials can be described

by the same 5B terms of the ACE framework.

We will close this chapter by tying the discussion with the 5B expansion proposed for

the JLP models. We will then present a new expansion that, in contrast to the general ACE

or other approaches that require the coupling of angular momentum channels, will not only

be complete and isometrically invariant, but also independent from any coupling scheme

of angular momenta, despite being symmetric under permutation of identical atoms.

7.1 The Multipolar Spherical Harmonics

This section will introduce a formalism for multipolar spherical harmonics, which are

implicitly used in all the descriptors based on the powerspectrum and on the bispectrum,

and in particular in the multi-body expansions of the ACE potential. The approach will

be the similar to the one adopted in Chapter 3.2, where the bipolar-spherical harmonics

were first introduced. Also, a few of the properties that will be re-derived here are listed

in Ref. [45].

7.1.1 Bipolar Spherical Harmonics

Let us consider a function F , depending on two versors r̂1 and r̂2, such that it satisfies

the expansion

F (r̂1, r̂2) =
∑

l1m1l2m2

fl1m1l2m2Y
m1
l1

(r̂1)Y
m2
l2

(r̂2), (7.1)

with the coefficients fl1m2l2m2 given by

fl1m1l2m2 =

∫
dr̂1dr̂2 F (r̂1, r̂2)Y

m1∗
l1

(r̂1)Y
m2∗
l2

(r̂2). (7.2)

We can now use the same procedure adopted to derive the spin-powerspectrum in
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Chapter 3.2, based on the CG orthogonality (reported here for readability)

l1+l2∑
l=|l1−l2|

l∑
m=−l

C lm
l1m1l2m2

C lm
l1m′

1l2m
′
2
= δm1m′

1
δm2m′

2
, (7.3)

so that, the expansion of F can be re-written as

F (r̂1, r̂2) =
∑

l1m1m′
1

l2m2m′
2

fl1m′
1l2m

′
2

(∑
lm

C lm
l1m1l2m2

C lm
l1m′

1l2m
′
2

)
Y m1
l1

(r̂1)Y
m2
l2

(r̂2)

=
∑
l1l2lm

∑
m′

1m
′
2

C lm
l1m′

1l2m
′
2
fl1m′

1l2m
′
2

(∑
m1m2

C lm
l1m1l2m2

Y m1
l1

(r̂1)Y
m2
l2

(r̂2)

)
=
∑
l1l2lm

F lm
l1l2

Y lm
l1l2

(r̂1, r̂2),

(7.4)

where we have introduced the terms
F lm

l1l2
:=
∑
m1m2

C lm
l1m1l2m2

fl1m1l2m2 ,

Y lm
l1l2

(r̂1, r̂2) :=
∑
m1m2

C lm
l1m1l2m2

Y m1
l1

(r̂1)Y
m2
l2

(r̂2).
(7.5)

We have then just performed a change of basis. This shows how the bipolar-spherical

harmonics, Y lm
l1l2

, form indeed a basis for the two-points functions on the unitary sphere.

The bipolar-spherical harmonics are also orthonormal, as can be easily seen from∫
dr̂1dr̂2 Y lm

l1l2
(r̂1, r̂2)Y l′m′∗

l′1l
′
2

(r̂1, r̂2) =

=
∑
m1m2
m′

1m
′
2

C lm
l1m1l2m2

C l′m′

l′1m
′
1l

′
2m

′
2

∫
dr̂1 Y

m1
l1

(r̂1)Y
m′

1∗
l′1

(r̂1)︸ ︷︷ ︸
δl1l′1

δm1m
′
1

∫
dr̂2 Y

m2
l2

(r̂2)Y
m′

2∗
l′2

(r̂2)︸ ︷︷ ︸
δ
l2l

′
2
δ
m2m

′
2

= δl1l′1δm1m′
1
δl2l′2δm2m′

2

∑
m1m2

C lm
l1m1l2m2

C l′m′

l1m1l2m2︸ ︷︷ ︸
δll′δmm′

= δl1l′1δm1m′
1
δl2l′2δm2m′

2
δll′δmm′ .

(7.6)

This is obtained by using the orthogonality of the spherical harmonics and of the

Clebsh-Gordan (CG) coefficients. The bipolar spherical harmonics can be intuitively seen

as the basis for the expansion of the function F in the space of coupled angular mo-

mentum (l,m). This holds since we have proved in Eq. (2.22) that a bipolar-spherical

harmonic of order (l,m) follows the same rotation rules of the spherical harmonic Y m
l

under simultaneous rotation of the two versors r̂1 and r̂2. This was also crucial in the
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derivation of the spin-powerspectrum in Chapter 3.2. Now, if we assume that F lm
l1l2

= 0

unless l = m = 0, then the function F behaves like a scalar for a simultaneous ro-

tation of its arguments, which is exactly what we want for a MLP. In this cases since

C00
l1m1l2m2

= δl1l2δm1,−m2(−1)l1−m1/
√
2l1 + 1, we have

Y00
l1l2

(r̂1, r̂2) = δl1l2
(−1)l1√
2l1 + 1

∑
m1

(−1)m1Y m1
l1

(r̂1)Y
−m1
l1

(r̂2), (7.7)

and so the expansion of the function F reads

Fscalar(r̂1, r̂2) =
∑
l

alYscalar
l (r̂1, r̂2), (7.8)

where we have defined al := (−1)lF00
ll , and Yscalar

l := Y00
l1l2

(please note that the factor

(−1)l is irrelevant with respect to the orthogonality, and can be removed by a trivial uni-

tary transformation). We stress here that F has only scalar (invariant under rotations)

components. If we compare this expression with Eq. (2.10), we immediately recognise

the powerspectrum coupling rule, here reported for readability, and adapted to the sim-

plified case of no radial contributions [as done, for example in the introduction of the

powerspectrum in Ref. [27]]

pl :=
∑
m

(−1)mcilmcil−m =
atoms∑
jk

l∑
m=−l

(−1)mY m
l (r̂ji)Y

−m
l (r̂ki). (7.9)

We also note that a linear expansion of the function in powerspectrum components

is exactly the formulation of the angular terms of the 3B ACE of Eqs. (2.59) and (2.62),

reported here in detail

ε
(3)
i :=

ordered∑
n1n2l

an1n2lB
(3)
in1n2l

=
ordered∑
n1n2l

an1n2l

l∑
m=−l

(−1)mAin1lmAin2l−m

=
ordered∑
n1n2l

an1n2l

atoms∑
jk

Rn1l(rji)Rn2l(rki)
l∑

m=−l

(−1)mY m
l (r̂ji)Y

m
l (r̂ki).

(7.10)

Indeed, we can already anticipate that this can be interpreted as the expansion of

atomic potentials, v(3) [already introduced for the ACE model in Eq. (2.51), and for the

JLP in Eq. (4.2)], in terms of the rotationally-invariant components of the bipolar spherical

harmonics, as
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v(3)(rji, rki) =
∑
n1n2l

an1n2lRn1l(rji)Rn2l(rki)Yscalar
l (r̂ji, r̂ki), (7.11)

which leads to the 3B-atomic energies by means of the relation49.

ε
(3)
i =

atoms∑
jk

v(3)(rji, rki). (7.12)

This explicitly shows that the bipolar spherical harmonics are the natural basis for

this expansion. In the following, we will focus only on functions that not only behave as

scalars under reflection, but are also invariant under parity (so that they are invariant

under any isometry). The case above is the only case in which this is always verified,

since the powerspectrum coupling depends only on the scalar product r̂1 · r̂2, [as shown

in Eq. (2.15)]. In general, however, the invariance under inversion must be enforced, as it

will be clear in the following sections.

7.1.2 Tripolar Spherical Harmonics

Following the same argument for the bipolar-spherical harmonics, we can now take

into account a three point function F , with an expansion that reads

F (r̂1, r̂2, r̂3) =
∑
l1m1
l2m2
l3m3

f
l1m1
l2m2
l3m3

Y m1
l1

(r̂1)Y
m2
l2

(r̂2)Y
m3
l3

(r̂3). (7.13)

By exploiting again the orthogonality of the CG coefficients, this time twice, we can

re-write the expansion as

F (r̂1, r̂2, r̂3) =
∑

l1l2l12l3lm

F lm
(l1l2)l12l3

Y lm
(l1l2)l12l3

(r̂1, r̂2, r̂3), (7.14)

with


F lm

(l1l2)l12l3
:=

∑
m1m2m3

m12

C lm
l3m3l12m12

C l12m12
l1m1l2m2

f
l1m1
l2m2
l3m3

,

Y lm
(l1l2)l12l3

(r̂1, r̂2, r̂3) :=
∑

m1m2m3
m12

C lm
l3m3l12m12

C l12m12
l1m1l2m2

Y m1
l1

(r̂1)Y
m2
l2

(r̂2)Y
m3
l3

(r̂3).
(7.15)

Here, the tripolar-spherical harmonics, Y lm
(l1l2)l12l3

are defined by means of a chosen

49Please, note that we are not yet explicitly investigating how to obtain the ordered indexes rule nec-
essary to enforce the invariance under atom permutations. This will be discussed in subsequent sections.
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coupling scheme. They form an orthonormal basis set for three-point functions defined

on the surface of the sphere, in strict analogy to the bipolar-spherical harmonics. For the

scheme chosen above, we have first coupled the spherical harmonics depending on r̂1 and

r̂2. Then, the resulting object was coupled with the remaining spherical harmonic Y m3
l3

(r̂3).

The choice of a coupling scheme implies a representation degeneracy, formally equivalent

to the one obtained in Eq. (2.70) for the determination of the spherical components of

a rank 3 tensor. We will now show how this degeneracy can be removed in the case of

isometrically invariant functions. However, let us first project on the rotationally invariant

space (constraining the expression to l = m = 0): the tripolar-spherical harmonics of

interest are given by

Y00
(l1l2)l12l3

(r̂1, r̂2, r̂3) = (−1)l1+l2+l3δl12l3
∑

m1m2m3

(
l1 l2 l3

m1 m2 m3

)
Y m1
l1

(r̂1)Y
m2
l2

(r̂2)Y
m3
l3

(r̂3),

(7.16)

where we have used the following relation between the CG coefficients and the well-known

3j-Wigner symbols [45]

C lm
l1m1l2m2

= (−1)−l1+l2−m
√
2l + 1

(
l1 l2 l3

m1 m2 −m3

)
. (7.17)

Again, we find that this coupling scheme is formally equivalent to the one introduced

for the bispectrum, in Eq. (2.19) or, equivalently, the one for B(4) in the ACE coupling,

Eq. (2.59), and reported here

B
(4)

i
n1n2n3
l1l2l3

=
∑

m1m2m3

(
l1 l2 l3

m1 m2 m3

)
Ain1l1m1Ain2l2m2Ain3l3m3 . (7.18)

Moreover, the linear expansion of the function F now reads

Fscalar(r̂1, r̂2, r̂3) =
∑
l1l2l3

al1l2l3(−1)l1+l2+l3
∑

m1m2m3

(
l1 l2 l3

m1 m2 m3

)
Y m1
l1

(r̂1)Y
m2
l2

(r̂2)Y
m3
l3

(r̂3),

(7.19)

with the expansion coefficients defined as al1l2l3 := F00
(l1l2)l3l3

. From this expansion, and

from the symmetries of the 3j-Wigner symbols, we can see how different coupling schemes

lead to the same expressions. Indeed, the 3j symbols are invariant under cyclic permuta-

tions of columns, and acquire the factor (−1)l1+l2+l2 under an odd permutation, e.g.,(
l1 l2 l3

m1 m2 m3

)
=

(
l3 l1 l2

m3 m1 m2

)
= (−1)

∑
l

(
l2 l1 l3

m2 m1 m3

)
. (7.20)
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Here we have introduced the useful shorthand notation
∑

l = l1 + l2 + l3 to indicate

the summation over all the angular momentum channels. In terms of the choice of the

coupling scheme, this means that all the six sets of tripolar spherical harmonics (one for

each coupling scheme) are always equivalent up to a sign when projected on the rotational

invariant space. In other words, if we choose a coupling scheme that preserves the cyclic

order of the indexes we will end up with an expression equivalent to {Y00
(l1l2)l12l3

}, while
if we change this ordering we will obtain {(−1)

∑
lY00

(l1l2)l12l3
}. However, a change in the

ordering/coupling scheme is not the only operation that introduces a factor (−1)
∑

l . In-

deed, because of the symmetry under parity of the spherical harmonics, here reported for

readability

Y m
l (−r̂) = (−1)lY m

l (r̂), (7.21)

we have that

Y00
(l1l2)l12l3

(−r̂1,−r̂2,−r̂3) = (−1)
∑

lY00
(l1l2)l12l3

(r̂1, r̂2, r̂3). (7.22)

This means that an inversion causes the atomic basis to undergo the same factor of a

non-cyclic permutation of the angular momenta in the coupling scheme. We immediately

deduce that, if F is also invariant under parity, then its expansion will be constrained to

cases such that the sum l1 + l2 + l3 is even. Explicitly

Fiso(r̂1, r̂2, r̂3) =

∑
l=even∑
l1l2l3

al1l2l3Yscalar
l1l2l3

(r̂1, r̂2, r̂3), (7.23)

where we have defined

Yscalar
l1l2l3

(r̂1, r̂2, r̂3) :=
∑

m1m2m3

(
l1 l2 l3

m1 m2 m3

)
Y m1
l1

(r̂1)Y
m2
l2

(r̂2)Y
m3
l3

(r̂3), (7.24)

for l1+l2+l3 even. Given the symmetry rules of the 3j symbols, an important by-product is

that we restricted the expansion to cases in which the coupling coefficients are independent

from any coupling scheme.

We have just proved that the expansion of a three-point-invariant function is provided

by the tripolar-spherical harmonics, which inherit the completeness and orthogonality from

the expansion in spherical harmonics. However, again, they yield a practical partition of

the angular momentum space that allows us to seamlessly select the rotationally invariant

space. In other words, an isometrically invariant function can be expanded as a linear

combination of the orthonormal basis {Yscalar
l1l2l3

}, which is independent of any coupling

scheme of angular momenta, when appropriately constrained. In doing so, we have also

appreciated a connection between the parity invariance and the selection of couplings

coefficients, which are symmetric under different choices of coupling schemes.
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7.1.3 Quadrupolar Spherical Harmonics

In this section we will continue our progression and introduce an expansion for four-

point functions. This case is relevant, since it is the first example where the choice of the

coupling scheme matters, as will be shown by the explicit (and irreducible) presence of

the intermediate channel in the final expressions.

The starting point is the expansion of a four-point function F (r̂1, r̂2, r̂3, r̂4) over spher-

ical harmonics

F (r̂1, r̂2, r̂3, r̂4) =
∑

l1l2l3l4
m1m2m3m4

f
l1m1
l2m2
l3m3
l4m4

Y m1
l1

(r̂1)Y
m2
l2

(r̂2)Y
m3
l3

(r̂3)Y
m4
l4

(r̂4). (7.25)

As for the previous cases, by choosing a coupling scheme and appropriately introduc-

ing CG coefficients, we can re-cast the above expansion in terms of the total angular

momentum channels (l,m) as

F (r̂1, r̂2, r̂3, r̂4) =
∑
lm

∑
l1l2l3l4
l12l34

F lm
(l1l2)l12(l3l4)l34

Y lm
(l1l2)l12(l3l4)l34

(r̂1, r̂2, r̂3, r̂4), (7.26)

where we have introduced the quadrupolar-spherical harmonics

Y lm
(l1l2)l12(l3l4)l34

(r̂1, r̂2, r̂3, r̂4)

:=
∑

m1m2m3m4
m12m34

C lm
l12m12l34m34

C l34m34
l3m3l4m4

C l12m12
l1m1l2m2

Y m1
l1

(r̂1)Y
m2
l2

(r̂2)Y
m3
l3

(r̂3)Y
m4
l4

(r̂4). (7.27)

The adopted coupling scheme can be read by the order of the indexes of the CG

coefficients, which shows which angular momentum channels are connected: firstly, we

perform the coupling between the first two channels, l1 and l2, into l12, as can be read

from C l12m12
l1m1l2m2

. Then, analogously, we couple the third and fourth channels, l3 and l4, in

l34, represented by C l34m34
l3m3l4m4

. Finally, we couple l12 and l34, so that the full expression

is projected into the desired space, l, by means of C lm
l12m12l34m34

. Clearly, the coupling

scheme here is much more relevant than in the previous case, since different coupling

schemes, albeit spanning the same space, could lead to very different expansions. We

remark that the quadripolar-spherical harmonics form an orthonormal basis for the four-

point functions, as it can be easily verified by direct integration. We now project again

into the rotationally invariant, l = m = 0, and consider only the scalar components of the
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function F . The relevant quadripolar-spherical harmonics read

Yscalar
(l1l2)l(l3l4)

(r̂1, r̂2, r̂3, r̂4) := Y00
(l1l2)l12(l3l4)l34

(r̂1, r̂2, r̂3, r̂4)

= δl12l34
(−1)l12√
2l12 + 1

∑
m1m2m3m4

m12

(−1)m12C l12m12
l1m1l2m2

C l12−m12
l3m3l4m4

Y m1
l1

Y m2
l2

Y m3
l3

Y m4
l4

.
(7.28)

Please note that we have used the short hand Y mi
li

:= Y mi
li

(r̂i), i.e., we will conveniently

label with the same conventions of versors of the function. Also, to simplify the notation,

we will re-label l12 and m12 with l and m, respectively, and we define Yscalar
(l1l2)l(l3l4)

:=

Y00
(l1l2)l(l3l4)l

. The expansion for the function Fscalar, then becomes

Fscalar(r̂1, r̂2, r̂3, r̂4) =
∑

l1l2l3l4l

F(l1l2)l(l3l4)Yscalar
(l1l2)l(l3l4)

(r̂1, r̂2, r̂3, r̂4), (7.29)

with appropriate expansion coefficients F(l1l2)l(l3l4). Finally, we can appreciate how, again,

an inversion of the coordinates leads to the emergence of a factor (−1)
∑

l . If we constrain

the expansion to the case in which the sum
∑

l is even, then we will again obtain a suitable

basis for an isometrically invariant function.

Before proceeding with our investigation on the four-point functions, let us summarize

the results obtained so far, with the aim of applying this formalism to the ACE frame-

work. Firstly, we proved that if we have a multi-point function defined on a sphere, then

we can expand it in multipolar spherical harmonics, which constitute a natural (and or-

thonormal) basis of choice. We also saw that, in order to constrain the expressions to

be rotationally invariant, it suffices to consider only the l = m = 0 components of the

total angular momentum of the multipolar spherical harmonics, justifying the use of this

basis. Also, to impose parity invariance, we need to discard all the spherical harmonics

with odd
∑

l, retaining only the even ones. We showed that, the more arguments that

the function has, the more important becomes the choice of a coupling scheme for the

definition of the multipolar spherical harmonics. Finally, we found that the rotationally

invariant components of the bipolar-spherical harmonics are also the symmetric ones un-

der inversion. In contrast, we had to impose the condition
∑

l already for the tripolar

case. As a by-product, this constraint removed the dependence of the expression from a

specific coupling scheme. However, the coupling scheme becomes relevant for higher-point

terms.
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Let us apply this findings to the ACE case. We will re-derive the ACE formalism

from the point of view of a multipolar decomposition of the atomic energies, and we will

show how this approach provides insights on the incompleteness of the ACE-angular basis.

Finally, we will tie back to the discussion with the JLP formalism, and we will show that it

provides a way of defining a coupling-scheme independent expansion for the quadrupolar

case.

7.2 An ACE Framework

In general, the rotationally invariant components of a v-polar spherical harmonic, can

be written in a compact form as

Yscalar
lL (R̂) := Y00

lL(R̂) =
∑
mM

H lL
mM

v∏
k=1

Y mi
li

(r̂i), (7.30)

where we have introduced a few useful shorthand notations to make the expressions more

readable. Here, the vector R̂ = (r̂1, . . . r̂v) contains all the versors of the the system, while

the vectors l = (l1, . . . lv) and m = (m1, . . . ,mv) contain all the indexes associated with

the spherical harmonics. Finally, the vectors L = (L1, . . . , Lv−2) andM = (M1, . . . ,Mv−2)

represent all the intermediate angular momentum channels that arise from the coupling (if

any are needed). Please note that we are not explicitly indicating any particular coupling

scheme: we will not discuss the relation between different coupling schemes, we will only

assume that a coupling scheme is fixed for each v. The coefficients H lL
mM are the core of

the definition of the multipolar spherical harmonics, containing the correct product of CG

coefficients need to project the expression into the space of zero angular momentum. The

examples showed in the previous sections are, explicitly,



H l1l2
m1m2

= δl1l2δm1−m2

(−1)l1+m1

√
2l1 + 1

for v = 2,

H l1l2l3
m1m2m3

=
(−1)l3−m3

√
2l3 + 1

C l−m3
l1m1l2m2

for v = 3,

H
(l1l2)L(l3l4)
(m1m2)M(m3m4)

=
(−1)L−M

√
2L+ 1

CLM
l1m1l2m2

CL−M
l3m3l4m4

for v = 4.

(7.31)

With these choices, the multipolar spherical harmonics form a complete and orthonor-

mal set for the rotationally-invariant v-points functions on the unitary sphere.

Let us now consider the cluster expansion of the atomic energies εi given in Eq. (2.51),
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here reported for convenience

εi = ε
(1)
i +

atoms∑
j

v(2)(rji) +
atoms∑
jk

v(3)(rji, rki) +
atoms∑
jkp

v(4)(rji, rki, rpi) + . . . , (7.32)

where we have already released the constraints on the sum over the atoms, by the same

trick discussed in Section 2.1.4. We can see how the (v + 1)-body term in the sum is in

the form v(v+1)(Rji), with the definition

Rji := (Rji, R̂ji) = (rj1i, rj2i, . . . rjvi, r̂j1i, r̂j2i, . . . r̂jvi),

and j := (j1, . . . , jv). This means that we can expand the potential in terms of a radial

basis for the distances and v-polar-spherical harmonics for the angles. Explicitly

v(v+1)(Rji) =

∑
l=even∑
nlL

anlL

[
v∏

k=1

Rnklk(rjki)

]
Yscalar

lL (R̂ji), (7.33)

where we have already used the components of zero angular momentum, and we have

restricted the sum to even
∑

l. In this way, the potential satisfies, almost by construction,

the required transformation symmetries. Please note that, in order to have a complete

expansion, the coefficients must also depend on the intermediate angular channels L: this

was explicitly shown for the expansion in terms of the quadrupolar-spherical harmonics

[Eq. (7.29)]. We can now evaluate the (v + 1)-body contribution to the atomic energy εi,

here indicated with ε
(v)
i , as

ε
(v+1)
i =

∑
j

v(v+1)(Rji) =
∑
j

∑
l=even∑
nlL

anlL

[
v∏

k=i

Rnklk(rjki)

]
Yscalar

lL (R̂ji)

=

∑
l=even∑
nlL

anlL

∑
mM

H lL
mM

v∏
k=1

atoms∑
jk

Rnklk(rjki)Y
mi
li

(r̂jki),

(7.34)

where, in the second line, we have used the definition of Eq. (7.30) for Yscalar
lL (R̂ji), and we

have distributed the sum over j in the products. If we now use the atomic basis introduced

in the ACE formalism, and reported here

Ainklkmk
:=

atoms∑
jk

Rnklk(rjki)Y
mi
li

(r̂jki), (7.35)

and define the invariant products
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B
(v+1)
inlL =

∑
mM

H lL
mM

v∏
k=1

Ainklkmk
, (7.36)

we can finally derive an ACE framework, directly from the multipolar spherical harmonics,

as

ε
(v+1)
i =

∑
l=even∑
nlL

anlLB
(v+1)
inlL . (7.37)

Not only is this expression completely general, but crucially, it also shows that, once

a specific radial basis is fixed, the invariant products B
(v+1)
inlL are fully determined by the

coupling coefficients H lL
mM of the v-polar-spherical harmonics. However, the formalism

proposed here is not the same as the original ACE, which will be discussed in the following

section.

7.3 Incompleteness of the original ACE representa-

tion

We can now compare the expression obtained above with the original ACE model, of

Ref [25]. We will consider only cases for v ≥ 4, since they are the ones requiring the

explicit definition of intermediate angular momenta L, as it can be appreciated from the

last Eq. in (7.31). As such, these are also the cases in which the choice of the coupling

scheme matters. In particular, the work in Ref. [66] has been devoted to the removal of

the redundancies and degeneracies arising from selecting a particular scheme in the case

v = 4.

The framework proposed above, in Eq. (7.37), is different from the proposed one in the

original ACE [25]. Indeed, by comparing the full scheme presented here with the one in

the last line of Eq. (2.59) and with the coupling terms introduced in Eq. (2.61), we obtain

that the original ACE is

ε
(v+1),ACE
i =

∑
l=even∑
nl

anlB
(v+1),ACE
inl , (7.38)

namely, the expansion coefficients are assumed to not depend on the intermediate channels

L, and the invariant products are defined in terms of the sum

B
(v+1),ACE
inl :=

∑
L

B
(v+1)
inlL . (7.39)
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In the original ACE formalism, this approach is shared by all the v ≥ 4 cases, where

all the intermediate channels are always contracted. We will now prove that this coupling

scheme is incomplete50. The crucial point of the proof is that we can trace back all

the steps from Eq. (7.30) to Eq. (7.37). Thus, it can be seen that, by assuming that

the expansion coefficients do not depend on the intermediate angular momenta, we are

implicitly preforming an expansion of the form

v(v+1)(Rji) =

∑
l=even∑
nl

anl

[
v∏

k=1

Rnklk(rjki)

]∑
L

Yscalar
lL (R̂ji). (7.40)

Here, the sum over the intermediate angular momenta have been transferred over the

v-polar-spherical harmonics, since they are the only terms that maintain their explicit

dependence on the intermediate channels. Clearly, this is equivalent to using an “ACE-

angular” basis defined as

YACE
l (R̂ji) :=

∑
L

Yscalar
lL (R̂ji). (7.41)

By construction, using this basis to expand the angular part of a potential v(v+1)(R̂ji)

leads directly to the original ACE formalism of Eq. (7.38). In order to prove that this

expansion cannot describe an arbitrary potential v(v+1), let us study the properties of the

ACE-angular basis.

Properties of the ACE-angular basis Firstly, let us consider the inner product

〈
YACE

l

∣∣YACE
l′

〉
=

∫
YACE

l (R̂)YACE∗
l′ (R̂) dR̂, (7.42)

where ∫
dR :=

∫
dr̂1 . . . dr̂n, (7.43)

i.e., we are integrating each variable over the respective solid angle. Since the v-polar

spherical harmonics are orthonormal, the integral can be easily evaluated as51

∫
YACE

l (R̂)YACE*
l′ (R̂) dR̂ =

∑
LL′

∫
Yscalar

lL (R̂)Yscalar*
l′L′ (R̂) dR̂︸ ︷︷ ︸

=δll′δLL′

= δll′
∑
L

{lL}, (7.44)

50In the sense that not all the v-points functions can be described by this choice of the coupling.
51We use the generalization of the Kronecker delta, so that δLL′ := δL1L′

1
· . . . · δLv−2L′

v−2
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where the term {lL} is 1 if the intermediate angular momenta L are consistent with the

initial channels l and the chosen coupling scheme, i.e., if they belong to the tree generated

by l, and 0 otherwise. This shows that the ACE-angular basis is orthogonal but not

normalized. In practice, the square of the normalization constant, defined as

N2
l := δll′

∑
L

{lL}, (7.45)

counts how many intermediate channels lead to the rotationally invariant space, from the

initial l and with the fixed coupling scheme.

Another crucial property is obtained by looking at a way to write the multipolar

spherical harmonics in terms of the ACE-angular basis. In practice, we look for expansion

coefficients52 U l′

lL such that

Yscalar
lL (R̂) =

∑
l′

U l′

lLYACE
l′ (R̂). (7.46)

The coefficients are obtained by means of the integral

U l′

lL =
1

N2
l′

∫
Yscalar

lL (R̂)YACE*
l′ (R̂) dR̂

=
1

N2
l′

∑
L′

∫
Yscalar

lL (R̂)Yscalar*
l′L′ (R̂) dR̂︸ ︷︷ ︸

=δll′δLL′

=
1

N2
l

δll′ ,
(7.47)

which holds for every well-defined multipolar-spherical harmonic53. This means that, in

general, we can write v-polar-spherical harmonics as

Yscalar
lL (R̂) =

1

N2
l

YACE
l (R̂). (7.48)

We now have all the ingredients required for the aforementioned proof.

Incompleteness of the original ACE-angular basis and the importance of the in-

termediate coupling channels We will focus only on a v-point isometrically-invariant

function, F , defined on the unitary sphere. Indeed, the radial part does not play any role

here, and the following can be easily generalized to the case of general function in space

by assuming that the coefficients depend on the relevant distances. We already know that

the function F can always be expanded in terms of v-polar-spherical harmonics projected

on the isometrically invariant space as,

52The expansion coefficients must be components of a unitary matrix.
53This is because, for the multipolar-spherical harmonic to be defined, L must belong to the tree

generated by l.
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F (R̂) =

∑
l=even∑
lL

FlLYscalar
lL (R̂), (7.49)

where FlL are the expansion coefficients. It is crucial to notice that, to fully characterize

the function F , we need all the expansion coefficients, namely we cannot ignore the de-

pendence on the intermediate channels L. We can now use the property of Eq. (7.47) and

obtain

F (R̂) =

∑
l=even∑
lL

FlL
1

N2
l

YACE
l (R̂) =

∑
l=even∑
l

1

N2
l

[∑
L

FlL

]
YACE

l (R̂). (7.50)

The expression above shows that the ACE-angular basis cannot discriminate between

functions for which the sum of the expansion coefficients in the square brackets is the

same. Equivalently, we can say that functions such that∑
L

FlL = 0, (7.51)

cannot be represented by the ACE-angular basis. Thus, if we sum an arbitrary function,

F , and a function that cannot be represented by the ACE-angular basis, F null, then, the

new function G := F + F null will have the same ACE representation of F , while being

generally different. Also, it is not difficult to construct functions for which the sum above

vanishes. For instance, this is obtained by choosing random values for the coefficients, and

then by imposing that one of them is the opposite of the sum of all the others. This is a

simple strategy to generate such a non-representable function.

The immediate consequence of this proof is that a general potential cannot be com-

pletely characterized by the expansion proposed in Eq. (7.40), i.e., washing out the de-

pendence of the expansion coefficients on the intermediate angular momentum eliminates

non-reducible degrees of freedom.

In particular, this implies that the original ACE formalism is not able to properly

describe the atomic energy terms

ε
(v+1)
i =

∑
j

v(v+1)(Rji), (7.52)

for v ≥ 4, since we could add any non-representable potential [such that the property

of Eq. (7.51) holds] and obtain the same value of the atomic energy. This is similar

to the discussion in Ref. [27], reported in Eq. (2.17), where it was observed that the

powerspectrum alone was not able to describe atomic environment, since different functions

may possess the same powerspectrum.
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Before proceeding to the next and conclusive section of this Chapter, we remark again

that this proof concerns the original ACE formalism, of Ref. [25]. Indeed, please note

that more recent works (see, for example Refs. [38, 103]), use a complete representation,

preserving the intermediate channels that appear in the coupling.

However, even the complete representation is not without problems, as we will see in

the next section.

7.4 A 5B representation without angular-momentum

couplings

We will now discuss the problem of enforcing the invariance of the atomic energy

under permutation of identical atoms: this appears as a severe downside of the complete

expansion in Eq. (7.37). Indeed, while the ACE-angular basis is not complete, it allows for

a simple treatment of atomic permutations. This can be easily understood if we focus on

the fact that each pair nk, lk refers to an atomic basis: imposing this invariance is equivalent

to requiring that the order of the atomic basis in the products of Eq. (7.36) does not affect

the atomic energy of Eq. (7.37). In other words, exchanging two (nk, lk) pairs must lead to

the same result. This can be easily imposed if the coupling coefficients are not dependent

on the intermediate angular momentum channels, as was the case for the ACE formalism.

With this assumption, the symmetry would be imposed by the only requirement that the

expansion coefficients anl are symmetric under the swap of any (nk, lk) pairs. This leads

to an expansion in which only lexicographically ordered pairs are considered. However, in

the presence of a complete representation, where also the intermediate channels L matter,

imposing this constraint is more complicated, since exchanging two channels lk and lk′ , in

general, produces a different coupling scheme. This can be seen with a specific example:

if the coupling scheme is such that it first imposes the coupling between the first two

channels, l1 + l2 → L12, and then the third and fourth ones, l3 + l4 → L34, then swapping

l2 with l3 will cause a change in the coupling scheme, i.e., we are now to couple the first

channel with the third one and the second with the fourth. Unfortunately, in general,

different coupling schemes produce different results, albeit spanning the same space. This

problem exists already for the v = 4 case, has discussed in Ref. [66], where a selection of

only non redundant contributions was performed algorithmically, by using the generalized

Wigner symbols. Here, however, we will focus on a completely different approach, strictly

tied, again, to the JL framework. This will bypass completely the need for the coupling
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of angular momenta54.

In section 4.1.4 we have already proved that a representation over internal coordinates,

with 4 distances and 6 angles, is complete and irreducible. In particular, in Eq. (4.65),

we saw that we can write the atomic potentials in terms of double-vanishing-Jacobi and

Legendre polynomials as

v(5)(Rji) =

unique∑
n1n2n3n4
l1l2l3l4l5l6

an1n2n3n4
l1l2l3l4l5l6

∑
symm.

(
P

(α,β)

n1ji
P

(α,β)

n2ki
P

(α,β)

n3pi
P

(α,β)

n4qi
P jki
l1

P jpi
l2

P jqi
l3

P kpi
l4

P kqi
l5

P pqi
l6

)
,

(7.53)

where the sum over unique coefficients and on the symmetries has been discussed in detail

in Chapter 4. We can notice that the expansion over unique coefficients is exactly what

we were looking for: it enforces the invariance of the expression, at the potentials’ level,

under the permutation of two identical atoms. We will not discuss explicitly the full chain

of equivalences for the coefficients, which consists of 24 possible ways to swap the indexes.

An example is the case in which we swap the first two atoms, the j-th and k-th ones. This

implies that the two coefficients

an1n2n3n4
l1l2l3l4l5l6

= an2n1n3n4
l1l4l5l2l3l6

(7.54)

must be equal. By exchanging all the possible atoms, it is possible to obtain the complete

set of 24 equivalences.

We have already discussed, in Chapter 4, how to linearize the JLP with respect to the

number of atoms in the cut-off sphere. This was accomplished by applying the addition

theorem,

P jki
l =

4π

2l + 1

∑
m

Y m
l (r̂ji)Y

m∗
l (r̂ki), (7.55)

to every Legendre polynomials of the expansion. We can do the same for the 5B expansion

above. We do not report the full expression, which will not add anything to the discussion.

Instead we just mention that it consists of a sum over m1, . . . ,m6, and of products of 12

spherical harmonics. If we now factorize together all the terms that refer to the same

54Here, we mean that the coupling of different channels will not be manifest, since the expressions will
be naturally symmetric and irreducible. This is caused by the fact that the representation in internal
coordinates is done in terms of angles and distances and, in this sense, the underlying coupling scheme is
constructed in terms of the resulting angles and not on the resulting invariant properties. This makes the
treatment much simpler, since the angles are naturally invariant, while a versor-based approach requires
us to construct the invariance intentionally.
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atom, and we evaluate the sum55

ε
(5)
i =

∑
jkpq

v(5)(Rji), (7.56)

it can be shown that the resulting expression can be written in terms of the JL-atomic

basis, already defined in Eq. (4.32) and reported here for readability,

(J1L3)
i

n l1l2l3
m1m2m3

:=
atoms∑

j

P
(α,β)

nji Y m1
l1

(r̂ji)Y
m2
l2

(r̂ji)Y
m3
l4

(r̂ji). (7.57)

After some manipulation, the energy ε
(5)
i can be written as a sum of contracted products

of four JL-atomic basis, namely

ε
(5)
i =

unique∑
n1n2n3n4
l1l2l3l4l5l6

bn1n2n3n4
l1l2l3l4l5l6

×

×
∑

m1m2m3
m4m5m6

(−1)
∑

m(J1L3)
i

n1
l1l2l3

m1m2m3

(J1L3)
i

n2
l1l4l5

−m1m4m5

(J1L3)
i

n3
l2l4l6

−m2−m4m6

(J1L3)
i

n4
l3l5l6

−m3−m5−m6

.

(7.58)

Here the coefficients b are defined in terms of the coefficients a by absorbing unessential

factors obtained from the addition theorem of Eq. (7.55). We also defined the convenient

shorthand
∑

m = m1+ . . .+m6. We can notice that the sum over the possible symmetries

has been lost from Eq. (7.53): this is caused by the summation over all possible atoms,

which is equivalent to the sum over all possible swaps of indexes, and allows us to retain

only the sum over the unique coefficients. This is in the same spirit of the lexicographic

ordering of the ACE formalism, but with the main difference that, while finding equivalent

coefficients is less straightforward, the expansion above is now complete. Crucially, not

only is the linear scaling guaranteed by the fact that the evaluation of the JL-atomic basis

of Eq. (7.57) is linear in the number of atoms inside the cut-off radius, but also all the

other symmetries are enforced by construction, the representation in internal coordinates

being isometrically invariant. Indeed, we have thus bypassed the need of a coupling scheme

with all the redundancies and degeneracies. This was indirectly achieved by introducing a

more complicated atomic basis, and by increasing the number of indexes to consider to 6:

one more than that considered in the work on the generalized Wigner symbols of Ref. [66],

and 2 more than that of the ACE-angular basis approach. We can make two observations:

firstly, the evaluation of the JL-atomic basis does not require more than the evaluation

55Please note that we are following the ACE framework, in which the sum over the atoms is not
restricted. The arising of self-energy term contributions have been already analysed in Chapter 4.

158 Ph.D. Thesis



A 5B REPRESENTATION WITHOUT ANGULAR-MOMENTUM COUPLINGS

of all the spherical harmonics and the radial basis. Indeed, the remaining operations

consist in simple products of the already computed values of the spherical harmonics. The

bottleneck is then transferred on the coupling scheme, which can, nevertheless, be tackled

in progressive contractions, with the aim of minimizing the number of calculations required.

Secondly, we argue that the presence of more indexes is not necessarily detrimental for

the expansion. Indeed, it is safe to assume that more indexes allow one to spread the

information on more basis terms, and so, arguably, a smaller truncation parameter lmax

could be used. Since the overhead is mostly caused by higher values of angular momenta,

it also means that we should have a trade-off between the number of contractions and the

highest value of the angular momentum reached. While this is still an hypothesis, we will

focus our effort in investigating these speculations in future works.

In conclusion, the proposed expansion of Eq. (7.58), for the 5B-atomic energies, not

only is complete, but it does not suffer from the irreducible redundancies caused by the

choice of a coupling scheme, on one hand, and the necessity of enforcing the permutational

invariance of identical atoms on the other. While a similar expansion for the 6B is not yet

available (the representation in terms of the internal coordinates is over-complete when

all the possible angles are taken into account), we hope that the strategy introduced here,

which shifts the focus from the pure coupling of angular momenta to a more angle-based

approach, combined with the versatility of an approach based on the multipolar-spherical

harmonics, could lead to efficient approaches in the study of descriptors for isometrically

invariant quantities.
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Conclusions

Summary

This thesis focused on the study of descriptors for linear ML models applied to the

study of materials. We explored the main ideas that drive the construction of the models,

ranging from the encoding of the correct symmetries to strategies to simplify otherwise

computationally expensive methods. We presented a model for the treatment of magnetic

systems, able to bring on the same footing the atomic positions and the spin degrees

of freedom. This was tested on a toy-system characterized by spin-lattice coupling with

transversal and longitudinal spin excitations.

The central part of the thesis has been devoted for the definition of the JL framework,

which encompasses all the descriptors based on the JL formalism. Here, we showed how

the formalism is constructed, with the choice of the polynomial basis, the constraining

procedure, the enforcement of symmetries and the generalization to the description of

tensors and tensor fields. While all the descriptors are atomic, local and defined in terms

of a cluster expansion, the main aspect lies in the choice of the internal coordinates. Indeed

we proved that the choice of the internal coordinates is not restrictive. On the contrary,

we proved that the JL formalism can be written in a form that scales linearly with the

number of atoms, while preserving the natural interpretability given by a representation in

terms of internal coordinates. Thus, the central part of the thesis has been devoted to the

extension of JL models, by presenting simple strategies for the construction of covariant

quantities. Crucially, we showed how JL models for potentials (JLP) and for the electronic

density (JLCDM) can reach high accuracy levels and could be used in accelerating DFT

calculations.

The last chapter has been devoted to showing how the multipolar spherical harmonics

constitute a useful framework in the study of multi-body descriptors, allowing for an in-

depth study of symmetries and completeness by virtue of their orthogonality relationships.

Finally, by investigating five-body order terms, we showed how an internal-coordinate

based formalism led to a complete representation, possessing all the required symmetry

properties.
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Future plans

In this final section we will discuss the next steps of our investigation, the new exten-

sions of the JL formalism and some tests and applications that will be performed.

Spin-JLP An expansion of the JL formalism will aim to include spin degrees of freedom

in a JLP. This is one natural direction for our work, combining the study on the spin-

powerspectrum of Chapter 3 and the JLP formalism of Chapter 4, in terms of an internal

coordinates representation.

Application of the JLP, pushing the limits on multi-component systems A

significant part of our future effort will be devoted to test JLPs on diverse material systems.

While this is necessary in itself, to gauge the applicability and limits, special effort will be

dedicated to study multi-component systems, in the spirit of reducing the combinatorial

scaling implied in a species-basis cluster expansion.

Introduction of long-range interaction While a discussion of long-range interactions

was beyond the scope of the thesis, it is important to test the descriptors on systems in

which the interactions are not only short-ranged. An extension of the JL formalism to

include also these cases is not yet clear, but we aim to dedicate our efforts in pursuing

such generalizations.

Application to quantum transport With the availability of a model to predict the

electronic density, a possible subsequent step is to design an application for quantum

transport. This requires the evaluation of non-equilibrium charge density of an open

system. We are working on an expansion of the JLCDM to be applied to the SIESTA

code [123, 124]. This should allow to accelerate quantum-transport calculations performed

within the SMEAGOL [125] code framework (that relies on SIESTA), to avoid converging

the density at each step of the SMEAGOL iterations.

Application of the CJL (In production) With the covariant formalism provided by the

CJL, we are working to predict tensorial quantities of interest (such as the one provided by

Ref. [75]). The result will be important for analyzing the performance and, eventually, the

shortcomings of the formalism, in particular in comparison with other schemes available.

Prediction of the PAW-augmentation charges (In preparation) As mentioned in

the main text, the JLCDM is not enough to fully predict the electronic density of DFT

codes that rely on the PAW formalism. We are working on finalizing a project for the
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prediction of the PAW-augmentation charges by means of a CJL model, and to use them

to further accelerate DFT calculations.

Application of the JLF to spin-polarized electronic densities and magnetization

vectors An important aspect of the JL framework lies in its generalization to tensor

fields, which is still a largely unexplored territory of ML applied to electronic-structure

calculations. In this sense, we will soon start explore the acceleration of DFT calculations

in non-collinearly spin-polarized cases, expanding the JLCDM approach to some of the

most challenging, and computationally heavy, tasks of DFT codes.

Coupling-scheme independent 5B framework (In preparation) We are working to

finalize the study on the multipolar spherical harmonics applied to ML descriptors. We

will further proceed in evaluating the advantages and disadvantages of using the proposed

JLP-based linear expansion for 5B terms.
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