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Abstract—Disease information mining is one of the critical fac-
tors affecting users’ perception of the disease and has attracted
extensive attention from the information management community
in recent years. If the mined disease information is incompatible
with the disease information perceived by the user, it will eventually
lead to the loss of users from the online medical consultation
platform, degrading its operation and management. Using existing
models to mine disease information leads to significant errors
when users perceive the disease. Therefore, this research extends
the latent Dirichlet allocation (LDA) and Twitter-LDA models to
propose an intelligent topic model, PQDR-LDA. Compared with
the Twitter-LDA model, the proposed model has a smaller per-
plexity value, stronger generalization ability, greater coherence
value, lower correlation between topics, and stronger ability in
extracting the disease information. It is found that the accuracy
of disease diagnosis is very low, and the user’s need for perceiving
the disease will be reduced while using the traditional model to mine
only the text of user questions on an online medical consultation
platform. The accuracy of disease diagnosis does not decrease while
only mining the doctor’s reply text. Disease information that is
more suitable for the consultation text can be obtained, which in
fact cannot meet the user’s real appeal for health, and reduces
the users’ needs in perceiving the disease. These findings have
important management implications for the platform’s operation
and decision-making. Besides, users will ask questions in more med-
ical texts simultaneously, which makes things more complicated.
Unique management insights are obtained based on the disease
information mining of user consultation texts through multiple
consultation texts and multiple doctor replies.

Index Terms—Big data analytics, data science in healthcare,
healthcare technology, online medicine, PQDR-LDA model, text
mining.
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I. INTRODUCTION

ONLINE health care has been one of the most practical
digital innovations since the creation of Web 2.0. Federico

Sferrazz, the digital marketing manager of Daxue Consulting,
commented that, “The development of online medical technol-
ogy will alleviate the medical problems faced by the country”
[1]. According to statistics from Rock Health, in 2021, a total of
808 digital health companies were invested in worldwide total-
ing an investment of $32 billion. A survey of user’s inquiry texts
were generated, collected and shared in a medical Q&A system
of online medical business websites (e.g., “Ask a doctor quickly,”
“Seek medical advice,” “Good doctor online,” and “ask.39.net”
in China, and “PatientsLikeMe,” “DailyStrength,” “Wellsphere,”
and “MDJunction” in foreign countries), and these websites have
collected a large amount of data. Users with different health
conditions and their family members participate in answering
questions to describe their conditions, and medical personnel
and experts are involved in answering question and providing
opinions to users [2].

These data will ultimately exert significant impacts on the
online healthcare operations. Given such an impressive prospect
and the expected growth of services, more and more attention
has been paid to online healthcare. Meanwhile, when observing
the medical Q&A system, we found wide differences in med-
ical concepts and perceptions of health information between
medical professionals and users. Specifically, doctors master
professional diagnosis and treatment and nursing knowledge,
but the online medical platforms can only provide guiding
ideas for the diagnosis and treatment information submitted by
consultation users from the doctor’s professional perspective,
which is likely to deviate from the original online and offline
diagnosis and treatment results, ideas, and needs of online
consultation users. To figure out why, online consultation users
make nothing of obscure medical concepts [3], [4], [5], leading
to information distortion between users and doctors in under-
standing disease information, which is adverse to the growth of
later-stage benefits. Therefore, it is very urgent to deeply under-
stand and analyze online medical consultation platforms, and
to extract the disease topics of users’ online consultation from
the interactive information of “inquiry” and “diagnosis” under
these online medical platforms [6], [7]. In this article, we try to
answer the question of how to most effectively acquire disease
topic.
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A. Motivation

This article is advanced through the inquiry environment of
an online medical platform where users obtain medical infor-
mation from inquiry texts to discern diseases. Like with many
other online medical platforms, it is quite common for users
to recognize the symptoms of a disease. For example, Li et al.
[8] developed the medical knowledge extraction (MKE) system
to extract medical crowd sourcing answers so that users can
recognize diseases. The better that the disease recognized by
users matches their symptoms, the more that they will rely on the
online medical platform. Thus, this dependence will empower
users to utilize more value-adding services through the platform
to produce medical chain reactions, which can develop the
incremental business of the platform. As a result, users receive
lower prices, which is a win–win situation for users and the
online platform. However, differentiating them from other online
commercial platforms, the nature of disease recognition has
brought unique challenges to online health care platforms. One
of the challenges is mining for disease information. Receiving
contrasting results from mining can lead to the distortion of
users’ recognition of diseases, thereby promoting the loss of
potential users. For example, “online users will abandon an
online medical platform if it cannot correctly recognize disease
information” [9].

The mining of disease information plays a vital role in users’
recognition of diseases. Various topic models can be used as
data mining methods to analyze the potential texts. On a social
platform, the analysis of the massive data generated by users and
the acquisition of the topics of concern to users and their dynamic
changes can provide assistance for public opinion analysis,
personalized recommendations, accurate content delivery and
other work [10], [11], [12]. However, using existing models
to mine the disease information in users’ online inquiry texts
is often ineffective. Mining user questions alone sometimes
cannot accurately obtain even the disease information expressed
by the user. Mining doctors’ answers alone sometimes cannot
fully understand the health claims of users, thereby eventually
reducing the demand for inquiry and damaging profitability
of the platform because the medical terms in users’ questions
are sparse, and the text semantics are not clear; in contrast,
the medical terms in doctors’ answers are dense, and the text
semantics are clear. Overall mining or key-point mining may
be unable to obtain accurate information about a disease, thus
forcing users and online medical platforms into a vicious circle.
Therefore, it is necessary to expand the latent Dirichlet allocation
(LDA) and Twitter-LDA topic models, that is, to realize short
text mining, to combine users’ questions and doctors’ answers
to improve the problem of text semantic fuzziness and entity
sparsity, and to make the disease topics of online medical inquiry
texts clearer to accurately express the users’ health demands.
In this article, the model relationship between mining disease
information and users’ questions and doctors’ answers in an
online medical inquiry environment is studied.

Another factor affecting the cognition of diseases is the in-
creasing use of a single inquiry text and a single doctor’s answer
by platforms. Although a single question and answer may lead

to more accurate results of disease cognition, if the results of
mining disease information provides contrasting information,
users will not recognize the disease in relation to their actual sit-
uation. This is often referred to as diagnosis risk in the literature
[13]. To minimize the cost of this self-oriented high risk, users
become increasingly dependent on raising questions through
multiple inquiry texts and obtain answers from multiple doctors.
For example, Adé et al. [14] believed that the future will be
dominated by questions through multiple questions and answers.
Mousavi et al. [15] suggested that this situation would rapidly in-
tensify with an increase in the risk of mining disease information.
Nearly 88% of users adopt the questioning strategy of multiple
inquiry texts. Multiple questions and answers has brought more
challenges and opportunities. From the user’s perspective, a key
strategy is to discern information from multiple doctors’ answers
by asking questions through multiple inquiry texts. Because
the drugs described in each doctor’s answer may be different,
the treatment methods may be different, and the evaluation and
testing may likewise differ. From the perspective of the medical
platform, the challenge is to obtain the disease information more
meticulously. Multiple doctors’ answers to questions through
multiple inquiry texts can put forward opinions and suggestions
from different angles, which can describe the disease status
together with the user’s questions. In this article, the interaction
between users who discern disease information and the medical
platform mining disease information will be elaborated in the
next section.

B. Research Questions and Contributions

Over the years, there has been controversy in regard to the
number of doctors who provide answers to inquiry texts on
online medical platforms. Users can usually send a series of
questions through multiple inquiry texts each time they log
in to an online medical platform, and multiple doctors can
answer questions. Sometimes the high number of simultaneous
questions cannot be handled by the online medical platform,
and medical resources will be wasted if different doctors reply
to the same questions of a user. Numerous questions and answers
can lead to contrasting information about a disease through
mining the online medical platform, thereby affecting users’
understanding of diseases. Eventually, users may change med-
ical platforms, especially when the cost of changing a medical
platform is low. This raises an important management question:
will users who submit questions through multiple inquiry texts
and receive answers from multiple doctors develop conflicting
understanding about a disease?

According to the above description, users who submit ques-
tions through multiple query texts and receive multiple doctors’
answers should have contradictory understandings of a disease.
Because multiple questions from users and answers from multi-
ple doctors are both sparse and dense, the unstructured data are
excessively rich, and the texts are too varied. This can easily lead
to conflicting disease information. However, the results obtained
through model optimization show that questions from multiple
text inquiries and answers from multiple doctors may not be the
reason for the contrasting information. It was found that under
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some conditions, mining disease information may still cause
contradictions with questions from a single text and answers
from a single doctor. This problem has an important impact for
users who can discern information about diseases. For example,
on the “Good Doctor” online medical platform, the process of a
user asking questions from a single text and receiving answers
from a single doctor is adopted to improve the effect of mining
disease information and reduce the loss rate of users [16], [17].
However, our results demonstrate that this is not necessarily
the optimal strategy. In this article, we try to elaborate on this
important problem through model comparison.

Another significant attribute that affects users’ cognition of
diseases is the overall impact of user questions and doctor
answers on mining disease information. With the reduction of
user tolerance for contradictory disease information obtained
through mining, a decline in the quality of mined information
may reduce users’ ability to discern disease information and may
adversely affect users and online medical platforms. Dissatisfied
users are more likely to abandon an online medical platform
and seek better quality information from other online medical
platforms. The research conducted by Lazard et al. [18] showed
that users sensitive to the quality of disease cognition pay more
attention to the effect of mining disease information than price
or other factors. Users will eventually prefer online medical
platforms with relatively high-quality mined data related to
disease information. However, online medical platforms tend to
mine disease information based on LDA and Twitter-LDA topic
models [12]. Therefore, when users are more sensitive to the
results of mining data related to disease information, can LDA
and Twitter-LDA topic models provide better mining results?

The answer to the above question desired by the online
medical platforms is “yes.” By doing so, they can reduce tech-
nical costs to improve the effect of users’ disease cognition
by increasing the knowledge base capacity of online medical
platforms. However, it is found that this is not entirely true.
When the technical cost of online medical platforms decreases
(mining with LDA and Twitter-LDA topic models), users will
be adversely affected. In this article, we try to clarify this impor-
tant problem through the conclusions obtained from the model
comparisons, which is of important significance to management
of online medical platforms in the adoption of model innovation
as an advantage against market competition.

Therefore, the first problem to be solved in this article is:
how to make the mined disease topic reflect the real health
demands of users and reflect accurate disease information in
the environment of multiconsultation texts and multidoctors’
answers. The second problem to be solved is: how to mine clear
and efficient disease topic in user’s online medical consultation
text where medical entities are both sparse and dense, and text
semantics are both ambiguous and clear.

The remainder of this article is organized as follows. In
section II, we described relevant work, and described the urgency
and importance of this research through user data mining and
topic mining of online medical texts in the online medical
community. In section III, a disease theme model PQDR-LDA
(Patients with questions and doctors respond Latent Dirichlet
Allocation) based on the relationship between users’ questions
and doctors’ answer is constructed. The model is then used

for disease theme mining in users’ online consultation text in
the Q&A scenario of “120ask.com” website. In section IV, the
experimental design is introduced in detail, and the preparation
before experiment is described, including the analysis of ex-
perimental data set and the model evaluation indicators. Later,
the experimental results are displayed and analyzed to obtain
corresponding experimental conclusions. Finally, in Section V
the full text is summarized and the direction of future work is
proposed.

II. RELATED WORK

A. Research on User Data Mining in Online Medical
Communities

1) Research on the Classification and Characteristics of
Various Social Supports in Online Medical Communities:
Lucy et al. [19] studied negative moderation by the char-
acteristics of shared information, including the amount
of engagement, patients’ precommitment and patients’
social connectedness. Treatment effectiveness is closely
related to community participants’ perceptions about the
treatment. Bar-Lev et al. [20] analyzed the content of the
“emotional conversation” of HIV/AIDS support groups
and demonstrated that emotional dynamics in online med-
ical support groups are a moral concept rather than a sim-
ple psychological or therapeutic interactive component.
Chuang et al. [21] used data from a 3-month time period
on MedHelp (an online medical peer support community)
to study the types of social support in the alcoholism
community, especially the type of information support.
Biyani et al. [22] showed that online medical users can
gain experience from other online medical patients and
use related medication or treatment advice as supporting
information. Mo and Coulson [23] explored the social
support nature of communication within online medical
HIV/AIDS support groups.

2) Factors Affecting the Interuser Exchange and Sharing of
Health Information: Heidelberger et al. [24] studied the
main factors affecting the health decision-making behav-
iors of patients or doctors in online medical communities.
Christensen et al. [25] examined the predictive factors
of depression and anxiety on the MoodGYM website
based on user characteristics, aiming to discover which
factors predict changes in mental health status. Uden-
Kraan et al. [26] participated in online medical support
groups to understand the degree of suffering experienced
by patients during treatment and to learn which processes
occurred in these groups that were related to feelings of
empowerment, thus proving the impact of participating
in online medical support groups on empowerment. Selby
et al. [27] compared the characteristics of smokers who did
or did not publish data in online medical smoke cessation
support groups, qualitatively analyzed the content of the
discussion board, and determined the time needed by new
users to accept feedback from existing members or forum
managers.

3) Research on the User Participation Modes in Medical
Communities: Tang and Yang [28] proposed a statistical
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method that explores the quantitative relationship between
messages published by users and replies from users to
identify influential users in online medical communities.
Mo et al. [29] explored the mechanism by which partici-
pating in an online support group (OSG) might facilitate
340 HIV/AIDS patients to obtain patient empowerment
and found that the correlation between higher frequency
of OSG use and more frequent empowerment processes
can be measured based on the reception of useful infor-
mation, the acceptance of social support, the discovery
of positive meaning and assistance from others. Bao et al.
[30] found that portal use is associated with improvements
in patient health outcomes along multiple dimensions,
including the frequency of hospital and emergency room
visits, re-admission risk, and length of stay. Burri et al.
[31] qualitatively analyzed all of the messages published
by people who are trying to quit smoking in the online
medical community in April 2005 and suggested that this
online medical community was mainly used by women as
an emotional support system and encouragement source
in the weeks prior to trying to quit smoking.

In summary, users in online medical community communicate
and share health information through different participation
modes, and we can obtain users’ thoughts and emotions from
communication, and evaluate the classification and characteris-
tics of social support. Even so, intelligent text processing meth-
ods have not been widely used in online medical community for
a long time, and there are few studies on data mining of users’
online consultation texts. The characteristics of the Internet
without space–time limit enable users to express their subjective
thoughts and emotions without scruples, making user’s online
consultation text an important medium for doctor–patient com-
munication in the online medical community, as well as the
most real reflection of users’ information needs and the main
place for doctors to answer. Hence, user’s online consultation
texts contain a large amount of user subjective information and
medical-related information, which can reflect the subject char-
acteristics that users pay attention to in the process of medical
treatment, and more demand systematic and scientific methods
to conduct in-depth theme mining on user online consultation
texts.

B. Research on Topic Mining in Online Medical Texts

With the promotion and rapid development of “Internet+,”
users have been gradually changing their medical advice-
seeking patterns [32]. Based on the increasing popularity of
medical information platforms and online health communities
as well as the boom in online medical texts, many researchers
have found that these texts can be recognized as important
data sources to identify medical service needs from the user
perspective [15], [33], [34]. Emmert et al. [35] conducted a
quantitative analysis on comments from 3000 texts on Jameda
(a German healthcare platform) and found that the topics of
user comments were summarized by doctors, office staff and
other related factors (such as waiting time and equipment). Jung
et al. [36] used text mining technology to identify the key topics

of hospital services on two health community platforms (Naver
and Daum) in South Korea, including service, environment, pro-
fessionalism, impression, process, and popularity. Ranard et al.
[37] compared the text reviews on Yelp (an online review plat-
form) with the HCAHPS (the Hospital Consumer Assessment
of Healthcare Providers and Systems), an American standard for
the evaluation of patient visits, and found that the focus topics
in the former included most of the aspects of the HCAHPS;
these research results can help decision-makers determine what
users value most about hospital quality. Bekhuis et al. [38] used
NLP-related technologies to extract disease-related topic words
from online medical platform postings and used them as a basis
for effective organization and classification. Chen et al. [39]
proposed a clustering method for postings of online medical
community platforms (such as diabetes, fibromyalgia, and breast
cancer platforms) and found that popular topics are distributed
differently on different platforms.

Lu et al. [40] incorporated the specific characteristics of the
medical field into the text clustering method to explore health-
related topics in the online medical community and used these
topics to understand patients’ interests and needs. Attard and
Coulson [41] analyzed the topic information exchanged in the
Parkinson’s disease forum to gain insight into the positive and
negative aspects of online communication. Portier et al. [42]
applied text sentiment analysis and topic models to CSN breast
and colorectal cancer discussion posts (2005 to 2010) to explore
the emotional changes of the post initiators and used the topics
discussed to divide social support standards. Chen et al. [39]
used a semiautomated method to identify the differences in the
topic content (such as the type of support, medications, and how
to manage self-health, etc.) in various situations on the online
medical forum.

Zeng et al. [43] introduced the unified medical language
system (UMLS) to extract relevant features in the medical field
and used machine learning methods to analyze disease-related
topics on diabetes community platforms, effectively mining
potential information related to diabetes. Hao et al. [44] used
the LDA topic model to mine and analyze 100 000 texts from
“haoddf.com” (an online medical platform), compared with re-
views about pediatric and OB departments on RateMD.com (an
American website), and found that nondoctoral employees (such
as nurses) in American medical institutions play an important
role in online medical services. Lu et al. [40] used UMLS to
extract medical features, clustered the popular topics of on-
line medical community platforms, and analyzed the popular
topics by machine learning. Zhai et al. [45] used text mining
methods on the diagnosis and treatment-related online texts
on online traditional Chinese medicine community platforms,
built a biological network of two symptoms of Qi deficiency
(deficiency of vital energy) and Qi stagnation (stagnation of the
circulation of vital energy), and mined available information
related to the symptoms. Ruan et al. [46] studied the eight
most popular online medical community platforms in China
and integrated a Chinese medical knowledge base that could
be used for Chinese text study. Fang et al. [47] conducted
research on the domestic online medical community platform
DXY.com and used an unsupervised transfer learning method to
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automatically assign users with different needs to corresponding
medical experts, which is conducive to efficient communication
in the community. Yang et al. [48] used the LDA model to
automatically identify hidden topics and words related to every
topic in the information published by users in the private and
public sections of the online cancer community.

In summary, topic mining of online medical texts has achieved
remarkable results, but there are currently few studies on the
topic mining of disease information in online medical users’ in-
quiry texts. More importantly, user questions and doctor answers
contain considerable medical information and subjective user
information. However, the traditional LDA model is suitable for
long texts using standard language and assumes that the texts are
composed of a set of disordered words, ignoring the contextual
connection. Despite various improved LDA topic models, there
is no model for the mining of disease information of users’
texts on online medical community platforms. In addition, the
improved models do not consider the relevant word distribution
features and text architectural features in texts, and they are not
suitable for the systematic analysis of data topics in the users’
questions and doctors’ answers. Therefore, it is necessary to
extend the original topic model and make it better adaptable to
the features of texts.

In this article, the existing LDA and Twitter-LDA models were
expanded to propose a disease topic model PQDR-LDA based on
the relationship between users’ questions and doctors’ answers.
The model was used to mine topics related to diseases, clarify
the text and present users’ health appeals in online medical
inquiries, which are characterized by sparse and dense medical
entities and fuzzy and clear text semantics. First, the probability
map of the model and the document generation process were
sorted. Specifically, when analyzing user questions, the pro-
cessing method of the Twitter-LDA model was retained. A user
question contains only one topic from the distribution of users’
topics, and there are background topics to filter the influence of
high-frequency background words. When analyzing a doctor’s
answer, which contains only one topic and is consistent with
the topic of the user’s question, there is additional information
to supplement the user’s question about a disease. Second,
on this basis, the Gibbs sampling method was used to derive
the model and obtain the estimation methods for the model
parameters and the Gibbs sampling algorithm. Finally, to verify
the validity of the PQDR-LDA model, the model was applied to
the medical inquiry text dataset of the online medical publishers
of the respiratory medicine department in the Q&A scenario of
“120ask.com” and was compared with the Twitter-LDA model
in the perplexity indicator and the coherence indicator, which
is likewise suitable for disease theme mining scenarios on the
online medical community platform.

III. DISEASE TOPIC MINING OF USERS’ INQUIRY TEXTS WITH

ONLINE MEDICAL DATA

A. Model Description and Symbol Explanation

Users’ online medical inquiry text data from online medical
publishers are characterized by a major proportion of paragraph-
based, narrative languages, a large amount of data, a sparsity

of medical entities, an abundance of unstructured data, and the
mixture and complexity of the texts. The content of the texts
fail to sufficiently reflect the online medical entities and content
desired by the users. Therefore, the medical entities identified in
the texts are summarized and used as the users’ online medical
inquiry texts. However, in the network platform framework of
texts, users’ questions and doctors’ answers (Q&As) are full
of various diseases, diagnosis and treatment information, and
existing topic models usually lead to unsatisfactory mining
results. Therefore, it is necessary to find a way to mine disease
information from questions, and medical condition analysis and
recommendations from answers to make user questions clearer.
Based on the features of the users’ questions and doctors’
answers in texts, a new topic model, the PDQR-LDA model
(patients with questions and doctors respond latent Dirichlet
allocation), is proposed based on the LDA and Twitter-LDA
models and is used to mine vague disease topics in the users’
online medical inquiry texts.

Under the PQDR-LDA model, every user’s text data is divided
into two parts: the user’s question (Q) and the doctor’s answer
(A). Therefore, the PQDR-LDA model is also divided into two
parts for the processing texts: Q processing and A processing. In
Q processing, the short text processing method of the Twitter-
LDA model is retained; namely, it is assumed that there is only
one subject disease in every user’s question, and that all the
words in the user’s question share this subject, which is called
the disease topic. The overall text disease topics come from
the distribution of the users’ disease topics. Meanwhile, the Q
part of users’ texts is set with a background topic to filter some
high-frequency background words that are not related to the
disease topics. The A part of the texts shares its disease topic
with the corresponding Q, and the words used by the doctors’
answers and users’ questions come from the distribution of
the same disease topic words. Since there are usually multiple
answers corresponding to one question, this portion needs to
select the users’ questions and the accepted doctors’ answers.
Since there may be supplementary disease information in the
doctors’ answers, additional topics are introduced in the model
to obtain the supplementary words of accepted doctors’ answers.
In addition, this model assumes 1) in the data from online
medical publishers, the doctors’ answers accepted for different
users’ texts are not the same, so additional topics are set for
them; therefore, they are different in word distribution; and
2) users with the same age, gender, and city in the medical
inquiry text data of the online medical publisher are the same
user.

After learning, the model can mine the distribution of the
users’ disease topics as well as the disease topic of every text
and learn the additional topics of the accepted answers from
doctors. The mined disease topics of texts can be used as the
basis for obtaining the users’ disease topics, and the additional
topics of the accepted answers from doctors can be taken as
a supplementary basis for the users’ disease topics to obtain
accurate users’ disease topics for subsequent analysis. There are
many mathematical symbols in the probability graph and model
derivation process of the subsequent PQDR-LDA model. There-
fore, it is necessary to introduce and explain the mathematical
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symbols. The explanation of the mathematical symbols is briefly
given in Appendix A.

B. Construction of a Disease Topic Mining Model for User
Online Medical Inquiry Texts

1) Model Framework: In the PQDR-LDA model, the topic
of each user’s online medical inquiry texts can be expressed
as a distribution of multiple disease topics

−→
θu,

−→
θu ∼ Dir(−→α ),

and the component of
−→
θu represents the probability of multiple

disease topics being present in a user’s texts. The topics of users’
questions, which are a part of an online medical inquiry text,
come from the distribution of the users’ disease topics, and each
text question contains only one topic. In addition, the disease
topic t of every text can be expressed as the word distribution

−→
φt ,

t ∈ [1, 2, . . . , T ] of V words. Since the users’ questions include
background topics, every word in a user’s question belongs to
either the disease topic or the user’s background topic. The word
distribution of the background topics is

−→
φb, where

−→
φb ∼ Dir(

−→
βb);

the component of
−→
φb represents the probability of a word appear-

ing in the background topics of a text. The disease topic of texts
is
−→
φt , where

−→
φt ∼ Dir(

−→
β ); the component of

−→
φt represents the

probability of the word appearing in the disease topics t of a text.
Whether a word in a user’s question belongs to the disease topics
or the background topics depends on the correlation distribution
of the background topics −→πb, −→πb ∼ Dir(

−→
λb); the component π0

b

of −→πb represents the probability of the background topics, and
π1
b represents the probability of the disease topics in a text.
The topics of the doctors’ answers, which are part of the

online medical inquiry text, come from the distribution of the
users’ topics, as the users’ questions and the doctors’ answers
share the same disease topics. However, there will typically be
additional topics in the doctors’ answers, so the topic of every
word in a doctor’s answer belongs to either the disease topic
or the users’ additional topics. The word distribution of the
additional topics is

−−−→
φex,u, where

−−−→
φex,u ∼ Dir(

−→
βex); the compo-

nent of
−−−→
φex,u represents the probability of the word appearing

in the additional topics under users u. Whether a word in a
doctor’s answer belongs to the disease topic or additional topics
depends on the correlation distribution of the additional topics
−→πex, −→πex ∼ Dir(

−→
λex); the component π0

ex of −→πex represents
the probability of the additional topics, and π1

ex represents the
probability of the disease topic in the texts.

In summary, the probability graph of the PQDR-LDA model
is shown in Fig. 1.

In the graph, the white circles represent the hidden variables;
the gray circles represent the observable variables; the boxes
represent cyclic relationships; the letters in the lower right corner
of the boxes represent the numbers of cycles; and the arrows
represent the conditional dependence relationship between the
variables. The meanings of the symbols in the graph are given
in Table I.

2) Model Derivation: After the PQDR-LDA model is es-
tablished, the medical inquiry text dataset of online medical
publishers can be used for model learning and to obtain the

TABLE I
ONLINE MEDICAL INQUIRY TEXT GENERATION PROCESS BASED ON THE

PQDR-LDA MODEL
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Fig. 1. Model probability graph of PQDR-LDA.

parameters in the model. The PQDR-LDA model is based on
Bayesian theory, and all of the parameters of the model are
random variables with prior distributions. In the PQDR-LDA
model, the main parameters to be obtained include

−→
θ u,

−→
φt ,−→

φb,
−→
φex, −→πb, and −→πex. Solving the model identifies the posterior

distribution through the prior distributions of these parameters
and the sample information of the dataset. However, due to the
existence of the hidden variables (the disease and word topics
that cannot be known), it is difficult to accurately calculate the
parameters. For this kind of calculation problem, there are two
common solutions: variational inference and sampling estima-
tion. Compared with variational inference, sampling estimation
is more commonly used due to its simple and direct process-
ing process. The derivation of the PQDR-LDA model in this
article is based on the Gibbs sampling method. The probability
distribution model is briefly given in Appendix C.

a) Probability distribution of disease topics in online med-
ical inquiry texts: As seen from the model definition, the dis-
tribution of user disease topics

−→
θu in online medical publishers’

medical inquiry text dataset follows the multinomial distribu-
tion, and the prior parameter of

−→
θu is −→α , which follows the

Dirichlet distribution, so that the posterior distribution of
−→
θu can

be obtained from the sample information. Because the disease
topics of user ucome from

−→
θu and because

−→
θu corresponds to

the inquiry texts (namely, every text has only one disease topic),
the sample information obtained by

−→
θu under the multinomial

distribution can be obtained by counting the number of texts.
It is assumed that −→zu = (z1u, z

2
u, · · ·, zDu

u ), which is used to
represent the disease topics of all online medical inquiry texts
from user u, and the generation probability of −→zu is

p (−→zu |−→α ) =
Δ (−→α +−→nu)

Δ (−→α )
(1)

where −→nu = {nt
u}Tt=1 and nt

u represents the number of occur-
rences of disease topic t in all texts from user u. Additionally,
since the users are independent of each other, the generation
probability of the disease topics is as follows:

p (−→z |−→α ) =

U∏
u=1

Δ(−→α +−→nu)

Δ (−→α )
(2)

b) Topic probability distribution of the users’ questions:
Because user questions include background topics and disease
topics, when generating every word in the Q part of the data,
it is necessary to first determine whether a word belongs to the
background topics or the disease topic. If it is a background
topic, a word is selected from the word distribution; if not, a
word is selected from the word distribution of the disease topics.
Whether a word is a background or disease topic is determined
by the multinomial distribution −→πb, and the prior parameter of
−→πb is

−→
λb , which follows the Dirichlet distribution. Therefore,

the posterior distribution of −→πb can be obtained through sample
information. Since the Q parts all share the same distribution −→πb

and −→πb corresponds to words, the sample information needs to
be detailed to words, and the words should be counted.

It Is assumed that
−→
Yb = (Y 1

b , Y
2
b , · · ·, Y Nb

b ) is used to deter-
mine whether all of the words in the Q part of the data are related
to the background topics, and Nb represents the total number of
words in the Q part. Then, the generation probability of

−→
Yb is as

follows:

p
(−→
Yb

∣∣∣−→λb

)
=

Δ
(−→
λb +

−→
Rb

)
Δ
(−→
λb

) (3)

where
−→
Rb = {Rr

b}2r=1, and R1
b +R2

b = Nb; R1
b represents the

number of the occurrence of the background topics in the Q part
of the data (the number of words belonging to the background
topic distribution), and R2

b represents the number of the occur-
rence of disease topics in the Q part of the data (the number of
words belonging to the disease topic distribution).

Using Bernoulli’s notation, the probability distributions of
disease topics and background topics are considered as follows:

p
(−→
Zb

∣∣∣−→α ,
−→
λb

)
=

⎡
⎣Δ

(−→
λb +

−→
RB

b

)
Δ
(−→
λb

)
⎤
⎦
1−e

×
⎡
⎣Δ

(−→
λb +

−−→
R¬B

b

)
Δ
(−→
λb

) ×
U∏

u=1

Δ(−→α +−→nu)

Δ (−→α )

⎤
⎦
e

. (4)

In the formula, the background topics are marked with B, and
the disease topics are marked with¬B. When e = 0, the formula
expresses the probability distribution of background topics;
when e = 1, the formula expresses the probability distribution
of disease topics in the Q part of the data.

c) Topic probability distribution of the doctors’ answers:
Since the doctor answers contain both additional topics and
disease topics, when generating every word in the A part of
the data, it is necessary to first determine whether the word
belongs to the additional topics or disease topics. If it is an
additional topic, a word is selected from the word distribution;
if not, a word is selected from the word distribution of the disease
topics. Whether a word is an additional topic is determined by
the multinomial distribution −→πex, and the prior parameter of −→πex

is
−→
λex, which follows the Dirichlet distribution. Therefore, the

posterior distribution of −→πex can be obtained through sample
information. Since the texts of the A part of the data share the
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same distribution −→πex and −→πex correspond to words, the sample
information needs to be detailed to words, and the words should
be counted.

It is assumed that
−→
Yex = (Y 1

ex, Y
2
ex, · · ·, Y Nex

ex ) is used to
determine whether all the words of the A part of the data are
related to the additional topics, and Nex represents the total
number of words in the A part of the data. Then, the generation
probability of

−→
Yex is as follows:

p
(−→
Yex

∣∣∣−→λex

)
=

Δ
(−→
λex +

−−→
Rex

)
Δ
(−→
λex

) (5)

where
−−→
Rex = {Rr

ex}2r=1, and R1
ex +R2

ex = Nex. R1
ex repre-

sents the number of occurrences of the additional topics in
the A part of the data (the number of words belonging to the
additional topics distribution), and R2

ex represents the number
of occurrences of the disease topics in the A part of the data (the
number of words belonging to disease topic distribution).

Using Bernoulli’s notation, the probability distributions of
disease topics and additional topics are considered as follows:

p
(−−→
Zex

∣∣∣−→α ,
−→
λex

)

=

⎛
⎜⎝Δ

(−→
λex +

−−→
RE

ex

)
Δ
(−→
λex

)
⎞
⎟⎠

1−ex

×
⎡
⎣Δ

(−→
λex +

−−→
R¬E

ex

)
Δ
(−→
λex

) ×
U∏

u=1

Δ(−→α +−→nu)

Δ (−→α )

⎤
⎦
ex

. (6)

In the formula, additional topics are denoted with E, and the
disease topics are marked as ¬E. When ex = 0, the formula
expresses the probability distribution of the additional topics;
when ex = 1, the formula expresses the probability distribution
of the disease topics in the A part of the data.

d) Probability distribution of words: After obtaining the
disease topics −→z , the background topics of the users’ questions−→
Yb, and the additional topics of the doctors’ answers

−→
Yex, the

words in the data can be generated according to−→z ,
−→
Yb and

−→
Yex.

Therefore, all the words in the data are divided into disease
topics, additional topics, and background topics.

Users’ disease topics t, are found by obtaining
−→
φt (which

follows the multinomial distribution) from the prior parameter−→
β (which follows the Dirichlet distribution), and the words
are generated and selected from

−→
φt . Therefore, the sample

information can be used to acquire the posterior distribution
of

−→
φt . However, texts of the same disease topics share the same

word distribution
−→
φt , and

−→
φt corresponds to words. The sample

information needs to be detailed to words, and the words should
be counted.

It is assumed that the topics t selected from the data are
consistent with the users’ disease topics, the word vector

−→
Wt

is formed, and the generation probability of
−→
Wt is

p
(−→
Wt

∣∣∣−→β ) =
Δ
(−→
β +−→nt

)
Δ
(−→
β
) (7)

where −→nt = {nv
t }Vv=1, and nv

t represents the number of occur-
rences of word v in the disease topics t from the data. Because
the disease topics of the users’ texts are independent of each
other, the generation probability of all words under the disease
topic is

p
(−−→
WD

∣∣∣−→β ) =

T∏
t=1

Δ
(−→
β +−→nt

)
Δ
(−→
β
) (8)

where
−−→
WD represents the word vector composed of all the words

from the disease topics in the data.
Using the same method as above to process background

topics can also generate the generation probability for all the
background topic words in the data

p
(−→
Wb

∣∣∣−→βb

)
=

Δ
(−→
βb +

−→nb

)
Δ
(−→
βb

) (9)

where −→nb = {nv
b}Vv=1, nv

b represents how many times word v
under the background topics appears in the data.

When using the same method as above to process background
topics, because the additional topics are distributed differently in
users and the users are independent of each other, the generation
probability for all the additional topic words from the data is
formed as

p
(−−→
Wex

∣∣∣−→βex

)
=

U∏
u=1

Δ
(−→
βex +−−−→nex,u

)
Δ
(−→
βex

) (10)

where −−−→nex,u = {nv
ex,u}Vv=1, and nv

ex,u is how many times word
v under the additional topics of user u appears in the data.

Since the topics are independent of each other, the generation
probability of all the words in the data is

p
(−→
W
∣∣∣−→Z ,

−→
Yb,

−→
Yex,

−→
β ,

−→
βb,

−→
βex

)

=

⎡
⎣ T∏
t=1

Δ
(−→
β +−→nt

)
Δ
(−→
β
)

⎤
⎦×

Δ
(−→
βb +

−→nb

)
Δ
(−→
βb

)

×
⎡
⎣ U∏
u=1

Δ
(−→
βex +−−−→nex,u

)
Δ
(−→
βex

)
⎤
⎦ . (11)

e) Joint probability distribution of topics and words:

p
[−→
W,

−→
Zb,

−−→
Zex

∣∣∣−→α ,
−→
λb,

−→
λex,

−→
β ,

−→
βb,

−→
βex

]

=

⎡
⎣Δ

(−→
λb +

−→
Rb

)
Δ
(−→
λb

) ×
Δ
(−→
λex +

−−→
Rex

)
Δ
(−→
λex

) ×
U∏

u=1

Δ(−→α +−→nu)

Δ (−→α )

⎤
⎦
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TABLE II
ESTIMATED VALUES OF THE PARAMETERS

×
⎡
⎣ T∏
t=1

Δ
(−→
β +−→nt

)
Δ
(−→
β
) ×

Δ
(−→
βb+

−→nb

)
Δ
(−→
βb

) ×
U∏

u=1

Δ
(−→
βex +−−−→nex,u

)
Δ
(−→
βex

)
⎤
⎦.

(12)

3) Parameter Estimation: The Gibbs sampling conditional
probability acquisition method in Appendix D is used to sample
topics from the texts or words and to obtain

−→
Z . When it reaches

a stationary distribution, it is the desired sample set. Then, we
can use the conjugate principle of the Dirichlet distribution and
the multinomial distribution to obtain the posterior probability
with the parameters as follows:

Dir (−→p |−→α ) + MultiCount (−→m) = Dir (−→p |−→α +−→m ) . (13)

Therefore, the posterior distribution of the PQDR-LDA model
with various parameters can be obtained as follows:
p(
−→
θu|−→nu,

−→α ) = Dir(
−→
θu|−→α +−→nu) p(−→πb|−→Rb,

−→
λb) =

Dir(−→πb|−→λb +
−→
Rb)

p(−→πex|−−→Rex,
−→
λex)

= Dir(−→πex|−→λex +
−−→
Rex)

p(
−→
φt|−→nt,

−→
β )

= Dir(
−→
φt|−→β +−→nt)

p(
−→
φb|−→nb,

−→
βb)

= Dir(
−→
φb|−→βb +

−→nb)

p(
−−−→
φex,u|−−−→nex,u,

−→
βex)

= Dir(
−−−→
φex,u|−→βex +−−−→nex,u).

The parameters are estimated according to the posterior dis-
tribution with the parameters. When the posterior distribution
is Dir(−→p |�α+ �n), the expected value of −→p is as the following
example:

E (−→p )

=

[
α1 + n1

u∑T
t=1 (α

t + nt
u)

,
α2 + n2

u∑T
t=1 (α

t + nt
u)

, · · · αt+nt
u∑T

t=1 (α
t + nt

u)

]
.

(14)

Therefore, the estimated values of the parameters can be
obtained, as shown in Table II.

According to the estimated values of the parameters, −→n and−→
R in the formula cannot be obtained from the given text data,
but can be inferred according to the topic

−→
Z of every word and

text in the data. Therefore, Gibbs sampling is used to sample the
topics from the texts or words to obtain

−→
Z , and when it reaches

the stationary distribution, it is the sample set we need.

C. Training Process for User Topics Mining of the
PQDR-LDA-Gibbs Sampling Model

The constructed PQDR-LDA model has the following two
functions.

1) With the PQDR-LDA model, data are introduced to obtain
the estimated values of the model parameters

−→
θu, −→πb, −→πex,−→

φt ,
−→
φb and

−−−→
φex,u, where u ∈ [1, U ] and t ∈ [1, T ].

2) The PQDR-LDA model with the obtained parameters can
be used to mine other users Unew and other texts m′

new in
the data and to obtain the topic distribution of other users−→
θu, the topic of other texts Zm′ , and the additional topics
of doctors’ answers Zex.

By obtaining the conditional probabilities of Gibbs sam-
pling and the estimated values of the PQDR-LDA model pa-
rameters, the PQDR-LDA model can be trained based on the
data, and the trained model can be used for topic mining in
new texts. The training process obtains data samples through
Gibbs sampling, and all of the model parameters can be esti-
mated based on the final samples. The training process is as
follows.

1) The Random Initialization Stage: A disease topic Zm is
randomly assigned to every text in the data; a topic Z is
randomly assigned (a disease topic Zm or a background
topicZb) to every word of the user’s question in every text;
and a topic Z is randomly assigned (a disease topic Zm

or an additional topic Zex) to every word of the doctor’s
answer in every text.

2) Sampling Stage: The data is scanned, the topic of every
text is sampled according to the Gibbs sampling formula,
and the topic of every word in both the user’s question and
doctor’s answer is sampled.

3) Repeat Stage: The second stage is repeated through the
sampling process for the data until the Gibbs sampling
converges.

4) The model parameters are estimated according to the
above parameter formulas.

5) The topics of every word in the data are calculated to obtain
the distribution of disease topics, and the distribution of
every subject word in the data is calculated to obtain the
topic and word distribution of the model.

The specific Gibbs sampling method of the PQDR-LDA
model is as follows:

Input: Online medical publishers’ text data, including users’
questions and doctors’ answers (there is a one-to-one relation-
ship between the two parts); prior parameters−→α ,

−→
β ,

−→
βb,

−→
βex,

−→
λb,

and
−→
λex; the number of topics T ; and the frequency of iterations

Q′.
Global Measurement Variables: −→nu,

−→
Rb,

−−→
Rex, −→nt,

−→nb, and−−−→nex,u.

Output: The distribution of user disease topics
−→
θu; the back-

ground topic correlation distribution −→πb; the additional topic
correlation distribution −→πex; the online medical inquiry text
disease topic word distribution

−→
φt; the background topic word

distribution
−→
φb; and the additional topic word distribution−→

φex.
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IV. EXPERIMENT ON DISEASE TOPIC MINING AND THE

RESULT ANALYSIS

In this section, experimental analysis is conducted to verify the
effectiveness of the PQDR-LDA model. First, the preparatory
work for the experiment is explained, including the analysis
of experimental datasets and the model evaluation indicators.
Second, the experimental results are presented and analyzed to
draw experimental conclusions.

A. Experimental Dataset Analysis

Most of the data consists of the diagnosis and treatment
process of user questions and doctor answers. The recorded
data include physical symptoms, test results, disease symp-
toms, treatment conditions and other data found from the
users’ questions; later, doctors analyze and assess the medi-
cal conditions and then give their corresponding opinions and
suggestions.

The medical entities recorded for one disease in the data
may also appear in different texts. For example, common cold
symptoms include headache, cough, fever, and sore throat,
and the medications used to treat it include aspirin, artificial
cow-bezoar, chlorphenamine maleate capsules, acetaminophen
sustained-release tablets, and norfloxacin capsules. In different
texts that contain the disease “cold,” some or all of the physical
symptoms, laboratory test results, disease symptoms, treatment
conditions and other data related to a cold appear frequently.
That is, the symptoms and the medications that appear in texts are
disease words and medication words, respectively, and combina-
tions of different medical condition words and medication words
may appear in different texts. In addition, the order of disease
words and medication words does not affect the diagnosis of the
disease itself. For example, in a cold treatment text, the order
of symptoms (such as headache, cough, fever, and sore throat)
and the order of medications (such as aspirin, artificial cow-
bezoar and chlorphenamine maleate capsules, acetaminophen
sustained-release tablets, and norfloxacin capsules) will not af-
fect the therapeutic efficacy of the disease itself. Therefore, data
is characterized by strong “word order independence,” which
provides a prerequisite for the use of the LDA topic model for
disease topic mining of texts.

In this experiment, we collected data from publishers in
the “internal medicine,” “surgery,” “obstetrics and gynecology,”
“pediatrics,” and “ophthalmology and otorhinolaryngology” de-
partments of “www.120ask.com” and randomly selected more
than 2000 texts from the respiratory medicine department. After
data noise cleaning and preprocessing, there were a total of 1024
valid texts (which included 524 male users and 500 female users;
the age range of 5–72 years old), and more than 60% of these
texts were from users aged 5–45 years old [49].

The platform did not indicate the disease involved in every
text from the Department of Respiratory Medicine. Therefore,
to measure the experimental effect, every text was checked, the
disease was determined according to the symptoms and was
then manually labeled. After manual labeling, it was found that
15 common diseases, mainly influenza and respiratory tract
infection, were involved in the 1024 texts. The 15 diseases

TABLE III
DISEASES INVOLVED IN THE ONLINE MEDICAL INQUIRY TEXTS AND THE

PROPORTIONS

involved in the texts and their approximate proportions are
shown in Table III.

B. Model Evaluation Indicators

1) Perplexity: Perplexity is an indicator commonly used to
measure the quality of a topic model, and it is widely used
in natural language processing. Perplexity is used to measure
the generalization ability of disease topic models, i.e., the abil-
ity to model new data. Generally, the smaller the perplexity
value is, the stronger the generalization ability of the model,
and vice versa. When the Markov chain is in the state Q =

{−→W,
−→
Z ,

−→
Yb,

−→
Yex}, the calculation formula for the perplexity

value of the test dataset D is as follows:

Perplexity (D) = p (−→w |D) = exp−
∑D

d=1 log p (
−→wd|Q)∑D

d=1 Nd

.

(15)
In the formula,Nd represents all of the words in the document

d; in this model, it refers to the total of the words in the users’
questions and doctors’ answers, and p(−→wd|Q) indicates the gen-
eration probability of all words in document d. Specific to this
model, the model parameters can be directly used to calculate
the generation probability of document d as follows:

p (−→wd|Q) =

V∏
v=1

(
π1
b × φv

b + π2
b ×

T∑
t=1

θtu × φv
t

)(Nv
b )

×
V∏

v=1

(
π1
ex × φv

ex,u + π2
ex ×

T∑
t=1

θtu × φv
t

)(Nv
ex)

. (16)

In the formula, Nv
b represents the frequency of the appear-

ance of word v in the user’s question, and Nv
ex represents the

frequency of the appearance of word v in the doctor’s answer.
2) Coherence: Coherence, as an evaluation method of proba-

bility models, is a supplement to perplexity. Related studies have
suggested that coherence can be used to measure the semantic
coherence of words in a topic [50]. The higher the PMI value is,
the stronger the semantic coherence of the topic is, indicating
that the words in the topic can support each other and that
the overall performance of the topic model is better. There are
many calculation formulas for semantic coherence, and the most
commonly used is the C_uci method based on pointwise mutual
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information (PMI). Therefore, for the test data in this paper, the
method was adopted as the standard for the automatic evaluation
of semantic coherence within disease topics, specifically as
follows.

The C_uci method is based on a sliding window to calculate
the coherence of the PMI of all word pairs (one-set partition-
ing) under a given disease topic. The calculation formula is as
follows:

PMI (wi′′ , wj′′) = log
P (wi′′ , wj′′) + ε

P (wi′′) · P (wj′′)

CUCI =
2

V · (V − 1)

V −1∑
i′′=1

V∑
j′′=i′′+1

PMI (wi′′ , wj′′) (17)

where P (wi′′) is the occurrence probability of word wi′′ in the
test document set, P (wi′′ , wj′′) represents the joint probability
of words wi′′ and wj′′ in the test document set, and V is the
dimension of the word list.

C. Experimental Results and Analysis

1) Selection and Optimization of Parameters: According to
the derivation of the PQDR-LDA topic model, when the PQDR-
LDA topic model is used for training and in addition to the pro-
vided data to be trained and the data to be tested, the parameters
of the model should be set in advance.

a) Prior distribution parameters: In the experiment, the
estimation of PQDR-LDA model parameters is based on known
parameters of the Dirichlet prior distribution of the model param-
eters, namely, the hyperparameters α, λB , λex, β, βB , and βex.
According to the nature of the Dirichlet distribution, when the
parameter values are larger than 1, the probability distribution
curve will be more evenly distributed, which means that the same
document corresponding to the model may contain more topics;
when the parameter values are less than 1, the probability distri-
bution curve will be more concentrated, which means that there
may be fewer topics in the same document corresponding to the
model. This article takes the data of online medical publishers’
medical inquiry texts as the object of the study. The texts were
established with the users as the units. The disease topics covered
among the users should be as realistic as possible, and a higher
degree of distinction between disease topics means better model
performance. Moreover, the Gibbs sampling algorithm requires
repeated iterations. The initial values of hyperparameters α, λB ,
λex, β, βB , and βex have little effect on the final sampling
results. Therefore, referring to the method provided by Grifliths
and Steyvers [51], these hyperparameters are set as α = 50/T ,
λB = λex = 0.01 and β = βB = βex = 0.01, and the number
of Gibbs sampling iterations is 500.

b) Number of disease topics: The number of disease top-
ics determines the distribution and quality of the PQDR-LDA
model. The choice of perplexity in this article may be more
helpful in selecting the number of disease topics. The smaller
the perplexity value is, the better the generalization ability of the
model. Under normal circumstances, perplexity will decrease
as the number of disease topics increases. Therefore, we should
look for the inflection point of the number of disease topics

Fig. 2. Changes in the disease topic perplexity value of the PQDR-LDA model
under the training set.

and the perplexity curve; that is, the point where the perplexity
is relatively small and the number of disease topics no longer
changes significantly is selected as the optimal number of topics.
However, it is found that online medical entities in Chinese are
not as simple as those in English, resulting in relatively large
distributions of words. Therefore, it is not typically easy to find
the inflection point of the number of disease topics and the
perplexity curve. With the increase in the number of disease
topics, the perplexity of the PQDR-LDA model increase or
decrease in texts (involving diseases of the gastroenterology
department, nephrology department and others). Therefore, in-
troducing model coherence will be more helpful for the selection
of the number of disease topics.

According to the characteristics of the wholly obtained 1024
texts released by medical publishers in the Department of Respi-
ratory Medicine, in this article, the number of disease topics was
set between 5 and 25. Then, the final number of disease topics
was selected according to the perplexity value. The experimental
results are shown in Fig. 2, where it can be seen that when T is
15, the model has a minimal perplexity value. This means that
when the number of disease topics is 15, the degree of distinction
between disease topics is higher, the coherence between words
within every disease topic is higher, and the overall model is
optimal.

As previously mentioned, in this article, the number of disease
topics was set between 5 and 25. Then, the final number of
disease topics was selected according to the coherence value.
The experimental results are shown in Fig. 3, where it can be
seen that whenT is 15, the model has a minimal coherence value.
This means that when the number of disease topics is 15, the
model has the lowest perplexity value and the highest coherence
degree, suggesting the optical quality of the model. Therefore, in
the training set formed by the obtained 1024 texts released by the
medical publishers in the Department of Respiratory Medicine,
the number of disease topics was 15.

Under the training set formed by the wholly obtained data
of the 1024 texts released by the medical publishers in the
Department of Respiratory Medicine, all of the online medical
inquiry texts of the user “Uid = 7016” were used as the basis.
In the experiment, we utilized the result of the superparameter
setting of the PQDR-LDA model and adopted the perplexity
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Fig. 3. Changes in the disease topic coherence value of the PQDR-LDA model
under the training set.

Fig. 4. Uid = 7016 user-based perplexity values of the PQDR-LDA model
with different numbers of disease topics.

method to evaluate the quality of the model. With the number of
disease topics T as the abscissa and the perplexity value of the
model as the ordinate, we drew a broken line graph, as shown
in Fig. 4.

Within the scopeT ∈ [1, 25], the overall perplexity level of the
model is relatively low, which also verifies that when user’s data
are merged into a document, the PQDR-LDA model for texts
based on the unit of user shows better performance. Taking a
closer look, whenT < 5, the model has relatively low perplexity
values, but there is little change and no obvious inflection point;
when T > 5, the perplexity of the model generally increases
with the number of disease topics. Based on the line graph, we
could only narrow down the scope of the number of disease
topics T to [1, 5] and could not obtain a more specific optimal
number of topics.

Based on these results, the coherence method can be used to
further determine the optimal number of disease topics in the
model. With the number of disease topics T as the abscissa and
the coherence value of the model as the ordinate, we drew a
broken line graph, as shown in Fig. 5.

Similar to the previous examination, all of the texts of user
“Uid= 7016” were used as a basis. Within the rangeT ∈ [1, 25],
the model coherence fluctuates and has a maximum value at
the peak when T = 3. This means that when the number of
disease topics is 3, the degree of distinction between disease

Fig. 5. Uid = 7016 user-based coherence values of the PQDR-LDA model
with different numbers of disease topics.

topics is higher, the interword coherence within every disease
topic is higher, and the overall model is optimal. In addition,
T = 3 also falls in the optimal perplexity range. For this case
of PQDR-LDA modeling, the optimal number of user disease
topics is 3, as the arrangement has the lowest perplexity value,
the highest coherence, and the best overall quality of the model.

2) Training and Testing of the PQDR-LDA Model: This ar-
ticle uses the PQDR-LDA model to mine information that can
describe users’ disease topics from the data released by online
medical publishers and to obtain a set of word distributions used
to describe the disease topics texts.

a) Disease topic-lexical item distribution in the training
set: In this section, the training set formed by the wholly ob-
tained data of the 1024 texts released by the medical publishers
in the Department of Respiratory Medicine was used as the
basis to train the PQDR-LDA model. The model gathered online
medical inquiry texts with the user as the unit. Referring to the
conclusion drawn in Section IV-C1, the hyperparameters were
set as follows:α as 50/T,β as 0.01, the number of Gibbs sampling
iterations as 500, and the optimal number of topics in the model
as 15. Then, we calculated the key parameters

−→
θu and −→ϕt of the

model.
Although the Department of Respiratory Medicine under the

online medical platform has also classified the disease labels
(with a total of 8), it does not mean that the optimal number of
disease topics in the model is 8. Due to the coarse granularity
of the classification labels of the respiratory diseases under the
platform, many disease classification labels belong to different
categories (such as “trachitis,” “cold,” and “pharyngitis”). The
words in these classification labels can be further classified in
ICD-10. After the PQDR-LDA topic model training, different
topics will be subdivided. In this sense, the optimal number of
disease topics for the model is 15, which is greater than the num-
ber of classification labels. Through a multidimensional scaling
(MDS) algorithm [52], the disease topic-word high-dimensional
probability matrix of the training set composed of parameter −→ϕt

can be visualized in a two-dimensional (2-D) space. The 2-D
results of the algorithm also show better distinction between the
disease topics of the model when the number of topics is 15.

As shown in Fig. 6 , when the number of disease topics
in the left panel is 15, there is no intersection between the
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Fig. 6. MDS algorithm result of the training set of the topic lexical item high-
dimensional probability matrix.

Fig. 7. Word cloud graph of the disease topic lexical item distribution of user
“Uid = 1927.” (a) Distribution of words under topic 1. (b) Distribution of words
under topic 2. (c) Distribution of words under topic 3.

TABLE IV
ARTIFICIAL LABELS OF THE DISEASE TOPICS IN THE TRAINING SET MODEL

circles of disease topic-lexical item distribution, suggesting a
separation between disease topic-lexical item distribution and
good distinction between disease topics in high dimensions, so
the model has a better training effect on the training set.

Based on Section IV-B, combined with the lexical item distri-
bution in every disease topic and the corresponding word cloud
graph, we artificially labeled the 15 topics of the trained model,
and the results are shown in Table IV.

The essence of using the trained model for inference is to
estimate the parameter

−→
θu of an unknown document based on the

known parameter −→ϕt with a better distinction degree. Therefore,
the information of the trained model parameter −→ϕt should be
saved in a specific form for later inference. The overall effect of
the PQDR-LDA model on disease topic-lexical item distribution
is shown in Tables V and VI.

Due to space considerations, only the high-frequency words of
3 of the disease topics are listed. Based on the words correspond-
ing to the disease topics, it can be seen that the disease topics
indicated by topic1, topic2, and topic3 should be amygdalitis,

TABLE V
DISEASE TOPIC-LEXICAL ITEM DISTRIBUTION LIST EXTRACTED WITH THE

PQDR-LDA MODEL FROM THE ONLINE MEDICAL INQUIRY TEXTS OF THE

RESPIRATORY MEDICINE DEPARTMENT

gastrointestinal cold, and influenza, respectively. It is found
that the three disease topics have clear definitions, they are all
differentiable and the words in the disease topics are also highly
related. The PQDR-LDA model can effectively learn the disease
topics in the online medical publishers’ medical inquiry text
data.

Due to the certain interdisease relevance, additional topics
from doctors’ potential supplementary diagnosis suggestions
for every user can serve as a supplementary basis to obtain a
precise user’s disease topic. It can be seen from Table VI that
additional topics have a certain meaning that relates user topics.
According to the words that correspond to the additional topics,
it can be seen that the accompanying disease topics for User 1,
User 2, and User 3 should be bronchitis, acute gastroenteritis,
and pneumonia, respectively. In addition, the additional topics
also contain some words related to the disease topics of the
texts; obtaining the distribution of these words can reflect the
accompanying diseases that might be induced by the major
diseases of the users in reality and thus better assess the current
disease conditions of the users.

b) Disease topic-lexical item distribution under the test
set: In this section, all of the online medical inquiry texts of user
“Uid = 1927” in the test set formed from the globally obtained
data of the 1024 medical inquiry texts released by the online
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TABLE VI
ADDITIONAL TOPIC-LEXICAL ITEM DISTRIBUTION LIST MINED WITH THE

PQDR-LDA MODEL

medical publishers in the Department of Respiratory Medicine
were used as the basis, and we used the PQDR-LDA model for
the modeling. According to the conclusions drawn in Section IV-
C1, online consultation texts were collected on a user basis, and
the hyperparameters were set accordingly, α as 50/T, β as 0.01,
the number of Gibbs sampling iterations as 500, and the optimal
number of model topics as 3. According to the training model,
we obtained

−→
φt and calculated the key parameter of the model−→

θu.
In the Fig. 7, topic 1 can be classified as a “pneumonia” theme;

similarly, topics 2 and 3 can be classified as having themes of
“influenza” and “pharyngitis,” respectively.

The MDS algorithm is a data dimensionality reduction
method similar to principal component analysis. It utilizes the
pairwise similarity of samples to construct a relatively low-
dimensional space, making the distance of every pair in the
high-dimensional space as consistent as possible with the sample
distance in the constructed low-dimensional space and therefore
showing the characteristics of high-dimensional multivariate
data in the low-dimensional space. Furthermore, through the
MDS algorithm, the user disease topic-word high-dimensional
probability matrix composed of parameter −→ϕt is visualized in a
2-D space. The 2-D results of the algorithm are shown in Fig. 8.

As shown in Fig. 8, the circles on the left panel represent
the distribution of different disease topics and the distances
between them. Similar disease topics are closer together, while
different disease topics are farther apart. The relative size of the
distribution circle of the disease topic lexical item corresponds

Fig. 8. MDS algorithm result of the Uid = 1927 user’s disease topic lexical
item high-dimensional probability matrix.

Fig. 9. Distribution of the Uid = 1927 user’s disease topics.

to the relative probability of the disease topic in a certain user’s
online medical inquiry texts. The three circles represent that the
distributions of the three disease topics, instead of overlapping
each other in the 2-D scope, are far apart, indicating good
high-dimensional distinction between the disease topics. At this
time, the model works well on training certain users’ online
medical inquiry texts. The right panel shows the probability of
every word generated under the topic of the red circle. On the
graph, the words “cough,” “cold,” and “sputum” are more likely
to be generated, which is consistent with the given word cloud.

The model parameter
−→
θu can represent the user-topic distribu-

tion, and each component value θu represents the probability of
generating a certain disease topic from the user text. Since the
words of the user’s questions and doctor’s answers were merged
in every online medical inquiry text of the user and distributed
during the research to determine the word directors, only the
online medical inquiry text-topic distribution is displayed here,
and it is shown as a histogram in Fig. 9.

When analyzing the distribution of user’s disease topic lexical
items, we manually added classifications for the three topics. As
shown in Fig. 9 above, in the online medical inquiry texts on a
user basis, the generation probability of Topic 1 “pneumonia”
exceeds 40%, and those of Topic 2 “influenza” and Topic 3
“pharyngitis” exceed 30% and 25%, respectively. It can be
considered that the user mainly asked about pneumonia-based
diseases in the online medical inquiry platform.
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Fig. 10. Thermodynamic diagram of some users’ disease topics distributions.

In summary, based on the word cloud graph and histogram,
it can be considered that the online medical inquiry text data of
user “Uid = 1927” reflect that their most concerning topic is
“pneumonia,” and the user also used the online medical inquiry
platform to research “influenza” and “pharyngitis.”

We used the same method to analyze all 31 users’ online
medical inquiry texts in the data of the medical inquiry texts
released by the online medical publishers in the test set and
applied the PQDR-LDA model trained with the training set for
analysis. We directly used the parameter setting of the trained
PQDR-LDA for the other information, including hyperparame-
ters, optimal number of topics in the model, and key parameter
−→ϕt, and calculated the key parameter

−→
θu of the model.

The parameter
−→
θu represents the user-topic distribution, and

every component value θu represents the generation probability
of a certain disease topic under the user. In this section, a
total of 31 user-topic distributions were randomly selected and
visualized in a thermodynamic diagram with the number of
topics as the abscissa and the user number as the ordinate.

As shown in Fig. 10 above, the darker the grid color, as
displayed on the right panel of the thermodynamic diagram,
the greater the probability of occurrence of the disease topic
in the corresponding user’s online medical inquiry texts. Then,
through the thermodynamic diagram, the distribution of every
disease topic by every user (taken as a base unit) can be clearly
seen. Among them, every disease topic accounted for an even
proportion, suggesting that the 31 users followed specific con-
tents of the disease topics 1–15 in the online medical inquiry
texts.

3) Comparative Analysis of the PQDR-LDA Model:
a) Perplexity value comparison: First, to study the impact

of changes in the number of disease topics T on the two models,
T was set to different values for the experiment. In addition, to
shield the influence of iterations, the number of iterations is set
to a fixed value, 500. The obtained perplexity values of the two
models are shown in Fig. 11.

Fig. 11 shows that the curves of the both models show a
trend of first decreasing and then increasing; when the number
of disease topics T is at a certain value, the perplexity is the
smallest. As described in the previous section, the smaller the

Fig. 11. Comparison of perplexity value between the PQDR-LDA model and
the twitter-LDA model under different T values.

perplexity value is, the stronger the generalization ability of
the model, so the generalization abilities of the models first
rise and then decrease with the number of disease topics. This
result can be easily understood. The number of disease topics
in specific text data is objectively fixed, and defining too many
or too few disease topics from the dataset weakens the effect
of the models. In addition, the PQDR-LDA model achieves an
optimal performance when the number of disease topicsT = 15,
while the Twitter-LDA model is optimal when the number of
disease topics T = 20. These results are expected, as while the
PQDR-LDA model can mine additional topics from different
users, the Twitter-LDA model can only mine background topics
shared by every user and present the additional topics related to
the users in the form of average disease topics. In this sense, the
latter works better with a larger number of disease topics, and
the extra disease topics (compared with the case in the former
model) are likely to be additional topics related to the users. In
addition, with the number of disease topics between 5 and 25, the
whole perplexity curve of the PQDR-LDA model is below that
of the Twitter-LDA model; therefore, the PQDR-LDA model
proposed in this paper has a stronger generalization ability.

Then, the influence of model iterations on the model perfor-
mance was explored. Similarly, to shield the influence of the
number of disease topics, a fixed value was set, and the number
of model iterations was changed to obtain the corresponding
perplexity values. Since it has been suggested by the results of
the previous experiment that the PQDR-LDA and Twitter-LDA
models work best when the numbers of disease topics are 15 and
20, respectively, the numbers of disease topics were set to the
corresponding optimal values for the two models. The obtained
perplexity values of the two models are shown in Fig. 12.

It can be seen from the above figure that the perplexity
values of the two models show a decreasing trend, with the
decrease becoming increasingly smaller as the number of it-
erations increases. The number of iterations represents the
number of model Gibbs samplings. As the number of model
samples increase, the Markov chain tends to converge, and each
distribution in the model becomes closer to the true probability.
Theoretically, a large number of iterations should be set for the
models. However, in practice, due to resource and efficiency
considerations, a compromised number of iterations is usually
set, which can lead to a better model effect without consuming
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Fig. 12. Comparison of perplexity value between the PQDR-LDA model with
T = 15 and the twitter-LDA model with T = 20.

Fig. 13. C_uci values of the disease topics in the test dataset.

too many resources. For example, the number of iterations set in
this experiment (250) is a good choice. In addition, similar to the
result of the previous experiment, the curve of the PQDR-LDA
model is also below that of the Twitter-LDA model, indicating
that the former has stronger generalization ability.

b) Coherence value comparison: Fig. 13 shows the C_uci
values of the three topic models (LDA, Twitter-LDA, and
PQDR-LDA) under different numbers of disease topics T.

It can be seen from Fig. 13 that with the test dataset, the C_uci
values generated by the PQDR-LDA model proposed in this pa-
per are generally higher, indicating stronger semantic coherence
in the extracted disease topic words. Applied to online medical
inquiry texts, the traditional LDA model does not take into
account the abundance of unstructured data and the complexity
of words. The content cannot fully reflect the online medical
entities followed by users, resulting in insufficient semantic en-
hancement of the texts and words. Therefore, the model has the
lowest C_uci values. The Twitter-LDA is an extended structure
of the LDA model. Due to the introduction of background topics,
irrelevant narrative characters are removed, and most of the
remaining content contains online medical entities. Therefore,
the semantics of the words have been strengthened, and the
Twitter-LDA has higher C_uci values than the LDA model.
However, the Twitter-LDA model does not merge the medical
entities in the users’ question and those in the doctor’s answers to
strengthen the semantics of the texts and words, and there is only
random fusion of the content. The PQDR-LDA disease topic
model proposed in this article has even higher C_uci values.
This is because in essence, the medical entities in the users’

questions are characterized by sparse medical entities and text
semantic fuzziness, while the doctors’ answers have dense med-
ical entities and text semantic clearness. Therefore, instead of
ordinary content fusion, the PQDR-LDA model further merges
the specific medical entity words in the users’ questions and the
doctors’ answers in the texts, thereby forming a more efficient
probability model, which is more in line with the probability
calculation mode of the C_uci value.

c) Result and analysis: Based on the above experiments,
it can be seen that compared with the Twitter-LDA model, the
PQDR-LDA model has better performances in regard to both
perplexity and coherence values. The reasons are as follows.

1) Using the Twitter-LDA model to mine users’ questions
alone might not be able to precisely acquire the disease
symptoms expressed by the users and mining the doctors’
answers alone sometimes fails to capture users’ health
claims. The PQDR-LDA model can make up for these
problems, as it expands the content of the users’ questions
from the content of the doctors’ answers to precisely mine
the disease topics. Therefore, the PQDR-LDA model has
a better mining ability.

2) Another difference between the Twitter-LDA model and
the PQDR-LDA model is that under the premise of re-
taining background topics, the PQDR-LDA model sets
an additional topic for each user; the additional topics
of different users have different word distributions. This
contributes to the higher mining precision of the model.

3) In most cases, the doctor’s answer shares the disease topic
related to the user’s question. However, the concurrency
and relevance of diseases lead to many situations in which
doctors’ answers share the same disease topics followed by
users’ questions or doctors’ answers have disease topics
related to those followed by users’ answers. If this part
of the content is merged with the users’ question content
and mined with the Twitter-LDA model, then user-related
disease topic content might be mistaken by the model as
being independent of the user’s question and thus may be
discarded. The PQDR-LDA model can be used to mine
user-related content, thereby improving the performance
of user disease topic mining.

V. DISCUSSION AND CONCLUSION

Although the consultation data on online medical platform
can produce great benefits for online medical operation service,
the platform operator needs to take into account the difference in
perception of medical concepts and health information between
medical professionals and users in their consultation services. In
this study, we focus on the cognitive difference of consultation
service in platform operations, which is called disease topic.
Consultation-based services are common on online healthcare
platforms. Cognition of diseases based on consultation services
is a common way to obtain medical information, specifically,
users obtain medical information from consultation texts of
online medical platforms to help themselves recognize dis-
eases. However, the nature of users’ cognition of disease poses
unique challenges to platform operators’ service strategies in
operations. With the increase of users’ attention to their own
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diseases, due to the sparse and dense medical entities in the
consultation service texts, as well as the ambiguity and clarity
of the text semantics, mismatching can easily occur in mining
the disease topic, causing distortion to user’s cognitive disease,
lowering the quality of consultation services, and eventually
leading to the loss of revenue and user base. On the one hand,
we need to obtain higher quality disease topics in multiple
consultation text questions and multiple doctors’ answers; on
the other hand, the consultation environment can create stronger
cognitive differences, which is more likely to cause disease topic
misalignment, lower demand and affect profitability. Therefore,
platform operators should optimally balance these two aspects
when formulating service strategies.

We establish a topic model PQDR-LDA based on the associ-
ation between users’ questions and doctors’ answers. Doctor’s
answer text is considered to act as the context of users’ question
text under obscure subject, so as to make the subject of users’
question text clear. We set additional topics in doctors’ answer
text as a supplementary basis for users’ disease topics, and
different users have different additional topics, hence, we further
dig out user-specific concurrent disease topics. This not only
reduces the impact on users’ cognitive difference of disease
topics in multiconsultation text questions and multiple doctors’
answers, so as not to cause disease topic misalignment, but
also obtains other disease topics hidden by users from doctors’
answer text.

A. Managerial Implications

In this study, we specifically attempt to answer some im-
portant questions with significant management implications to
both platform operators and users in online medical consultation
services. Our first question is: can the use of a single consultation
text for raising question and a single doctor’s answers in online
medical consultation text reduce the misalignment of disease
topic mining, thereby reducing user loss, and ultimately opti-
mizing the service strategy of platform operators? We found
that this is not necessarily true. In fact, the existing scenario of
single question and single answer exacerbates the occurrence
of disease topic mining misalignment. This result has impor-
tant management implications, because a single question and
a single answer has recently become an increasingly common
phenomenon in order to conserve medical resources. Our results
suggest that using the model in this paper to mine disease
topics in multiconsultation text questions and multiple doctors’
answers can avoid misalignment, thereby improving the prof-
itability of online medical consultation services and enhancing
the brand image of platform. Platform operators need to balance
the relationship among profitability, image, resources and user
stickiness.

Regarding the second research question, we expected to figure
out whether lower technology cost can always benefit online
healthcare platform operators. Contrary to universal opinions,
our results suggest that even if the cost of technology becomes
lower for online healthcare platforms, the reality of platform
operators may be worse. This is an interesting finding, and
has considerable implications for platform operators. Because
the consultation users on online medical platforms are more

sensitive to the results of disease topic mining, they (platform
operators) must carefully evaluate the pros and cons of tech-
nology costs in this environment, so as to determine whether to
expand market competition by adopting technological innova-
tion (model expansion), rather than through price reduction or
other service strategies. It is worth noting that reducing technical
costs and improving the capacity of platform knowledge base
are not necessarily beneficial to platform consultation users.

B. Theoretical Implications

In this study, for platform operators and users involved in
online medical consultation services, we try to answer impor-
tant questions that can expand theoretical innovation. Our first
question is: what happens to platform consultation users when
platform operators’ technological innovation (model expansion)
leads to increased costs, or more formally speaking, when
technology becomes more expensive for platform operators,
do platform operators transfer the cost to platform consultation
users? With the increase in the cost of technology, online medical
platform operators usually do not transfer the cost to platform
consultation users at the current stage, especially when the
cost of switching medical platforms is low. However, it can
be observed from online medical platforms that not or rarely
transferring cost is not always the optimal strategy. In some
cases, platform operators can actually transfer cost to plat-
form consultation users in a rhythmic and hierarchical manner.
This result clarifies the optimal profit distribution arrangement
between platform operators and platform consultation users,
and provides useful insights for platform operators. This result
reveals the need for optimal profit distribution between platform
operators and users. Since it is the first time to analyze the
cost strategy transformation brought about by technological
innovations (model expansion) in online medical scenarios, and
the research of “cost transfer theory” by previous scholars has
been extended, this study has important theoretical expansion
value.

The second question is, when platform consultation users
become more intolerant of disease topic mining misalignment,
should platform operators offer higher discounts to attract these
consultation users? We found that when platform consultation
users are more sensitive to misalignment of disease topic mining,
platform operators can provide technological innovation (model
expansion) for more sensitive consultation users to give them
better services, so as to raise prices, instead of blindly reducing
prices without categorizing consultation users. This result some-
what goes against our intuitive, because the observation of ex-
amples shows that when the quality of consultation services de-
clines due to misalignment of disease topic mining, platform op-
erators tend to offer higher discounts, which is actually not a wise
strategy. At the same time, we also noticed that when platform
consultation users are more sensitive to misalignment of disease
topic mining, the total demand for online medical platform
consultation services may rise. This result shows that platform
operators and platform consultation users need to achieve a
balance among discounts, services and prices, especially in
the case of a rise in the aggregate demand. For the first time,
the service differences brought by technological innovations
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(model expansion) in online medical scenarios are included in
the pricing strategy, which makes up for the gap in academic
research of differentiated services of online medical platforms,
and deepens the research of “differential pricing theory” in the
domain of health economics.

C. Limitations and Future Research Directions

Future research will further explore this topic. First, this model
makes use of the information from users’ questions and doctors’
answers. In fact, other texts related to user texts can also have
a good revealing effect on disease topic mining, and they can
be combined with users’ online inquiry texts in future research.
Second, this model treats the impact of each online inquiry text
on a certain disease topic of users equally. However, the quality
of multiple online inquiry texts of the same user varies greatly.
In future studies, the influence of doctors’ qualification and
experience on a certain disease topic of users can be considered,
and then the contribution weight of each online inquiry text to
a certain disease topic of users can also be considered. Finally,
this model only considers the influence of users’ question texts
and doctors’ answer texts on the disease topic in online medical
inquiry, but it fails to include other influencing factors. In future
studies, the sentiment polarity factor can be added to the mining
of texts, and the users concerns can be enhanced by using the
information of the influencing factor.
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