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Abstract

Geomagnetic storms form in response to the arrival of solar storms at the Earth,
which interact with the Earth’s magnetic field and can lead to geomagnetic storms.
Magnetic field variations generated during geomagnetic storms can interact with the
subsurface geology of the Earth and in turn generate electric fields at the Earth’s
surface (geoelectric fields). These electric fields then drive geomagnetically induced
currents in long ground-based conductors, most notably power grids, causing damage
in extreme events. In this thesis, I report the research activities carried out in the last
four years on the topic of modelling and monitoring geomagnetic and geoelectric fields.
The main goal of this research was to monitor and expand the understanding of the
potential ground-based effects across Ireland caused by space weather events.

The magnetometer network of Ireland (MagIE) is a network of geomagnetic observato-
ries first established for research by Blake (2017). Here, this network was maintained,
with an additional magnetometer observatory at Dunsink added to the network. A
website (www.magie.ie) was created to display real-time plots of magnetic activity
and to provide access to the archived data from the network. Using magnetometer
data as inputs, a spherical elementary current system (SECS) interpolation model is
used to estimate the magnetic field variations across Ireland with its accuracy mapped
and quantified.

Measured geoelectric field time series from the space weather electromagnetic database
in Ireland (SWEMDI) were used to construct a mapped three-dimensional model of
geoelectric fields across the island. Transfer functions (TF) were used to relate the
modelled SECS derived magnetic field to the geoelectric fields using the method from
Campanyà et al. (2019), with an altered version of this model optimised and validated
against measurements to model geoelectric fields in near-real time (1-minute delay).
Two models were considered, one with and without a galvanic distortion correction.
Galvanic distortions are caused by localised near-surface inhomogeneities recorded dur-
ing geoelectric field measurements, which alter the appearance of large regional struc-
tures in the geoelectic field. Whether one model with or without a correction works
better is not known, hence both are analysed here in parallel. Patterns in the geo-
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electric field were then derived by modelling geoelectric field time series between 1991
– 2019, with hazard maps used to display these regions prone to significant geoelec-
tric fields (defined as 500 mV/km here). The geoelectric field in Ireland is found to
be highly directionally polarised, with peak regions identified in the South-West and
Northern coast. The main effect of a galvanic distortion correction was an alteration
of the dominant direction the geoelectric field is oriented in.

Finally, the effect of using three-dimensional (3D) geoelectric field inputs on mod-
elled GIC was explored. A GIC model created by Blake (2017) simulated GIC in
the Irish power grid using one-dimensional (1D) geoelectric field inputs. These inputs
were updated to 3D geoelectric fields (both galvanic corrected and non-corrected), and
compared to the 1D model to examine the effect of including directionally, compared
against measured GIC. The 3D model improves on the 1D model at the validation site,
with little difference between the galvanic corrected and non-corrected in terms of the
performance metrics. The 3D models were simulated between 1989 – 2023, with the
largest GIC expected in the South-West and Eastern coast. In particular, the Money-
point site in the South-West of the island was prone to large GIC, with a maximum
of 105/120A (corrected/non-corrected) modelled for the November, 1991 geomagnetic
storm, with the largest duration in excess of 10A (defined as the beginning of hazardous
conditions) for 153/181 (corrected/non-corrected) minutes during the Halloween, 2003
geomagnetic storm.
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1 Introduction

Space weather is concerned with understanding and evaluating the impact of solar
activity, related to features/mechanisms on the Sun such as sunspots and solar flares,
on the Earth and near-Earth space. Space weather impacts the Earth’s atmosphere
and particularly the Earth’s magnetic field. Charged particles, expelled from the Sun
that travel in the solar wind pose a hazard to many modern technologies, as they
can impact the Earth’s magnetic field, initiating a geomagnetic storm. The induction
of geomagnetically-induced-currents (GICs) in power-grids, currents which can form
on ground based conductors during geomagnetic storms, is a significant threat during
geomagnetic storms. Large GIC, capable of damaging infrastructure, is not generated
directly by magnetic variations related to geomagnetic storms, but indirectly from the
resistive Earth. Magnetic variations charge the Earth’s lithosphere (crust and upper
mantle), which drives an electric field at the surface, which in turn drives GICs. In
this chapter, some context behind space weather, geomagnetism and geoelectric field
induction is explained, including a history of their discovery, and a summary of the
physics behind how they work and how they can impact ground-based technologies
such as power-grids. This is then followed by a brief overview of this thesis as a whole.

1.1 A History of Space Weather and Geomagnetism

1.1.1 Discovery of Sunspots

Alongside many other branches within the scientific domain, space weather and geo-
magnetism were not known to exist until relatively recently in history. Some of the
phenomena related to space weather, primarily the aurora, were well known for cen-
turies/millennia prior, but the physical reasoning for their formation was unknown.
The first major discovery in the field of space weather was the discovery of sunspots
(dark spots on the Sun, that are cooler than surrounding areas, caused by magnetic
activity at the surface of the Sun). While some reported observations of sunspots ex-
isted prior to 1600 in ancient Chinese records (Xu et al., 2000), the first to document,
record and publish a detailed report of a sunspot, comes from Johannes Fabricius in
1611 (Fabricius, 1611; Casanovas, 1997). Fabricius tracked sunspots using a camera
obscura (a dark room with a tiny slit to allow sunlight in) alongside a telescope and
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Figure 1.1: One of the earliest illustrations of sunspots, with sunspots denoted by
letters C, R, M and X (Galilei, 1613).

found that they appeared to rotate, and hypothesised that the Sun itself must also be
rotating. Shortly thereafter, Galileo Galilei (Figure 1.1) and Scheiner, also published
work in support of the existence of sunspots and fiercely contested as to who discovered
them first (Casanovas, 1997). It wasn’t until later in the mid 1800’s however that as-
tronomers began to hypothesise that activity related to sunspots could be responsible
for changes in the Earth’s magnetic field.

1.1.2 Geomagnetism, the Aurorae and Induced Currents

Following the discovery of sunspots there was exploration into understanding the con-
nection between the Sun, the Earth and geomagnetism. A first connection was drawn
between geomagnetic activity and the aurorae separately by Graham, and Hjorter
and Celsius in 1741 (Stempels, 2011; Svalgaard, 2017), as they noticed fluctuations
in compass readings when aurorae were overhead. Later more thorough observations
proved the existence of a connection between the aurorae and magnetic fluctuations
beyond reasonable doubt, where Von Humboldt observed magnetic fluctuations, along-
side auroral observations every half hour for six and a half hours in December, 1806
(Von Humboldt, 1808; Lakhina and Tsurutani, 2016). This connection between the
two phenomena later led to some, such as Faraday, to hypothesise that the aurorae
were some form of electricity (Hackmann, 1995). We now understand that the auro-
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rae are in fact due to the emission of light caused by ionised particles in the upper
atmosphere (the ionosphere), which themselves can form electrical currents. These
currents are mostly responsible for the large magnetic variations measured at the sur-
face of the Earth by magnetometers and hence can interact indirectly with ground
based conductors. Telegraph wires were the first of these conductors impacted by the
effects of space weather. Telegraph lines were often hundreds of kilometres long, which
made them ideal for inducing large currents. The first report of telegraph lines be-
ing affected comes from Barlow (1849), who reported that during his observation of
an aurora on the 19th May 1847, "strong alternating deflections occurred on all the
telegraph devices". This observation was validated by many other reports of similar
geomagnetic/auroral events in the following decades, such that by 1875, the relation
between telegraph failures and geomagnetism was widely accepted and published in
many books regarding telegraph operation (Prescott, 1875; Lanzerotti, 2017). While
the connection between aurorae, electricity, magnetic activity and induced currents on
the ground was distinguished early on, the connection between magnetic field variations
and its origin on the Sun took some more time to discover and was more controversial.

1.1.3 The Carrington Event and the Sun-Earth Connection

The establishment of magnetometer observatories contributed greatly to the discov-
ery of the Sun-Earth connection, the earliest of which including Greenwich (1817)
and Observatoire de Paris (1823), with 53 magnetometer observatories worldwide by
1841, including the likes of Trinity College Dublin (1835), Toronto (1840) and Mumbai
(1841). Researchers began trying to identify the source of these magnetic fluctuations
and auroral currents, with some incorrectly hypothesising that meteors/comets must
be somehow generating "atmospheric electricity", at first (Morton Briggs, 1967). The
discovery of the solar cycle (variations in the number of sunspots over 11 years) by
Schwabe (1843) was the first step to unraveling the mystery. In 1850, Edward Sabine
discovered a similar 11 year cycle in the minima and maxima of geomagnetic field
variations, that he noticed matched up remarkably well with the aforementioned solar
cycle (Sabine, 1850). This led to Sabine hypothesising that the solar cycle and geomag-
netic cycle are the same and that the Sun must somehow be magnetic and is causing
these geomagnetic variations. Between 30th August to 4th September 1859, the biggest
piece of evidence to support the Sun-Earth connection was obtained after arguably the
largest geomagnetic storm in recorded history occurred, the Carrington event (Carring-
ton, 1859; Hodgson, 1859). Carrington observed the evolution of a growing sunspot
(Figure 1.2), when he saw a bright rapid flash come from this region of the Sun (the
first recorded solar flare). This flash occurred near-simultaneously to a large dip or
"crochet" in magnetic field in magnetometers across the world, what we know today
to be the "Solar Flare effect" (SFe), where X-rays and UV light from the flare ionise
particles in the Earth’s upper atmosphere. Approximately nineteen hours following
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Figure 1.2: A sketch of the sunspot region which led to the large geomagnetic storms
by Carrington (1859). A and B denote the areas in which "white light broke out"
which we now know to be a solar flare, with its last recorded position at C and D.

Figure 1.3: Meteorological records noting the strong auroral display between the 2nd
– 4th of September 1859, from Armagh Observatory (Infield, 2009).

this, the largest magnetic field variations ever observed were recorded, accompanied by
the largest known auroral display, with aurorae seen as far south as Cuba and Morocco
and lasting the span of three nights from 1st to 3rd of September (de la Rive, 1859;
Green et al., 2006; Cliver and Dietrich, 2013). In Ireland, records of the auroral display
from Armagh Observatory (Figure 1.3), indicate that strong aurorae were visible for a
relatively long period of the nights, with an aurora on the night of the 2nd, spanning
across the sky from the North-East to the South-West-West (Butler and Hoskin, 1987;
Hayakawa et al., 2019). The Carrington event was also the first recorded instance of
damage caused by space weather, in the aforementioned telegraph line network. There
are many instances from historical records of fires breaking out on telegraph poles at
this time. In some instances, telegraph operators reported being able to still commu-
nicate, despite turning off the power source to the telegraph, due to induced electrical
currents caused by the event (Clement, 1860; Boteler, 2006). During this period of the
past, technology was not nearly as sophisticated. Without the presence of larger-scale
infrastructure susceptible to space weather that now exists in modern society, such as
power lines or electrified rail-lines, damage was ultimately limited.

After the Carrington event, many scientists were still sceptical about the Sun-Earth
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connection. Most famously, president of the Royal Society and renowned physicist
Lord Kelvin proposed that the Sun-Earth connection did not exist, stating in 1892
that "It seems as if we may also be forced to conclude that the supposed connection
between magnetic storms and sunspots is unreal, and that the seeming agreement
between the periods has been mere coincidence", as he supposed the heat and light
output of the Sun was insufficient to cause these magnetic variations (Thomson, 1893).
The observational evidence for the Sun-Earth connection became more and more clear
over time with arguments against it dwindling, however the mechanism behind the
connection had not yet been deduced. This missing piece of the puzzle was the solar
wind. Fitzgerald (1892) suggested that sunspots could emanate material "like a comets’
tail" and could be the source of geomagnetic storms, with Lodge (1900) expanding on
this point, suggesting that geomagnetic storms were caused by "a torrent or flying
cloud of charged atoms or ions" originating from sunspots. It was much later however
that the solar wind was confirmed to exist. Biermann (1951) demonstrated that comet
tails always point away from the Sun, and hypothesised that a gas blowing out of
the Sun must be the cause. Parker (1958), suggested a mechanism for this loss, that
electrically charged particles were ejected from open magnetic field lines on the Sun.
Magnetic observations by the Pioneer V and particle observations from the Mariner
II satellites in 1960 and 1962, respectively, later confirmed the existence of the solar
wind (Neugebauer, 1997). These open magnetic field lines are one source of the solar
wind, but there is another. In 1971, the coronagraph onboard the OSO-7 spacecraft
observed the first coronal mass ejection (CME), a massive explosive ejection of charged
particles originating from a sunspot and accompanied by a solar flare (Tousey, 1973).
Following this observation it was deduced that the aforementioned Carrington event
in 1859, must have been caused by a CME related to the solar flare that Carrington
observed.

Now that the solar sources had been deduced, the connection to the Earth’s magnetic
field was the last piece in the puzzle to be explained. Dungey (1961) and Axford and
Hines (1961) proposed the mechanism as plasma transport between the Earth and the
solar wind. When the solar wind’s magnetic field (interplanetary magnetic field, IMF)
is anti-parallel to the magnetic field of the Earth, the magnetic fields join, and particles
propagate down the magnetic field lines towards the poles of the Earth. Finally we
have our mechanism(s) for the Sun-Earth connection. The basis for the Sun-Earth
connection and space weather has been provided. Later in this thesis, more of the how
and why these structures form and interact will be explored.

1.2 Modern Impacts of Space Weather

The threat posed by potential extreme space weather events, such as by a geomagnetic
storm on a similar scale to the Carrington event, have been heavily studied regarding
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Figure 1.4: A general summary of the types of objects impacted by and phenomena
related to space weather within near-Earth space. (Image from the ESA website https:
//www.esa.int/).

impacts on Earth, as well as the impact on satellites. In 1859, infrastructure affected by
geomagnetic storms was limited to the telegraph. However, in today’s technologically
advanced society a much wider variety of infrastructure is now at risk to the hazardous
effects of space weather. The effects of a large event of that scale nowadays (Figure
1.4) could include: a) large scale power blackouts due to GIC; b) increased corrosion in
pipelines (Campbell, 1986; Pulkkinen et al., 2001); c) false signaling in railway systems
(Patterson et al., 2023); d) a complete loss of radio communication and transmission
for the duration of the storm (Redmon et al., 2018); e) significant disruption and pos-
sible damage to satellites (MacAlester and Murtagh, 2014) and e) grounding aviation
(Kauristie et al., 2021), among other effects. Of all of these impacts, the concern due to
power outages is the greatest in terms of the costs of damage (Eastwood et al., 2017b).

The most recent significant example of geomagnetic storms causing large scale damage
is the geomagnetic storm of March, 1989. During this storm, power grids suffered from
large GIC which led to instability within the power network in some parts of the US and
Canada, but particularly in Québec, Canada, where damage to the network led to a nine
hour blackout, with power equipment damage totalling US$ 13.2 million. However, US$
2.9 billion was estimated in losses for the US and Canada due to the knock-on damage
following the event due to loss of operation, including all industries and facilities reliant
on power grids (Centra-Technology-Inc., 2011). A Carrington like event’s impact would
be significantly more damaging than the 1989 storm. For example, it could lead to a
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sustained global power outage event, which would further lead to a significant financial
cost related to both damage and disruption. There are two cases to consider when
determining the potential cost of damage from a large geomagnetic storm: a) direct
damage, mostly related to damage to transformers in power grids; b) indirect damage,
related to the knock-on impact of a sustained damage. Regarding direct impact, if a
geomagnetic storm was large enough to down enough transformers, it could potentially
take months to fully repair the power grid (production of transformers is limited,
delaying the time taken for the replacement of a transformer in the grid), with the
power grid not just down for the duration of the geomagnetic storm (Oughton et al.,
2017). Transformers are expensive and would be costly to replace and it can be difficult
to integrate a new transformer properly into a power grid. Indirectly, most modern
institutes and facilities rely almost entirely on electricity, including the likes of food and
water distribution/preservation, the operation of hospitals and banks, stock markets,
computerisation and all that comes with it, family homes, among many many others.
Some estimates for the worst case scenario, assuming a large Carrington event occurs
approximate that the total economic cost, in the US alone, of up to US$40 billion a day
(Schrijver et al., 2014; Oughton et al., 2017). Similar costs would likely be incurred for
many countries across the world.

Countries at higher latitudes near the auroral oval (> 60o N, < 75o), are at particular
risk from GICs, where geomagnetic activity is larger and more frequent (Pirjola, 2000).
While most areas closer to the poles/auroral ovals have greater magnetic activity,
this does not always equate to the induction of GIC. Induction of GIC is not caused
directly by magnetic variations, which are greatest near the auroral ovals, but rather by
magnetic variations inducing a bulk charge in the top layer of the Earth, the lithosphere
made up of the crust and upper part of the mantle (Anderson, 1995), with this charge
exerting an electric field on the surface which drives GIC (Figure 1.5). Significant GIC
can still occur at lower latitudes, provided the conductivity structure of the lithosphere
is resistive enough. A more recent example of GIC occurring at a middle latitude
country occurred during the "Halloween storm" in October 2003, in South Africa, where
the geomagnetic field variation was less intense compared to March 1989 (Katamzi and
Habarulema, 2014), but the impact was significant, with one downed transformer, and
significant damage to multiple others, leading to their replacement a year later (Koen
and Gaunt, 2003, see example in Figure 1.6). This example originated in a region with
a strongly resistive and complex lithosphere (Jones et al., 2007; Moorkamp et al., 2022),
which led to the enhanced induction of strong geoelectric fields (resistivity increases
with geoelectric field as the charge cannot be dissipated easily by the subsurface)
demonstrating the link also between lithospheric resistivity and GIC. Ireland, while at
a mid latitude, is a region with a complex resistive lithosphere (Rao et al., 2014) which
can drive large geoelectric fields at the surface (Campanyà et al., 2019) and is thus
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vulnerable to GIC. Due to the smaller scale of Ireland’s power grid compared to other
countries, this risk is more limited. However, previous work in Ireland, by Blake et al.
(2016), Blake (2017), and Blake et al. (2018) estimated that GIC in excess of a hundred
Amperes (A) could have been induced for both the March, 1989 and Halloween, 2003
storms, an amount sufficient to cause some damage to transformers (Rosenqvist et al.,
2022). Historical evidence of GICs causing damage and disruption in Ireland does exist
for telegraph lines. The Irish Times reports on significant interference by a "mysterious
atmospheric influence" coinciding with the May, 1921 geomagnetic storm, arguably
the second largest geomagnetic storm after the Carrington event, as well as some more
minor events in the early 1900’s (Hapgood, 2019). National electrification across Ireland
did not occur until after these events, beginning only in 1929, thus no damage could
be done to a power grid (McCarthy, 1957). While no damage has occurred to the
Irish power network historically, hypothetically the network could be damaged should
another Carrington scale geomagnetic storm or similar occur. Therefore, research into
the possible induction of GICs in Ireland is necessary to help predict large events and
safeguard infrastructures and in particular power grids in Ireland and hence performed
later in this manuscript.

Figure 1.5: A summary of the steps involved between solar activity inevitably leading
to induced currents in power lines. Outbursts from active regions on the Sun can
impact and disturb the Earth’s magnetic field, causing a geomagnetic storm. Magnetic
field variations during the storm interact with the resistive lithosphere of the Earth,
effectively charging the Earth. This charge generates an electric field at the surface of
the Earth, which can drive induced currents in any ground-conductors, such as power-
lines

1.3 Objectives and Outline

The aim of this project is to study geomagnetic storms in Ireland using the Magnetome-
ter Network of Ireland (MagIE), particularly by focusing on the underlying geomagnetic
and geoelectric fields variations across Ireland, which can drive GICs, to determine if
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Figure 1.6: Failure in a transformer three weeks following the Halloween storm, 2003,
in South Africa (Thomson et al., 2010). Damage sustained from the storm led to
overheating in the transformer, later leading to an arcing fault (an electrical fire).

specific areas or times are more vulnerable to geomagnetic storms. Ultimately, this
research was performed to help understand and perhaps mitigate potential damage,
for when a large-scale impact like the Carrington event inevitably impacts the Earth.
This required both: a) a physical aspect, regarding the installation and maintenance of
equipment such as magnetometers used to observe storms and; b) a modelling aspect,
modelling the geomagnetic field, geoelectric fields and GICs in Ireland. Each chapter
in this thesis is outlined below.

Chapter 2: Theory and Background - A comprehensive background is provided on
the main physical concepts of geomagnetism, space weather and ground-based effects,
so that the reader can form an understanding of the topic as a whole, before delving
deeper in content.

Chapter 3: Monitoring Geomagnetic Storms - A description of MagIE, is presented,
including a description of the network, the MagIE website and quantifying magnetic
disturbances. A description of instrumentation used in the project is provided, in-
cluding types of magnetometer, how magnetometer sites are installed, as well as new
installations, maintenance and automation of data to the MagIE website.

Chapter 4: Modelling Geomagnetic Fields - The methods of modelling geomagnetic
fields used are explained. An investigation into a) the interpolation methods used here
to model geomagnetic fields across Ireland b) seasonality in the geomagnetic field.
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Chapter 5: Surveying, Modelling and Nowcasting Geoelectric Fields - The techniques
used to model and map geoelectric fields are described. Following this description, a
new approach of modelling geoelectric fields in near real time, or nowcasting, developed
during this project is presented, including details related to how it works, why it is
needed and how it expands on the state of the art in the field.

Chapter 6: Hazard Mapping Geoelectric Fields - The workflow, generation and re-
sult of applying a hazard mapping approach to geoelectric fields to identify areas more
susceptible to large potentially damaging events.

Chapter 7: Modelling GIC - A previous state-of-the-art 1D geoelectric field input
GIC modelling in Ireland’s power grid is updated and compared to a model using 3D
geoelectric field inputs. A newer, more accurate model provides information on where
the largest predicted GIC is predicted to occur in the Irish network.

Chapter 8: Conclusions - A quick general discussion of the work in the thesis as a
whole is provided with the main conclusions grouped together.

Chapter 9: Future Work - Detail on plans for the future of the network and modelling
ground-based effects are discussed.
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2 Theory and Background

This chapter provides a literature review for the reader, with an overview of the state-
of-the-art in research alongside an explanation of the underlying theory. Firstly, a
background on the Sun, solar storms and how solar storms generate geomagnetic storms
is provided. This is followed by a background on the environment within the Earth’s
magnetic field, detailing how and why geomagnetic storms form. Then geoelectric field
induction is explored, including details on the mechanism behind induction, with a
background in magnetotellurics and how geoelectric fields can be modelled. Finally,
a description of how GICs are induced in power grids is presented, followed by a
description on how GICs can be computationally modelled.

2.1 Solar Activity

The Sun is the primary source of space weather, with solar activity ultimately driving
space weather at the Earth. High energy electromagnetic (EM) radiation and particu-
larly particle and mass plasma ejection originating from the atmosphere of the Sun can
impact the Earth’s magnetosphere and atmosphere. Charged particles are continually
escaping the Sun along open magnetic field lines and form the solar wind, which can
impact the Earth’s environment to a minor extent during quiet periods. However, the
greatest impact comes when the quantity of high energy EM radiation and particles is
enhanced, due to phenomena related to active regions on the Sun.

2.1.1 Sunspots

Sunspots are relatively dark regions on the surface of the Sun, caused by complex mag-
netic structures at the surface, that can form temporarily on the sun on the order of
months (van Driel-Gesztelyi and Green, 2015), remaining roughly in the same area of
the Sun during its lifetime. Magnetic flux in these regions inhibits convection leading
to a lower temperature and thus appearing darker than the rest of the surface. A basic
sunspot is generally composed of two poles, one positive and one negative. However,
sunspots can become much more complex as they develop and become capable of re-
leasing trapped magnetic energy explosively, which could ultimately impact the Earth.
For this reason, sunspots are categorised based on their polarity and complexity, most
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Figure 2.1: A magnetogram of the Sun on the 18th June 2015. Black and white repre-
sent the polarity within sunspots, with each sunspot number denoted. Each example
of sunspot mentioned in the text is present on this day. Region 12365 is a small α
sunspot, 12369 is a β sunspot, 12367 is a large βγ sunspot and 12371 is a βγδ sunspot.
A coronal mass ejection from region 12371 led to the largest geomagnetic storm in the
last solar cycle on the 22nd – 23rd of June 2015.

commonly by the Mount Wilson Classification system (Künzel, 1965). An α sunspot is
composed only of spots of a single polarity, a β sunspot is composed of the basic bipolar
example mentioned previously. A suffix γ can be added to a β sunspot to denote that
the sunspot has added complexity, in which the two major spots are accompanied by
multiple minor spots as well. Another suffix δ can also be added if two opposite poles
within the spot are very close (< 2o). βγδ sunspots are the most complex sunspots
and thus most unstable, which can lead to the explosive release of magnetic energy
trapped within these sunspots, particularly if they interact with other nearby sunspots
(examples of each are shown in Figure 2.1). Hence, these are generally considered the
most geo-effective type of sunspots.

2.1.2 Solar Flares

Solar flares are an intense burst of high energy EM radiation (particularly bright in X-
ray and Extreme Ultraviolet or EUV spectra) that generally originate above or nearby
sunspots within the corona of the Sun. Magnetic loops known as filaments or promi-
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nences can form. When oppositely aligned magnetic fields within these prominences
join or reconnect (see Figure 2.2, also explained more in Section 2.2.2) an enormous
amount of built up magnetic energy is released, which can generate solar flares. Solar
flares have the smallest, but most immediate effect on the geomagnetic field. The re-
gion of the Earth’s upper atmosphere known as the ionosphere absorbs X-ray and EUV
radiation from the Sun instantaneously with the arrival of sunlight, which ionise parti-
cles in this region, and these particles then form current systems due to the magnetic
force exerted by the Earth’s magnetic field on them. Solar flares are particularly bright
at this wavelength range and thus lead to significantly enhanced ionisation. Solar flares
are also indirectly related to other phenomena related to the release of magnetic energy
on the Sun, such as coronal mass ejections and thus can be used as possible precursors
for geomagnetic storms.

2.1.3 Coronal Mass Ejections and Coronal Holes

Two features on the Sun lead to the enhanced release of charged particles into the
solar wind. Coronal mass ejections (CMEs) are ejections of charged particles from
active regions on the sun (such as sunspots), which occur during the explosive release
of magnetic energy from these regions (hence CMEs often, but not always, accompany
large solar flares). Magnetic field lines at the surface of the Sun can become twisted and
distorted causing them to rise above the solar surface and forming solar prominences
(Figure 2.2). Large quantities of plasma from the surface/atmosphere of the Sun can
become trapped within these twisted magnetic field lines (flux ropes). When anti-
parallel magnetic field lines in prominences join or "reconnect" the solar prominences
can erupt explosively releasing these flux ropes and the charged particles into the solar
wind.

The other main source of plasma enhancement in the solar wind are coronal holes.
Coronal holes are less dense regions in the Sun’s atmosphere where the Sun’s magnetic
field lines are open and extend into space. These regions are usually located at the
solar poles, but can form at lower solar altitudes. Coronal holes allow plasma to escape
the Sun’s surface at a much faster rate than in areas with closed field lines, particularly
amplifying the speed, but also the density of the solar wind. This faster solar wind
catches up with slower solar wind, forming a co-rotating interaction region (CIR), with
a significantly increased density in plasma, which can then impact the Earth. However,
CIRs are normally less geoeffective than CMEs. Plasma speeds and densities in CIRs
are normally lower than those from large CMEs, with CIRs leading to relatively smaller
storms and never solely generating historically large storms such as the Carrington or
March 1989 events mentioned in Chapter 1.

While many CIRs and CMEs form over the course of the solar cycle (Section 2.1.5),
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Figure 2.2: A diagram describing reconnection in a prominence. Oppositely aligned
magnetic field lines join, which releases built up magnetic energy. This can then release
a flux rope, containing large amounts of plasma (red region) from the Sun into the solar
wind (Zhang et al., 2021).

most are not geoeffective (i.e. affect the Earth) as most are directed away from the
Earth. The origin of the sunspot or coronal hole most often needs to be near the
centre, or between the centre and western limb of the Sun (the right-hand side of the
Sun from the perspective of the Earth) to affect the Earth. The Sun rotates at a rate of
approximately 27 days every month at its equator, with a roughly 7 – 10 day window
in which these active regions could possibly impact the Earth (Hathaway, 2010).

2.1.4 Solar Wind

The solar wind is the stream of charged particles continuously ejected from the Sun’s
outer atmosphere, the corona. The corona is superheated to approximately 1.5 × 106

K, forming a plasma that is almost entirely ionised (Morgan and Taroyan, 2017). At
these temperatures, free electrons within the plasma can attain thermal velocities of
thousands of km/s, exceeding the thermal velocity of the Sun ≈ 400 km/s, and pull
protons and positively charged ions such as alpha particles along with them through
electrostatic attraction. The velocity of the solar wind can vary depending on the
region the plasma originates from. In regions with closed magnetic field lines (more
generally near the equator of the Sun), the slow solar wind flows at < 500 km/s, while
in areas with open magnetic field lines (such as coronal holes), the plasma can become
accelerated and flows at > 800km/s. This plasma takes roughly 2 – 5 days to reach
the Earth dependent on this velocity. When plasma gets far enough away from the
influence of the solar magnetic field, it escapes radially from the Sun. As it does
however, the Sun is rotating and thus this leads to the formation of an Archimedean
spiral (see Figure 2.3), known as the "Parker" spiral (Parker, 1969). As the plasma
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Figure 2.3: A representation of a Parker spiral from Schatten et al. (1969) looking down
on the ecliptic plane with regions 1 (the Sun), 2 (the corona) and 3 (interplanetary
space). Region 1 is the surface of the Sun, with the "+" and "-" signs denoting the
magnetic field at each site on the Sun. Plasma escapes from the region of the corona
and flows radially outwards from the entire Sun (denoted by the vector V⃗ ) and draws
out a Parker spiral, with the imprint of frozen magnetic fields.

travels in the solar wind, it extends out a magnetic field out into space (frozen or
imprinted into the plasma from when it leaves the corona) known as the interplanetary
magnetic field (IMF).

2.1.5 Solar cycle

The solar cycle is the change in the number of sunspots observed on the surface of
the Sun matching with the Hale cycle, whereby the Sun’s magnetic field orientation
flips with an average duration of 11 years (Hathaway, 2010). At the start of the cycle,
the magnetic field of the Sun is in a stable orientation, with relatively few sunspots
or regions of magnetic complexity. Sunspots begin to appear at a latitude of 40o . As
the magnetic field reverses, the field becomes less stable with more and more sunspot
regions forming on the Sun, with sunspots moving equator-ward. As flaring and CMEs
occur mostly within sunspots, they both correlate strongly with the solar cycle sunspot
number. However, the most intense flaring (and hence largest CMEs) usually occur
two to three years after sunspot number maximum. This is hypothesised to be due to
increased interaction between sunspots from opposite hemispheres as they move closer
together (McIntosh and Leamon, 2014, see Figure 2.4). Hence, peak geomagnetic
activity is generally also observed two to three years after maximum (Chapman et al.,
2020). Solar cycles often vary significantly in strength from cycle to cycle, for which
the underlying physics is not well understood. The last solar cycle (24) for example
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was the weakest on record since the 1910’s and hence little geomagnetic activity was
observed (Nandy, 2021). The current solar cycle (25) has exceeded the strength of the
prior cycle, and is expected to peak in late 2024. However, relative to the other cycles
in the last 100 years, it is expected to be relatively weak (Upton and Hathaway, 2023).
Hence, the largest geomagnetic storms are most likely to occur between 2026 – 2027 for
this solar cycle, though a storm with the magnitude of the Carrington event is unlikely.

Figure 2.4: The solar cycles between 1870 – 2020 displayed in terms of: top) relative
latitude of spots on the Sun as the cycle progresses and bottom) total area occupied
by sunspots. Sunspots within a cycle first appear at approximately 40o latitude before
moving equatorward, peaking in number (and hence area) when sunspots are around
15o , before numbers decline with the last stops forming nearer 5o . All this occurs over
the course of approximately 11 years before repeating again. Image from Hathaway
(2015).

2.2 The Environment of Earth’s Magnetic Field

2.2.1 The Geomagnetic Field

The geomagnetic field, the magnetic field belonging to the Earth, extends from the
Earth’s interior out into space and forms the bulk of the magnetic field measured at
the surface. The Earth generates this intrinsic magnetic field, which helps protect
us on the surface of the Earth, from plasma originating from the solar wind. The
main hypothesis which is suspected to generate the intrinsic magnetic field is known
as dynamo theory, which suggests that a rotating body of electrically superconducting
fluid will generate and maintain a stable magnetic field (Roberts and Glatzmaier, 2000).
This electrically conducting fluid is thought to be molten nickel and iron in the outer
core of the Earth, with the convection of heat between the solid inner and molten outer
core of the Earth generating motion of this fluid. The coriolis force acting on this fluid
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causes it to circulate and hence generates a magnetic field. The magnetic field strength
varies across the surface, with strengths of 3×105T close to the equator, and 6×105T
towards the poles at solar quiet times (Thébault et al., 2015). The magnetic field of
the Earth is relatively stable on timescales of years, but over a longer duration it is
dynamic, due to slow changes in the currents in the Earth’s core (Figure 2.5). The
magnetic field effectively "wobbles", with slight increases/decreases in magnetic field
strength and orientation of the poles. For example the geomagnetic pole has wandered
4o away from its original position in the last 120 years and weakened to 91% its original
strength (Thébault et al., 2015). Occasionally the geomagnetic field can flip during a
magnetic reversal, leading to a weakened magnetic field, however this is rare, with
occurrence rates of hundreds of thousands to millions of years (Kent and Gradstein,
1985). Due to the slow nature of the change in the magnetic field, there is virtually no
effect in terms of induced currents. However marginal changes in the orientation of the
magnetic field could indirectly impact which areas are more affected by GIC (discussed
more later in Section 2.2.9).

Figure 2.5: The circulating liquid currents (yellow) in the outer core surrounding the
inner core, hypothesised by dynamo theory. The Earth’s magnetic field (black) is gen-
erated by circulation of these currents (Image from the US Geological Survey Website).

2.2.2 Formation of the Magnetosphere

The magnetosphere of the Earth is the invisible bubble of magnetic field lines sur-
rounding the Earth. The magnetosphere is shaped by the interaction between the
solar wind and Earth’s magnetic field and is not symmetric about the Earth. Instead,
the solar wind exerts pressure on the Earth’s magnetic field lines which causes the
Earth’s magnetic field lines to compress on the day-side of the Earth and elongate
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Figure 2.6: The Earth’s magnetosphere and it’s interaction with the solar wind, with
names provided of regions within the magnetosphere (Image from the ESA website
https://www.esa.int/).

on the night-side. The boundary of the magnetosphere (magnetopause) is defined as
the point where the dynamic pressure exerted by the solar wind is equal to magnetic
pressure of the geomagnetic field, which is given by:

Pmag =
B2
mag

2µ0
=

1

2
ρswv

2
sw = Psw (2.1)

where the subscripts mag refers to the Earth’s Magnetic field and sw to the solar
wind. P represents pressure, B represents the magnetic field strength, ρ is density, v
is velocity.

When the geomagnetic field is impacted by CMEs and/or CIRs, the density/velocity
of the solar wind increases and hence PSW strengthens. The geomagnetic field strength
Bmag remains stable however, so the magnetosphere becomes compressed to equalise the
pressure. As the magnetosphere compresses and expands due to these density/velocity
changes, electrical current systems can be driven and/or disturbed. How these current
systems are driven and impact the surface of the Earth magnetic field via magnetic
field variations is explained in the next few Sections (Sections 2.2.3 – 2.2.9).

2.2.3 Motion of Charged Particles within Magnetic Fields

Charged particles or plasma from the solar wind can enter the magnetic field of the
Earth and during geomagnetic storms. The motions of these particles induce large
magnetic variations felt at the surface. Understanding how this plasma moves about
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the magnetic field and within regions of the magnetosphere is necessary to explain the
existence of current systems within the magnetosphere. Plasma can move both within
and between magnetic fields of differing bodies like the Earth or the solar wind. The
properties of plasma can vary greatly depending on many factors including magnetic
field strength, density of plasma and velocity. For partially ionised gas to be considered
a plasma, the plasma criteria must be fulfilled:

1. Plasma oscillations can only develop if the mean-free-time between collisions of
particles (τc) is significantly longer than the oscillation period (τp), τp >> τc . If
this first criteria is not fulfilled, the partially ionised gas instead behaves like a
neutral gas.

2. The length scale of the system is significantly greater than the Debye length
λd << L, where λd is given by.

λd =

√
ϵ0kBTe

e2n
(2.2)

where, Te is the temperature of an individual electron, kb is the Boltzmann
constant, ϵ0 is the permittivity of free space. The Debye length describes the
maximum distance an electron can travel due to thermal effects. Effectively, if
L >> λ, the system is dominated by magnetic effects, instead of thermal.

The force acting on the particle in a plasma can expressed by:

F = m
dv

dt
= q(E+ v × B) (2.3)

where m is the mass of the particle, v is the velocity and q it’s charge, t describes time,
F is the force on the particle and E and B are external magnetic and electric fields,
assuming the particle is non relativistic. This is derived from the Coulomb Force,
qE exerted by external electric fields, and the Lorentz Force, q (v × B), exerted by
external magnetic fields. The motion of the charged particle within a magnetic field
can be determined using this equation, which will be explored in terms of forces.

Gyration and Helical Motion

To understand the motion of a particle in a plasma, first only the Lorentz force will
be considered followed by the introduction of the Coulomb force after. If one assumes
the electric field experienced by a single charge in a plasma to be zero, the motion of
a single particle in a homogeneous magnetic field is given simply by the Lorentz force:

m
dv

dt
= q(v × B) (2.4)
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The velocity of the particle can be broken down into a parallel and perpendicular
component:

v = v|| + v⊥ (2.5)

As no external electric field is present, E|| can be assumed to be 0. Thus equating
Equations 2.4 and 2.5 gives:

m
dv⊥
dt

= q(v⊥ × B) (2.6)

Thus, the perpendicular motion of the particle can be represented as a particle circling
or gyrating about the magnetic field line, in the absence of an electric field (Figure
2.7).

Figure 2.7: The gyromotion of a particle in a magnetic field, assuming no electric field.
The "x" represents the magnetic field line, denoting that the view of the system is as
if looking in the direction of the magnetic field line. The particle circles the central
magnetic field due to the Lorentz Force (v × B) acting on the particle.

Imagine now that the particle has a velocity parallel to the magnetic field line, due
either to a driving electric field or a varying magnetic field strength, alongside this
perpendicular velocity component. The particle will move in what’s known as a helical
path, whereby the particle continues to circle the magnetic field line, but also drifts
along the field line (Figure 2.8).

Magnetic Mirroring and Trapped Plasma

The phenomena known as magnetic mirroring can occur if a particle following a helical
trajectory travels from a weak magnetic field region to a sufficiently strong region.
Magnetic mirroring describes the effect whereby as particles gyrate and drift along
converging magnetic fields, the drift velocity of the particle decreases until its velocity
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Figure 2.8: The motion of a particle (dark blue) in a magnetic field (light blue) with
parallel velocity to the magnetic field. The particle continues to gyrate about the
magnetic field, however the particle will now also drift along the magnetic field.

reaches zero. Then the velocity switches direction and travels back along diverging
field lines, due to the increase in magnetic field strength (and hence magnetic force
exerted on the particle). Mathematically this can be demonstrated as follows:

A gyrating particle in a magnetic field constitutes an electric dipole with a dipole
moment, µ:

µ =
mv 2

⊥
2B

(2.7)

The point at which the parallel velocity of the particle becomes zero, is the point at
which the velocity of the particle shifts direction at a pitch angle θ. By conservation
of energy:

v 2
1 = v 2

1,⊥ = v 2
0 (2.8)

Imagine this particle is moving along a converging field line. Think of this particle at
two points in space, one in a weak field and the other in a strong field.

µ =
mv 2

0,⊥

2B
=

mv 2
1,⊥

2B
(2.9)

Equating both sides gives:
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Figure 2.9: A schematic of magnetic mirroring of an ion gyrating about a converg-
ing/strengthening magnetic field from Baumjohann and Treumann (1996). As the ion
moves to an area of high larger magnetic field, the parallel velocity reduces until it
becomes zero.

B0

B1
=

v0,⊥
2

v1,⊥2
=

v 2
0,⊥

v02
(2.10)

The pitch angle is be represented by the velocities:

sin θ =
v0,⊥
v0

(2.11)

Thus,

B0

B1
= sin θ2 (2.12)

As the particle moves from a region of low magnetic field strength to high, the pitch
angle and hence the perpendicular velocity increases. However the total energy of the
system needs to be conserved. Therefore, the parallel velocity of the particle must fall.
Assuming the magnetic field becomes strong enough, the velocity eventually becomes
entirely perpendicular, with no parallel velocity (Figure 2.9). Here, if the particle gains
a parallel velocity from a high to low region, from an external force (i.e. an electric
field from nearby plasma), the particle’s velocity will continue increasing, effectively
mirroring back the way it came.

Plasma can be trapped if two magnetic mirrors are present, as particles "bounce"
between the two mirrors. Examples of bounce motion exist in the Earth’s magnetic
field, most notably the radiation belts, as well as the plasma sheet on the night side of
the Earth (Figure 2.6).
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2.2.4 Reconnection in the Magnetosphere

Magnetic reconnection is the main process that transfers energy between the Earth’s
magnetic field and the solar wind. When anti-parallel or oppositely aligned magnetic
field lines collide, the magnetic field lines join. Reconnection occurs throughout the
magnetosphere, but is particularly important in two regions. Firstly, directly between
the solar wind and the edge of the magnetosphere, which can lead to charged particles
in the solar wind entering the magnetic field of the Earth. Secondly, on the night-side
of the Earth. When the solar wind collides with the magnetic field of the Earth, the
magnetosphere can compress. This can lead to oppositely aligned magnetic field lines
reconnecting on the night-side of the Earth. The region where they reconnect is an area
of previously trapped plasma, known as the plasma sheet. The reconnection creates an
electric field which then drives plasma up the magnetic field lines towards the Earth.
The largest effect of geomagnetic storms is seen from currents related to this night-side
reconnection as opposed to the dayside (which itself is still significant).

Figure 2.10: Magnetic reconnection occurs in the regions where the opposite facing
magnetic field lines join, marked by the ’X’s. Two main regions exist on the dayside
and the nightside of the Earth. The direction of the electric field, driving currents in
the magnetosphere, is marked by black arrows (Eastwood et al., 2017a).

2.2.5 Geomagnetic Activity

The quiet time interaction between the magnetosphere and solar wind has been ex-
plained, however storm time needs to be addressed. Geomagnetic storms often disturb
and energise many of the existing current systems in the magnetosphere through var-
ious processes. The storms themselves are described in this section, followed by their
relative effect on current systems in the sections following. During the course of a
geomagnetic storm there are generally three main phases of activity.

1. The Initial Phase

2. The Main Phase
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3. The Substorm Phase

1. Initial Phase

The initial phase marks the start of a geomagnetic storm. Interplanetary shocks form
when fast solar wind plasma overtakes slower solar wind material, increasing the overall
density of the solar wind. This forms a shock front due to the sudden increase in density.
When the shock front reaches the Earth’s magnetic field it perturbs the magnetosphere
and disturbs the current systems already trapped in the magnetosphere. Shocks can
be marked by their sudden spike in magnetometer data upon arrival (Ontiveros and
Gonzalez-Esparza, 2010), known as sudden storm commencements (SSC). An example
of SSC on magnetometers is provided for the arrival of the 22nd – 23rd June 2015
storm in Figure 2.11. The effect is usually global (most pronounced on the dayside)
and can be seen on magnetometers all over the world.

Figure 2.11: The arrival of an interplanetary shock is shown for magnetometer obser-
vatories across Europe for the 22nd/23rd June 2015 storm. Measured magnetic field
amplitudes and orientations are mapped on the left at the arrival, with each individual
magnetic time series in a stack-plot on the right. The arrival can clearly be seen on
the right at approximately 1,115 minutes, by the sharp step change in field strength.

The global effect of initial impact leads to the most damage to satellites due to this
sharp global effect (Lakhina and Tsurutani, 2016) in the magnetosphere, however due
to the short impulsive nature of shocks, ground-based infrastructure is significantly
less impacted when compared to later phases of geomagnetic storms (Oyedukun et al.,
2020; Heyns et al., 2021).

2. The Main Phase

During the main phase, plasma transfer between the Earth’s magnetosphere and the
solar wind is near-direct. Plasma transfer can occur when the Earth’s magnetic field
“reconnects” or is anti-parallel to the magnetic field of the solar wind. This occurs
when the solar wind orientation is anti-aligned with the magnetic field direction (e.g.
IMFs Bz component < 0, see Section 2.2.7 for a more in depth explanation). This
results in the magnetic field lines joining, allowing charges to enter the geomagnetic
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field line, where the electric fields drives plasma along magnetic field lines (described in
Section 2.2.3). At latitudes like Ireland’s, the main phase is when the largest magnetic
variation is usually observed (Fogg et al., 2023). In terms of ground-based effects
of geomagnetic storms (example in Figure 2.12), this is the phase when the largest
variation in geoelectric fields and GIC is present (Oyedukun et al., 2020; Heyns et al.,
2021).

Figure 2.12: An example of a geomagnetic storm from 12 May 2021 is shown on the
Armagh magnetometer with the main phase evident in the magnetic field. On the left
the magnetic variability is shown; D , declination or the angle between magnetic and
geographic north, H, strength of the magnetic field in the direction of magnetic north,
and the rate of change of H is shown on the bottom (see Section 3.2). The arrival of
the storm from the CME can clearly be seen in the dH/dt at 07:00 UTC and persists
for 10 hours (the main phase). During this time reconnections, plasma transfer and
small shocks occur throughout the magnetosphere depending on solar wind conditions,
enhancing geomagnetic activity.

3. Substorm Phase

Magnetic reconnection can occur on the nightside of the Earth as well as the dayside.
When reconnection occurs on the dayside, plasma from the solar wind can precipitate
into the geomagnetic field. The substorm phase as opposed to the main phase is located
approximately between areas of the Earth between 20 – 03 Local time (LT) centred
around the 23h line, sometimes referred to as the Harang discontinuity (Erickson et al.,
1991). While substorms are temporally briefer than the main phase of the storm, they
occur more frequently as they can occur even during weak solar wind/IMF conditions.
However during geomagnetic storms, substorms become enhanced and strengthen the
auroral electrojet, via Birkeland current systems connecting the magnetosphere to the
ionosphere (see Section 2.2.7).
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Figure 2.13: A general depiction of the ionosphere during quiet conditions, with its
associated layers (D, E, F), with their existence depicted between the day (left) and
night (right).

2.2.6 The Ionosphere

The ionosphere is a region of partially ionised particles in the upper atmosphere of
the Earth (Figure 2.13), between approximately 60 – 1,500 km (Bilitza et al., 2011).
Unlike the magnetosphere which is purely a hot plasma, depending on conditions,
the ionosphere varies between a hot (usually at higher altitudes) and a cold plasma
(usually at lower altitudes). In terms of space weather phenomena, the ionosphere was
discovered very early compared to most magnetospheric phenomena, approximately
1902 (Griffiths, 2018). The plasma in the ionosphere allows for the transmission of
radio communication, due to total internal reflection bouncing radio waves off specific
regions, which was quickly exploited. There are two main processes which generate/feed
ions in the ionosphere: a) directly due to solar photoionisation b) indirectly due to
energetic particle precipitation. At these altitudes, the atmosphere is thin enough
so that the timescale of collisions between particles to recombine becomes relatively
long (which occurs at lower altitudes). Thus a plasma temporarily forms, subject to
the magnetic force of the geomagnetic field, which in turn leads to the formation of
electrical currents. Typically densities of ions and electrons can vary between 108 – 1012

m−1, but these densities vary significantly depending on the: a) the layer (i.e. height)
of the ionosphere, b) the time of day and c) the presence of a geomagnetic storm or
solar flare.

Particles in the atmosphere can become ionised when EUV and X-ray radiation from
the Sun impacts neutral particles, which can liberate electrons from the particle pro-
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vided the energy of the radiation is great enough. This is the main process which
generates plasma in the ionosphere as it can be independent of large magnetic distur-
bances such as geomagnetic storms, as the Sun always outputs at least a small amount
of X-ray and EUV radiation. This dependence on the Sun leads to the ionosphere
having a diurnal nature (varying based on time of day). The peak ionisation generally
occurs at midday when the Sun is most intense, while when the Sun sets, the number of
free ions and electrons become depleted due to recombination. The lowest layer of the
ionosphere, the D layer usually only exists during the day as the recombination rates
are too great, the E layer becomes depleted more slowly than the D layer, while the
F layer remains relatively intact. This is the typical photoionisation effect, although
enhancements in photoionisation occur during solar flares. Solar flares emit strongly,
albeit briefly, in the X-ray and EUV spectra, with a flux orders of magnitude greater
than quiet times on the Sun (see Figure 2.14). As a result, solar flares generate sig-
nificantly enhanced ionisation in the ionosphere. In turn, a magnetic field variation or
magnetic "crochet" occurs due to currents that form in the atmosphere from enhanced
ionisation during larger solar flare events (Whitten et al., 1965; Hayes et al., 2021,
provide a more detailed explanation). These currents, along with any other currents
higher up in the magnetosphere, generate magnetic fields according to Ampère’s law:

∇× B = µ0J (2.13)

where J is the current density. A clear depiction of this is provided in Figure 2.14, where
the magnetic field crochet from an X-class solar flare is compared to X-ray fluxes.

However it must be noted, that while photoionisation can generate magnetic variations,
they are generally at most, an order of magnitude smaller than the variations related
to geomagnetic storms (10 nT’s compared to 100 nT’s), which can cause damage to
ground-based infrastructure.

Ions can also enter the ionosphere from the magnetosphere, though to a lesser extent,
during quiet solar conditions. During geomagnetic storms however, disrupted current
systems in the magnetosphere transfer significantly more energetic particles into the
ionosphere. These particles originate from regions of trapped plasma within the magne-
tosphere (trapped via magnetic mirroring), such as the radiation belts, or the plasma
sheet (Gasdia and Marshall, 2021). Particles lose energy during collisions and thus
the more energetic the particle, the lower in altitude it can penetrate to. In terms of
ground-based magnetic effects, the E layer is generally dominant, with Hall currents
(see Section 2.2.8) strongest in this region (Wilkinson et al., 1986), with a relatively
small effect from the D and F regions.
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Figure 2.14: A significant X-class flare from 03/07/2021. The X-ray flux from the
GOES satellite (top panel) is compared to the three components of magnetic field vari-
ation at Dunsink Observatory (Bx, By and Bz). A sizeable reduction in the magnetic
field strength occurs in response to the X-class flare at around 14:30 UT. After 14:30
UT, the magnetic field dips due to ions and electrons recombining.

2.2.7 Ionosphere-Magnetosphere Coupling

The ionosphere and magnetosphere current systems are complicated, in many cases are
interconnected. The primary driver of magnetosphere ionosphere coupling is known as
the Dungey cycle, where ultimately the solar wind and magnetic field interaction drives
the transport of magnetic flux within the magnetosphere, via magnetic reconnections
(Dungey, 1961) in a repeating loop. The magnetic field lines of the Earth point from
South to North at the reconnection point between the Earth and IMF, so hence when
the IMF’s Bz component is negative (North to South), reconnection can occur most
readily. Magnetic flux is transported from the dayside of the Earth to the nightside of
the Earth (by these newly opened magnetic field lines), where the magnetic field lines
undergo reconnection again, this time between lines northern and southern hemisphere
before returning to the dayside (see Figure 2.10). At each point these magnetic field
lines are connected to the ionosphere at the pole by these open magnetic field lines,
along which current systems can transport energy from the magnetosphere to the iono-
sphere and vice-versa, known as field aligned currents (FAC) or Birkeland currents
(Birkeland, 1908). A schematic of this interaction is shown in Figure 2.15.
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Figure 2.15: The motion of magnetic field lines through the process of the Dungey cycle
(Hughes, 1995). The corresponding magnetosphere and ionospheric FAC are shown via
the numbering in order of progression. After reconnection open magnetic field lines flow
from day-side to night-side, also leading to ionospheric convection, before reconnecting
on the night-side.

2.2.8 The Auroral Electrojet

The principal ionospheric current system of main concern is the auroral electrojet,
which coincides in time with the appearance of visible aurorae and during geomagnetic
storms can generate currents in excess of 1 million amps (Kamide and Baumjohann,
1993). The auroral electrojet is a Hall current (flows primarily horizontally not verti-
cally) and is generally confined close to the northern and southern geographic poles. It
peaks around an area known as the auroral oval, which during quiet times is generally
located 65 – 75o geomagnetic latitude in the northern hemisphere (Johnsen, 2013).
However, this can expand significantly further North and South during geomagnetic
storms. Due to its amplitude and proximity to the surface of the Earth, it generates
the largest magnetic variation and hence the largest induction in conductors such as
power grids.

An example of the magnetic amplitude generated by the auroral electrojet can be
estimated at the surface of the Earth, to help demonstrate how the electrojet can
generate large magnetic variations. The Biot-Savart law, can be used estimate the
magnetic field due to an electrical current:

B =

∫
µ0I

4π

d l× r̂

r2
=

∫
µ0I

4π

d l sin (θ)

r2
(2.14)
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Figure 2.16: The simulated horizontal (H ) and vertical (Z ) components of the mag-
netic field generated due to a line current of 1 million amps, 100 km above the surface
of the Earth (Boteler and Pirjola, 1998). The magnetic field consists of "external" and
"internal" parts, with the total being the sum of these two components. "Internal"
represents magnetic variation driven directly by the electrojet, "external" for the in-
duced Earth currents.

where I is current, r is the distance between the electrojet and the surface, dl is the
length of each infinitesimal-segment of the electrojet and θ is the angle between the
surface and electrojet, relaltive to the direction in which the jet is travelling.

Using a few simplifications, an estimate for the magnetic field strength can be derived:
a) If one assumes the electrojet is directly overhead, then sin θ = sin 90 = 1; b) Assume
that the length, l, is straight and can be approximated by

∫ L

0
d l = L. Here, the strength

of the electrojet to be is estimated to be 1,000,000 A, the distance, r, to be 100 km
from the surface and the length of the electrojet to be 600 km (Campbell, 2003, a good
estimate):

B =
µ0IL

4πr2
=

4π × 10−7(106)(6× 105)

4π(105)2
= 6, 000nT (2.15)

This estimate is slightly worse than the better derived and tested estimate of ≈ 2,500
nT for 1,000,000 A from Boteler and Pirjola (1998), but within the same order of
magnitude (see Figure 2.16). To put this into perspective, 2,500nT is about 3 – 5%
the strength of the Earth’s internal magnetic field felt at the surface.

To explain why the auroral electrojet generates the greatest magnetic field at surface
level, some terms of the Biot-Savart law can be used (Equation 2.15). The auroral
electrojet is the current system in the ionosphere where the r2 is low. Larger ampli-
tude current systems exist higher in the magnetosphere, however the distance to these
systems is at least an order of magnitude greater, so the inverse r2 relation leads to a
comparatively low magnetic effect on the surface. An example the magnetic signature
of the auroral electrojet is plotted in Figure 2.17
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Figure 2.17: An example of the magnetic variation due to the auroral electrojet is shown
for the St. Patrick’s day storm, 2015. The electrojet can be seen at approximately 60◦.
The same shape of the H and Z components in Figure 2.16 are present across the map
of magnetometer sites (a large peak in H is associated with the Hall currents directly
overhead, with peaks in Z north and south of the peak H, denoted the position of the
FAC).

2.2.9 Seasonality in Geomagnetic Fields

Seasonal patterns are present in geomagnetic activity which should be considered when
analysing the geomagnetic field. Patterns in geomagnetic activity are present during:
a) the course of a solar cycle (see Section 2.1.5); b) monthly; c) diurnal, d) longer term
(i.e. decades and beyond). An explanation of each of these maxima unrelated to the
solar cycle is provided in this subsection.

Monthly Patterns

Monthly seasonality exists in geomagnetic activity and peaks during equinoxes, seen
both in frequency and intensity of geomagnetic storms (Patowary et al., 2013), as well
as historically by frequency of auroral observations (Chapman and Bartels, 1940). The
main hypothesis to explain this seasonal effect is the Russell-McPherson effect, whereby
the angle of the magnetosphere relative to the solar wind velocity direction is to blame
(Russell and McPherson, 1973). During the Spring and Autumn the relative angle be-
tween the Earth and the orbital plane (and hence the magnetosphere) is approximately
90o to the velocity of solar wind (Figure 2.18). This angle changes to 90 ± 23.5o during
the Summer and Winter and leads to poorer coupling between the geomagnetic field
and the solar wind and thus poorer reconnection between the two, leading to relatively
less geomagnetic activity.
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Figure 2.18: The axis of the Earth as it orbits the Sun, looking down on the Earth from
above (northern hemisphere). Red denotes position of the geographic poles (approx-
imately the position of the current geomagnetic pole), while light blue denotes right
angle point to the solar wind (in the ecliptic plane). During Spring and Autumn, the
pole is at a right angle to the relative direction to the solar wind, while during Summer
the pole points towards the Sun and away during the winter

Diurnal Patterns

Diurnal patterns relate mainly to the phases within geomagnetic storms, described in
Section 2.2.5. The largest amount of activity is observed at the night sector of the Earth
and relates to the substorm phase of geomagnetic storms, while the weakest activity
is seen at the day-side of the Earth, with ionospheric current systems weakest in this
region during storms (Figure 2.19). The initial phase generally peaks approximately
on the day-side of the Earth (09 – 15 hours local time), the substorm is only observed
on the night side (approximately 21 – 03 hours), while the main phase is usually most
prominent in the dawn and dusk sectors (approximately 03 – 09 hours, 15 – 21 hours)
(Lakhina and Tsurutani, 2016).

Longer Term Trends

Over significantly longer timescales, the geomagnetic field is dynamic, varying in terms
of both amplitude and orientation. This is probably related to changes in the dy-
namo at the core of the Earth, which are poorly understood. For the most part these
changes can be observed as a slow "wobble", whereby the magnetic field strength weak-
ens/strengthens slightly and magnetic poles shift marginally before returning closer to
their geographic pole and original amplitude (Nilsson et al., 2022). Locally, proximity
to the poles is strongly related to the strength of magnetic variations felt during geo-
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Figure 2.19: A daily plot highlighting extreme values in magnetic field strength and
variation between 1991 – 2023 for the Valentia magnetometer (Fogg et al., 2023). The
majority of peak values occur around 21:00 – 01:00, related to the substorm phase of
the geomagnetic storms.

magnetic storms, but particularly near the 50o mark, and thus studies extrapolating to
longer-term predictions need to account for this factor (Pulkkinen et al., 2012; Rogers
et al., 2020).

2.3 Transition from Geomagnetic to Geoelectric Fields

Up until this point, the "space" side of space weather has been the focal point. Now, a
more geophysical standpoint is taken, focusing on the response of the Earth and Earth-
based systems driven by these magnetic variations During geomagnetic storms, the
magnetic field variation interacts with the resistive subsurface of the Earth’s uppermost
layer, called the lithosphere. This layer consists of the crust and uppermost rigid part
of the mantle, Figure 2.20). The lithosphere most often extends to depths of ≈ 100
km, but can extend to depths up to 500 – 600 km in specific regions (Anderson, 1995),
related to the subduction of tectonic plates beneath each other. In Ireland, electrical
resistivity profile mapping suggests that this boundary between the lithosphere and
underlying astenosphere (the more fluid like mantle) lies at ≈ 150 – 200 km depth
(Kiyan et al., 2018).

The magnetotelluric (MT) method is a technique used to image the electrical properties
of the lithosphere by exploiting the natural variation of the geomagnetic field (most
notably due to space weather effects) and measuring the geoelectric fields induced in
response to magnetic variations at the surface. "telluric" refers to the electric currents
induced in geological structures, while the "magneto-" refers to the varying magnetic
fields driving these currents. The method was devised first by Tikhonov (1950) and

33



Figure 2.20: An example case of the structure of the crust and upper mantle of the
Earth (Earle et al., 2019). The lithosphere is made up of the crust and the uppermost
rigid part of the mantle. Below the lithosphere is the asthenosphere, which is relatively
conductive compared to the lithosphere and hence generates comparatively weak geo-
electric fields at the surface.

Cagniard (1953). By measuring both the magnetic and electric field at the surface
of the Earth, the electrical properties of the Earth (i.e. how resistive the underlying
rock is) can be derived. In terms of space weather, the geoelectric field is the driver
of GIC in power-lines, hence why it is considered here. The MT method is used to
calculate the geoelectric field at the surface of the Earth. This can be done either
directly, using transfer functions, or indirectly using resistivity models derived from
MT measurements instead to model the geoelectric field. Aside from space weather,
magnetotellurics has many other useful purposes. Information about the resistivity of
subsurfaces can be used for mineral exploration, carbon sequestration, thermal energy
and hazard prevention/prediction.

2.3.1 An explanation of MT sources

Theoretically speaking, for any source that has a time-varying magnetic field, the
response of the subsurface can be measured using the MT method. Usually to have
any noticeable effect, the amplitudes of the varying fields must be relatively large.
While space weather is the most significant source, other sources also exist. While
some of these sources are useful for understanding the subsurface, more often than not
these sources can be a nuisance (particularly artificial man-made sources), effectively
leading to noise in MT data that needs to be carefully considered. Signals can be
separated by frequencies, with frequency being a good proxy to determine the depth
at which the response originates from in the subsurface. Shallow structures generally
respond to short periods, with deep structures responding with long periods. Examples
of natural sources include:

1. For period ranges ≈ 10 – 10,000 s, space weather is the main source of variations.
Changes in the magnetospheric and ionospheric sources are slow and thus the
induced response is as well.
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2. A daily variations exists related to the ionisation of the ionosphere from Solar
variation, between ≈ 1,000 s – 24 hr.

3. Lightning affects almost all frequencies when it strikes nearby, from 0.001 Hz
to 1,000 Hz. However this is rare. A more notable peak caused by lightning,
however, is called the Schumann resonance, a peak at ≈ 7Hz, related to the wave
generated in the ionosphere after a lightning strike.

4. The long-term variation of the Earth’s magnetic field, due to changes in the
currents generating the magnetic field in the core. These changes however, exist
at much much higher periods, within a period ranging from years to thousands
of years.

5. Motion of the tides at the coast affects long periods, >1,000 s (Beggan et al.,
2021). For this reason, many surveys often avoid coastal areas.

An MT "dead-band" exists between the ≈ 1 – 7 Hz range, where natural sources rarely
generate any signals. Many wave-cycles are needed to accurately reproduce a signal and
at least a month of data should be measured to return enough data for the purpose of
space weather. Before getting into the intricate mathematics behind MT a description
of the basics of electromagnetism is provided below to help grasp some basic principles,
which eventually scale up to the method behind MT. So I will attempt to use basic
electromagnetism to help explain why currents are induced in the Earth’s subsurface.
Firstly, the basic Faraday’s law and Ohm’s law (in terms of electric fields) will be used:

∇× E = −dB

dt
(2.16)

E = ρJ (2.17)

where E is the electric field, B is the magnetic field, J is current density and ρ is the
resistivity of a material.

In the case of the Earth, a magnetic field variation occurs (due to space weather,
or some other phenomena). This magnetic field then induces an electric field, E.
This electric field in turn, induces a current into nearby conducting materials. The
conducting material in this case is the Earth. From Ohm’s law, we see that the current
induced is inversely proportional to the conductivity, so hence the more resistive the
material is, the larger the induced current will be. When we compare the conductivity
of different matter within the Earth, rock is generally the most resistive and hence
where the largest charge is induced (rock ≈ 10−6 – 10−1 S/m, Sea water ≈ 10 S/m,
atmosphere ≈1018 S/m). This is due to the combined effect of this high resistivity, and
the simple fact that rock is the most abundant material on the Earth.

Now imagine an example of a grounded conductor that is affected by the electric force of
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this subsurface current. For simplicity, imagine this subsurface current is a point source
a distance r from the conductor. We can describe this electric force by Coulomb’s law
for a point charge (the Earth) and a horizontal line:

Fcond = kqQEarth
2L

r 2
√
r 2L2

∝ qQEarth (2.18)

where k is a constant, Q is the total charge of the Earth, q is the charge of the
conductor, the cond subscript is used to denote the conductor and L is the length of
the conductor. Converting to electric field, to express the electric field exerted by the
Earth on the conductor, Econd , we get:

Econd =
Fcond

q
∝ QEarth (2.19)

Focusing on the proportionality between terms, we can show that the driver of a GIC
is the charge of the Earth itself.

Icond ∝ Vcond ∝ Econd ∝ QEarth (2.20)

where V is the voltage on the conductor. In this simplified case, the charge of the
Earth generates an electric field which drives a current in our conductor. In the same
general manner, GIC are induced in power grids although with significantly less simpli-
fications. On the topic of rock types, type strongly affects how resistive the subsurface
is, though factors like temperature, pressure and water content of a rock can augment
or weaken the resisivity by orders of magnitude. Resistivity generally decreases with an
increase in temperature, an increase in water content and an increase in temperature.
Metamorphic rocks are generally the most resistive rock type, with sedimentary rock
types being the least resistive, with igneous rocks in between (Loke, 2001).

2.3.2 Assumptions of the MT method

The MT method has a particular set of assumptions and simplifications which are
used when estimating the electromagnetic (EM) response of the Earth. This method
is detailed and explained in more depth in Simpson and Bahr (2005). Here, a list of
simplified assumptions which are used are stated below:

• Maxwell’s equations are always obeyed.

• The Earth only absorbs and dissipates EM energy. It generates no EM energy of
its own.

• All EM fields are conservative and differentiable away from their sources.
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• EM source fields, generated by relatively far away ionospheric currents sheets
are treated as uniform plane-polarised EM waves generated at a distance, which
propagate into the Earth at a near-vertical angle of incidence. This is called the
plane wave assumption or approximation.

• The Earth is a conductor that strictly follows Ohm’s laws (Equation 2.17).

• The bulk resistive properties of underlying rocks are more important than the
resistive properties of individual minerals within rocks.

• No charges are accumulated in a 1D Earth. In a 2/3D Earth, charges can accu-
mulate along conductivity discontinuities.

• The ‘quasi-static’ approximation holds true for the total current density (dJ
dt

= 0).
A quasi-static system is a system in which a quantity vary slowly. In this case,
this means that time-varying displacement currents are negligible compared to
conduction currents, essentially indicating that induction is a diffusive process.

Of each of these simplifications the plane wave assumption is perhaps the most limiting,
as it neglects to account for the curvature of the Earth. This means that for cases where
the curvature of the Earth is more significant, the MT model performs more poorly.
One such case is for very long period magnetic variations, which induce charge deeper
into the Earth , > 10,000 s (Madden and Nelson, 1964). For space weather, the majority
of the signal is concentrated below this range. The other main case is when lower-lying
ionospheric currents are present, most notably the auroral and equatorial electrojets
(Section 2.2.8), the method will no longer perform as accurately as the assumption that
the currents are far away is no longer valid (Simpson and Bahr, 2005). This indicates
the method should not perform as well for polar and equatorial countries.

2.3.3 Diffusion Equations

The following vector identity can be applied to Faraday’s law (Equation 2.16), when
the curl of Faraday’s law is taken, to determine the diffusion equation of the electric
field (∇2E):

∇×∇× E = (∇ · ∇E)−∇2E = −∇2E (2.21)

Following the assumption that the Earth generates no EM energy of it’s own, ∇·E = 0

and subbing Faraday’s law into the identity:

∇×∇× E = −∇2E => ∇2E =
d

dt
(∇× B) (2.22)

The curl of the magnetic field can be represented by maxwell-ampere law:
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∇× B = µ0(J+ ϵ0
dE

dt
) = µ0(

E

ρ
+ ϵ0

dE

dt
) (2.23)

Provided the plane wave assumption holds true, the electric and similarly magnetic
fields can be expressed as waves, in the form

E = E0e
−(kz−iwt) (2.24)

B = B0e
−(kz−iwt) (2.25)

where E0 and B0 are the amplitudes of E and B at origin, ω is the angular frequency
and k is the wavenumber. By differentiating each side of these equations with respect
to time, the rate of change of B and E can be related to the electric and magnetic wave
functions, by:

dB

dt
= iωB (2.26)

dE

dt
= iωE (2.27)

Hence, the diffusion equation of the electric field, and the magnetic field can be repre-
sented by:

∇2E =
iωµ0E

ρ
(2.28)

∇2B =
iωµ0B

ρ
(2.29)

The diffusion equations describe how the EM signals are dissipated as they travel
through a medium. What is important to note is the proportionality between the
frequency of the signal and the diffusion. What this signifies in terms of the induction
of the Earth, is that high period signals (e.g., 10,000s) can propagate to greater depths
than low period signals (e.g., 1s).

2.3.4 Electromagnetic Skin Depth and Resistive Structure

The depth to which a signal strength can propagate to can be quantified by the skin
depth. The solution for the partial differential Equation 2.28, assuming a vertical
source field is:

E = E1e
iwt−qz + E2e

iwt+qz (2.30)
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where z is the depth, q is the complex skin depth term. To satisfy the assumption
that the Earth does not generate energy, E2 is set to zero. If we assume the resistivity
distribution is homogeneous, and thus ρ is constant with depth, the second derivative
with respect to depth of Equation 2.30, the complex skin depth can be solved for
relative to E:

d2E

dz2
= q2E1e

iwt−qz = q2E (2.31)

As the medium is uniform, dE
dt

= 0, and hence

∇2E =
d2E

dz2
(2.32)

By equating Equation 2.28 with Equations 2.31 and 2.32.

q2E =
iωµ0E

ρ
(2.33)

q =

√
iωµ0

ρ
(2.34)

The electromagnetic skin depth, δ(ω), the real part of the inverse of the complex skin
depth (1/q), is the depth to which an EM wave with angular frequency, ω, travelling
through a medium with electrical resistivity, ρ, dissipates to 1/e its original amplitude
in metres. The skin depth is:

δ(ω) =

√
2ρ

ωµ0
≈ 503

√
ρT (2.35)

where T is the period of the signal. The relation between the depth the signal propa-
gates to and the frequency/period of the signal can be estimated using skin depth. Skin
depth is generally used as a proxy to mark the depth to which a signal’s amplitude is
great enough to induce a charge in the Earth. We can use this function to illustrate the
impact subsurface geology and hence resistivity has on induced electric fields. Firstly, I
assume the Earth is entirely homogeneous and hence has uniform resistivity. Using the
conductivities of rock mentioned in Section 2.3.1, and evaluating the skin depth across
the geoeffective periods (≈ 10 – 10,000 s), the depth to which geomagnetic signals
propagate can be estimated.

In Figure 2.21, a dramatic difference between the most and least resistive rocks is
present. For the conductive rock (10 Ω m), the skin depth barely reaches below 10 km
and cannot even propagate below 1 km for weak signals. In the case of a resistive rock
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Figure 2.21: Equation 2.35 plotted across the main period range affected by geomag-
netism (10 – 10,000 s), for two different resistivity settings between which most rock
are present, ρ = 10 – 106 Ω m.

(106 Ωm), the signal can easily propagate down 100 km for most periods and 1,000 km
for longer periods. When the rock is more resistive it can much more easily become
charged. In reality, the surface of the Earth is not at all homogeneous and some of the
patterns seen here are not observed in nature. Notably, the resistivity of rock falls off
dramatically below the lithosphere, with the asthenosphere and below are composed of
relatively conductive rock and hence induction below a few hundred kilometres usually
falls off significantly (hence higher periods then 10,000 s are usually not required for
this reason, but should be considered if the lithosphere extends deeper).

2.3.5 Galvanic Distortion

Galvanic distortions are frequency-independent distortions in the regional electric field
measurements caused by local, near-surface inhomogeneities , commonly observed in
MT surveys (Ledo et al., 1998; Rao et al., 2014; Delhaye et al., 2017, Figure 2.22).
The main issue with galvanic distortions is that they alter the appearance of deeper
regional structures driving the geoelectric field. Galvanic distortions can both alter the
amplitude of the electric field at a site, sometimes by orders of magnitude, as well as
change the dominant orientation as a result of the geoelectrical structures (Chave and
Jones, 2012). In terms of mapping subsurface resistivity, galvanic distortion is noise (see
Figure 2.23), with much research into these distortions by the MT community in order
to remove or mitigate their effects. Near-surface inhomogeneities that can accumulate

40



Figure 2.22: A representation of the localised near-surface inhomogeneities, that cause
galvanic distortions in measured geoelectric fields, from Utada and Munekane (2000).

significant charge are generally responsible for this distortion, though topography can
also generate these distortions (Käufl et al., 2018).

While for resistivity maps galvanic distortion can be considered noise, in terms of
modelling GICs these galvanic distortions should be considered. These local effects
alter the geoelectric fields that drive GICs, so hence individually they can also generate
a current, albeit at a smaller scale. Most space weather studies include distortions for
this reason. There is an issue with this, however, in that galvanic distortions are highly
localised. When interpolating between sites a local effect is extrapolated across a larger
region, causing a similar issue to the subsurface mapping. Whether or not including
galvanic distortion in models or removing it would produce a better model has not
been well researched, hence in chapters 5, 6, 7 we analyse this topic in more detail,
using separate models with and without a distortion correction.

2.4 Geomagnetically Induced Currents in Power Grids

During large geomagnetic storms large dB/dt can drive significant electric fields, which
pose a hazard to power-lines, pipelines, among other infrastructure. Here, we mainly
focus on its effect on power grids. GICs are a collection of alternating currents (AC) of
slow time-varying frequencies directly dependent on the frequency of geoelectric fields,
whose sum acts like a direct current (DC). GICS in Ireland could reach over 100 A
which is more than sufficient enough to cause damage to transformers in power grids
(Blake et al., 2018). In the case of power-lines, GICs can cause damage to transformers
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Figure 2.23: The effect of galvanic distortion demonstrated for an artificial resistivity
profile from Rung-Arunwan et al. (2022). Three imaginary measurement sites at the
surface are denoted by the small black triangles. The true profile is on the top left, the
estimated profile using these measurement sites is on the top right. At the bottom,
galvanic distortion is introduced near the surface, which changes the apparent resistiv-
ity profile at depth and creates artefacts in the profile.
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Figure 2.24: A visual representation of the GIC induction (red) in a power grid through
grounded transformers, driven by the inducing geoelectric field, E (blue).

by causing overheating, due to the saturation of the power-grid’s AC currents, caused
by the addition of the DC-like GIC. In the case of pipelines, GICs act like a catalyst,
accelerating corrosion in the pipeline via electrolysis. These electric fields can induce
GICs, according to the formula:

Vab =

∫ b

a

E · dS (2.36)

where a and b are the two grounding points, V is voltage and S is the displacement
between points a and b (Figure 2.24).

While Equation 2.36 works for a simplified single line of a power grid, other factors need
to be accounted for. This includes the resistances of components of the power grid,
line resistance and grounding resistance at transformers, how different power lines are
connected to one another and interact and types of transformer winding configurations.
Estimating GIC requires looking at the summed effects of all these factors together.

2.4.1 Transformers and the Effect of GIC

Transformers are devices in power grids used to convert electrical energy from one
alternating circuit to another voltage either higher or lower, or to a different form (i.e.,
AC to DC). When electricity is produced at a power plant, it is immediately stepped
up to a higher voltage (V) by reducing the current (I), thus conserving power (P)
according to Ohm’s law.

P = VI (2.37)
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The purpose of stepping up the voltage is in order to allow for long distance transport
of electrical power as reducing voltage reduces the voltage drop, or essentially lost
power along the line according to:

∆V = 2ISR (2.38)

where R is the resistance along the line, S is the displacement. After transmission along
the line, the voltages are then reduced again by a transformer, for use in commercial and
domestic applications. Standard high voltage power networks use three-phase AC with
transformers to readily convert between different voltage levels (Boteler and Pirjola,
2014). These consist of three power lines with the voltage of each wire 120o phase
shifted relative to the other wires but at the same amplitude and frequency (hence
why high voltage transmission lines have three lines instead of one). These three
phase transmission lines are connected at transformers to a neutral point connected
to ground at each end as a safety feature. During normal conditions, the sum of the
power between the three lines is zero and thus no power is transferred to ground. If
there is an imbalance in one, the excess power flows into the ground.

The connection to ground is where the issues related to GIC begin, however. The
connection allows for current to flow from ground into the grid and from the grid
to ground. As mentioned before (Section 2.3.1), the geoelectric field can drive GIC
between transformer sites along transmission lines. The transmission lines form an
effective short circuit, which electric fields can use to dissipate built up electrical energy.
When the GIC enters the network, its path is subject to Kirchoff and Ohm’s laws,
which depend on the topology and resistance of the network. While the power lines
are relatively unaffected by this current, the transformers are not.

The mentioned transformers are designed for AC of a specific frequency, 50Hz in the
case of the Irish power grid. GIC are not induced at this frequency and are instead
similar to inducing a DC current (see Figure 2.25). GIC are in fact AC currents also,
but very slow varying and induced at multiple frequencies between the geomagnetic
inducing frequency range (Oyedukun et al., 2020, ≈ 0.1 – 0.0001Hz) and act DC-
like compared to the fast varying 50Hz signal. Introducing DC to AC offsets the
AC sinusoid and leads to half-cycle saturation. Transformers are designed to be very
efficient, so the addition of even a small GIC can cause significant saturation every
half-cycle (Gaunt and Coetzee, 2007). This produces three main issues: transformer
overheating, harmonic generation and reactive power losses.
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Figure 2.25: An example of the half-saturation cycle generated by introducing an
additional DC signal onto an AC current. The saturation point, denoted by dashed
lines, can become exceeded which leads to the loss of magnetic flux, which can in turn
lead to overheating.

Overheating

With an added DC component, the non-magnetic shields used to control magnetic flux
in the transformer will begin to hold more and more flux. This can generate eddy
currents which encounter internal resistance in the transformer, with the energy dissi-
pated in the form of heat. Large and sustained GICs have the potential to completely
destroy the transformer in this manner, and repeated heating of the transformer can
damage its thermal insulation, leading to reduced performance and lifespan (Koen and
Gaunt, 2003; Gaunt and Coetzee, 2007). For instance, the example shown in Figure
1.6 was first damaged by a geomagnetic storm in Halloween 2003 before a geomagnetic
storm in November 2003 further damaged it beyond repair. In extreme cases however,
a transformer can be damaged beyond use in a single geomagnetic event.

Harmonic Distortions

Transformers are normally designed to only generate signals with only odd harmonics
(i.e. 50, 150, 250 Hz, see Section 3.5.2 later for an example of this) and thus gener-
ally built to only cope with odd harmonics. Half-cycle saturated transformers are a
source of even and odd harmonics however (Dong et al., 2001; Clilverd et al., 2020).
Harmonic distortions can result in a series of malfunctions in a transformer, such as
tripping of circuit breakers and to the reduced performance of control systems, which
can ultimately lead to failures. Harmonics generated by GICs were the main cause for
the Quebec blackout in 1989 (Bolduc, 2002).
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Reactive Power Losses

Reactive power losses are not only an issue related to GIC, but an issue generally
for power grids as saturated transformers have a higher reactive power consumption
(Qin et al., 2011). Large changes in the reactive and real power balance can cause
voltage fluctuations in the system (Pulkkinen et al., 2017), as well as reducing the long-
term efficiency of the transformer. This lack of synchronisation can end up leading to
faults within a system. Coupled with overheating problems and harmonic distortion
in individual transformers, this can lead to a failure across the grid.

2.4.2 Potential Mitigation of GIC

A few different techniques and/or upgrades can be employed to mitigate GIC damage.
However, due to the complex nature of power grids, there is no simple fix or solution.
The most common way is by installing large capacitor banks at individual transformers.
These capacitors are installed at the neutral point of these transformers and effectively
block any GIC from entering the power grid. There are two main downsides to these
however. Capacitor banks are quite expensive and difficult to install, meaning they
can’t feasibly be installed across an entire grid of hundreds of transformers. Often these
banks simply offload the GIC to other transformers instead, so if they are installed,
they should be installed with caution to ensure they don’t worsen the issue across a
power grid (Marti, 2014; Mac Manus et al., 2023).

An alternative approach is to use neutral earth resistors (Divett et al., 2018). Neutral
earth resistors (NER) increase the effective resistance between the neutral grounding
point and the higher voltage levels within the transformer, without completely cutting
off GIC from entering. Their effectiveness was tested in the New Zealand south island
power grid by artificially introducing large DC currents into the network, with the NER
not used experiencing saturation before using NER to reduce the effects (Lapthorn
et al., 2023; Clilverd, 2023).

The use of transformers of differing ages and types can also be considered. Newly
installed transformers are more robust than older transformers and can withstand GIC
for longer. Old transformers can slowly accumulate damage which makes them more
susceptible to saturation and overheating (Koen and Gaunt, 2003). The ferromag-
netic core material of the transformer can be changed to increase the saturation point
caused by GIC (Fritsch and Wolter, 2023; Zeraati et al., 2021). Simple two-winding
transformers are usually less prone due to added shielding compared to the more com-
plex and efficient auto-transformers. How well a transformer is performing can also
be monitored. Transformers that are struggling especially due to overheating begin to
out-gas compounds in oils used in their operation. Out-gassing measurements can be
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taken intermittently to monitor the performance of the transformers and help deter-
mine whether a transformer is struggling after a space weather event and needs to be
replaced (Gaunt and Coetzee, 2007).

2.4.3 Modelling GIC: The Lehtinen-Pirjola Model

The most widely used model to estimate GIC in power grids is the Lehtinen-Pirjola
(LP) model (Lehtinen and Pirjola, 1985; Boteler and Pirjola, 2014). This is the method
of modelling GIC in power grids implemented later in this work (Chapter 7). Power
grids consist of many grounded transformers, with power transmission lines connecting
each node that these ground points lie on, forming a complex circuit system. The LP
model is based of Kirchoff’s current law, a net current flowing into a node, k, branches
of into the other nodes within the circuit, n:

ik =
N∑

n=1

ink = −
N∑

n=1

ikn (2.39)

where i denotes current in a specific branch, N is the number of branches. The current
branch ikn is driven by an electromotive force (emf, ekn), the potential difference between
the two nodes (vk−vn) and the admittance(i.e. how easily a current can flow in a circuit,
measured in Siemens, S) of the branch ykn.

ik = ykn[ekn + (vk − vn)] (2.40)

Equating Equations 2.39 and 2.40 yields:

ik = −
N∑

n=1

ykn[ekn + (vk − vn)] (2.41)

The emf across an individual transmission line can be represented by a current source:

jkn = eknykn (2.42)

The summed currents provide the current directed toward each node in the network:

Je
k = −

N∑
n=1

jkn (2.43)

where n = k . Substituting Equations 2.42 and 2.43 gives:
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ik = Je
k = Je

k − vk

N∑
n=1

ykn +
N∑

n=1

vnykn (2.44)

The first sum in Equation 2.44 represents the dependence of current ik on voltage vk

while the second sum gives the dependence of the current relative the voltage on the
other nodes vn. The first summation gives diagonal elements of a network admittance
matrix, Y,

Y n
kk =

N∑
n=1

ynk (2.45)

as opposed to the second summation whose elements are off-diagonal:

Y n
kn = −ykn (2.46)

Combining Equations 2.44, 2.45 and 2.46, and re-writing each term in matrix form
gives:

Ie = Je − YNVn (2.47)

where I is the column matrix of currents, V is the column matrix of voltages. The
voltage matrix can be related by Ohm’s law provided the impedance is known:

Vn = ZeIe (2.48)

Equating Equations 2.47 and 2.48 and solving for Ie, leads us to an equation we can
estimate the current out to be:

Ie = (1− YnZe)−1Je (2.49)

where 1 is the identity matrix.

2.4.4 Calculating GIC from Geoelectric Fields

A method to theoretically calculate the current across a power grid has now been
provided. Now for the purpose of this work, a method to relate the electric field at
each node of the power network to the current is desired.

The admittance matrix is defined by the resistances between the nodes of the network
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Yij = − 1

Rij
=

N∑
n=1

1

Rki
(2.50)

where i and j are nodes of the network, assuming i ̸= j and k is the end point along
the line. If the nodes i and j aren’t connected then Rij is assumed to be infinite.

The column vector Je has components:

Ji =
∑
k ̸=i

Vki

Rki
(2.51)

The voltage across the network can be calculated use an electric field values, provided
the path of the network is known:

Vki =

∫ i

k

EdS (2.52)

where dS is the differential path. Hence, the electric field can be used to estimate
the current at each node. The current between nodes is sent over 3 sets of power
transmission lines as opposed to a single, parallel to one another. The resistance along
each of these lines (Rp) is assumed to be equal and thus, the equivalent resistance (Re)
across each conductor is given by:

1

Re
=

1

Rp
+

1

Rp
+

1

Rp
, Re =

Rp

3
= Rij (2.53)

Provided enough information about the power grid is known, electric fields can be
used to make practical estimates of the GIC. This information includes transformer
winding resistances, coordinates of the transformers and details on the connections
between separate transformers, the grounding resistance at each node and resistance
along transmission lines. Ireland has a small, effectively isolated power grid, only
connected to external grids between high voltage DC interconnectors. This makes
the island an ideal case to study the effects of GICs across an entire grid, as any
GIC induced in the power grid should solely be due to GICs entering from grounded
transformers in the Irish power grid, with no other external source.

2.4.5 Transformer Types and Windings

There are two main transformer types used throughout power grids, two-winding and
auto-transformers (Figure 2.26), which each have to be accounted for separately in a
GIC model. The auto-transformer consists of a single coil, used for both the primary
and secondary winding in the circuit, between a high and low voltage node. Two-
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Figure 2.26: A schematic of a two-winding transformer (left) and an autotransformer
(right) for a single phase. The two winding transformer consists of single coil between
voltage busbars while the two-winding consists of two separate coils, from Blake (2017).

winding transformers (YY or Y∆) in contrast, are made up of a separate primary and
secondary winding connecting to a higher and lower winding busbar (bus) within a
substation. The benefit of auto-transformers is that they reduce the amount of copper
used and are thus cheaper. Two winding transformers are beneficial in that they are
generally safer to operate as the primary and secondary windings are separate. Both
have different design features and thus this need to be considered differently in GIC
models. The solution to this when modelling is to consider high and low voltage nodes
of YY transformers to have infinite resistance (Boteler and Pirjola, 2014, 2017), as
virtual nodes. Similarly, autotransformers are considered to have an infinite resistance
at the high voltage node.
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3 Monitoring Geomagnetic Storms

In this chapter, more of the physical and operational aspects of the project as a
whole are discussed. This is focused mainly on the Magnetometer Network of Ireland
(MagIE), which includes the maintenance of the DIAS/TCD operated geomagnetic ob-
servatories, upgrades to the network and the magnetometer website (www.MagIE.ie).
The network monitors and archives magnetic variations during geomagnetic storms and
is thus pivotal to the work regarding the modelling of ground-based effects of space
weather in later Chapters. Prior to the outline of the network in this Chapter, a gen-
eral overview on geomagnetic observatories is provided, describing how magnetometers
work, the types used for ground-based monitoring and then how they can be used to
classify geomagnetic activity.

3.1 Magnetometers

A magnetometer is a device which is used to measure magnetic induction, and estimates
the magnetic field strength based on the induction. Magnetometers are used in many
sectors, with common and simple everyday examples in sensors for cars, traffic lights
and fridges. The most basic form of magnetometer is the Hall effect sensor, which is
used to measure the voltage difference across a surface in response to a magnetic field.
The magnetic field can then be estimated by:

V = R(
I

t
× B) (3.1)

where V is the voltage, I is the current, t is the thickness of the conductor and B is the
magnetic field strength, R is the Hall effect coefficient, dependent on the material.

Most of these magnetometers are too simple for the purposes of space weather monitor-
ing and need a higher level of sensitivity. A more complex version of a magnetometer
with increased sensitivity is the inductive coil magnetometer. An inductive coil’s core
is made up of a material, which becomes magnetised due to the magnetic field strength,
with a loop of wire or a solenoid, wound around the magnetised material. A voltage
is induced by a change in the magnetic flux of this conductor according to Faraday’s
law:
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Figure 3.1: A schematic of a drive winding and sense winding surrounding a ferromag-
netic core, in this case a loop (Miles et al., 2017). The drive winding magnetises and
demagnetises the core, while the sense winding picks up external signals.

V = −N
dΦ

dt
(3.2)

where Φ is the magnetic flux, N is the number of windings. The magnetic field can be
calculated provided the current is measured through the use of the relationship:

B = µ0NI (3.3)

Generally the magnetised materials used are ferromagnetics, as they are highly sensitive
to magnetic field variations and hence even small changes in the magnetic field can be
determined from the output voltage.

3.1.1 Fluxgate Magnetometers

The magnetometers used to monitor space weather are mostly fluxgate magnetometers,
including the magnetometers used in this project (Section 3.4). Fluxgates are a more
sensitive version of an inductive coil magnetometer, originally developed in 1936 to
detect submarines via naval aircraft (Janosek, 2017), which counters some of the issues
with simple inductive coil magnetometers, improving sensitivity. The core of fluxgate
consists of a ferromagnetic core which has a high magnetic susceptibility, surrounded
by two sets of coils: a drive winding and a sense winding (Figure 3.1). In contrast
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Figure 3.2: The schematic of magnetic hysteresis, comparing the magnetic field in-
tensity (H) and magnetisation (M). The material’s original state is at origin, non-
magnetised with no external field. An external field is applied, and increased until the
material reaches its magnetisation saturation point (Ms). The external magnetic field
source is then removed. At point Mr , no magnetic field is applied however the material
is still somewhat magnetised. By symmetry, the same is observed when a magnetic
field is applied in the opposite direction.

to a simple inductive coil, an alternating current is passed through the drive winding,
driving the core in an alternating cycle of magnetising the core till saturation in one
direction, followed by the other direction and back again. The sense winding is designed
to pick up any external magnetic field along with the internal magnetic field, while the
drive winding is shaped so the sum of any external magnetic field is zero. If no external
magnetic field is applied to the core, the sum of the internal induced field is zero due
to the currents in the drive and sense winding being opposite and equal in direction.
In the presence of an external field however, the magnetic field strength will be greater
in one direction than it is in another, and thus a signal can be reproduced.

The main benefit of the fluxgate over a simple induction coil is that the ferromagnetic
is cycled through each stage of its hysteresis loop (Figure 3.2) as the magnetic field is
measured, from saturation of the material in one direction to the other (Figure 3.3).
Hysteresis is the behaviour in ferromagnetic material whereby if a magnetic field is
applied to a material and the magnetic field is then removed, the material’s magnetic
moment still aligns in the direction of the magnetic field (i.e. the material remains
magnetised). By cycling through the loop the external magnetic field will not introduce
an additional magnetised state and thus the current can be more accurately measured.
Three separate sensors are used for the different orientations (Bx , By and Bz) to build a
full image of the magnetic field. In this configuration, the voltage returned for a single
axis due to magnetic field changes can be estimated using the equation:

V (t) = −NSµ0

(dBi

dt
+ Kµ0µr

dHe

dt
+ Kµ0Hm

dµr

dt

)
(3.4)

where V is voltage, Bi is the internal magnetic field due to the internally induced
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Figure 3.3: The excitation voltage of the drive winding, sense winding and
the effect of an external field within a magnetometer (from the Imperial Col-
lege, Space and Atmospheric Physics website https://www.imperial.ac.uk/
space-and-atmospheric-physics/).
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current, µr is the susceptibility of the core, He = ΦBe is the magnetic field intensity, Φ
is the magnetic flux, S is the cross-section and K is a constant scaling factor (Janosek,
2017). Thus, provided each parameter is known, Be can be calculated from V (t).

Two main internal sources of noise exist in fluxgates that are considered in design:
Barkhausen noise (sudden jumps in magnetisation due to defects in the crystal lattice
of the core) and thermal white noise. Modern methods to mitigate this noise generally
alter physical parameters of the ferromagnetic core, to respond less to noise. These
include changing shape, and using materials with a low demagnetisation and high
permeability, such as cobalt-based amorphous materials and using stress annealing to
reduce the abundance of defects in the core (Janosek, 2017).

3.2 Evaluating Magnetic Activity

3.2.1 Magnetic Coordinates Systems

The two typically used coordinate systems for ground-based magnetic field measure-
ments are the XYZ and HDZ systems (Matzka et al., 2021). The X , Y and Z (or
Bx , By , Bz) system is a simple geographic based coordinate system, where X is the
magnetic field in direction of the geographic north pole, Y is the magnetic field in
eastward direction and Z is the vertical component of the magnetic field. The HDZ

system is a system of measuring the magnetic field with the geomagnetic pole as the
focal point instead of the geographic pole (Figure 3.4). H or the horizontal component
(not to be confused with the magnetic field intensity) is the magnetic field strength in
the direction of the magnetic pole, D or the declination (not to be confused with the
displacement field) is the angle between the magnetic and geographic pole, while the
vertical component Z remains the same. The two coordinate systems can be related
by coordinate geometry as follows:

H = ±
√
X 2 + Y 2 (3.5)

cosD =
X

H
(3.6)

The standard unit used for magnetic fields is the nanoTesla (nT), with the Earth’s
magnetic field varying between approximately 30,000 - 80,000 nT, dependent on lati-
tude (Thébault et al., 2015).

3.2.2 Magnetic Indices

Magnetic indices exist to compare and classify geomagnetic activity, both quiet times
and storms. Indices give a simple quantification of the level of geomagnetic activity
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Figure 3.4: A comparison of the XYZ geographic coordinate system, to the HDZ
geomagnetic coordinate system (Campbell, 2003).

which can be advantageous to space weather research in terms of looking back over
historical storms and forecasting the effects of coming storms.

K-Index

The K-Index (Kennziffer indicator) and its variants (e.g., planetary K-Index or Kp)
are the most commonly used indicators used to quantify geomagnetic activity, first
introduced by Bartels et al. (1939). The K-Index provides three hour windows of
the local horizontal variation in the geomagnetic field, obtained from magnetometer
measurements. The scale for the K-Index is quasi-logarithmic and ranges from 0 – 9,
where K = 0 indicates completely quiet conditions, K = 5 indicating a small storm
and K = 9 indicates a severe storm, roughly a once in a solar cycle (11-year) event.
The index factors diurnal variations into account, mitigating the magnetic variation
due to the convection of ionospheric currents induced by the X-ray and UV emission
during the quiet time Sun (no solar flaring), the Solar regular curve (Sr , see example in
Figure ??). After the Sr curve, a thresholding approach is used, whereby the K-Index
is defined by maximum recorded horizontal component of the magnetic field within
the 3-hour window. Originally the Sr curve was manually calculated by hand, with
the K indices calculated after, however many digital techniques now exist to calculate
the Sr curve, as well as adaptive smoothing methods like frequency filtering (Clark,
1992). The K-Index works best in mid-latitude countries (40 – 65o), as these regions
tend to be less affected by large low altitude ionospheric currents, which tend to be
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more localised such as the auroral and equatorial electrojets (Rostoker, 1972). At other
latitudes, indices like the auroral electrojet index (60 – 75o) or ring current index (0
– 30o) are more appropriate. In this work, however, the K-Index can be used, due to
Ireland falling entirely between its latitude range (52 – 55o).

FMI Method

The Finnish Meteorological Institute method, or FMI method is the method used here
to calculate K-Indices at MagIE magnetometers. The FMI method is advantageous for
the following reasons:

• The method is simple and can be applied to any observatory within an appropri-
ate latitude range, provided a scaling factor is known.

• The method is fully automatic.

• It is the most accurate method compared to hand drawn K-Indices, among the
four models endorsed by the International Association of Aeronomy and Geo-
physics (Menvielle et al., 1995; Matzka et al., 2021).

The FMI method is implemented as follows:

1. Raw geomagnetic time series are re-sampled to minute data. A one hour moving
window cleans any values out which deviate by more than 3σ

2. The minimum and maximum variation of the horizontal component of the mag-
netic field (compared to the baseline) are subtracted from one another within a
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Table 3.1: The range of quantified K-Indices between Niemegk and Armagh (one of our
observatories in Ireland) are compared, after a scaling factor is applied to the K-Index
of Armagh.

K-Index Max Threshold - Niemegk (nT) Max Threshold - Armagh (nT)
0 0 – 5 0 – 6.1
1 5 – 10 6.1 – 12.2
2 10 – 20 12.2 – 24.4
3 20 – 40 24.4 – 48.8
4 40 – 70 48.8 – 85.4
5 70 – 120 85.4 – 146.4
6 120 – 200 146.4 – 244
7 200 – 330 244 – 402.6
8 330 – 500 402.6 – 610
9 500+ 610+

Table 3.2: The estimated values of the solar regular curve, m, for the FMI method.

Hour of day m (nT)
21:00 – 03:00 120
03:00 – 06:00 60
18:00 – 21:00 60
06:00 – 18:00 0

three hour UTC time frame (i.e. 00:00 – 03:00 UTC, 03:00 – 06:00 UTC, etc.),
separately for Bx and By .

3. The largest variation is multiplied by a scaling factor and compared to Table 3.1
to get a preliminary K-Index.

4. An estimated Sr curve is smoothed (Table 3.2) and subtracted from the horizontal
value.

5. The final K-Index is then calculated.

The scaling factor mentioned is dependent on the latitude of a country, the closer a
country is to auroral regions, the greater the magnetic activity and hence the greater
the factor needs to be. The factor is scaled relative to the Niemegk observatory in
Germany, upon which the K-Index was originally based, relative to the threshold for a
K = 9 storm, 500 nT.

Blake (2017) originally scaled the observatories to be 540 nT for the observatories in
Ireland (Armagh, Birr and Valentia, see Section 3.4) by comparing magnetic observa-
tions from Birr to the Eskdalemuir geomagnetic observatory in the UK. This worked
well for Birr, however Armagh and Valentia are approximately 1o further North and
South respectively, which is significant. Therefore the K-Indices were re-scaled for the
old and new observatories via peak-to-peak analysis and estimated to be 610, 570, 540
and 480 nT for Armagh, Dunsink, Birr and Valentia respectively (see Table 3.1 for
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an example). After rescaling, the K-Indices agreed more between the separate mag-
netometers (see Figure 3.5). However, small discrepancies in storm strength can exist
between sites due to local effects in geomagnetic storms (e.g. due to ionospheric tur-
bulence/local enhancements.)

Kp-Index

The Kp-Index, or planetary K-Index is a version of the K-Index that is applied to give
a representation of geomagnetic activity across the globe, as opposed to locally, intro-
duced by Bartels et al. (1939). The Kp-index is derived by calculating the weighted
average of the K-Indices between 13 pre-selected magnetic observatories, located be-
tween 44 – 60o geomagnetic latitude. Kp index is considered the global standard for
magnetic activity index, however it is somewhat biased due to the latitude range, as
well as the lack of an even distribution of sites (most observatories are located in North
America and Europe, with only two representatives from the Southern hemisphere)
and thus these limitations should be factored in when using the index. However in
the case of Ireland, neither of these limitations apply and thus the Kp index is a good
proxy for activity here. Some benefits of the Kp index include accounting for diurnal
variations from the solar regular variation, as well as not being strongly affected by
seasonality in geomagnetic activity (Rostoker, 1972). Throughout the manuscript, K-
and Kp- indices are used more often than other indices, however caution is taken rela-
tive to their limitations.

DST

Due to the limitations of the Kp index, often other magnetic indices are used to quantify
activity in different regions. One of these indices is the disturbed storm time index
(DST). The disturbed time index is derived from four near-equally spaced equatorial
geomagnetic observatories, taking the mean of each (Sugiura, 1964). The DST is
traditionally calculated hourly, however can also be calculated per minute. The DST
focuses on measuring the activity in the equatorial electrojet. While limited to the
equator, the DST is a useful proxy for estimating the magnetic field at the initial and
main phase of the storm worldwide, however it performs poorly on the nightside of the
Earth, related to sub-storms caused by reconnections on this side of the Earth.

AE Index

The auroral electrojet (AE) index is generally used to quantify the activity of a ge-
omagnetic storm in auroral region, using (roughly) evenly distributed geomagnetic
observatories between 60 – 70o geomagnetic latitude as inputs, with a 2.5 minute ca-
dence (Rostoker, 1972). Thus AE index is usually more useful for higher latitudes,
however it can be more useful for particularly large storms, when the auroral electrojet
spreads to mid latitudes. Contrary to DST, the AE is much more useful in determining
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Figure 3.5: An example of the live K-Indices from three of the geomagnetic obser-
vatories (Armagh: top, Dunsink: middle, Valentia: bottom). The amplitude of the
K-Indices are denoted by the colour scale at the bottom.
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when a sub-storm occurs. The index calculates the maximum difference between the
eastward electrojet (AU index) and westward electrojet (AL index) on the dusk (≈ 15
– 21 Local time, LT) and dawn sides (≈ 03 – 09 LT ) of the Earth respectively, AE =
AU - AL. A strongly negative AE indicates an enhancement in the westward electrojet,
likely due to a substorm. For the purposes in this thesis I do not use AE index, as
the focus here is more on the storm as a whole, however, it is useful to know of the
existence of the separate index in terms of distinguishing substorms.

3.3 INTERMAGNET

INTERMAGNET (International Real-time Magnetic Observatory Network) is a global
network of geomagnetic observatories, which was established in 1991 to collect data
from magnetometers worldwide and provide it online, following the digitisation of mag-
netic field data. The network is made up of approximately 160 stations distributed
worldwide (Figure 3.6) and provides daily magnetic field time series and plots from
these sites (https://intermagnet.org/). Geomagnetic observatories in the network
have to exceed a variety of categories to ensure only suitable and accurate data are
utilised, including low magnetometer noise levels, and high resolution (> 0.1 nT) and
cadences (1-minute data, Table 3.3). The network is currently increasing cadences to
one-second data, as while most geomagnetic effects related to space weather are cap-
tured by 1-minute cadence data, a significant amount of the signal is present between 10
– 60 s Oyedukun et al. (2020). Throughout this manuscript, data from INTERMAG-
NET observatories is used, particularly when using magnetic field data from countries
outside Ireland, but also for analysis using older data.

In the Valentia meteorological observatory, County Kerry, Mét Éireann operates Ire-
land’s single INTERMAGNET observatory. The Valentia geomagnetic observatory
was originally established in 1886 alongside the transatlantic cable, with part of the
reason to "study the relation between magnetic storms and earth currents" (Fitzgerald
and Cullum, 1889). Valentia has digitised one-minute resolution data (useful for space
weather) available from 1987 onwards, with lower cadence one hour data extending
back to the 1950s. Data from the INTERMAGNET network is used for some analysis
in later chapters.

3.4 MagIE - Magnetometer Network of Ireland

MagIE is a magnetometer network established in Ireland in 2012 jointly between DIAS,
TCD and Met Éireann, made up of temporary and permanent magnetometers. At
present, three permanent housed magnetometers belong to the network, the Armagh,
Birr and Valentia magnetometers (which Mét Éireann operates), with a new temporary
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Figure 3.6: The geomagnetic observatories across the world part of the INTERMAG-
NET network marked by red dots (from the BGS website, www.geomag.bgs.ac.uk/).

site tested and added to Dunsink observatory (Figure 3.7). Data recorded by these
magnetometers is later used as the main source to model magnetic field variations
across the island. A website (www.magie.ie) and server were set up in 2019 to archive
and store all the data from each observatory as well as provide real-time data and
magnetic activity plots. One of the main goals of this work was to both maintain and
expand this network. In this Section, an overview of the equipment used in the network
and how said equipment is installed is explained.

3.4.1 Instrumentation

The magnetometers used for this project were all fluxgate magnetometers (Section
3.1.1). While the same type of magnetometer is used, brands of varying quality are
used throughout this project. Three different brands of magnetometers are used, LEMI-
417M, SENSYS FGM and raspberry pi (Rpi), each with varying performances. The
quality of each is assessed in Table 3.3, with an image of each in Figure 3.8.

LEMI 417M

The LEMI 417M magnetometer is the best magnetometer type used in the network,
both in terms of sensitivity and robustness. The LEMI 417M is specifically designed
for field conditions and measures magnetic field time series, but can also measure
geoelectric fields (See Section 5.1.2 for description of measured geoelectric fields). The
LEMI 417M meets each of INTERMAGNET’s standards (Section 3.3), so is used as the
main observatory type magnetometer in the network. The magnetometer observatories
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Figure 3.7: The location of each of the MagIE magnetometer observatories. The Ar-
magh and Birr magnetometer are older magnetometers operated by DIAS and TCD.
In this project, the new Dunsink magnetometer was installed. The Valentia magne-
tometer is operated by Mét Éireann and is also part of the INTERMAGNET network.

Table 3.3: The performance of the different magnetometers in the network is shown.
On the right, the magnetometer criteria for INTERMAGNET (a standard for observa-
tory grade magnetometers) are shown for comparison. Data for the LEMI and SENSYS
magnetometers was given by manufacturers, while data for the raspberry pi magne-
tometer roughly constrained in the Rpi project from Beggan and Marple (2018). In
terms of quality, the LEMI-417M is best, with the Rpi magnetometers being the worst.

Metrics LEMI 417M SENSYS FGM RPi INTERMAG
Sample Rate (Hz) 1 400 – 2400 0.5 1 min

Thermal Drift (nT/K) 0.2 0.3 > 3.85 0.2 max
Resolution (nT) 0.01 0.15 1.5 0.1 max

Approximate Cost (e) 18,000 3,500 300 N/A
Long term Drift (nT) 5 5 > 5 5
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Figure 3.8: Each magnetometer brand is shown; the LEMI 417M magnetometer is on
the left, the SENSYS FGM3D in the middle and raspberry pi on the right frame of
the image. (left) The LEMI magnetometer is made up of the fluxgate on the left side,
data logger in the middle, with the option to attach electrodes (the cylinders on the
right side) for electric field measurements. (middle) The SENSYS logger is on the left
and magnetometer on the right side. (right) The raspberry pi magnetometer is made
up of the three FLC-100 magnetic sensors oriented inside a perspex block.

in Armagh and Valentia both use LEMIs.

SENSYS FGM3D

The SENSYS FGM3D is a slightly less precise magnetometer that is significantly
cheaper. While the SENSYS magnetometer does not reach the INTERMAGNET stan-
dard for thermal drift (set more for long-term trends in the geomagnetic field), it is
just below the standard and is capable of accurately characterising geomagnetic field
variations caused by space weather events. This high quality in the INTERMAGNET
network is required for recording precise long term changes in Earth’s magnetic field
strength and not for space weather. The SENSYS magnetometers also have a much
higher sampling rate. This can be used to identify noise from high frequency signals,
such as electricity at 50 Hz. This makes the FGM3D magnetometer ideal for testing
sites for noise. Another benefit of this is that SENSYS magnetometers can be used to
indirectly measure GIC in power lines, using the differential magnetometer method as
magnetic fields due to power lines at 50 Hz and its harmonic frequencies can be sepa-
rated (Matandirotya et al., 2016; Hübert et al., 2020, see Figure 3.9). A downside of
FGM3D magnetometers are they are significantly less robust (they are not specifically
designed for outdoor use) so more precautions need to be taken to ensure no damage.
The temporary site in Dunsink currently uses the SENSYS FGM3D.

Raspberry Pi Magnetometer

The raspberry Pi magnetometers are less sensitive, very low cost magnetometers de-
signed during a separate mini-project with the goal of installing them in schools. This
makes them useful for collecting scientific data from a greater diversity of locations and
improves outreach. A separate Section is dedicated to this mini project (Section 3.6)
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Figure 3.9: Examples of noise picked up on the SENSYS magnetometer when testing
the magnetometer over the course of a day. An FFT is applied to a time series to
extract frequency domain data. The peaks at 50 (fundamental oscillations), 100 and
150 Hz (harmonic oscillations, denoted by 1st, 2nd) are magnetic signatures of mains
electricity. The small peak at 90, 180 Hz were the magnetic signatures of the frame
rate of a PC screen. The beat frequency between the first harmonic of the screen and
the fundamental of the mains is also observed at 130 Hz (180 – 50 Hz).

as their design and calibration must be explained.

3.4.2 Status of MagIE Observatories

Dunsink Magnetometer

A new temporary magnetometer location was set up in Dunsink observatory to test the
potential to later install a permanent magnetometer here. A SENSYS magnetometer
was installed firstly. There were two criteria which dictated where we could install the
magnetometer:

1. The magnetometer needs to be at least 35 metres away from cars/power lines to
keep noise below 5 nT (based on preliminary testing).

2. A USB device needs to connect the data logger to the PC.

The site chosen was in an area 45 m away from the main building, far from power lines
and any ferrous objects, in the garden of Dunsink observatory. This distance presented
a problem however. The SENSYS data logger requires a USB connection. Most USB
devices have a maximum threshold of 20m. Our solution was to use ethernet to USB
converters and provide power to the magnetometer using a power over ethernet (PoE)
injector and splitter. Using a shielded cable ethernet allowed us to send signal and
power across the same cable. Using this setup also meant that the computer and data
logger could potentially be extended to 60m apart. Another problem also relates to
sending 12 V 1 A power over longer distances. The voltage drop over this distance
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Figure 3.10: The wiring design for the installation of SENSYS magnetometer in Dun-
sink. From left to right the design is made up of: a recording computer with a USB
connected to an ethernet adapter for communications. A power injector is used to add
48 V DC of power to the ethernet cable. At the end of the cable, a splitter splits
the power and comms into two separate ethernet cables. The communications cable is
reconverted to USB, while the voltage is stepped down from 48 V to 12 V.

is too significant using ethernet cables. This voltage drop can be estimated using the
equation:

∆V = 2LrI = 2 (45m) (0.106Ω) (1A) = 9.54V (3.7)

where r is resistance of the wire, L is its length. Instead 48 V 0.5 A voltage was sent
out instead, with a voltage switcher was used to change the power from 48 V, 0.5 A to
12 V 1 A at the data logger to minimise any voltage losses to the logger (∆V = 4.77
V ). The switcher was designed to fully convert accounting for voltage drops down to
30 V 0.5 A, thus easily allowing for this voltage drop here.

During the installation the wiring design in Figure 3.10 was used. Two waterproof
junction boxes were used to bury the magnetometer and all the components related to
the data logger. The magnetometer was buried to improve shielding from noise and the
thermal stability of the magnetometer. The junction box for the magnetometer was
levelled. Ideally concrete should be poured to avoid later movement, but as this was
designed as a temporary installation, was levelled on the ground. The magnetometer
is fixed to a base plate, determining the X and Y values by comparing measurements
of the magnetic field to the International Geomagnetic Reference Field (Alken et al.,
2021, IGRF). The magnetometer was first oriented in the direction of magnetic north
before slowly being rotated and then fixed in place when approximately correct (within
1o). The magnetometer was then carefully buried to ensure the junction box did not
move (Figure 3.11).
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Figure 3.11: The magnetometer was buried about 50 cm down using waterproof junc-
tion boxes to house the magnetometer and data logger separately (right). The magne-
tometer was buried to reduce noise and help thermal stability.

Figure 3.12: A later direct comparison of the magnetic field variation in XYZ coordi-
nates, between the Armagh (arm), Dunsink (dun) and Valentia (val) magnetometers
on the 8th December 2021.

Testing and Results of Installation

Testing and validating that the magnetometer was working correctly was essential
to ensure the data received was of good quality. This first involved direct comparison
between magnetic field data, followed by evaluating noise levels. An in-depth discussion
of noise is later described in Section 3.5.2. To ensure the magnetometer was working
accurately, the time series variations were compared between Armagh, Dunsink and
Valentia. The time series should be different, but relatively similar in terms of shape
of the signal and hence comparable.

The direct comparison in Figure 3.12 is an example of the installation relative to
other magnetometers. The same shape can be seen between separate sites in each
magnetic field component. Variance in amplitude relates to distance from the pole for
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Figure 3.13: The ENVI geophysical system, made up of a magnetometer alongside a
very-low-frequency (VLF) antenna (the magnetometer was only needed for our pur-
pose). The device consists of the back-strap for carrying the magnetometer, the data
logger (foreground) and the magnetic sensor (on top of the metal rod).

the X and Y components. The Z component often varies relative to local features as
well as geomagnetic activity, so hence amplitude here is site specific. Noise in the Z
component is seen at Dunsink, caused due to magnetic fields from electricity within
the main building of the observatory. Hence a band-pass filter was applied to mitigate
this (Section 3.5.2).

The magnetometer has since performed effectively, proving the test to be successful
and hence a permanent installation is planned. The main issue we found was that we
were slightly too close to the building and car park so there was some noise. Therefore
for a future permanent installation a magnetometer (most likely a LEMI) is planned
to be installed farther away (Figure 3.15) with a design shown in Figure 3.14, similar
to the Birr design (Figure 3.17).

Survey Magnetometer

Before the installation of the permanent stationary magnetometers, a location for the
magnetometer is required to be scouted and tested for sources of magnetic anomalies
(generally related to buried iron and steel). A survey magnetometer can be used to
test this. In our case, the ENVI geophysical survey magnetometer, borrowed from
Geological Survey Northern Ireland (GSNI), was used to survey the area for sources of
noise (Figure 3.13).

Ideally, the software for the magnetometer would have been used to plot a contour
map of the area. Unfortunately however the equipment’s memory recording system no
longer works, so data was not downloadable. Instead, we manually recorded readings of
the magnetic field strength from the data logger, and marked off areas were anomalies
were recorded (Figure 3.15). From these measurements, we deduced a suitable site for

68



Figure 3.14: The design of the future permanent magnetometer chamber for Dunsink.
The position of each component is displayed. The design is essentially the same as the
Birr repair (Figure 3.17), but without the surrounding old chamber.

a permanent installation.

3.4.3 Birr Magnetometer

The Birr magnetometer was originally installed in 2012 and, in terms of quality of data,
is the best magnetometer in the network (see Section 3.5.2 for example). Between 2013
– 2019 the magnetometer ran smoothly, with the exception of a few small water failures
(e.g. a water breach/ingress in the chamber) and a lightning strike damaging the data
logger (Blake, 2017). However, before the start of this PhD project in January 2020,
a major water failure occurred in the Birr magnetometer chamber which required the
chamber to be repaired. The water failure was not an easy fix (the biggest understate-
ment of this manuscript), with the failure related to a fault in the original chamber
design. There was a partial fault with the seams of the PVC walls of the chamber,
likely due to abrasion with sounding soil. This was patched using sealant, however this
did not solve the problem, and merely removed the exit of water from the chamber
(hence it filled more). The real issue was with the concrete base. The concrete base
is porous and overtime became saturated, which allowed water to seep up into the
chamber during heavy rainfall.

The re-installation was delayed till 2023, firstly due to COVID and permission issues
related to the lockdown, we could not easily install a new chamber. Ideally a complete
new chamber would be installed, however permission to dig a new chamber was difficult
to acquire. Luckily the old chamber was too big. Hence, with the help of Joe McCauley,
I came up with a solution: build a new chamber inside the old one (Figure 3.16). The
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Figure 3.15: A map of the area considered for installation of the permanent magne-
tometer in Dunsink, denoted by the blue box. Magnetic anomalies recorded are marked
roughly using red circles, roughly marking the area affected by the magnetic anomaly
(to approximately 5 nT). Letters were used to denote the sources: a) red brick wall,
b) buried/visible iron related to the walls, c) unknown, d) manhole lid. The buried
location of the currently installed temporary magnetometer and planned for permanent
are also highlighted by orange and yellow crosses respectively.
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Figure 3.16: The repaired Birr magnetometer chamber. The new chamber (in blue) is
placed in the old chamber (in black) with a new magnetometer base plate at the centre
for mounting. Brass screws are used to make slight adjustments to the alignment of
the plate.

new design was installed with a new concrete base, as well as with a plastic base over
it to stop water seeping through to the chamber (Figure 3.17). Non-magnetic material
was used in the construction. The concrete mix was made up of regular Portland
cement, a limestone sand and limestone aggregate. Brass screws were used to mount
the plastic base-plate, to allow adjustment of the plate if necessary. Originally nylon
screws were used in the old design, however the nylon expanded due to moisture which
disabled the ability to adjust the plate, hence they were not used this time.

3.4.4 Armagh and Valentia Magnetometers

The Armagh observatory magnetometer was originally installed in 2016. The Armagh
magnetometer remained relatively stable in terms of physical state and thus required
little attention in terms of repair. The main issues with Armagh related to replacing
the old PC, as well as replacing old rusted connectors. While physically the Armagh
magnetometer is sound, its environment has become more noisy (See Section 3.5.2) with
signals related to ongoing construction projects at the observatory and the opening of a
car park near the magnetometer. While the data are still useful, for this reason in future
the magnetometer should be moved to a new location, ideally after the construction
projects. The Valentia magnetometer is operated exclusively by Mét Éireann and as
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Figure 3.17: The design of the repaired Birr magnetometer chamber. The position of
the old chamber is marked in orange. The position of each component is displayed.
The main advantage of the previous designs are the inclusion of a plastic base layer,
to stop water seeping up through the concrete, as well as surrounding the plastic with
concrete, to ensure the plastic does not wear out.

a result no maintenance is required from the side of DIAS. The data from Valentia is
highly reliable as it is a member of INTERMAGNET (International Real-time Magnetic
Observatory Network but can suffer from temporary outages (see Section 3.3).

3.5 MagIE Website and Automation

In this Section, the website for the magnetometer network of Ireland (www.MagIE.ie)
is explored. Namely how data are recorded, plots of activity generated and a general
description provided of other products available on the website. The MagIE website
was established in 2019 to automate plots of geomagnetic activity using live data from
the magnetometer observatories. Prior to the MagIE website, the only source of live
magnetometer data was the Birr magnetometer housed at www.rosseobservatory.ie.
Blake (2017) developed python scripts to plot magnetic field time series and k-Indices
(see Section 3.2). During this project, these scripts were adapted to work with each
magnetometer in real time. An archive was also set up to store these data and plots
(Figure 3.18).

3.5.1 Data Automation

The first main task for the website was to set up a PC server (henceforth referred to
as Houdini) to store all the magnetic field time series collectively from a remote PC,
before generating plots of the data. This is all done automatically using a mixture
of python and bash/batch scripts with cronjobs/task scheduler running these scripts
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Figure 3.18: An example of the homepage for the website from 24/11/2023. K-Indices
are displayed, while the tabs in the top panel can be used to explore real-time activity
and supplementary material in more detail.
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every five minutes to update the website. The server is a Linux machine, however
Windows machines are used for the local machines as they are required to run the
appropriate software.The automation protocol of the MagIE magnetometer network
works as follows:

1. Magnetic field time series are measured and recorded, using individual software
on remote PCs related to the magnetometer type used.

2. A python script is run to format the time series correctly into a .txt file, and
checks to ensure the measured timestamps are correct.

3. A batch script is run to send data from remote PCs to Houdini. This data are
sent to a specific folder shared to the web, with formatted by time of year in the
following structure: "data.magie.ie/year/month/day/txt/siteyearmonthday.txt".

4. A python script is run on Houdini to read in data from each of the magnetometers
to plot data for the magnetometers, which:

(a) Checks for noise in the time series. If noise is present, it is flagged and
removed from the plotting procedure (a more in depth look at the filtering
method is explained in Section 3.5.2).

(b) Plots of magnetic field time series and K-Indices are generated using adapted
python scripts to those first made by Blake (2017). A separate scaling factor
is used for the k-Index at each of the magnetometers, due to differences in
latitude.

(c) Plots are recorded to the archive folder in the format
"data.magie.ie/year/month/day/png/", as well as live files which are then
pulled from the archive to the main website.

(d) Fail-safes are employed in the event a magnetometer is down (due to a power
outage for example), to ensure the script continues to work for each good
magnetometer.

For more specific technical information on the automation of the network can be found
on the github (https://github.com/TCDSolar/MagIE_Scripts) with permission from
the DIAS/TCD Solar group.

3.5.2 Magnetometer Filtering and Noise Analysis

Each of the magnetometers were tested for noise from artificial sources with the goal of
removing any significant noise from real-time data. Often FFT or wavelet transforms
are used to identify or remove noise from time series. These methods do not work well
at the edges of time series (including real-time) however, so a thresholding approach
is used instead. To identify noise on the magnetometers, the rate of change of the
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Figure 3.19: The rate of change of the total magnetic field (F) at an interval of one
second over the course of four days. The sharp spikes are generally related to noise
from cars, while the consistent bands during the day time are related to electrical noise
(best seen for Dunsink on the right).

total magnetic field (dF/dt) was plotted at a one second interval. Variations in the
geomagnetic field are usually gradual (10 – 10,000 s) (Oyedukun et al., 2020) as opposed
to the short period artificial noise (0.1 – 10 s). To test for noise, all signals shorter
than 1 s were removed, as the majority of the signal is unlikely to be geomagnetic or,
if it is, its amplitude will be small.

In the Figure 3.19, two sources of noise can be seen:

1. Moving metal bodies (i.e. cars). The sharp peaks in the Armagh data are a good
example of this; an old car park was reopened about 20 metres away from the
Armagh magnetometer and we can now see large signals as cars pass by. An ex-
ample of this is also seen at 80,000 seconds in Dunsink (related to a lawnmower!).

2. Electricity. The large continuous bands of signal at Dunsink are a good example
of noise from electricity. Noise from electricity is constant throughout the day,
but dies down during the middle of the night due to the decreased demand across
power lines.

Ideally the Armagh magnetometer will need to be moved in future to lower this noise,
while a permanent installation in Dunsink should be moved further away from the
house to reduce noise from AC power-lines. The site in Birr needs no further action.
We also examined the effects of thermal noise by looking at the long-term temperature
stability in Armagh (2016 – 2021) and Birr (2013 – 2020). Daily stability is better
than 1°C which was ideal, while yearly stability varied between 3 – 17 °C and 4 – 19
°C respectively. This will incur a drift of 3 nT maximum (see table, long term drift),
which is below the INTERMAGNET standard of 5 nT (see Table 3.3), so thermal noise
is insignificant. As a result, no change is needed for the magnetometer chamber design.

A general peak filter has been applied to flag any data where the one second field
gradient exceeds 10 nT/s to ensure that the K-Index gives correct readings (Figure
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Figure 3.20: The peak filter in operation for a storm on 09 – 10/07/2021. The uncleaned
Bx time series is shown on the left, the rate of change of Bx in the middle (with the
cut-off point for the filter in red) and cleaned time series on the right for Dunsink. The
noise at 08:00 UTC is removed by the filter.

3.20). This filter was tested for multiple K = 9 storms with clean data for the Valentia
magnetometer, and we found that the filter flagged no data as the threshold is never
exceeded. Therefore, this method of filtering is effective and hence applied. Due to
the increased cadence of the SENSYS FGM3D magnetometer used in Dunsink (set to
400 Hz), he signals at higher frequencies related to electricity (fundamental 50 Hz and
its harmonics 100 Hz, 150 Hz, 200 Hz, ...) can be identified and removed. The time
series are converted to frequency space using an FFT. A simple Gaussian band filter is
then applied to remove any data at these frequencies and hence mitigate the effects of
noise. An inverse FFT is then used to retrieve the time series.

3.5.3 Network Outreach and Extra Services

Alongside the scientific data provided on the website, extra services are provided.
The hope of this project was to create a website with scientific resources in a public
friendly manner, alongside outreach material explaining space weather effects to a
general audience.

Educational Material

Educational material is provided to any member of the general public on the website
www.magie.ie/education. The material is generally simple and describes some of the
basics of space weather, for example solar storms and how they lead to geomagnetic
storms, how aurorae are formed and potential impact on technology (Figure 3.21). This
was developed thanks to interns from the DCU STEM Teacher Internship Programme
and UCD School of Education alongside, who focused on communicating the resources
on the website in a public friendly manner, under the guidance of both myself and the
DIAS technical officers (most notably Sophie Murray) for description of more complex
concepts.
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Aurora Forecast

An aurora forecast is available on the website for any users of the website who are
interested in the topic. A version of the OVATION PRIME-2013 aurora forecast model,
designed by Newell et al. (2014), was ported to python2 from MATLab by Diana
Morosan, a former member of the Solar/Space weather group. Later, I ported this
version to python3, and adapted it for use on the Houdini magnetometer server PC,
to work on the MagIE website (www.magie.ie/aurora). This was automated in a
similar manner to Section 3.5.1 to run in real time (Figure 3.22). OVATION PRIME
is an empirical-based model which uses forecast Kp indices, solar wind conditions and
times of day/year as inputs to estimate the probability of visible aurorae at three hour
intervals for the following three days. A note on the model, the accuracy of predicting
aurorae after more than three days is poor, as most CMEs/coronal holes driving the
Solar wind reach the Earth within three days (Section 2.1.4).

Email Alert

An automated email messaging or alert system (www.magie.ie/alerts) was success-
fully set up to notify users when geomagnetic storms occur (Figure 3.23). This was
originally designed by Blake (2017) for internal, which I adapted to be sent to a public
audience. When a Kp = 5 storm or higher is recorded in the same three-hour window,
at two or more magnetometer sites, an email is sent out to users. Currently over 250
users are subscribed to the email alert system, consisting of users from many branches
of society including the general public, space weather and geological researchers in Ire-
land and abroad, photographers and power grid operators.

3.6 Raspberry Pi Magnetometers

In 2022, additional funding was received to develop a raspberry pi magnetometer net-
work for schools, mainly for the purpose of space weather outreach. The idea is to
use a set of three magnetic field sensors, which came from the project by the British
Geological Survey (BGS), who originally developed this project for the UK (Beggan
and Marple, 2018). FLC-100 magnetic field sensors were used to measure the magnetic
field, developed by Stefan-Mayer instruments, https://stefan-mayer.com/en/. The
sensors are relatively cheap (Table 3.3) and easy to use, making them suitable to set
up in schools. The equipment setup (Figure 3.24) is made up of:

1. The raspberry pi computer to record (and potentially upload) data;

2. An analogue to digital converter (ADC) soldered to the raspberry pi;

3. Wiring to connect to the signal and power between the ADC and the sensors;

4. Three magnetic sensors;
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Figure 3.21: The educational page on the MagIE website zoomed out (www.magie.ie/
education). The page is fully dedicated to explaining the fundamental concepts of
space weather to members of the general public.
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Figure 3.22: An example of the OVATION model aurora forecast operating on the
MagIE website (www.magie.ie/aurora) on the 24/11/2023.
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Figure 3.23: An example of the email alert from the MagIE website on 13/11/2023.
The alert is automated to send magnetic conditions (Kp index), date of disturbance as
well links to live and archived data.

5. A holder to correctly orient the magnetometers (in this case a perspex case was
used).

To install the magnetometer, the following protocol was implemented:

1. The ADC ports were soldered to pins on a connection board, which can easily
plug into the raspberry pi pins;

2. The ADC is connected and a python script is run to ensure the ADC is correctly
soldered;

3. A single sensor is then connected to the ADC and another python script is run
to ensure the magnetic sensor is working. The ADC connects a signal channel
and a 5 V and ground to the ADC. A python script is run to ensure the sensor
works correctly. This is repeated for all three sensors;

4. The circuit in Figure 3.25 is then connected using connectors and directly solder-
ing;

5. The sensors are then put into the X, Y, and Z component drilled holes in a
perspex block. They are fixed in point and then the magnetometer as a whole is
ready for testing

The sensor’s signal channel outputs analogue voltage. The ADC converts this signal
to a digital format, which the raspberry pi can then read. The FLC-100 is calibrated
to so the magnetic field can be estimated directly with voltage using the relation
B = 50,000(V - 2), where B is measured in nT, V in Volts. The "2" in this relation is
the Voltage due to internal charging/discharging of the fluxgate (see Section 3.1.1).

A prototype of the magnetometer was tested in a deliberately noisy environment at
Birr Observatory, near electronics and large radiators (which are ferrous) to see if useful
measurements can be obtained in these noisy circumstances after applying a filter (as
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Figure 3.24: The raspberry pi magnetometer. (left) The three magnetic sensors are
oriented X, Y, Z in a perspex block, inside a case. (right) The raspberry pi computer,
inside a perspex case. Black and red cables feed power, with yellow, orange, green and
blue (one spare) used as signal cables. The black wire connects the two, with connectors
in between. Ideally for permanent installation, these connectors will be glued to the
cases, with the magnetometer case fixed in place with non-magnetic screws such as
brass.

Figure 3.25: A circuit diagram of the raspberry pi magnetometer, modified from the
original in Beggan and Marple (2018). The white blocks mark the magnetic sensors
(FGM1, FGM2 and FGM3), with its corresponding inputs/outputs. A 5 V, ground
(GND) and signal (O+) all connect back to the ADC pi which collects the signal and
powers the sensors. A connector is attached between the sync channel (SYN) to ensure
each signal runs in sync between separate measurement channels.
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Figure 3.26: Raw raspberry pi magnetometer data for the By component of the mag-
netic field during the test in Birr measured in volts. Later the voltage can be converted
to a magnetic field strength.

schools are likely to be noisy environments). Raw data obtained was very noisy below
periods of 120 s, due to poorer sensitivity, but also more noise sources at these periods
(Figure 3.26). However, digitally applying a band pass filter to the raw data between
120 s and 16,000 s (noise above 16,000 s is due to thermal variations) greatly increased
the accuracy of the signal, to the point where data returned were of a similar quality
to that of SENSYS and LEMI magnetometers, within this range (Figure 3.27). In
Figure 3.27, the prototype worked well in the By and Bz components for a K = 5
storm on 27/09/2022, but did not work on the Bx component, with significant noise
still present. The scientific utility of these data is limited by this noise. Ideally, the
site of installation would be installed in a quieter area in schools to reduce any of these
anomalies, perhaps in a cupboard away from electrical outlets and any ferrous objects.
In the context of constraining ground-based effects, due to missing magnetic field data
between 10 – 120s the geoelectric field (and hence GIC) will be estimated poorly.
Some schools could potentially be used for scientific data provided they were installed
in a quiet location (where this band-pass filtering is not required between 10 – 120s),
although in terms of most schools this is not a realistic possibility. However, these data
are still useful to constrain localised peaks in magnetic activity, local K-Indices and
help with assessment of accuracy of the magnetic field interpolation method used in
this manuscript (method discussed in Chapter 4).

Currently no raspberry pis are set up in schools, however three have been built, tested
and are ready for future installation. The locations of seven schools were identified,
with teachers contacted and happy to install. The idea for when the magnetometers
are installed is to automate the data transfer, similar to the other magnetometers, to
the server PC Houdini and hence have automated schools magnetometer data plotted
and uploaded to the MagIE website.
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Figure 3.27: Band pass filtered raspberry pi magnetometer data is compared to SEN-
SYS data from the Dunsink magnetometer on the 27/09/2022, during the test in Birr
for the Bx (top) By (middle) and Bz (bottom) components. The By and Bz compo-
nents capture the signal well, with external noise present in the Bx component.
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3.7 Summary

Overall, the goal of maintaining the magnetometer network, as well as including new
installations was a success. A new site in Dunsink was successfully tested, with the
hopes of installing a permanent site here for future use. After a failure the Birr mag-
netometer was re-installed and is operational again. The levels of noise at each site
was tested, to evaluate the performance of magnetometers. Real-time data for the
magnetometer observatories is now available on the MagIE website, alongside plots of
data such as XYZ time series and K-Indices with archived data also available online.
In addition, outreach material was added to the website and a raspberry pi based
magnetometer was successfully tested, with the plan to install these magnetometers in
schools in future.
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4 Modelling Geomagnetic Fields

In this chapter, detail regarding the method of modelling the geomagnetic field across
Ireland is explored and outlined. The Spherical Elementary Current Systems (SECS)
method was used to model the magnetic field between magnetic observatories. This
technique was built upon the methods of the British Geological Survey (McLay and
Beggan, 2010) and Blake (2017), who manipulated the aforementioned version of the
model to work across Ireland. A description of the method is first discussed, followed by
an explanation of the reasoning for using this method. Then the accuracy of the model
is validated and quantified across Ireland. In later chapters, the modelled geomagnetic
field variations are used as the input for both the geoelectric field and GIC models.

4.1 Spherical Elementary Current Systems

The SECS method is commonly used to estimate magnetic field variations at sites
without magnetic field data and uses nearby magnetometers as inputs to construct a
plane of equivalent sheet currents in the ionosphere, estimated at a single value for alti-
tude which is manually set. The ground magnetic field can then be recalculated at any
point as the sum of the magnetic fields generated by this plane of currents. The SECS
method was first developed by Amm (1997); Amm and Viljanen (1998). A summary is
given about the current system itself in Amm (1997), with a more comprehensive de-
scription and explanation offered in Amm and Viljanen (1998), including how to derive
a magnetic variation using the current system. To begin with, an ionospheric current
system current system, J, can be decomposed (Figure 4.1) into a divergence-free (Jdf )
and curl-free component (Jdc):

J = Jdf + Jdc (4.1)

Jdf =
I0,df
4πRI

cot(
θ′

2
)eϕ′ (4.2)

Jcf =
I0,cf
4πRI

cot(
θ′

2
)eθ′ (4.3)
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Figure 4.1: The two current system components of SECS are sketched: left) the curl-
free component and right) the divergence-free component; from Amm and Viljanen
(1998). From the perspective of a bystander on the Earth, the curl-free component is
composed of vertical currents, with the divergence-free component composed of hori-
zontal currents.

where J represents the current, I0 is the scaling factor for the current, r ′, θ′,ϕ are the
spherical coordinates of the pole of the current system, RI is the radius from the centre
of the Earth to the estimated height of the ionosphere. Note that this "pole" is the
position of the centre of the elementary current system (i.e. the point at which J is
maximised, θ′ = 0). The divergence-free system physically describes Hall currents. The
curl-free system describes the field aligned currents (FAC) which feed into ionosphere
from the magnetosphere and vice-versa (see Section 2.2). Prior work by Fukushima
(1976) demonstrated that this curl-free part of the current system does not produce any
considerable magnetic effect at the surface of the Earth and can hence be neglected. By
omitting this term, the true current system, J, cannot be determined, but the equivalent
current system Jeq due to horizontal currents in the ionosphere can be obtained. Thus,

Jeq = Jdf (4.4)

By manipulating Stokes’ law and Gauss’ law, the scaling factor can be obtained.

I0,df (r) =

∫ ∫
Kr , r→0

∇× J(r ′)d2r ′ (4.5)

where Kr is the circular ionospheric area around radius r.

Now, the current system is defined. However, the magnetic field variation due to the
current system needs to be calculated, which is derived in Amm and Viljanen (1998).
The current system’s potential vector, A in spherical harmonics. The magnetic field B

can then be obtained from of A by applying a rotation matrix, R(θ):
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B = R(θ) A (4.6)

By assuming that the point r < RI and θ′ to be the pole angle of the coordinate system,
they derive the radial, Br ′ , and axial Bθ′ components of B:

Br ′(r , θ′) =
µ0I0
4πr

(
1√

1− 2rcosθ′

RI
+ ( r

RI
)2

− 1

)
(4.7)

Bθ′(r , θ′) =
−µ0I0

4πr Sin(θ′)

(
r
RI

− cos(θ′)√
1− 2rcosθ′

RI
+ ( r

RI
)2

+ cos(θ′)

)
(4.8)

Through a careful analysis they note that the peak Br ′ is expected at the pole, with
the Bθ′ peak slightly away from the pole.

At this point, the current system is defined, and the magnetic effect of the current sys-
tem has been explored. Now, a series of magnetic field time series from magnetometers
need to be used, Z, in order to form said current sheet, to extract the magnetic field
at any point. The geomagnetic field at each observatory can be related to the scaling
factor, I, with the following matrix to relate the SECS to ground-based measurements,
T.

Z = TI (4.9)

Z, I and T are given by the following expressions :

Z =



Z1,θ

Z1,ϕ

Z2,θ

Z2,ϕ

...
Zn,θ

Zn,ϕ


(4.10)

where the subscript "1, 2, ..., n" refers to the location of the nodes.
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I =


I0,df ,1

I0,df ,2
...

I0,df ,n

 (4.11)

T =



T11,θ T12,θ ... T1nel ,θ

T11,ϕ T12,ϕ ... T1nel ,ϕ

T21,θ T22,θ ... T2nel ,θ

T21,ϕ T22,ϕ ... T2nel ,ϕ

...
...

...
...

Tnobs1,ϕ Tnobs2,ϕ ... Tnobsnel ,ϕ


(4.12)

Each element of T in the form Tk,l ,θ/ϕ relates the radial or axial component of the
ground magnetic field of an elementary current system with a scaling factor I and its
pole at l , to an observation point k while θ and ϕ are the spherical coordinates of the
point.

The number of ground magnetic measurements is almost always less than the number
of nodes of SECS required to give a reasonable approximation of currents in the iono-
sphere, with usually less than twenty magnetometers at most, compared to hundreds
or thousands of nodes. Thus, Equation 4.12 is poorly conditioned for this circum-
stance. Singular value decomposition (SVD) is employed to separate out the poorly
conditioned elements of T. SVD decomposes a matrix T into:

T = UωVT (4.13)

where U and VT are orthogonal matrices and ω is a 2D diagonal matrix. By manually
setting any of the diagonal components of ω, which are less than 1% the maximum
value of ω, to zero, the poorly conditioned parts of T are separated out. I can then be
solved using:

I = VUTZ (4.14)

Thus, using the measured magnetic field variations, Z, I can be estimated. When
I is solved, the magnetic effect of the ionospheric currents can be computed at any
ground point, solving Equation 4.14 in terms of Z. It is important to reiterate that the
elementary current systems constrained using the above method are only representative
of the actual currents flowing in the ionosphere. Actual magnetic measurements at a
site may include magnetic contributions from local magnetic disturbances, for example,
due to plasma turbulence in the Hall and FAC current systems (Guio and Pécseli, 2021),
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or separate driving current systems higher in the magnetosphere. If used as an input for
SECS, these purely local effects will be assumed to be caused by ionospheric currents,
which can lead to inaccuracies in the SECS calculation. In addition, the steps taken to
solve for I also mean that the equivalent currents give slightly over-smoothed magnetic
fields at the surface.

Before continuing, it must be noted that SECS do not produce accurate results in every
region. Other models exist for lower latitudes, as SECS can no longer accurately repro-
duce the effects of geomagnetic storms accurately (Torta et al., 2015), likely due to the
decreased occurrence of the auroral electrojet and FAC at these latitudes. For geomag-
netic latitudes above 75o , the dominant current systems can also change (Northward
Bz current system for example). Thus a different interpolation method should also be
used for these latitudes.

4.2 Implementation of SECS in Ireland

4.2.1 State-of-the-Art

The SECS method was designed to replicate the effects of strong ionospheric Hall
currents in particular, such as the auroral electrojet, as well as FAC currents. These
current systems are strongest in the auroral region (60 – 75o) provided enough mag-
netometers are present to capture local variations. However, this method can also be
used at mid-latitudes, particularly for larger geomagnetic storms, as the auroral oval
can expand further south, and hence the auroral electrojet and FAC migrate South.
McLay and Beggan (2010) tested the degree of accuracy of these current systems in the
UK and found that SECS can also accurately replicate magnetic fields at this middle
latitude. They also observed that the model can also produce accurate results using
only a limited number of magnetometers (5 – 6). A minor modification to the standard
model is made, the altitude setting of the model. For auroral regions, the height is
generally set to approximately 85 – 90 km (Marshalko et al., 2021; Bosse et al., 2022),
however, McLay and Beggan (2010) found 110km to be optimal in their case.

Due to the success of the McLay and Beggan (2010) version of the SECS model, Blake
(2017) adopted this model for Ireland. The model was tested and validating for two
or three isolated sites with the (ARM, BIR, VAL) MagIE magnetometers (Figure 3.7)
and found that SECS could work in Ireland, even limited to three magnetometers with
the altitude set to 110 km. This is a comparable density of magnetometers to McLay
and Beggan (2010). Campanyà et al. (2019), then elaborated on the analysis of Blake
(2017). They quantified the degree of accuracy of the measured magnetic fields, vs.
modelled magnetic fields, relative to the displacement from the nearest magnetometer.
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The three aforementioned MagIE magnetometers were used alongside six other Euro-
pean magnetometers from the INTERMAGNET network (Figure 4.6). The further a
magnetometer is from the site of estimation, the less accurate the geomagnetic field
estimation becomes. To quantify this accuracy they, performance metrics were used,
specifically coherence and signal-to-noise ratio (SNR):

SNR = 10log10

∑N
i=1 B

2
data∑N

i=1(Bdata − Bmod)2
(4.15)

Coh =

∑N
i=1(Bdata − B̄data)(Bmod − B̄mod)√∑N
i=1(Bdata − B̄data)2(Bmod − B̄mod)2

(4.16)

where Bdata is measured magnetic field data, Bmod is modelled magnetic field data, the
barred over-script, B̄ , is used to denote mean, while N is the length of the time series.

A coherence analysis was used to determine the degree of accuracy between shape
of the time series, i.e., how well the sinusoidal waves of both signals match, with a
SNR analysis focused on analysing the amplitude difference of the signal. Campanyà
et al. (2019) demonstrated that SECS produce highly accurate results within 100 km
of any observatory locations (coherence > 0.95, signal-to-noise > 8). Within 200 km
of these locations, decent results (coherence > 0.9, signal-to-noise > 5) are achieved,
but outside this range (> 200 km), the accuracy falls off rapidly. Almost the entire
island of Ireland lies within 200 km of each of the geomagnetic observatories (with the
exception of some very remote areas on the west of Ireland, the coastline of Mayo),
and thus one would expect the magnetic field to be accurately reproduced.

Now, we get to the research and analysis performed during this project based off of the
aforementioned work. The relative position of the site relative to the magnetometers
has an important bearing on the accuracy of the interpolation, i.e., an output site
between input sites will work, but a site not between will not work quite as effectively.
If a site lies between two magnetometer sites the method works more accurately, though
if not, the method works more like an extrapolation rather than an interpolation.
Hence, I focus on expanding this analysis here to include position, using maps to
compare the level of accuracy. The methodology in later sections of this manuscript is
focused on using measurements from the three magnetometers from Ireland (the three
sites in Figure 4.3) for real-time automation (Section 5.5), thus the performance of
SECS interpolation was assessed for cases two cases: when other INTERMAGNET
magnetometers are available and when they are not available.
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Site Coherence SNR
SW02 0.94 8.9
SW07 0.92 8.2
SW13 0.92 7.5

Table 4.1: The coherence and SNR metrics between measured and modelled magnetic
field variations in Figure 4.2

4.2.2 Validation Using Measured Data

To validate the SECS interpolation, a comparison of modelled magnetic fields to mea-
sured magnetic fields from surveyed sites from the Space weather Electromagnetic
Database in Ireland, or SWEMDI (see Section 5.1.2 for a more detailed explanation)
was analysed.

The assessment of the potential for SECS was validated using both measured time
series at the MT sites (Figure 4.3) and modelled time series with differing numbers of
magnetometers (nine, three, two). This comparison visually examines the measured
magnetic field compared to modelled magnetic field, calculates the performance metrics
for all 14 available measurement sites from the SWEMDI network with comparison to
geomagnetic activity, maps the performance relative to the position of magnetometer
observatories. To compare the accuracy of SECS in Ireland relative to the position of
the geomagnetic observatories, the coherence and SNR metrics are used in a similar
manner to Campanyà et al. (2019) to determine the accuracy of SECS relative to
measurements.

Direct Comparison

The three sites chosen here to visually demonstrate the predicted magnetic field are
sites that are not directly between magnetometer sites, so hence a lower accuracy
was anticipated for these sites. Snapshots of the magnetic field are presented during
enhanced geomagnetic conditions for each (Figure 4.2). In general between the three,
the shape of the signal is retained, with a small error relative to the amplitude of
the observed signal. Interestingly, the accuracy of the SECS interpolation appears to
scale with increased geomagnetic activity. This likely relates to the increase in SNR as
signal increases but background noise sources remain relatively stable, but also due to
the Hall and FAC currents which begin to dominate during storm time. The largest
disagreement in peak-to-peak strength is present for SW13. This site is both furthest
from the magnetometers and positioned outside the range of any pair, so larger errors
occur as a result (Table 4.1).
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Figure 4.2: A snapshot of the magnetic field is presented for three sites, with similar
accuracy between measured (blue) and SECS modelled (orange) time series.
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Figure 4.3: The location of example measurement sites. Magnetometer sites are de-
noted by blue triangles with MT sites, from the SWEMDI network, denoted by red
dots.

Comparison to Geomagnetic Activity

Due to the relationship between geomagnetic activity and accuracy of the SECS inter-
polation, the validation of the SECS method was quantified with comparison to the
observed Kp indices. In total, 14 sites out of the total 43 sites from the SWEMDI
network had measured magnetic fields, when the Armagh, Birr and Valentia magne-
tometers were operational. Only these 14 sites were used to validate the model. For
each three hour window, the individual coherence and SNR were calculated and binned
with the Kp value for that window. The mean of the SNR and coherence in each bin
was then estimated.

A clear trend is present in Figures 4.4 and 4.5: both metrics improve with increasing
Kp value and therefore magnetic activity. Even during weak periods of geomagnetic
activity (i.e., Kp = 0) the coherence is generally still reproduced well (≈ 0.7). The
SNR is very poor at this stage however (≈ 2 – 3), thus the amplitude of the signal
may not be as accurately reproduced during quiet periods. However, ultimately the
magnetic field at storm time is the crucial variable here, as this is when Hall and
FAC currents are most prominent and when damage related to a geomagnetic storm
can occur. Hence, the SECS interpolation method is proven to be effective in Ireland
provided active geomagnetic conditions are present.

Mapping the Accuracy

The degree of accuracy with regards to position of the geomagnetic observatory (i.e.
far away or close, between magnetometers or isolated) was investigated, using the
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Figure 4.4: The total coherence of the time series between measured and modelled
SECS time series is compared to an ascending Kp value, for all fourteen MT sites
with measured data at the same time the ARM, BIR and VAL magnetometers were
operational. The location of these sites is denoted using the same colour as the line
plots in the map on the right. In general, coherence correlates well with larger kp
indices but also distance from the observatories.

Figure 4.5: The total SNR of the time series between measured and modelled SECS
time series is compared to an ascending Kp value, for all fourteen MT sites with
measured data. The location of these sites is denoted using the same colour as the
line plots in the map on the right. In general, the SNR correlates well with larger kp
indices but also distance from the observatories.
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Figure 4.6: The magnetometer observatories used for the SECS interpolation. They
include the Armagh, Birr and Valentia MagIE magnetometers (ARM, BIR, VAL),
alongside the Chambon-la-Foret, Dourbes, Eskdalemuir, Hartland, Lerwick and Wingst
INTERMAGNET magnetometers (CLF, DOU, ESK, HAD, LER, WNG).

performance metrics. The analysis was performed assuming that the three geomagnetic
observatories are operational, but also with the hypothetical case where the Armagh
magnetometer is not present. SECS interpolations are more accurate during greater
levels of magnetic activity, which is when we are more interested in the geoelectric field
time series. However, not all MT sites have data acquired at storm times due to the
installation dates, therefore we chose a magnetic activity of Kp = 4 as the minimum
threshold for the site to be evaluated.

Figure 4.7 compares measured MT sites data with SECS-derived magnetic time series
using magnetic time series from: (left) nine magnetic observatories (the three from
MagIE (ARM, BIR, VAL) with the nearest six INTERMAGNET observatories (HAD,
ESK, LER, CLF, DOU, WNG), (middle) three magnetic observatories (VAL, BIR,
ARM), and (right) two observatories (VAL, BIR). Performance decreases with a lower
number of magnetometers, in particular when going from three to two (without the
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Figure 4.7: The coherence (top) and SNR (bottom) between the measured magnetic
field at MT sites and modelled magnetic fields (SECS interpolation with nine, three
and two magnetometer sites) for all MT sites with available data.

ARM magnetometer in the north), but no significant difference was observed between
using nine or three magnetometers, which suggests that the current configuration is
reasonable. However, it would improve the modelling of geomagnetic storms if all nine
magnetometers were available in real time. The strongest decrease in performance
is for the two sites further west, likely due to these sites being the furthest away
magnetometers as well as their relative position on the edge of the island meaning the
interpolation is more like an extrapolation.

4.2.3 Validation Using Modelled Data

Unfortunately, valid measured magnetic field data across the entire island were not
available for analysis. Instead, modelled sites with more inputs were compared to
modelled sites using less magnetometer observatories to assess the accuracy of the
interpolation across the entire island.

The impact of using two or three magnetometers was also evaluated through a compar-
ison with a nine magnetometer interpolation (Figure 4.8). When three magnetometers
are used, the performance of the SECS method decreases for the northernmost sites,
it retains a high coherence (> 0.85) but low SNR (> 4). When two magnetometers
are used the performance of the SECS method decreases significantly for northernmost
sites, with high coherence (> 0.8) but low SNR (0 – 4). The importance of using the
ARM magnetometer for accurate magnetic fields time series at northern sites are em-
phasised by this. Despite the lack of a magnetometer in the south-east, these sites still
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Figure 4.8: The coherence (left) and SNR (right) between a modelled magnetic field
using SECS with nine sites, compared to modelled magnetic field using SECS with
three magnetometers (top) and two magnetometers (bottom) for the 7 – 8 September
2017 storm (Kp = 8). Positions of the MagIE geomagnetic observatories are denoted
by red x’s
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perform well (coherence > 0.95, SNR > 10). This is likely due to the magnetometers
(particularly between Birr and Valentia) retaining the regional effects (which can be
replicated by extrapolation), with weak local effects in the southeast, due to the lack
of strong influence from the auroral electrojet, as opposed to the northwest, which is
more strongly influenced.
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4.3 Summary

This SECS geomagnetic field technique was evaluated, using both INTERMAGNET
(nine total) and MagIE magnetometers (three total), for storm time conditions in Ire-
land. The method adopting SECS was demonstrated to be effective for most of the
island, with accuracy of measurements quantified. The North-West/West region is
replicated most poorly. As a result, I recommend the installation of a new magnetome-
ter here. In the next Chapter, this geomagnetic field model will be used as an input to
evaluate geoelectric field variations across the island
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5 Surveying, Modelling and Nowcast-
ing Geoelectric Fields

One of the main goals of this research was to monitor the effects of geoelectric fields
during geomagnetic storms. Unlike geomagnetic fields, which can be easily monitored
using long-term geomagnetic observatories, this cannot be done so easily for geoelec-
tric fields. Modelling geoelectric fields across a region to monitor geoelectric fields is
preferable to directly measuring geoelectric fields for two main reasons: a) geoelectric
fields are highly variable between locations and thus a much denser network is required
(tens for Ireland), this density of sites can be surveyed, but would be impractical to
constantly maintain; b) measured geoelectric fields are highly susceptible to noise, both
from natural and artificial sources. In this chapter, geoelectric field data acquisition
from field surveys is described first, preprocessing is required to create magnetotelluric
transfer functions (MT-TF). Then details about geoelectric field models of Ireland are
explained, including the model used here. Finally, an explanation of how this model
was manipulated, optimised and validated to work in near real time is then provided.

5.1 Measuring Geoelectric Fields

5.1.1 Magnetotelluric Data

The LEMI 417M system consists not only of a magnetometer, but can also record
electric field measurements using a set of electrodes (Figure 3.8). The LEMI system
electrodes use small plastic cylinders with a porous ceramic filled with a conductive
copper sulphide solution. In total, the system is made up of four electrodes oriented
in North, South, East and West directions. The top of each cylinder has a cable which
is connected to the wires leading back to a data logger. The data logger measures the
electrical potential difference (V) between the two pairs of dipoles (North-South and
East-West). Provided the length (l) of the wiring is known, the electric field (E) can
be calculated using Equation 5.1. The standard units used for geoelectric fields are
generally millivolts per kilometre (mV/km) or volts per kilometre (V/km).
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Figure 5.1: The 58 MT locations in the SWEMDI survey, distinguishing between older
data and the newly acquired data (Campanyà et al., 2018).

E = V/l (5.1)

5.1.2 Magnetotelluric Surveys

The electric field data used in this study, involved both MT data from older geophysics
survey campaigns between 2004 – 2014, along with SWEMDI (Space Weather Electro-
magnetic Database in Ireland). The older projects consist of ISLE-MT, IRETHERM
and IRECCSEM. ISLE-MT (Irish magnetotelluric lithosphere experiment) consisting
of 39 MT site installations across the island, primarily investigating the structure of
the Iapetus suture, a major geological fault across the centre of Ireland related to the
early formation of the island (Rao et al., 2014). IRETHERM (Irish geothermal energy
project) was a project that used MT measurements alongside other equipment to in-
vestigate if Ireland has the potential for geothermal energy sources (Jones et al., 2014).
Data was measured in areas with sedimentary basins, granites and warm springs (Rath-
lin basin , Dublin basin; Galway and Leinster granite). These were, however, less useful
for space weather as the only probed using shorter periods, meaning only shallower fea-
tures can easily be resolved. The IRECCSEM (Irish Clare Carboniferous Seismic and
Electromagnetic Survey) project was established to investigate the possibility of carbon
sequestration in the Clare basin and Fermanagh basin (Campanyà et al., 2019). Five
additional long period sites had data recorded during this survey.
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Figure 5.2: The approximate location of MT sites from the HI-RES survey, alongside
the SWEMDI sites and earlier MT surveys (Kiyan et al., 2023). The site locations
were chosen to improve the overall spatial coverage across the island.

The primary aim of the SWEMDI survey (Figure 5.1) was to study space weather
across Ireland, by covering spatial data gaps of MT sites from the previous surveys
to characterise the geoelectric field across the island as a whole. SWEMDI includes
22 new sites in these regions with a sparser collection of data. Magnetotelluric data
from the aforementioned older surveys was recycled for 31 sites with data at sufficient
period ranges and reanalysed to derive new transfer functions to relate to the resistivity
structure (this was mostly performed by Joan Campanyà and Dugyu Kiyan). These
are the primary sites used for a geoelectric field modelling throughout this work. Out
of these 58 sites, 47 had an appropriate period range for modelling geoelectric fields
for space weather. Of these 47, four pairs of sites were located effectively beside each
other (< 1 km) with a very similar transfer function,. Thus, later in this Chapter, I
use 43 sites from the survey were used in total for ease of plotting.

An additional survey, the HIbernian Regional Electrical Structure survey (HIRES) was
carried out between 2022 – 2023. These sites were installed with the primary aim of
generating a 3D resistivity map of the entire island of Ireland, both for geophysical
and space weather research (Kiyan et al., 2023). This survey added additional sites
between the previous SWEMDI sites, with a significantly greater density of sites in
the East, than MT sites from the SWEMDI survey. Work is still ongoing to process
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the data and results from this survey. Data from this survey will be useful in terms of
space weather and could be incorporated into future models to improve accuracy.

Installation

The installation of MT sites first involves scouting out the area to install the device in.
However, a certain set of conditions should be met before installation. Site locations for
electrometers have to be chosen carefully, as geoelectric fields are extremely sensitive
to noise (Schmidt et al., 2020). Ideally, sites should be installed: a) > 10 km from any
major roads, power lines and towns due to the ferrous/electrical noise sources (electric
fences also have an effect, but significantly smaller than power lines) b) > 10 km from
the coast , the movement of the tides can generate significant electric fields, c) > 100
m from any rivers/streams/springs (changes in flow due to extra rainfall can generate
significant electric fields), d) > 20 m from any trees (strong winds cause tree roots
to "sway" in surrounding soil, which can create noise by literally moving the earth
around the electrometers). Sites are generally installed in farmers fields, after getting
their permission. Each of the four electrodes must first be oriented to geomagnetic
north using a tripod mounted compass. Approximately 40 m of cable is laid out away
from the centre (depending on dimensions of the field this can change) and then the
electrode is buried. In the case of short-term surveys, the electrode is buried roughly
30 cm below ground to reduce noise due to thermal variations (Chave and Jones,
2012). A conducting fluid is poured into the hole, usually salt water to improve the
electrical contact resistance between the electrode and the ground. The wiring can
be buried to eliminate the risk of animals chewing through the cables, but are often
left above ground for surveys to reduce workload. A large battery (≈ 800 W hr, 12V)
is used to power the sites. A 50 cm hole is dug for the magnetometer, with a level
balance used to ensure the magnetometer is flat, before being covered in plastic sheets
to avoid waterlogging and carefully buried to ensure its orientation is maintained. A
GPS is also used to accurately measure coordinates and to give a correct timestamp for
recordings. Sites are left recording in the ground for ≈ 2 – 6 weeks, with a checkup on
the equipment halfway through to a) ensure no damage has been done and the device
is still recording and b) swap the battery out with a fully charged one. An example of a
site is in Figure 5.3. A big thanks has to be said to Colin Hogg from DIAS geophysics,
who carried out the majority of this field work.

5.1.3 Electric Field Data Processing

Following the precautions described in the last section, electric field time series may
still possess a significant amount of noise and need to be preprocessed. Generally the
following protocol is employed; a band pass filter is used to remove for periods outside
the sensitivity range of the electrometer, manual inspection for noise via comparison
to magnetometer data which is normally less noisy and algorithms designed to detect
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Figure 5.3: An MT site from the HI-RES survey. The data logger and battery are
contained in the aluminium box (centre). The yellow wires extend out 40 m to the
electrodes. The wire covered in foam insulation leads to the hole where the magne-
tometer is installed. The small pale-coloured orb on the other side of the aluminium
box is the gps unit. The yellow wires were later buried at this specific site.
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noise are used. Specific details of this analysis for the MT sites in Ireland are described
in Rao et al. (2014) and Campanyà et al. (2018). After the removal of noisy data, data
gaps are patched, and then the time series are detrended. The geoelectric field is then
calculated using Equation 5.1.

5.2 Modelling Geoelectric Fields

5.2.1 MT Transfer Functions and Impedance relations

In this section, a method of practically deriving a transfer function to relate the mag-
netic field and electric fields is explained. The ability to derive geoelectric fields is es-
sential as ultimately these electric fields induce potentially harmful GIC. As mentioned
earlier in the chapter, the geoelectric field is highly susceptible to noise, so instead of
constantly measuring the geoelectric field it is better to survey the geoelectric field. A
transfer function can be derived by relating the geoelectric field and geomagnetic field.
As discussed in the magnetotellurics Section (Section 2.3), the amount of induction
caused by the magnetic variation depends on the frequency of the magnetic field, and
how it interacts with the subsurface lithospheric resistive features. MT transfer func-
tions can be used to represent this relationship:

E(ω) = Z(ω) · B(ω) (5.2)

where, B is the variation in the magnetic field, E is the electric field and Z is the
complex impedance tensor relation, which relates to subsurface resistivity properties,
and ω denotes the frequency dependence. Provided the impedance tensor and the geo-
magnetic field are known, the geoelectric field can be derived (or estimated). However
this impedance tensor must first be derived. Firstly, noisy data is selectively removed
for the sites as described in Section 5.1.3. After this, a fast Fourier transform (FFT)
is then applied to convert the transfer functions from time to frequency domain. The
transfer function can then be derived by Equations 5.3 and 5.4

Z(ω) =
FFT [E(t)]

FFT [B(t)]
(5.3)

E(ω) = FFT [E(t)],B(ω) = FFT [B(t)] (5.4)

The aforementioned surveys have calculated Z already. Hence, in this chapter we use
B and Z to estimate the E(t) .When Z is known, the geoelectric field can hence be
re-estimated when geomagnetic field data is present using Equation 5.5:
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E(t) = FFT−1[Z(ω) · FFT [B(t)]] (5.5)

5.2.2 The Impedance Tensor

Z relates the horizontal components of electric field (Ex, Ey) to the horizontal com-
ponents of the magnetic field (Bx, By), by describing the resistive Earth below. The
resistive Earth can be represented by Z using simple 1D tensors, or more complex 2D
or 3D tensors which describe the full induction and direction of induction in the Earth
below. Previous GIC studies in Ireland used 1D impedance tensors to model the geo-
electric field time series (Blake et al., 2016, 2018). In this study, 3D impedance tensors
are used, better constraining the influence of the subsurface geology when modelling
the geoelectric fields. In future sections, the separate models will be compared. To
start, a 1D Earth tensor is described by the relationship:

Z =

[
0 Zxy

−Zxy 0

]
(5.6)

A full 3D Earth tensor can be expanded can be expanded to include the directional
components of the geomagnetic and geoelectric field:

Z =

[
Zxx Zxy

Zyx Zyy

]
(5.7)

where the components of Z are complex numbers used to relate the components of
the magnetic (Bx,By) and geoelectric field (Ex,Ey). For example Zxx relates to the
electric field induced in the Ex component by the Bx component of the magnetic field
variations (the left "x" denotes the orientation of the geoelectric field, the right "x"
denotes the orientation of the magnetic field). The main difference between the 1D
and 3D tensor (Equations 5.6 and 5.7) is that the 1D considers the amplitude of the
resistive structures, while a 3D function considers both the amplitude and direction.

Figure 5.4 provides an example of one of these tensor relations. The individual com-
ponents of Z are further subdivided into individual binned periods for convenience. A
separate amplitude is present for each period range. The errors are largest outside the
range of sensitivity of the instrumentation (20 – 32,000 s). When applying the FFT
to derive the electric field (Equation 5.5), the magnetic field is subdivided into these
same corresponding bins to get an equivalent output. For example, the first bin of Zxx

contained periods of between 10 – 15 s, so the input magnetic field is binned into this
10 – 15 s window and is applied to this corresponding period of the tensor component,
with a second bin between 15 – 22 s and so on. Z can be decomposed into an apparent
resistivity (amplitude) and phase at individual periods (Figure 5.5). In the resistivity
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Figure 5.4: An example of the transfer function from the SWEMDI project, for each
component of the transfer function (xx, xy, yx ,yy). The apparent resistivity and period
are both logged (base10). The tensor is split between its real component (left) and its
complex component (right). The bars indicate the uncertainty at particular periods.

Figure 5.5: An example of the corresponding resistivity profile derived with a transfer
function from the SWEMDI project to Figure 5.4, for each component of the transfer
function (xx, xy, yx , yy) in terms of amplitude (left) and phase (right).The apparent
resistivity and period are both logged (base10). The bars indicate the uncertainty at
particular periods.
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profile, there is a sharp contrast between the ρXX and ρYY components at all periods,
with stronger resistivity expected for ρXX . Similarly, ρYX is usually stronger than ρXY .
This indicates that most geoelectric field induction is generated by the X component
of the magnetic field. This is not proportional on the induced geoelectric field, with
more induction on the Y component than the X. This site is clearly not 1D, as the
geoelectric field is more polarised in specific directions. This is something to note for
later, as the GIC induced in a power line is ultimately induced by the geoelectric field
in the same direction as the orientation of the power line.

Galvanic Distortion and MT-TF Correction

Galvanic distortion is a distortion of the geoelectric field caused primarily by real
localised resistivity anomalies close to the surface, which distorts the perception of the
underlying resistivity profile, changing amplitude and direction of the geoelectric field
(see the more detailed description in Section 2.3.5). Galvanic distortion can affect the
impedance tensor Z, and has a relevant impact on MT geophysical studies as it can
make accurate geophysical modelling difficult to impossible and, if ignored, can lead to
erroneous conclusions, by extrapolating very local affects over a larger region (Chave
and Jones, 2012). In terms of GIC studies, galvanic distortions may locally modify
the geoelectric fields at a particular site, producing results not representative of the
surrounding area between the site and the surrounding sites. Electric distortion is
described by a real-valued, frequency independent tensor C which relates the observed
MT impedance tensor Zd to the regional MT impedance tensor Z in the absence of
distortion:

Zd(ω) = C · Z(ω), (5.8)

where ω denotes frequency dependence (Bahr, 1987; Groom and Bailey, 1989). Theo-
retically if the distortion tensor C can be predicted then it can be removed from the
tensor. However the effect of C is difficult to discern from measured data and instead
complex methods must be employed to estimate it. The method of Neukirch et al.
(2020) is employed here to reduce the influence of galvanic distortion within the MT
tensors. Firstly, the distortion tensor C can be decomposed into a 2 x 2 matrix using
the method of Groom and Bailey (1989)

C =

(
C1 C2

C3 C4

)
(5.9)

Four parameters are used to describe C; a gain parameter g , a twist (T) angle ϕt ∈ (−90o , 90o),
a shear (S) angle ϕs ∈ (−45o , 45o) and an anisotropy (A) parameter, a. Note angles
are with respect to the geomagnetic reference frame. These parameters are all related
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in Equation 5.10:

C =
gTSA√

det(T)det(S)det(A))
= g ′TSA =

(
C1 C2

C3 C4

)
(5.10)

The effect of each can be physically explained. g is a scaling factor for the amplitude
of the electric fields. The twist T performs a rotation of the tensor through the angle
ϕt given in Equation 5.11:

T =

(
1 tanϕt

− tanϕt 1

)
(5.11)

The shear tensor S develops directional dependence on axes which bisect the regional
inductive principal axis, described by Equation 5.12:

S =

(
1 tanϕs

tanϕs 1

)
(5.12)

The anisotropy tensor A adds anisotropy to the already existing anisotropy in the
regional tensor in the direction of the inductive principal axis, Zd , effectively stretching
the tensor, described by Equation 5.13:

A =

(
1 + a 0

0 1− a

)
(5.13)

The terms of the distortion tensor C can be expressed in angular form using these
angular descriptions. The method assumes the gain g = 1, as this component of
the distortion is difficult to correct with a single site. The anisotropy parameter can
be expressed as a = tan(ϕa),ϕa ∈ (−45o , 45o), with no loss of generality, i.e., the
assumption doesn’t affect the outcome). Hence,

C = g ′

(
1 tanϕt

− tanϕt 1

)(
1 tanϕs

tanϕs 1

)(
1 + tanϕa 0

0 1− tanϕa

)
(5.14)

Algebraically, the distortion matrix mixes the complex-valued impedance components
and therefore affects the amplitude and phase information of individual impedance
components, which can lead to the aforementioned difficulties. Following the approach
of Neukirch et al. (2019), the impedance tensor can be broken up into a seperate
amplitude (P, 5.15) and phase tensor (Φ, Eq. 5.16).

Z = Pe(ϕ) (5.15)
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The impedance phase tensor, the inverse imaginary part multiplied with the real part
of the impedance, is shown to be unaffected by distortion (Caldwell et al., 2004):

Φ = Re(Zd)
−1 Im(Zd) = C−1 Re(Z)−1 C Im(Z) = Re(Z)−1 Im(Z). (5.16)

By comparing the phase and amplitude tensors, the effect on the galvanic tensor C can
be identified and removed from the original impedance tensor Z. A phase tensor has
been used extensively to interpret MT data without most of the challenges pertained
to galvanic distortion by disregarding the distorted amplitude tensor (Patro et al.,
2012; Tietze et al., 2015; Bakker et al., 2015; Samrock et al., 2018). The phase tensor
only holds information about subsurface induction processes, but the amplitude tensor
describes galvanic and inductive effects that complement the phase tensor information
(Neukirch et al., 2019).

Here, the model of Neukirch et al. (2020) is used to correct the transfer functions. Both
the amplitude and phase tensors describe the same physical induction processes in the
subsurface and it has been hypothesised that they should reflect similarly the present
subsurface geometry, i.e. the electric strike (off-diagonal components of Z,Zxy and
Zyx), dimensionality and anisotropy, allowing computation of an optimal distortion
matrix (i.e. the value for C for which Z and Zd are most similar) that maximises
this geometric similarity (Neukirch et al., 2020). To validate their results a synthetic
example (Dublin secret model 2) was used to illustrate that the undistorted amplitude
tensor parameters are more similar to the phase tensor than increasingly distorted ones
(Miensopust et al., 2013). They provide empirical evidence for the predictability of their
proposed hypothesis. By empirically selecting values for the angular components of the
T,S and A tensors for both the phase and amplitude tensors at separate frequencies,
differences between the two can be predicted and hence removed.

This method of estimating galvanic distortion has been shown to be successful. It is
important to note however that while the T, S and A components are corrected by
this method, the g parameter is not. The g parameter needs comparison to nearby
sites, within kilometres to remove it (Delhaye et al., 2017). Hence not all distortion is
removed. An example of this correction method in action is provided in Figure 5.6.

5.2.3 Geoelectric Field Modelling in Ireland

One-dimensional Models

Two standard approaches are used to map geoelectric fields across a region, with one
estimating the geoelectric field assuming a homogeneous underlying conductivity pro-
file, with the second assuming a variable conductivity (Beggan et al., 2013; Guo et al.,
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Figure 5.6: An example of the removal of galvanic distortion removal from Neukirch
et al. (2020). Two nearby sites within 3 km tensor relationships are compared at differ-
ent periods, one with and one without a large galvanic distortion (left). A correction is
applied to both, such that after correction the two tensors have nearly identical profiles
(right).

2015; Bailey et al., 2017; Kelly et al., 2017, among others). The first mapped models
and maps of the geoelectric field in Ireland come from both Blake et al. (2016) and
Blake (2017), who modelled and mapped geoelectric fields using both these approaches.

Blake et al. (2016) and Blake (2017) use 1D transfer functions (Equation 5.6) to es-
timate the geoelectric field across the island. MT sites used included sites mentioned
before from the IRETHERM, IRECCSEM, so some less accurate regions in the models
exist due to the low density of MT sites. The geoelectric field could then be estimated
at each site using Equation 5.5. Each of the MT sites used in the model gave an av-
erage resistivity for different depths of the lithosphere down to 200 km. The values
from these sites were interpolated using a linear radial basis function onto a 10 km ×
10 km grid. These values were then used to make a layered Earth conductivity model
at separate depths: 0 − 0.3 km, 0.3 − 1 km, 1 − 3 km, 3 − 10 km, 10 − 30 km, 30
− 60 km, 60 − 100 km, and 100 − 200 km. Skin depth (Equation 2.35) is used to
approximate these depths with frequency of the signal. A resistivity value of 100 Ω m
was set for depths greater than 200 km (including periods from 20 – 10,000 s).

The thin sheet approximation is a simplified model which only uses magnetic field
inputs and neglects variability in the geoelectric field (Price, 1949). This method
is most often used in regions with little or no geoelectric field measurements, and
works best in regions where the geoelectric field is near-homogeneous. Blake (2017)
incorporated a thin sheet model for the sea surrounding the island with the MT model
to predict the geoelectric field across Ireland.

Three-dimensional Model

While one-dimensional models were more commonly used due to the lack of three-
dimensional data in the past, the growing availability in data means 3D models of
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geoelectric fields are becoming more common (Gannon et al., 2017; Alves Ribeiro et al.,
2021; Torta et al., 2023). Using 3D-TF includes the directionality of the geoelectric
field and not only the amplitude, which is ultimately useful when modelling GIC later,
as GIC are induced by the geoelectric field in the direction of the power lines’ path.

In Ireland, an updated 3D MT-TF geoelectric field model was created by Campanyà
et al. (2019), using MT-TF from SWEMDI and previous MT surveys. This method
modelled geoelectric fields at sites uses 3D-TF (Equation 5.7) to estimate the geoelec-
tric field, including not only the amplitude of the geoelectric field but also for differing
orientations. They design a method which estimates magnetic field variations using
SECS, but also incorporates the standard deviation (STD) error in SECS into the
model, and then use MT-TF to estimate the geoelectric field (SECS-MT). Campanyà
et al. (2019) then validated and quantified the accuracy of the model compared to mea-
sured data, generally achieving coherences of > 0.8 and SNR of > 6 in the geoelectric
field across the island. Here in this work, this SECS-MT method is used throughout
to estimate the geoelectric field, expanding on it in order to map the variation.

5.3 Mapping Modelled Geoelectric Fields

The geoelectric field was modelled (described in Section 5.2.3) using the method of
Campanyà et al. (2019) as a base, with an interpolation between sites to estimate
the geoelectric field, an intermediate approach instead of using a full 3D conductivity
profile. In this way a full 3D model can be constructed for the island easily, that is
more accurate than a 1D method such as the thin-sheet method. This approach was
chosen over a 3D conductivity model as it is:

a) it is computationally efficient;

b) it is an approach that is easily adaptable, i.e. new magnetometer and MT sites
can be individually be added to the models;

c) it is an approach that can be used to estimate the error in the SECS magnetic
field interpolation.

First, the geoelectric field was estimated at each site with the SECS-MT method. A
cell size of 10 km x 10 km (≈ 0.1o x 0.1o) was used. Then, to map the geoelectric field, a
cubic-spline interpolation between sites is then used. This leads to artifacts in the mod-
elled geoelectric field (i.e. something observed in a model that is not naturally present
in the data). To mitigate this issue, a Gaussian filter was used on the interpolation
to smooth out these artifacts in the image, an approach commonly used in mapping
weather and climatological conditions (Chen et al., 2014; Morzfeld and Hodyss, 2019).
The same interpolation method was used on the STD error for the SECS, to estimate
error in the geoelectric field across the island. The Gaussian function is given by:
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Figure 5.7: MagIE (ARM, BIR, VAL) magnetometer observatories (blue) and the 43
MT site locations (red) used in this study from the SWEMDI network. Select MT
sites (A, B, C, D, E) analysed later in this chapter (Section 5.5), are marked with red
text. Site A was an example site used when optimising a correction for the nowcast
geoelectric field. Sites B – E were all used to validate the nowcast model.
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Figure 5.8: An example of the geoelectric field model operating for the 08 – 09 Septem-
ber 2017 storm. The modelled geoelectric fields were plotted across Ireland at the top,
with colour indicating magnitude and the arrows indicating direction on the left and
the standard deviation error of the model on the right. A cubic spline interpolation
used to estimate the electric fields between impedance tensor sites. The horizontal
(H) component of the Valentia geomagnetic observatory is on the bottom to illustrate
the changing magnetic field. Peak regions are generally present in the south-west and
along the northern coast.

G (x , y) =
1

2πσ2
e−

x2+y2

2σ2 (5.17)

where x and y are the longitude and latitude coordinates, σ is the spread of the dis-
tribution about the mean of the function. The σ value must be carefully set; it should
be set not too low that artifacts remain in the data, but not too high that the real
signal is removed (Figure 5.9). To establish the best value, comparison was evaluated
at points of measurement to see if real signals were lost for values of σ. In this case,
a σ = 4 cells (i.e. 40 km) was found to be optimal, when assessing the model and its
performance relative to measurements (Section 5.5.2). Vectors (i.e. directional arrows)
were included at each MT site to denote the direction of the geoelectric field. A binary
mask applied to areas of the sea is used to remove any visually error-some regions here
(see the grey regions in Figure 5.8).
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Figure 5.9: The geoelectric field model for an instant during the 08 – 09 September
2017 storm comparing the model both without use of a Gaussian filter (left) and with
the use of a Gaussian filter, with a sigma value of 4 cells or 40 km (right).

5.4 Comparison With and Without Galvanic Distor-

tion

Transfer functions with and without a galvanic distortion correction were both used
when generating the maps. Galvanic distortions are near-surface homogeneities that
can affect the geoelectric field (explanation in Sections 2.3.5 and Section 5.2.2). As it
is not known whether a correction could improve or worsen the model, here a model
that considers both approaches are used, to determine whether or not a large difference
exists between models with and without these distortions. The regional effects of the
model with and without galvanic distortion were examined:

The two main differences between the models are: 1) the local direction of the geoelec-
tric field between sites is less homogeneous with galvanic distortion (Figure 5.10); 2)
larger electric fields are generally observed when no correction is applied for galvanic
distortion (Figure 5.11). One would also expect there to be more variable peaks in the
model with galvanic distortion in Figure 5.10, however the cubic spline interpolation
cleanses this effect. In Figure 5.10, some local patterns are also apparent, mainly sites
in the centre of Ireland have comparably weak electric fields compared to the sites
closer to the coasts and the Southwest, which could be explained by underlying litho-
spheric features in their respective regions. For example, the midlands is known to be
rich in limestone, near to the surface, which are a relatively conductive rock type and
hence generate weak electric fields. In the Southwest, a relatively resistive rock type is
common, old red sandstone, and could be a source of the large geoelectric field here.
It must be noted that this is merely an example. We don’t know if these rock types
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Figure 5.10: (Top) The non-corrected for galvanic distortion geoelectric field model
(left) is compared to the model with corrected geoelectric field (right). (Bottom) The
normalised direction of the vectors in the top panels are compared for significantly
strong (> 5 mV/km) electric fields at the same point of origin.

Figure 5.11: The frequency of amplitudes (50 mV/km bins) at each site, for the entire
storm in Figure 5.10 are compared to models with non distorted geoelectric fields (blue)
and distorted electric fields (green).
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extend to deeper depths. But it may partially explain these findings.

5.5 Nowcasting Geoelectric Fields

Accurate real-time assessment of geoelectric fields (also referred to as nowcasting here)
could significantly aid in reducing the hazard posed in real-time to ground-based in-
frastructure such as power grids and pipelines. Such a tool could be used to identify
areas experiencing large geoelectric fields variations, which operators could identify
and setup longer-term stations to monitor the geoelectric field . Hence, the standard
geoelectric field model was altered to operate in real time for this purpose. This in-
volved manipulating the magnetic field inputs, applying empirical corrections to the
geoelectric field output and validating the new model with updates with comparison
to performance metrics (relative error, RMS, SNR and coherence).

5.5.1 The Issue of Real-Time Modelling

Before computing the geoelectric fields, the measured input magnetic fields at MT
sites were manipulated for nowcasting. FFT derived time-series commonly suffer from
issues at the edge of the time series due to the lack of frequency information past the
edge of the time series. Hence, a decrease in the electric field is observed. The time
scale and intensity of the edge issues are dependent on the frequency/period range
analysed. Analysis of geoelectric fields requires relatively long periods (here, between
20 – 32,000 s is used) and thus frequency information is missing on the scale of hours,
so an accurate geoelectric field cannot be replicated anywhere near real time. Hence,
the inputs and outputs of the geoelectric field model are adapted to mitigate this issue.

5.5.2 Manipulation and Optimisation

Two steps were implemented to optimise the geoelectric field model. Firstly, due to the
edge issues, padding was added to the input magnetic field time series. Zero-padding
is the standard tool for improving the performance of the FFT close to the edge of
a time series which involves adding an array of zeros to the end of the input signal,
which reduces errors in the output when the FFT is applied. Kelbert et al. (2017)
successfully implemented a padding approach to estimate geoelectric fields using an
adapted form of zero-padding, where the last recorded values were used instead of
zeroes (end-padding Figure 5.12). Both padding approaches, and the combination of
both (end-zero padding), were analysed. A "mirroring" approach, whereby the last
values of the time series are copied and reflected, was initially considered also, but
after poor performance after early testing was discarded. The performance of the FFT
in real-time was evaluated by comparing padded near real-time (or nowcast) modelling
of geoelectric fields with standard non-real-time modelling of geoelectric fields (where
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Figure 5.12: An example of the different padding types applied to the magnetic field
time series, zero-padding, end-padding and end-zero padding.

Table 5.1: Storms used to optimise the model together with their corresponding Kp,
local K-index maxima in Ireland during each storm. Storms of varying strength were
studied to see whether storm strength influenced the padding or correction curve. The
geomagnetic observatory sites (see Figure 5.7) used for the SECS interpolation are
given in the right column.

Storm Local K Maxa Kp Maxb Local stations
17-18 March 2015 7 8- BIR, VAL
22-23 June 2015 8 8+ BIR, VAL
08-09 May 2016 6 6+ BIR, VAL

07-08 September 2017 7 8+ ARM, BIR, VAL
27-28 September 2017 5 6+ ARM, BIR, VAL

26-27 August 2018 7 7+ ARM, BIR, VAL
a Derived from local geomagnetic observatories.
b From German Research Centre for Geosciences (GFZ,
https://www.gfz-potsdam.de/en/kp-index/).

electric field time series do not suffer from edge issues). Several storms (Table 5.1) were
considered during the assessment. A single rectangular window function was found to
be the optimal windowing function to use with the FFT, compared to Hanning and
tapered cosine windows (with cosine fractions between 0 - 1 in increments of 0.05),
indicating frequency resolution is more important than spectral leakage.

Length and type/shape of the padding were evaluated to select the parameters that
provide more accurate geoelectric fields. Potential parameters were analysed over sev-
eral spatio-temporal scenarios, considering all 43 sites over Ireland (Figure 5.7). Storms
of varying strength (Table 5.1) were chosen to see whether the model performed sim-
ilarly for strong and weak storms. Real-time electric field modelling, nowcasting, was
compared to the modelled electric field (non real-time), to evaluate the performance of
padded FFT. This was implemented as follows:
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1. The real-time/nowcast model is calculated between the timeframe [t - 48 hours
: t], where t denotes real time (i.e. the last point in the magnetic field time
series, the nowcast magnetic field). The non real-time synthetic model (standard
model) is calculated between [t - 43 hours: t + 5 hours] (data past the defined
real time for the non real-time model, as in this training case the future magnetic
field time series are recorded).

2. The points between [t - 5 hours: t] (at the edge for nowcast, away from the edge
for standard) are compared between each model.

3. The relative error (Equation 5.19), root-mean-squared error (RMS, Equation
5.20), signal-to-noise ratio (SNR, Equation 4.15) and coherence (Equation 4.16)
were calculated to compare the performance at different delays from real time
(between [t - 5 hours: t]) and are recorded. Here, the delay (∆t) is defined as
the interval of time between real-time/now (t), and the time series at an earlier
point (T ), ∆t = t − T . The purpose of calculating these metrics at each delay
between [t - 5 hours: t] is to improve the accuracy not only at t, but previous
times close to real time, to provide the most accurate results at each delay for
the generation of a real-time movie.

4. Steps 1) to 3) were recalculated, as the time series was moved along a sliding
window for the course of the storm.

5. The mean of metrics from step 3) (relative error, root-mean-squared error (RMS),
signal-to-noise ratio (SNR) and coherence) are calculated at each individual delay
(i.e., 1 minute, 2 minute, ..., etc.).

5.5.3 Performance Metrics

A performance score (Equation 5.18) or parameter, P , was used to optimise the best
correction curve for a single time series, first used by Torta et al. (2014). A performance
score worked best when optimising a real-time correction factor compared to RMS,
SNR or coherence. To optimise padding, the performance metrics, relative error, RMS
, SNR, and coherence (Equations 5.19, 5.20, 4.15, 4.16), were analysed comparing a
padded electric field time series at real-time to an unpadded time series away from
real-time. Electric fields below 2 mV/km were discarded for this analysis to help avoid
division/multiplication by 0 for SNR and relative errors. Signals below 2 mV/km also
pose a negligible risk in comparison to larger electric fields. The relevant equations are
given by:

P = 1− RMS

σ0
(5.18)
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Rel =
1

N

N∑
i=1

Edata − Emod

Edata
(5.19)

RMS =

√√√√ 1

N

N∑
i=1

(Edata − Emod)2 (5.20)

where Edata is the measured geoelectric field time series, Emod is modelled geoelectric
field, N is the length of the time series and σ0 is the standard deviation.

5.5.4 Performance Analysis

The best length of the padding was evaluated by using lengths between 0 and 180
min with 5 min intervals. The types of padding considered included zero padding,
end padding and end-zero padding (Figure 5.12). The best overall performance was
obtained with a length of 105 min using either end padding or end-zero padding. The
ratio of pad to time series (48 hours, 2880 min) is 0.036.

Firstly, the padding type was analysed. Figure 5.13 compares the performance of the
FFT with three different types of padding (using 120 min of padding, an estimate).
Both the start and end of the time series were padded by 120 minutes. End and end-
zero padding outperform zero padding in each metric. The difference between end and
end-zero padding is more subtle. Both perform at a similar level in each metric. The
most significant difference between the two is in coherence, where end-zero padding
is marginally better across all delays. For this reason, end-zero padding was chosen
as the padding method from this point forth. Figure 5.14 expands on the analysis in
Figure 5.13 by comparing the performance of end-zero padding using three different
padding lengths. If the padding length was set too small (i.e. < 60 minutes), the
coherence was not accurately reproduced by the model. If the padding was set too
large (i.e. > 120 minutes), the SNR and RMS worsened (although coherence improved
marginally). Note, despite the latter three storms in Table 5.1 missing ARM data for
the interpolation, this had little impact on the performance metrics. This is likely due
to the same input MT-TF being compared, so while the magnetic field will be more
erroneous, this has little effect on the comparison between different padding types.

5.5.5 Correction Curve

A correction curve was considered to correct the underestimation of the nowcast geo-
electric fields. The correction curve applies a scalar correction factor to the amplitude
of the nowcast geoelectric fields for each time delay. This correction factor has been
optimised, by comparing the real-time and non real-time models for 5 storms (Table
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Figure 5.13: A comparison of the performance of “end-zero padding”, “end padding”
and “zero padding”, with a mean average of the metrics taken across all sites and all
storms.

Figure 5.14: A comparison of the performance of end-zero padding with different
lengths of padding (in minutes), with a mean of the metrics taken across all sites
and all storms.
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Figure 5.15: An example of the modelled time series of the electric field at a 1-minute
delay (nowcast) plotted against a time series of the standard non real-time model for
Ex (top) and Ey (bottom) for the 30 October 2003 for Site A (Figure 5.7).

5.1) and for all MT sites, by calculating the average ratio (example at 1-minute delay,
Figures 5.15, 5.16, 5.17).

A performance score (Equation 5.18) was used to optimise the model’s correction factor.
The correction curve was defined by considering correction factors between 0.5 and 2
with 0.01 increments, constraining median, min and max correction factors for each
time delay between 1 and 200 min. Figure 5.18 shows a graphical summary of the role
of the correction curve. Figure 5.19 shows the median, minimum and maximum values
of the correction curve for each time delay between each site and storm.

The correction curve is dependant on the length of time series used (48 hours in this
case). The best fit of the equation in Figure 5.19 is given by Equation 5.21 and was
optimised using the best relative error at each point:

f (t) ≈

−(3.01× 10−6t3) + (5.30× 10−4t2)− (3.08× 10−2t) + 1.61 if x/n ≤ 0.024

1.00 if x/n > 0.024

(5.21)

where n is the length of the time series used, t is the time delay, 0.024 is derived from
the length of the time series 2880, divided by delay 70, the edge of where a correction is
needed (see Figure 5.19). The amplitude of the correction is greatest close to real-time
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Figure 5.16: The amplitude of the standard electric field model (both Ex and Ey) are
plotted against the corresponding 1-minute delayed from real time (nowcast) electric
fields, for all sites in Figure 5.7 and storms in Table 5.1. The ideal correction factor
(solid red line) is the best fit slope between the two models and is compared to a slope
of unity (dashed blue line).

Figure 5.17: The corrected time series of the electric field at a 1-minute delay (nowcast)
against the standard model for Ex (top) and Ey (bottom) from Figure 5.15, with a pre-
optimised correction factor of 1.61 (Figure 5.16).
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Figure 5.18: An example of the change in the time series near real time when the
electric field time series is multiplied by the correction curve. The uncorrected time
series (top left) are multiplied by a correction (bottom left), to give the corrected time
series (right).

Figure 5.19: The median correction factor calculated at each time delay (the correction
curve) combined for all sites and all storms. The maximum (green) and minimum
(orange) extent of the curve at each delay are also marked, to give an idea of the range
of errors in nowcasting.
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Table 5.2: The storms used to validate the model with their corresponding Kp and
local K-index maxima in Ireland during each storm. Storms of varying strength were
studied to see whether storm strength influenced the padding or correction curve. The
geomagnetic observatories (see Figure 5.7) used for the SEC interpolation are given in
the right column.

Storm Local K Maxa Kp maxb Local stations MT Site
17-18 March 2015 7 8- BIR, VAL B
22 November 2021 6 8- ARM, BIR, VAL C
21 November 2017 5 5 ARM, BIR, VAL D

07-08 September 2017 5 6- ARM, BIR, VAL E
a Derived from local geomagnetic observatories.
b From German Research Centre for Geosciences (GFZ,
https://www.gfz-potsdam.de/en/kp-index/).

and falls for increasing delays (as more longer period variations are present closer to the
centre of the time series) At approximately 70 minutes the correction factor approaches
unity, indicating that any loss in long period information here and at larger delays is
negligible.

The correction at each time delay is applied to construct a nowcast movie of geoelectric
fields, to visualise how the electric fields develop up until real time. The correction
curve multiplies the electric field time series by a correction factor at each time delay,
close to real time, to account for lost longer period magnetic variations (i.e. the electric
field time series is multiplied by 1.61 at 1 minute, 1.58 at 2 mins, etc.). Rather than
re-calculate the correction at each delay individually, the curve can be used to account
for the error at each delay. This significantly reduces computation time.

5.5.6 Validating the Nowcast Model

The presented approach for nowcasting geoelectric fields was validated with clean mea-
sured electric field data. During validation galvanic distortion was not corrected as it
is present in the measured electric field data. Four measurement sites were used for
validation (Table 5.2). Validation results are presented in Figure 5.20 and summarised
in Table 5.3. Note that data measured at these sites during the selected storms were
not used for implementing/optimising/calibrating the system for nowcasting geoelec-
tric fields.

Each site in Figure 5.20 is ordered in terms of distance to geomagnetic observatories
(Figure 5.7, B is the closest, E is the furthest). In terms of overall accuracy compared
to measured data, site C and D perform best in terms of the performance metrics
(Table 5.3). Site B is more erroneous as the MT site is located at the coast, with extra
noise present in the electric field due to tidal effects. For site E, while the shape of the
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Figure 5.20: The measured and modelled E fields are compared for four example sites
(Figure 5.7), (top left) 17 – 18/03/2015 (Kp = 8) for site B, (top right) 07 November
2021 (Kp = 7) for site C, (bottom left) 21 November 2017 (Kp = 5) for site D and
(bottom right) 05 May 2018 (Kp = 5) for site E. The top subplot compares the mea-
sured electric field (gold) to the nowcast model at a 1-minute delay (blue), the middle
subplot the measured electric field versus the standard model (black), with the bottom
comparing the RMS (10-minute bins) between the models and the measured data.

.

Table 5.3: A table with performance metrics for each storm in Table 5.2, referenced by
letters (B, C, D, E).

MT Site Model Coherence SNR RMS
B Standard 0.80 4.3 1.3
B Nowcast 0.75 3.2 1.7
C Standard 0.89 5.4 17
C Nowcast 0.81 6.5 15
D Standard 0.90 7.0 3.9
D Nowcast 0.84 4.0 3.8
E Standard 0.83 3.8 4.0
E Nowcast 0.89 4.5 3.3
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signal is coherent, the electric field is underestimated, due to the underestimation in
prediction of magnetic fields with SECS, related to distance and position relative to the
observatories (Figures 5.15, 5.17). Comparing the standard model and nowcast model,
a small decrease in accuracy (drop in coherence and SNR), is present in general, due
to the loss of high frequency information near real time, when the FFT is performed.
However, some discrepancy is observed. At some sites (C, E), SNR is higher for the
nowcast, as the nowcast overestimates the standard model, which itself underestimates
the measured data. And at site E, coherence of the nowcast is greater, indicating that
there may have been noise present at longer periods, for measurements at this site.

5.6 Discussion

A framework has successfully been developed to model and nowcasting geoelectric fields
across Ireland. The nowcast was calibrated using modelled geoelectric fields, and val-
idated against measured geoelectric fields, producing reasonable, albeit slightly worse
results, when compared to the standard non real-time model, which is to be expected
given the loss in frequency information. The framework also considers correction for
galvanic distortion of the MT-TF and evaluated its impact on modelled geoelectric
fields across the region. The spatial resolution here is comparable to other national
scale attempts to model geoelectric fields (i.e. NOAA for the US 1), with no site in
Ireland less than 200 km from magnetic observatories, and MT-TF at around 40 km
distance between sites on average.

This framework was built in a way that it could be implemented outside Ireland,
providing that real-time magnetic field variations and MT-TF for the area of study
are available. However, it is important to highlight that the framework was calibrated
using data from Ireland, that while no major changes are to be expected, I recommend
that the calibration/optimisation process is repeated if implemented in a new region.
The framework represents a key step for space weather and GIC studies in Ireland
provides for the first time geoelectric field data in near real time for the whole island.
Data will be stored at www.magie.ie where it can be used to assess the geoelectric
field across Ireland for past events.

5.6.1 Nowcasting Geoelectric Fields

The nowcast geoelectric fields method used the FFT-based method of Kelbert et al.
(2017) as its foundation and built upon it. This included a more detailed description
of how to calibrate an ideal padding length. In addition, a correction curve was added
to account for the underestimation at modelling geoelectric fields near real time. The

1NOAA Geoelectric Field 1-Minute, available at https://www.swpc.noaa.gov/products/
geoelectric-field-1-minute as of 12/12/2023
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considered correction curve approach is similar to the method used in Simpson and
Bahr (2005), where they correct the individual MT-TF tensors, instead of correcting
the electric field time series. However, the correction curve is more practical for this
purpose (i.e., for a real-time movie), when correcting multiple delays from real time, as
separate MT-TF would need to be made for each separate delay, which would increase
computation time and would be tedious to perform for many MT sites. The correction
curve improves the RMS of the modelled geoelectric field without affecting coherence.
The simulation of the storms provides both intensity information as well as orientation
at each individual site, adding approximately 10 – 20 % additional relative error/RMS
compared to a standard non real-time method, which is still sufficient to monitor
geoelectric activity (Figure 5.20). The choice of ideal correction curve varies slightly
from site to site and storm to storm, depending on what frequencies the site is most
sensitive to. Figure 5.19 illustrates this difference in the correction curve obtained for
each MT site, between the minimum and maximum extents. Due to this variability, the
correction curve applied for the real-time model is not perfect, but does improve upon
no correction (Figure 5.16). Moreover, almost no additional error is added, despite
increasing the amplitude of the electric fields. Hence, the correction curve approach
proved successful.

5.6.2 Galvanic Corrected Versus Non-Corrected

This study was the first attempt to apply a galvanic distortion correction, for space
weather across an entire region. Previous work by Murphy et al. (2021) indicated that
disregarding local information can misrepresent the regional effects and can lead to an
over/underestimation of the electric field in a local area. Here, a similar conclusion is
reached, observing that galvanic corrections lead to more homogeneity in the direction
of the electric field, which is likely to be more representative of the regional lithospheric
structure. The distorted MT-TF also contains local information about the smaller near-
surface structures, which also generate electric fields and, for certain sites, can be up
to an order of magnitude greater than the regional geoelectric field generated in the
lithosphere. Individually, local near-surface effects are likely too weak to drive GIC on
their own. As such, despite the relatively high density of MT sites used here (compared
to other studies), one would still expect a model with a galvanic distortion correction
to produce more temporally coherent results.

A combination of local inhomogeneities, related to a geological feature (e.g., a faultline),
could have a relevant role on induced GIC for a particular powerline or pipeline, given
that near-surface inhomogeneities can group together. In this case, inhomogeneities are
more common along the coastline and in some mountainous regions like the Northwest,
while the midlands remained very homogeneous. For sparse MT networks, using gal-
vanic corrections would most likely improve GIC modelling, however this is less clear
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if a high density of MT-TF were available and further study is needed to clarify this
point. While galvanic corrections provide a better regional picture, and are likely to be
more representative and provide more coherent results in the long term, uncorrected
galvanic distortion also needs to be considered to highlight potentially larger geoelec-
tric fields in certain areas, than what is implied by the corrected galvanic distortion.
A galvanic distortion may or may not lead to better modelled GIC, which is analysed
later in this work (Chapter 7)

5.6.3 Limitations

1. The plane wave approximation, assuming the surface of the Earth is relatively
flat rather than curved, is likely to be more erroneous when local effects are
present in geomagnetic storms. This could be solved by using a three-dimensional
model of the lithosphere in Ireland and its interaction with the ionosphere and
magnetospheric currents. However, this approach would be more computationally
expensive and would require modification. Research by Kruglyakov et al. (2022)
presents an alternative solution to this problem, by using a memory-based method
to reduce computation time.

2. At present the geomagnetic observatory density is low. This leads to errors in
the calculation of SECS at more isolated sites (such as site E, Figure 5.7). This,
in turn, can lead to under/over estimations in the amplitude of the modelled
geoelectric fields. The new magnetometer in Dunsink is present which should
errors in the the East/Southeast, however another should be installed in the
Northwest.

3. The correction for galvanic distortion considered in this study does not account
for the scalar factor (see Section 5.2.2). This means that although the impact
of galvanic distortion is largely reduced, some distortion may still be present,
affecting the amplitude of the geoelectric field.

5.7 Summary

The MT-TF geoelectric field modelling approach from Campanyà et al. (2019), was
expanded to map geoelectric fields across all of Ireland. An operational/automated
geoelectric field monitoring approach was successfully implemented to accurately esti-
mate amplitude, orientation and uncertainties of near real time (1-minute) geoelectric
fields in Ireland. The nowcast model adds a greater uncertainty than standard mod-
elling, with a coherence loss of approximately 5 % and an additional 5 – 10 % in
the uncertainties of the total amplitude. Optimising the padded magnetic time series
and applying a correction factor were crucial for real-time modelling with MT-TF, in
particular the correction factor improved upon the previous state of the art for near
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real-time modelling of geoelectric fields. The effect of galvanic corrections on electric
fields across the entire network was investigated. The correction led to lower ampli-
tudes in electric field strength and more homogeneity in electric field direction which
may galvanic lead to improved temporal coherence in GIC modelling. The real-time
model can be used as a proxy to highlight regions or power-lines that are more likely
to be affected by GIC in near real time, which is more relevant than simply looking at
magnetic variations as a proxy. The real-time model is available on the MagIE website
at www.magie.ie/geoelectrics.
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6 Geoelectric Field Hazard Mapping

In this chapter, the regions across Ireland most prone to large geoelectric fields during
geomagnetic storms are investigated. To perform this investigation, geoelectric field
time series are modelled over a 28-year time scale, using modelled geomagnetic field
variations derived from magnetometer measurements. A SECS interpolation is applied
to estimate the magnetic field at each site, before a MT-TF is used to convert to
geoelectric fields, the same method used in the previous chapter. The main patterns in
the modelled geoelectric field time series are established using hazard maps, including
analysis into: a) peak variations; b) directional effects; c) the probability of exceeding
a defined hazardous geoelectric field. The main aim of creating these hazard maps is
to accurately identify regions at risk of large GIC, as a tool for power grid operators
to help mitigate any damage related to GIC.

6.1 Hazard Mapping

Hazard mapping is a method to assess potential hazards or risks in a specific geo-
graphical area and represent them visually on maps. Hazard mapping is widely used
in a variety of fields, but particularly in sectors related to natural disasters, to predict
likelihood of occurrence of potentially damaging events. Common examples include
mapping the prevalence of earthquakes (Frankel et al., 2000; Mualchin, 2011), ground-
water flooding (Morrissey et al., 2020; McCormack et al., 2022) and the risk of land-
slides (Dahal and Dahal, 2017). The primary purpose of hazard mapping is to improve
preparedness, response, and mitigation efforts for natural and human-made disasters.
Geoelectric fields like many of these mentioned phenomena are both region specific
and pose a potential hazard, in this case driving GIC which could affect and damage
ground-based infrastructure. Hence, a hazard map approach to mapping geoelectric
fields is applied in a similar manner here, to determine areas more susceptible to large
geoelectric fields.

Hazard maps have previously been used to map geoelectric fields in the US. Love et al.
(2018) and Love et al. (2022) pioneered a hazard mapping approach for geoelectric
fields, evaluating the hazard posed by geoelectric fields across the US, using magne-
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totelluric transfer functions (MT-TF), relations derived from measured magnetic and
geoelectric fields, and simulated 100 year extreme values in geoelectric field amplitude.
They successfully identify specific regions where induction is greater (e.g. the eastern
coast) and hence more susceptible to large geoelectric fields. Here, this approach is
used as our base to build our hazard map. Adaptations to this approach are made,
however, mainly to analyse the effects of galvanic distortion and directionality on the
maps.

6.2 Importance of Geoelectric Field Directionality

An important factor to consider when modelling the geoelectric field is the direction
of induction, which was touched upon in the previous Chapter 5, hence, both the
amplitude and direction should be considered. GIC are driven by the line integral of
the geoelectric field along a single transmission line and can be represented by:

I =
1

R

∫
E⃗ · d l⃗ (6.1)

where I is current, R is the resistance between two end nodes of the power grid, E⃗ is
the geoelectric field along the power line and d l⃗ is the path along which the power grid
lies.

The direction of the geoelectric field can have a significant influence on the output
GIC along a power line. For example, if the geoelectric field is perpendicular to the
power line, the induced current in the line will be zero, regardless of the amplitude
of the geoelectric field (assuming this line is independent of other lines). While one
might assume that the geoelectric field is near homogeneous in each direction, this is
not true in most cases. The geoelectric field can be highly directionally polarised, due
to the orientation of different resistivity structures present in the lithosphere, which is
particularly true in more geologically complex regions. This effect was demonstrated
by Murphy et al. (2021), where they consider the direction of the geoelectric field at
magnetotelluric stations across multiple regions in the US, with some sites exhibiting
near homogeneous geoelectric fields but many others have significant differences based
on direction. Heyns et al. (2021), demonstrates the knock-on effect of directionality in
geoelectric fields on measured GIC, where they note a strong north-south GIC, related
to a strong north-south geoelectric field, with weak geoelectric fields and hence GIC in
the east-west direction. In Ireland, a similar complex resistivity structure exists with
significant differences in the orientation of the geoelectric field (Rao et al., 2014; Kiyan
et al., 2018). For these reasons, directionality is considered alongside amplitude when
creating the hazard maps.
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6.3 Input Geomagnetic Field

To generate hazard maps of geoelectric fields across Ireland, 28-years of magnetic field
were obtained from INTERMAGNET magnetometers. Joan Campanyà and Sean Blake
collated this data and detrended the data to remove secular variations. They modelled
this data across Ireland with the SECS interpolation technique (see Chapter 4). These
time series were padded to avoid edge issues by myself (see Section 5.5.2), with 360
days of padding found optimal for the total 28-year time series. Geoelectric fields
were then modelled, using magnetic field inputs with MT-TF, in the same manner to
Section 5.2.1). Many of the methods used in this Chapter overlap with methods used
in Chapter 5, with referrals to related previous Sections provided below.

6.3.1 Modelling Geomagnetic and Geoelectric Fields

The magnetic fields time series used in this chapter used 1-minute cadence (a lower
cadence than the 1-second used previously as we need to analysis older datasets). Data
prior to 1991 was recorded at too long a cadence (above minute-data) and thus not
considered. The following INTERMAGNET magnetometer sites were used: Valentia,
Eskdalemuir, Hartland, Lerwick and Chambon-la-Foret (Figure 6.1, i.e. the nearest
sites to Ireland). The SECS method estimates the local ionospheric currents sheet
above the surface using these magnetic fields as inputs and can then be used to estimate
magnetic field variations between magnetometer sites. For our model, the grid spacing
was set to 0.5o × 0.5o while the current sheet height was set to 110 km, the same setting
used in the previous Chapter 5. Compared to the earlier study in this manuscript
(Chapter 4), the spatial density of magnetometers is more limited as only one Irish
magnetometer (VAL) has a long enough time series to examine longer-term patterns.
This is a factor that is considered when analysing results in more distant regions (i.e.,
more uncertainty due to extrapolation away from measurement sites). However, within
400km (approximately the limit in this study), acceptable results (coherence ≈ 0.8,
signal-to-noise ≈ 4) are achieved but outside this range, accuracy falls off rapidly. The
greatest error in the interpolation method is expected in the West and North-West (see
Sections 4.2.3 and 5.5.4).

After modelling the geomagnetic field (B) for the period 1991 – 2018, the same method
as the previous chapter (Chapter 5) was used to model and map the geoelectric field.
The Magnetotelluric (MT) method (Tikhonov, 1950; Cagniard, 1953) was used to
model the geoelectric field time series, E(t) (Section 5.2.1) at each MT, in this case
all 47 from the SWEMDI network were used (Section 5.1.2). A Gaussian filtered in-
terpolation is then performed to estimate geoelectric fields between MT sites and then
mapped (see Section 5.3). For similar reasons to Section 5.4, time series both with and
without a galvanic distortion correction were produced.
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Figure 6.1: The five INTERMAGNET magnetometer sites (Valentia, Eskdalemuir,
Hartland, Lerwick, Chambon-la-Foret) used for the SECS interpolations (blue) and
the utilised forty-seven MT sites (red).

6.4 Geoelectrical Hazard Map Implementation

6.4.1 Workflow

Once the 28-year time series were calculated, patterns within the series could then
be distinguished. The geoelectrical hazard map was developed using a similar bin-
ning/threshold approach to Smith et al. (2021), whereby data are binned into evenly-
spaced individual windows, followed by calculating whether a specific threshold is ex-
ceeded within this time-frame. Geoelectric field time series were broken into three-hour
bins and compared to a magnetic activity index, in this case Kp index. These three-
hour bins were subdivided to include the maximum amplitude of the geoelectric field
in each direction i.e. -15o to 15o (N – S), 15o – 45o (NNE – SSW), etc., where N –
S refers to geoelectric fields in the geographic north and south direction, NNE – SSW
refers to north-north-east and south-south-west, etc., denoted by directional vectors in
the figures in the results section (Section 6.4.2). Note that declination for Ireland is
between approximately -5o – 0o during this time period across the island (hence only a
small difference between geomagnetic and geographical directions). The binning of the
time series was performed as follows (a flow chart of the method is provided in Figure
6.2):

1. The 28-years of modelled geoelectric field time series were divided into 3-hour
bins.
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Figure 6.2: A flow chart of the binning process. Data are: a) divided into 3-hour
bins; b) subdivided into separate directional bins, c) determine if these directional bins
exceed a given threshold; d) assign a probability (yes, 100%; no, 0%) and calculate the
mean average of these probabilities.

2. Each of these bins were then analysed as follows:

(a) The direction of the geoelectric field vector at each minute within the 3-hour
bin was calculated.

(b) The bins were then sub-divided into directional bins. i.e. (all N – S geoelec-
tric fields grouped together, same with NNE – SSW, ..., etc.).

(c) Each directional bin was then tested to determine if a threshold is exceeded
(i.e., > 500 mV/km here). If the threshold is exceeded during the 3-hour
window the directional bin returns an output of unity. If the threshold is
not exceeded an output of 0 is returned.

3. The mean average of each directional output was then calculated across all three-
hour bins, in each direction to determine probability of exceeding this threshold.

4. These steps were then repeated at each MT site.

The results of this binning process are then illustrated with maps, using a linear inter-
polation to interpolate values in the grid between MT sites. The 500 mV/km used here
was chosen based upon results by: 1) Koen and Gaunt (2003); Clilverd et al. (2020),
where they identify saturation in power transformers above GIC of ≈ ±5 A and ±7
A, respectively and Rosenqvist et al. (2022), who categorize the hazard of GIC based
on amplitude at transformers, with issues due to GIC expected to begin to occur for
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GIC in excess of ±10 A. We compared these analyses to 2) Blake et al. (2016), who
simulated GIC in the Irish power grid using modelled geoelectric field time series. A
geoelectric field of ≈ 500 mV/km was required to generate GIC in excess of ≈ ±10
A. One thing to note is that time duration of large GIC is also an important factor
when assessing damage to transformers, which generally but not always scales with
amplitude. For example a result by Clilverd et al. (2020) measured ≈ 35 A at a trans-
former very briefly, but no saturation is seen at the transformer. This geoelectric field
threshold is meant only as a proxy.

This threshold works for this specific configuration of the power network, but should be
re-evaluated if using the same hazard map approach in a different region, as the density
of transformers and distances between transformer pairs can significantly influence
whether a strong GIC is induced. Maps with varying Kp indices are generated, as
forecast Kp indices are easily available and could be used with the hazard maps to
forecast geoelectric field conditions. Analysis for other thresholds is included in the
Appendix, as different thresholds may be more appropriate for different infrastructure,
i.e. weaker thresholds for pipelines that wear-down due to continuous induction as
opposed to large amplitudes. In contrast, larger amplitudes in the geoelectric field
more often affect railways (Patterson et al., 2023).

6.4.2 Hazard Map Results

The hazard maps were subdivided based upon the percentage threshold exceeded at
separate Kp indices, similar to the probabilistic hazard assessment method of Richard-
son and Thomson (2022). A linear interpolation between each MT site was then per-
formed to estimate the probability of exceeding a threshold between sites. A Gaussian
filter was then applied to the image (like the method used in Section 5.3). Both cubic
and linear interpolation methods were tested here with negligible differences between
each. The maps were generated with and without correcting galvanic distortion, with
the aim of providing a regional understanding of the geoelectric fields and also to char-
acterise the magnitude of potential local effects. The geoelectric hazard maps for Kp
= 8 [8-, 8o, 8+] and Kp = 9 [9-, 9o], considering both with and without a galvanic
distortion correction, are presented in Figure 6.3 and 6.4, with a summary including
each direction in Figure 6.5. Smaller Kp indices are not presented as the probability
of exceeding the 500 mV/km threshold was zero, or negligibly close to zero, for all
sites. After this, general trends in the geoelectric field are briefly analysed, including
estimated peak geoelectric field as well diurnal and seasonal effects.
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Figure 6.3: The probability of exceeding a geoelectric field threshold of 500 mV/km
with galvanic corrected and galvanic non-corrected geoelectric fields is mapped for Kp
= 8 storms. The direction the threshold is exceeded in, is denoted in each subtitle, as
well as by vectors within each subplot (top left of each panel).
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Figure 6.4: The probability of exceeding a geoelectric field threshold of 500 mV/km
with galvanic corrected and galvanic non-corrected geoelectric fields is mapped for Kp
= 9 storms. The direction the threshold is exceeded in, is denoted in each subtitle, as
well as by vectors within each subplot (top left of each panel).
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Figure 6.5: A summary plot of Figure 6.3, without subdividing between directional
bins. The probability of exceeding a geoelectric field threshold of 500 mV/km for Kp
= 8 (left) and Kp = 9 (right) bins is mapped.
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6.4.3 The Effect of Directionality

The contrast between the directional plots (Figures 6.3 and 6.4) and the summary
plot is significant (Figure 6.5). The summary plot highlights that for Kp = 9 storms, a
large geoelectric field is expected across most of the island, but most regions affected in
both the galvanic and non-galvanic models are the same. The directional plot however,
illustrates that for most cases the geoelectric field is only exceeded in a single direction.
For Kp = 8 events, there is a low probability of exceeding the threshold in small localised
pockets. For Kp = 9, the area covered by these pockets expands significantly with a
strong increase in probability. Generally, the geoelectric field is: a) very directionally
polarised, with little overlap between different vectors; b) strongest in three regions, the
northern coast, the west and south-west; c) weakest in the midlands of the island; d)
is stronger in the NNW – SSE direction, NNW – SSE and NWW – SEE). The regions
with strongest and weakest induction match particularly well with preliminary results
of resistivity structure maps (Kiyan et al., 2018), with the highest probabilities located
on highly resistive lithosphere and low probabilities located in regions dominated by
lower electrical resistivity values.

The NNW – SSE induction bias is most likely present due to lithospheric resistivity
features as opposed to ionospheric. With a uniform resistivity model, one would ex-
pect the induction of electric fields, and hence GIC, to be greatest in the west – east
geomagnetic direction (Pulkkinen et al., 2012; Torta et al., 2023). This is due to a
stronger impact from westward and eastward ionospheric currents, related to the au-
roral electrojet (the geoelectric field is anti-parallel to the inducing magnetic field, and
parallel to the induction direction of GIC). A strong W –E component is not seen in
the geoelectric field here however, with fewer hazardous regions present in both the W
– E and NEE – SSW directions. The NNW – SSE (including N – S and NWW – SEE)
induction bias seen in the geoelectric field is likely due to the complex geoelectrical
resistivity features of the island’s lithosphere (Rao et al., 2014).

6.4.4 Galvanic Corrected Vs. Non-Corrected

The main difference between the galvanic non-corrected maps with the corrected is a
slight increase in amplitude and but significant change in the direction of the vector
that is exceeded both for Kp = 8 or Kp = 9. The amplification of the geoelectric field
at isolated sites with non-corrected distortion is a well-known effect, due to localised
features of galvanic distortions (Bakker et al., 2015; Samrock et al., 2018). The change
in direction likely relates to the local subsurface features distorting the perceived di-
rection of the regional geoelectric field (Ledo et al., 1998; Rung-Arunwan et al., 2022).
A good example of this is in the very north, where the peak direction of the geoelectric
field changes from NNW – SSE to N – S (Figure 6.4) between corrected (top) and
non-corrected (bottom). This change in orientation also leads to the breakup of larger
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Figure 6.6: Ratio maps between galvanic corrected and non-corrected time series for
the geoelectric field in six directions (3D), denoted by the arrows. Red implies galvanic
non-corrected has a greater amplitude, blue implies a galvanic correction is greater.
The locations of MT sites are marked in black.

pockets, such as the large region in the SW (Figure 6.4).

To further emphasise areas largely affected by galvanic distortion, a ratio between the
two calculated geoelectric field models during storm time (Kp > 4) was mapped at
each individual site:

R =

∑N
i=1 |Edist |∑N
i=1 |Ecorr |

(6.2)

where R is the ratio, N is the length of the time series, Edist is the galvanic-distorted time
series and Ecorr is the galvanic-corrected time series. Equation 6.2 was used to calculate
a geoelectric field ratio independent of direction (Figure 6.6) and then separated into
directional bins (Figure 6.7), in the same manner as Section 6.4.1. Overall, the ratio
hazard maps demonstrate that a significant difference in total amplitude is present
(Figure 6.7) but an even greater source of error is related to the rotation of the regional
feature caused by the galvanic distortion (Figure 6.6), often leading to geoelectric field
estimates orders of magnitude greater in specific directions (Jones and Groom, 1993).

A maximum geoelectric field over the 28-year time series was also calculated at each
site to highlight the maximum expected strength of the geoelectric field locally and
regionally. The peak values in the geoelectric field were analysed regardless of direction.
The maximum estimated geoelectric field both with and without a correction at each
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Figure 6.7: A summary map of the effect of galvanic distortion on the geoelectric field.
Selected sites discussed later in the text, are denoted by the letters A, B, C.

individual site is shown in Figure 6.8. Overall, the peak maps match well with the
summary hazard maps (Figure 6.7). The largest geoelectric field is expected along
the northern coast and south-west, with the weakest geoelectric field expected in the
midlands. The largest geoelectric field values estimated to occur were 3 V/km and
9 V/km for corrected and non-corrected models respectively. The homogeneity of
the geoelectric field between the plots is also noteworthy. The geoelectric field is
largely variable for the non-corrected model across the island, with the exception of
the midlands, while the corrected model is smoother across the map.

6.4.5 Geoelectric Field Seasonality

Peaks in the measured geomagnetic field follow seasonal/diurnal patterns at the surface
of the Earth. These may relate to a) the substorm phase of geomagnetic storms with
peaks present in the pre-midnight sector at Ireland’s latitude (Fogg et al., 2023), and
b) increased coupling between the solar wind and magnetic field at equinox globally,
often referred to as the Russell-McPherson effect (Russell and McPherson, 1973). An
interesting observation in the 28-year time series, which is important to consider when
using the hazard maps, is that seasonal and diurnal variations are also present in the
geoelectric field. While the resistive structure is independent of seasonality, the driving
magnetic field variations are not. To demonstrate these seasonal/diurnal trends here,
the geoelectric field was subdivided into 3-hour bins relating to time of the year and
time of day, considering only storm time (Kp > 4). The sum of the geoelectric field
time series at every site was then calculated (Figure 6.9). A negligible difference was
observed between galvanic corrected and non-corrected models, as the resistive struc-
ture is independent of seasonality, hence only a plot of the corrected is included. The
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Figure 6.8: The peak geoelectric field modelled between 1991 – 2018 at each MT site,
modelled with (left) and without (right) a galvanic correction. A maximum of 60
mV/km was never exceeded in regions of the midlands, while the largest geoelectric
field expected are 3 V/km and 9 V/km for the corrected and non-corrected models
respectively

peak geoelectric field is observed around equinox in the pre-midnight sector, matching
the expected peak in the geomagnetic field.

6.5 Implications and Discussion

6.5.1 The Effect of a Galvanic Correction

A galvanic correction can have a significant influence on the modelled geoelectrical field.
Here, the implementation of the correction led to significantly different results between
both models (Figures 6.3 and 6.4). Applying no correction highlights more regions,
likely related to local galvanic distortions distorting underlying regional features, with
a general increase in the geoelectric field across the map as a whole. Considering a
galvanic distortion is important, as large distortions could be present at individual
MT sites and could be extrapolating to neighbouring regions where this distortion is
not present. A correction will remove most of this effect, however a correction can
introduce a new source of error, as GIC can be driven by the sum of these distortions,
particularly if they align, such as along a geological feature. Therefore, both maps, with
and without a galvanic correction, should be considered in terms of impacts on GIC
modelling until further evaluation can prove one or the other to be better. The ratio
maps, Figure 6.6, highlight that certain areas are more prone to galvanic distortions,
like the south-west and north-west. The cumulative plot (Figure 6.10) demonstrates
how peak geoelectric fields change, when a correction is applied across all thresholds, for
three different cases (A, B, C). Site A (Figure 6.7), is the site where the large geoelectric
field is predicted across the island, before a correction is applied. While a geoelectric
field of approximately 9 V could have potentially been exceeded locally, we didn’t
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Figure 6.9: The normalised sum of the geoelectric field subdivided into bins related
to time of year and time of day, for all MT sites in Figure 6.1 at magnetic local time
(MLT) during storm time (Kp > 4). A strong peak in electric fields exceeding this
threshold is present at the equinoxes, pre-midnight.

expect regional values larger than the non-corrected value of approximately 3 V (Figure
6.8) for the time period 1991 – 2018. Site B is an example of a site where applying
a galvanic correction increases the geoelectric field amplitude. When a correction is
applied to the geoelectric field, site B overtakes site A in terms of amplitude, indicating
site B is in an area where a greater regional geoelectric field is expected. Site C is a
site more characteristic of the general trend in Ireland, where applying a correction
slightly decreases the total amplitude of the geoelectric field. These less affected sites
are generally found in the midland regions, while coastal regions, in particular the
north-west and south-west, are most strongly affected by galvanic distortions. The
higher variability in the galvanic-corrected model suggests that more measurements
are required in these regions more susceptible to galvanic distortions, to accurately
reproduce the geoelectric field. In summary, constraining the effect of near-surface
inhomogeneities is essential to accurately assess the hazard caused by geoelectric fields
regionally.

6.5.2 Implications for Power Grid Stability

The main subject of this Chapter is ultimately to highlight areas prone to large geo-
electric fields and hence more likely to generate large GIC. Both regions and directions
were identified in which the geoelectric field is more prone to be driven. We found a
substantial directional component in the 3D modelled geoelectric fields on agreement
with other studies such as Cordell et al. (2021); Murphy et al. (2021); Love et al. (2022),
with the direction of the geoelectric field strongly inhomogeneous, often an order of
magnitude greater in specific direction (Figure 6.6). With the growing availability of
new 3D MT data, more research is now beginning to use 3D models (Torta et al.,
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Figure 6.10: A 28-year cumulative plot of the geoelectric field for the three sites in
Figure 6.7, for corrected galvanic (dashed line) and uncorrected galvanic (solid line)
electric fields, demonstrating the effect of a galvanic distortion on amplitude. The red
dotted line denotes the 500 mV/km threshold adopted here.

2021; Marshall et al., 2019; Alves Ribeiro et al., 2023) to simulate GIC, to include the
effect of directionality. This should significantly improve the accuracy of modelling.
The directionality can drastically change the output GIC, as explored by Heyns et al.
(2021), where they measure the effect. A GIC will be only induced significantly in the
direction of the geoelectric field (Equation 6.1). If for example, a power grid is in a
region with large N – S geoelectric fields, but is oriented exactly perpendicular (i.e., W
– E) an insignificant GIC will be induced.

The hazard maps, together with the galvanic distortion maps, can be used to identify
regions where additional geoelectrical data should be measured to improve our models
accuracy, as well as sites to potentially measure GIC for power grids, but also other
conductors such as pipelines and railways. This localised measurement could be im-
plemented, for example, with the differential magnetometer method (Campbell, 1980;
Matandirotya et al., 2016; Hübert et al., 2020). Areas with large discrepancies between
galvanic corrected and non-corrected (like site A in the South-West, Figure 6.7) should
especially be prioritised, to determine whether or not a correction improves or worsens
GIC modelling with this density of MT sites and to ascertain if an increased density of
MT sites are required. Extra consideration should be taken into account in Ireland due
to the coastal effect as Ireland is an island. The increase in charge carriers close to the
coast will likely enhance GIC by decreasing the ground resistance in these regions (Liu
et al., 2019, for China). We also demonstrate the seasonal aspect of geoelectric field
variations, with the power grid in Ireland potentially more vulnerable at the equinox
within the pre-midnight sector. Overall, using 3D geoelectric field models as inputs for
GIC modelling will significantly increase the capability to accurately determine areas
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at greatest risk to damage, due to the strong directionality of the geoelectric field.

6.5.3 Potential Uses

Aside from the primary goal of the model for use as a proxy for regions with large
GIC, the maps provide other potential uses, such as a forecasting aspect alluded to
earlier in the Chapter. Increasingly in the last decade, machine learning has been used
alongside physical models, to forecast space weather events (Murray, 2018; Garton
et al., 2018; Smith et al., 2020; Bailey et al., 2022). In their current form, the hazard
maps could already be incorporated with forecast Kp indices and used for forecasting
geoelectric field conditions in Ireland as a benchmark forecast model. The inclusion of
Kp indices in this analysis was with this forecasting potential in mind, as forecast Kp
indices are readily available. However, the seasonal and diurnal variations observed
here (Figure 6.9) should be considered for a more accurate model. Kp indices should
mostly account for seasonal variations, as the increased coupling between the solar wind
and geomagnetic field related to the Russell-McPherson effect is a global phenomenon.
However, diurnal variations do not correlate well with Kp index, as they are highly
dependent on local geomagnetic conditions and thus diurnal variations should especially
be considered (Cid et al., 2020).

Alternatively, the 28-year analysis could be expanded to model longer term extreme
event analysis, such as a one-in-a-hundred year event analysis or worst case scenario
event. This analysis can be done using power-law or log-normal distributions, which
other studies have applied successfully, to extrapolate across cumulative distributions
(Rodger et al., 2017; Love et al., 2018; Lucas et al., 2020). However for this analysis, due
to the limited time period of data available, longer term considerations, such as changes
in the intrinsic geomagnetic field should be taken into account. Across these longer
time scales, the strength and orientation of the geomagnetic pole can change marginally,
decreasing in strength by ≈ 94 %, moving by 4o in the last 120 years (Thébault et al.,
2015). This is significant enough that it could drastically affect the strength of magnetic
field variations during geomagnetic storms, which are strongly dependant on position
from the geomagnetic pole. This factor is particularly important near the 50o latitude
mark, the latitude at which Ireland lies, and thus should be considered (Pulkkinen
et al., 2012; Rogers et al., 2020).

6.5.4 Limitations

Additional physical considerations could be accounted for to improve on the model.
First and foremost, the density of magnetometer sites across Ireland is low, and hence
the SECS interpolation magnetic field estimation is not as accurate in some regions.
While one long-term magnetometer was used in this study from Ireland, two new
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magnetometers now exist in the centre and north of the island, hence an increased
accuracy in interpolation of the magnetic field (Malone-Leigh et al., 2023). Most regions
are relatively close to magnetometers (i.e. < 200 km) which is sufficient to estimate
magnetic fields using SECS (Section 4), but not in all regions. In the very north-west
and west of the island errors in the interpolation are greatest (Section 4.2.2) with a
coherence of ≈ 0.8 and signal-to-noise of ≈ 2 – 3 in these regions. Methods of mitigating
these issues are explored more in the future work Section (Chapter 9.)

6.6 Summary

The first geoelectric hazard map for Ireland is presented, mapping amplitude and direc-
tion of the geoelectric field under several conditions. The south-west, west and northern
coast were observed to be most susceptible to large geoelectric fields. Peak geoelectric
fields of 3 V/km and 9 V/km are expected for the corrected and non-corrected models
over the course of the 1991 – 2018 respectively. Regions of enhanced galvanic dis-
tortion were identified, with coastal regions near the south-west and north-west most
affected, with the midlands and south-east least affected. Both a galvanic corrected
and non-corrected model should be considered to ensure the regional geoelectric field
is accurately reproduced. Seasonal and diurnal variations are present in the geoelectric
field and must also be accounted for, should the hazard maps be used for forecasted
geoelectric field conditions. In Chapter 7, the effects of directionality and a galvanic
correction on GIC modelled will be explored in more depth. While at regional scales
differences exist, whether these differences affect the power grid needs to be investi-
gated to truly validate whether a) the large directional discrepancies in the geoelectric
field affects the power grid as a whole and b) whether a galvanic correction improves
or worsens GIC modelling across Ireland.
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7 Modelling GIC in the Irish Power
Network

In this chapter, approaches to modelling GIC in the Irish power network are analysed.
The previous state-of-the-art for network modelling in Ireland, the model of Blake
et al. (2018) is explained, followed by changes implemented to this model during the
course of this project. The new model was updated from a one-dimensional (1D) Earth
model to a three-dimensional (3D) Earth model. The change in GIC between the 1D
and 3D models is explored. The impact of corrected (3D) galvanic distortion and the
grounding resistance on GIC estimates was then investigated.

7.1 Power Network Model

Two sets of information are required to model GICs: information about the physical
installations in a power grid, and the geoelectric field driving the GIC. The prior
includes transformer types, transmission line resistance, grounding resistance of the
transformer, winding resistances, etc. The process of gathering these data can be
tedious and time consuming. Fortunately, however, Blake (2017) gathered available
information and wrote a python package to model the power network, called the power
network model generator (PNMG, www.github.com/TCDSolar). Here, this model is
used as a base to calculate the GICs in the Irish power grid. This program accounts for:
a) different types of transformers, two-winding and autotransformers (Section 2.4.5); b)
multiple connected transformers within substations; c) transformer grounding switches
that can be turned on and off; d) dual-circuit connections between substations. These
features are input into the LP model (see Section 2.4.3), along with the electric field
model and the corresponding GICs are calculated across the network. For simplicity
(as well as due to available data), this model assumes the path between substations
to be the displacement between both. Blake (2017) validated this model compared to
the artificial test case used in Horton et al. (2012). This involved modelled GIC across
a simplified power grid, with the electric field assumed to be a homogeneous 1 V/km
across the grid. The geoelectric field is input into the PNGM model and the GIC is then
estimated at each transformer within substations of the artificial grid. This approach
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proved successful, with negligible differences in estimates at each transformer. This
approach was then tested after for the Irish power grid, but instead using estimated
geoelectric fields from measurements rather than an homogeneous model.

7.2 The Irish Power Network

Details about the Irish power grid were collated from Blake (2017), Eirgrid and System
Operator for Northern Ireland (SONI) annual reports (who operate the power grids
in Republic of Ireland and Northern Ireland, available at https://www.eirgrid.ie/ ,
https://www.soni.ltd.uk/) as well as general infromation on their websites. The Irish
Power Network consists of five 400 kV, ten 275 kV, twenty-six 220 kV and forty-five
110 kV stations.

Blake (2017) received coordinates of each transformer, along with transmission line
connections from Eirgrid, which was used to construct the model of the Irish power grid
(Figure 7.2). The model consists of 274 substations. Each of the 400 kV, 275 kV and 220
kV substations have multiple sets of transformers, while the 110 kV stations have only
a single transformer. Connections between substations used calculated line resistances,
accounting for the three-phase equivalent resistance value. In contrast to the deep
subsurface driving the geoelectric field, GICs scale with increasing conductance as
opposed to resistance at the surface. A greater grounding resistance will decrease the
current that will flow along a power line. The current between the transmission lines
and the earthed points flows better the more conductive the grounded connection is.

Winding resistances for the transformer types and configurations range from 0.043 Ω –
0.685 Ω (see Section 2.4.5 regarding more information on transformer types). Ground
resistances were provided for most, but not all transformers. These resistances range
from 0.246 Ω – 6.35 Ω with unknown resistances estimated as 1 Ω (the grounding resis-
tance the ESB aims to acheive for their substations). This model was extensively tested
using many different input geoelectric fields and partially validated against measured
GIC from a Hall-Probe at the Woodgate power station. Later here, this 1 Ω estimate
is re-evaluated.

7.2.1 1D Input Conductivity Model

The previous GIC model for the Irish power network developed by Blake et al. (2016)
used a 1D conductivity model (outlined in Section 5.2.3) for the geoelectric field input.
A performance score, Pearson correlation (similar to coherence) and RMS were used
to validate the accuracy of their model, with mean average values respectively of ap-
proximately 0.2, 0.6 and 0.6. Overall correlation was good, but both the performance
and RMS were poor. An interesting observation they found was that the model par-
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Figure 7.1: The Eirgrid Transmission system in 2021. The power lines are illustrated
using red, gold, blue and grey lines to represent 400 kV, 275 kV, 220 kV and 110 kV lines
respectively. The main stations are marked by circles. The green, red and blue squares
and blue triangles denote areas of power generation. The Woodland measurement site
is highlighted within a yellow box.
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Figure 7.2: The model of the Irish power grid produced by Blake et al. (2018). Power
grid transmission lines are denoted by the solid and dotted lines, while dots indicate
substation locations. Note the Woodland measuring site on the East coast, later used
to validate the models.
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Figure 7.3: The modelled GIC from Blake (2017) compared to measurements at the
Woodland transformer site (see Figure 7.2), for five different storms, using a 1D Earth
conductivity model. Shape-wise, the signal matches well for all storms, but there is a
notable difference in amplitude for some like the 26th – 28th August 2015.

ticularly underestimated the amplitude of 26 – 28 August 2015 (Kp = 6), which they
suggest may relate to rainfall briefly increasing ground conductivity, but retained the
coherence or shape of the signal (see Figure 7.3). Though this is only a hypothesis,
similar increases have also been observed related to changes in the configuration of
power networks, e.g., the removal of a substation from the network for maintenance
for example (Bailey et al., 2017; Mac Manus et al., 2022).

7.3 3D Transfer Function Input Model

The main update to the Blake et al. (2016) model is the introduction of a 3D infor-
mation about the subsurface. The aforementioned 3D transfer function interpolation
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Date Max K-Value 1D 3D 3Dgal
26 – 28/08/2015 5 0.54 0.74 0.74
07 – 08/09/2015 6 0.21 0.33 0.38
07 – 08/10/2015 6 0.62 0.64 0.64
20 – 21/12/2015 5 0.40 0.60 0.65
06 – 07/03/2016 6 0.71 0.82 0.84

Table 7.1: The coherence between measured GIC time series compared to the 3D
models analysed here, the 1D, 3D and 3D galvanic. This validation is done for five
test storms at the Woodland monitoring site between 2015 – 2016. 07 – 08/09/2015
appeared to be a noisier storm, with best coherence achieved for the 06 – 07/03/2016
storm.

approach (Section 5.2.3) was used here. The estimate for the ground resistance range
was reevaluated (explained in Section 7.3.2) for each separate model (1D, 3D and 3Dgal,
where 3D is a galvanic corrected model, 3Dgal is galvanic non-corrected).

7.3.1 Initial Validation

The five storms analysed by Blake et al. (2018) were re-used for the validation of the
3D model relative to the 1D at the Woodland GIC station (see Table 7.1, Figure 7.1),
alongside the new 3D and 3Dgal models, as unfortunately no new GIC data has been
recorded since. These were the largest storms between 2015 – 2016, with data relatively
unaffected by noise. In general, the amplitude was underestimated, which I believe is
partly due to the assumption of the ground resistance value. For this reason, when re-
validating the 1D GIC model alongside the new 3D models, coherence was used as the
main metric to compare between models, as it is independent of amplitude differences
and focuses on the shape or sinusoids in the signal. Hence, amplitude biases due to
the ground resistance estimate will be avoided. The coherence of the time series was
estimated during only storm time (local K > 4) conditions, as the geomagnetic field is
most accurately represented only during these storms times (demonstrated in Section
4.2.2), and hence a similar trend is observed in the geoelectric field and GIC.

The 3D and 3Dgal models, compared to the 1D model (Table 7.1), exhibit a large
increase in coherence, demonstrating that the two models better replicate the variation
in signal (example in Figure 7.4). There is some variance between separate storms, in
terms of coherence which mostly relates to noise in the data, but also somewhat relates
to strength and duration of the peak during the storm, i.e., impulsive moments not
captured well.

7.3.2 Calibrating the Ground Resistance

The ground resistance of the 1D GIC model of (Blake, 2017) was estimated by com-
paring the amplitude of the 1D geoelectric field to the measured GIC, setting an ap-
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Figure 7.4: A comparison between the modelled geoelectric field for the 1D, 3D and
measurements at the Woodland transformer station before calibration (ground resis-
tance = 1 Ω). The 1D model matches the amplitude of the signal better than the 3D
model, however the 3D model is more coherent.

propriate estimate for the ground resistance at transformer sites to be 1 Ω. Ground
measurements only exist at a few separate transformer sites (Figure 7.5), which worked
well with the previous model (Blake, 2017). For the 3D model however, setting a re-
sistance of 1Ω consistently underestimates the GIC. Instead of estimating the ground
resistance, I attempted to use a ground resistivity survey, with shallow electromagnetic
geophysical data, as a proxy.

Testing Ground Resistance with Resistivity Maps

The possibility of using ground resistivities as proxies for ground resistances was inves-
tigated, using data from the Tellus electromagnetic survey (Figure 7.6). Tellus was a
survey undertaken by Geological Survey Ireland to gather geophysical and geochemi-
cal data across the island (https://www.gsi.ie/en-ie/programmes-and-projects/
tellus/Pages/default.aspx). High spatial resolution electromagnetic data (at 12
kHz and 3 kHz) was collected by Tellus using an airborne survey. As mentioned in
the MT section when discussing complex skin depth (Section 2.3), EM waves will only
propagate to a specific depth based on the frequency of the signal. The TELLUS
survey used these very high frequency signals specifically to map the resistivity of the
near-surface. If we input our higher frequency signal, 12 kHz, into the skin depth for-
mula (Equation 2.35), we can derive the depth to which this signal should propagate
(in metres):

δ = 503
√
1.4× 10−4ρ (7.1)

The resistivity lies between the range (10 – 1,000 Ωm), an appropriate range for the
near-surface (IEEE, 2015) Assuming the resistivity profile to be homogeneous, the
range of depths derived is approximately 20 – 175 m (Equation 7.1). In reality, the
resistivity profile is not homogeneous with depth, with it almost always less resistive
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Figure 7.5: (left) The measured ground resistances at transformer sites. (right) The
measured ground resistivity for the Tellus survey at the same transformer sites. Note
that if there was no corresponding resistivity measurement available to the resistance
measurement on the left, no value was included in the plot. This is due to these areas
being transformer sites near towns, which were blind spots for the survey.

Figure 7.6: The Tellus electromagnetic survey map for 12 kHz. The colours represent
the resistivity estimated at each location (in Ω m). Some areas in Ireland were not
included in this survey, and no colour has been plotted for these regions. Some distinct
regions of low resistivity exist, such as in the North-East, as well as high resistivity in
Galway and Donegal in the West.
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at the surface (due to less resistive soil near the surface, then more resistive rock at
depth). Other factors such as flight altitude becomes a factor, so this maximum depth
the signal propagates to is likely to be less, at maximum depth of approximately 50 m
(Beamish, 2004). The capability of using this resistivity as a proxy for the resistance
at each transformer station was tested, with the desire of obtaining a better proxy
than the estimate of 1Ω, as while resistivity and ground resistance are not exactly the
same, they can be correlated. Large scale resistivity mapping has been carried out in a
variety of other countries monitoring GIC (Ley-Cooper et al., 2020; Steuer et al., 2020;
Delsman et al., 2018, for Australia, Germany and the Netherlands respectively) and
thus could be useful not only in the case of Ireland but also in these regions as well.

To test the potential usefulness of the Tellus data, we compared the resistance measured
by Eirgid at transformer stations, to the resistivity predicted at the same locations by
the Tellus model, to see if there was a correlation, at locations where a Tellus measure-
ment was taken. Unfortunately, in most cases, the sites of transformers were generally
in more built-up areas like towns. These were blind spots for the electromagnetic
survey, as towns are "no-fly" zones for low altitudes (< 200m). As a result, most resis-
tance measurements could not be compared to resistivity measurements. This led to
a statistically insignificant amount of data left for comparison with a total of 15 data
points (Figure 7.5). A brief baseline test was performed to see if the correlation was
statistically significant. Fifteen random points were generated in a model with the cor-
relation between each calculated. This model was iterated one-hundred times, with a
maximum correlation of 0.67, compared to 0.45 here. Hence, while a slight correlation
was observed (Figure 7.7), there was simply too little data from which to draw any
conclusions. Therefore, another method was used to estimate the ground resistance.

Estimating the Ground Impedance

As the grounding impedance could not be accurately estimated using resistivity data,
we instead estimate this using comparisons between measured and modelled geoelectric
fields. The 1 Ω estimate by Blake (2017) is higher than the resistance setting used in
GIC from other countries with 1 Ω usually being the upper limit used, with values most
often estimated between 0.05 – 1Ω used (Torta et al., 2014; Myllys et al., 2014; Hübert
et al., 2020; Divett et al., 2018; Alves Ribeiro et al., 2023). Hence this parameter was
re-calibrated.

The performance score (Equation 5.18) was used to calibrate the resistance setting of
the model, in a similar manner to calibrating the nowcast geoelectric field model in
Section 5.5 and the Spanish GIC model by Torta et al. (2017). The performance score
was calculated between bins and then averaged within the range approximately 0.01
– 10 Ω, with the maximum score recorded (Figure 7.8) . This was then repeated for
each of the validation storms in Table 7.4.
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Figure 7.7: The measured ground resistances from Figure 7.5 are plotted against the
corresponding ground resistances. The correlation coefficient between the data is 0.45.

Figure 7.8: An example of the performance score using different settings for the esti-
mated ground resistance at transformers for the 06 – 07/03/2016 geomagnetic storm
for the corrected (left) and non-corrected models (right).
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Storm Max Performance Resistance (Ω)
26 – 28/08/2015 0.30 0.05
07 – 08/09/2015 0.06 0.7
07 – 08/10/2015 0.26 0.5
20 – 21/12/2015 0.20 0.5
06 – 07/03/2015 0.44 0.5

Table 7.2: The maximum performance achieved for varying settings of the resistance,
for the 3D model

Storm Max Performance Resistance (Ω)
26 – 28/08/2015 0.26 0.07
07 – 08/09/2015 0.07 1.1
07 – 08/10/2015 0.23 0.6
20 – 21/12/2015 0.23 0.7
06 – 07/03/2015 0.46 0.9

Table 7.3: The maximum performance achieved for varying settings of the resistance,
for the 3Dgal model.

An example of the separate performance scores for different ground resistance settings
is presented in Figure 7.8. The expected improvement when the resistance setting is
decreased slightly is observed, for this storm peaking around 0.5 Ω for the galvanic
corrected model and 0.9 Ω for the galvanic non-corrected model. The shape of the
curve is also important with the decrease in performance below the peak settings (0.5
Ω, 0.9 Ω) is sharper than the decrease above these settings, demonstrating the quasi-
logarithmic dependence. Hence, the logarithmic mean is used to estimate an average
as opposed to the standard mean here for calculation of a standard value to accept for
later modelling.

A few conclusions can be gathered from Tables 7.1, 7.2 and 7.3:

1. The 3D models perform on roughly the same level to each other, with no clear
indicator to suggest that one model performs better than the other at this vali-
dation site.

2. The previously used ground resistance of 1 Ω works well for the old 1D model,
but is demonstrated to be sub-optimal and should be lowered for the 3D models.

3. When considering some of the outliers the resistance seems variable. In particular
for the storm of 26th – 28th August 2015, the ideal resistance is much lower for
all models.

4. The resistance setting is generally lower for the 3D than the 3Dgal model.

The storm of the 26th – 28th August 2015 is the major outlier in terms of resistance.
The coherence between measurements and modelled GIC matches very well but the
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amplitude is quite different, which suggests that geomagnetic variations were driving
the GIC and not unrelated noise, but something was amplifying the signal. Blake
et al. (2018) hypothesised that it could have been due rainfall, as significant rainfall
fell before the storm of 26th – 28th August 2015 (> 50 mm for the three days before the
storm). However, other studies also point to changes in power network configuration
changing GIC amplitude significantly (as mentioned in Section 7.2.1). If it is assumed
that this discrepancy is due to rainfall or a configuration change in the network or
both, then the 0.05 Ω expected in Table 7.2 may be physical as opposed to a random
outlier. Overall, based on the results we take 0.7 Ω for standard conditions, but also
consider a potentially more severe case with lower resistance, if an increase due to large
rainfall or network change occurs. The same resistance was chosen for both models
(despite not being ideal for either), to directly compare estimates between each model
across the grid. While a factor difference might exist at the validation site, this may
not be true for the entire power grid. Hence more validation sites are required.

7.4 Expected 35 year GIC extremes

After calibrating the model, the GIC time series for all of the largest storms, between
Kp = 8 and Kp = 9, were analysed to determine peak returns of GIC for each between
1991 – 2023. The famous March 1989 geomagnetic storm responsible for the Quebec
power outage was also included for analysis as data for each of the geomagnetic ob-
servatories was present for this event. For most of these, events with weak GIC (< 10
A) were predicted. Hence, this analysis focused only on larger storms, listed in Table
7.4. As most of these events were between Kp = 8, 9, the local dH/dt at Valentia ob-
servatory was used as a proxy to quantify magnetic field strength between each storm.
Duration of time with currents above 10 A at transformers was also recorded for more
context to examine not only the peak, but to give a proxy for the total time over which
the transformers remained saturated. When transformers become saturated they be-
come more prone to damage (see Section 6.4.1 which explains the use of > 10 A as a
proxy for saturation in transformers in more detail).

A few observations can be made from Table 7.4:

1. Generally the galvanic non-corrected model amplitude slightly exceeds the cor-
rected model in terms of amplitude and duration of time > 10 A;

2. The November, 1991 is only the fifth largest storm in terms of dH/dt amplitude,
but the largest GIC is predicted for this event, demonstrating why additional
context alongside magnetic field variations is required to estimate the GIC am-
plitude. In terms of duration, the Halloween storm, 2003 exceeded the 10 A GIC
threshold for the longest time span, while the March, 1989 storm is a close second
in terms of both total GIC amplitude and duration. The 20 – 22/11/2003 geo-
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Date dH/dt (nT/min) 3D Max 3Dgal Max 3D Time 3Dgal Time
09 – 11/03/1989 253 97 A 74 A 128 min 153 min
23 – 24/03/1991 95 18 A 17 A 21 min 24 min
29 – 31/10/1991 23 13 A 12 A 11 min 5 min
09 – 10/05/1992 51 10 A 11 A 1 min 7 min
08 – 10/11/1991 197 105 A 120 A 51 min 61 min
26 – 27/08/1998 19 11 A 11 A 1 min 4 min
06 – 07/04/2000 71 29 A 33 A 15 min 19 min
14 – 16/07/2000 91 31 A 36 A 53 min 61 min
17 – 18/09/2000 48 17 A 20 A 9 min 11 min
30 – 31/03/2001 61 15 A 18 A 10 min 16 min
11 – 12/04/2001 54 24 A 27 A 14 min 17 min
05 – 06/11/2001 48 25 A 28 A 18 min 20 min
23 – 25/11/2001 42 17 A 19 A 15 min 18 min
29 – 30/05/2003 31 19 A 21 A 12 min 15 min
29 – 31/10/2003 169 75 A 81 A 153 min 181 min
20 – 22/11/2003 265 31 A 35 A 53 min 64 min
25 – 28/07/2004 67 16 A 18 A 11 min 16 min
07 – 10/11/2004 85 16 A 22 A 37 min 50 min
14 – 15/05/2005 45 16 A 17 A 14 min 14 min
17 – 18/03/2015 42 14 A 15 A 6 min 7 min
22 – 23/06/2015 68 11 A 13 A 3 min 6 min
07 – 08/09/2017 57 14 A 16 A 4 min 6 min
23 – 24/04/2023 35 17 A 19 A 2 min 3 min
11 – 12/05/2024 109 73 A 82 A 79 min 94 min

Table 7.4: The storms for which maximum GIC at an individual transformer were
estimated for the model between 01 January 1991 – 13 May 2024, where a GIC in excess
of 10 A for the 3D models was predicted (including the March, 1989 geomagnetic storm
for comparison). The dH/dt at Valentia observatory is shown in the second column.
The maximum GIC was estimated at the same site for every storm, Moneypoint, in
the South-West (Figure 7.2) in the middle columns while the length of time where 10
A is exceeded is recorded for both models in the two right columns (3D and 3Dgal).
Note that results for the 11 – 12/05/2024 storm are provisional.

.
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magnetic storm is another good example of this, the highest dH/dt is recorded
for this event due to a strong impulsive SSC, but a lack of longer period magnetic
field variations leads to a relatively weak GIC;

3. The largest density of storms exceeding 10 A occurred between 1996 – 2008, two
solar cycles ago, with only three storms in the last solar cycle (2008 – 2019)
exceeding this mark, demonstrating how weak the last solar cycle was in compar-
ison. Currently, two storms from the current cycle have exceeded this threshold.:
April, 2023 and May, 2024.

The maximum amplitudes and durations are only for the Moneypoint site, the largest
power station on the South-West of the island (see Figure 7.2). This station always
peaks compared to other substations across the grid, irrespective of the storms analysed
here. Hence, a ratio map between the models is then created to evaluate how the
models compare across the entire grid. This including comparison to the old 1D model
including both maximum amplitude and coherence of the time series, in Figures 7.9,
7.10, 7.11. The main points from these figures are that across the grid, the 1D and 3D
models are completely different. This differences are largest in the South of the island
in terms of coherence. The 1D model predicts largew GIC across most of the island,
while the 3D models predict them to be more localised, confined mostly to the Eastern
coast and South-West of the island. The impact of correcting for galvanic distortion is
noticeable but the differences are significantly smaller than observed between results
based on 1D or 3D Earth. The largest differences are observed in the East coast.

7.5 Discussion

7.5.1 Comparison Between 1D and 3D Models

Overall, the difference between the 1D and 3D models is stark. A general reduction in
the GIC is observed across most regions. In terms of coherence, with the exception of
some sites in the Midlands and the East, the time series change dramatically also. As a
whole the hazard maps in the previous chapter demonstrate how the geoelectric field is
very directional and hence we see the effect on the modelled geoelectric field. While in
some less geologically complex regions, a 1D model may suffice, this is not the case for
Ireland. In these Eastern/Midland regions, the weakest geoelectric field was generally
observed. The validation site in Woodland on the East happens to be one of these sites
(see Figure 7.2 for location). Thus when validating the previous 1D model using only
one site from Blake (2017) the model appeared to work well. For all we know this may
be the case for the 3D models as well when compared to measurements. Hence, more
measurements of GIC at other sites are essential to ensure the model actually replicates
the GIC. However, the 3D model does significantly improve in terms of performance
metrics compared to the 1D models (Tables 7.1, 7.2, 7.3). Now that the model has been
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Figure 7.9: (top) The largest expected GIC using the 1D, 3D and 3D galvanic models
between 1989 – 2023 for the transformer sites with the largest GIC. Only sites where
10 A is exceeded are included. The 1D model expects large GICs in most regions, while
the 3D models expect the GIC to be more localised to the South-West and Eastern
coast. (bottom) A histogram of the largest GIC for 1D, 3D and 3Dgal models from
the map.

Figure 7.10: The ratio (R) between the largest expected GICs using the 1D, 3D and
3D galvanic models between 1989 – 2023 for the transformer sites with the largest GIC.
Red signifies an increase, blue a decrease, with grey indicating a negligible change (0.80
< R < 1.25). Relatively little change is present between the galvanic and non-galvanic
models, with the North-East most affected. A significant difference exists between the
1D and both 3D models.
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Figure 7.11: A comparison of the coherence between a model 1D and a 3D galvanic
corrected and non-corrected time series for the Halloween storm, 2003 across all trans-
former sites. The 1D and 3D models disagreee significantly across the grid, while the
3D models mostly agree, with the exception of a few locations. The same pattern is
observed for other storms in Table 7.4.

created, the areas where the largest GICs are likely are known and hence measurements
should be taken. The 3D models predict the GICs to be localised mostly to the Eastern
coast, North-East and South-West as opposed to the 1D prediction of the whole island.
Installing validation sites in these areas, as well as a control site in an area predicted
to have very weak GIC would be the ideal method of truly validating the model.

7.5.2 Galvanic Vs. Non-Galvanic Input

In contrast to the large variation between the 1D and 3D models, a minor difference is
observed in the modelled GIC when correction for galvanic distortion is considered or
not. In terms of the maximum amplitude, the ratio between the two models is mostly
confined within a factor of 0.5 – 2 (Figure 7.10), with a strong coherence between the
time series for most of the island (Figure 7.11). The main difference in the maximum
GIC along the east coast can be explained using the geoelectric field hazard maps from
Chapter 6. A large North – South geoelectric field is expected using the galvanic non-
corrected geoelectric field model along the eastern coast, but not using the galvanic
corrected model (Figure 7.12). The power lines along here are N – S aligned too, thus a
larger effect can be expected. Given that the galvanic distortion appears to align along
the coast, it may prove that using a galvanic non-corrected model is more accurate
than a corrected model, but this fact would need to be validated. In terms of the
performance metrics at the single validation site at Woodland (Tables 7.1 7.2, 7.3) the
galvanic corrected and galvanic non-corrected model perform to the same level, hence
no conclusions can be drawn as of yet. More measurement sites are required to evaluate
which model performs better. In terms of coherence, the biggest difference is seen along
coastlines. Most likely it is due to galvanic distortions occurring more commonly along
coastlines (Chave and Jones, 2012). Measured GIC could be used to confirm this, with
prime candidate sites being the poorest matched sites in the North-east near Belfast
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Figure 7.12: A comparison of the hazard maps N – S component for the galvanic
corrected (left) and non-corrected (right) models. The exceeded region on the east
coast in the non-corrected model explains the increase in modelled GICs in Figure
7.10.

and the South-East near Wexford (coherence ≈ 0.1 – 0.4).

7.5.3 Possibility of Variable Ground Resistance

The low grounding resistance value for the storm of 26th – 28th August 2015 storm is
unusual. Given that the time series are so coherent in Table 7.1, with a relatively high
performance (Tables 7.2 and 7.3) for the storm, it is unlikely that the larger values were
due to noise, but more likely that the signal was being amplified somehow. A change in
grounding resistance, or a network configuration change could cause this. Resistance
changes could be explained by some soil chemistry: the number of charge carriers
increases in the soil with rainfall, as water soluble salts/minerals dissolve, increasing
the number of ions in the soil (Wagner et al., 2006; Card et al., 2023). Factors such
as temperature can significantly affect soil conductivity (Miller et al., 1988) and may
also need to be considered. Blake et al. (2018) noted that the 26th – 28th August
2015 geomagnetic storm occurred during a period of heavy rainfall (> 50 mm over
three days) and soil saturation and hypothesised that this rainfall could be to blame.
Given that the majority of the Irish power grid runs along the coastlines, where the
quantity of salts in soil is enhanced, this hypothesis may hold and explain why such
a large difference is observed. A worst resistance case map (Figure 7.13), with the
ground resistance of each unknown transformer set to 0.05 Ω (in reality the "known"
transformers would also change in this scenario, but these values are left the same for
simplicity here). The maximum GIC at the Moneypoint station remains roughly the
same, however across the island a large increase is observed, particularly in the peak
regions of the South-West and Eastern coast. Evidence of this soil moisture affected
GIC is observed by Kazerooni et al. (2017); Blake et al. (2018); Divett et al. (2018).
Another possibility is it could be somehow related to changes in the configuration
of the power network during this geomagnetic storm. Often, power grids change with
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Figure 7.13: (top) The expected 35 year extreme mapped across all transformer loca-
tions assuming a worst case resistance value of 0.05 Ω for unknown sites. (bottom). A
histogram of the maximum GIC at each transformer.
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transformers grounded within a power grid. This can lead to offset GIC entering nearby
transformers instead, enhancing GIC amplitude. Thus a study with measured ground
resistances and information on grounded transformer during geomagnetic storms could
be used to deduce whether this case is a simple change in network configuration, or if
a change in the grounding resistance due to rainfall is to blame.

7.6 Summary

1. The 3D and 3Dgal models were validated and showed improvement to the previ-
ous 1D model. Comparisons between the 3D models and 1D models show that
GIC in Ireland are strongly affected by the directionality of the geoelectrical
structures of the subsurface

2. Galvanic distortion is shown to have an effect on modelled GIC. Whether it
improves or worsens the model as a whole still must be investigated. For the one
measurement site available, they perform at approximately the same level. New
measurement sites would help demonstrate which model performs.

3. A maximum GIC of 105 A or 120 A was predicted by the 3D and 3Dgal models
respectively (Table 7.9) for the November 1991 storm, with a maximum duration
> 10 A of 153 minutes or 181 minutes for the Halloween 2003 storm. This
amplitude and duration of induction is significant enough that damage could
have been caused to the transformer.

4. Measurements should be made at the Moneypoint site which experiences this
largest GIC by far, using all three models. Other measurements should also be
taken at sites more affected along the Eastern coast and in the South-West to
truly validate the model.

5. Future measurements of GIC should be compared to rainfall and/or soil moisture
levels alongside power network reconfigurations during geomagnetic storms to
assess the impact of heavy rainfall on measured GIC.
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8 Conclusions

This project furthered research into the ground-based effects of space weather across
the island of Ireland, which has been published in two papers, Malone-Leigh et al.
(2023, 2024) detailed here between Chapter 4, 5 and 6. A paper on the last work
chapter is currently in preparation. The magnetometer network was maintained, with
a new magnetometer installed in the East of the Country at Dunsink. A geoelectric
field model was designed to monitor disturbances in real time using MT stations from
the SWEMDI network with magnetometer measurements using TF to convert between
the two. Two separate sets of geoelectric field models were used, one with a set of
galvanic corrected MT-TF and one with a set of non-corrected MT-TF. Longer term
patterns (1991 – 2023) in the geoelectric field were then modelled to identify areas more
susceptible to possible hazards. Finally, these two geoelectric field models were used
as an input for a GIC model in the Irish power grid and used to identify the potential
impact to the grid between 1989 -– 2023, and used it to predict a worse case scenario
over the last 35 years.

8.1 MagIE

Overall, the maintenance and upgrades for the magnetometer network were a success
but certainly were not without its challenges. Four magnetometers are now operational
across the island. The MagIE website is now operational as well, which provides real-
time data for the magnetometers, which has proven a success, with extra material now
added including outreach. This network appears sufficiently dense to model magnetic
fields across the entire island except for some more remote areas in the West and North-
West of the island. Of all the challenges faced during the project, the reinstallation
of the Birr magnetometer was certainly the toughest. The timing, at the start of
the project, made it difficult (the start of the pandemic) as well as the fact that
the equipment had to return to Ukraine for repair. Thus the magnetometer was not
installed until 2023. However, in terms of the future of the network, due to its ideal
location in the centre of Ireland in a quiet site, this magnetometer should especially be
maintained. During the course of the four years of this research, two severe geomagnetic
storms were recorded in April 2023 (Kp = 8+) and in May 2024 (Kp = 9) at the end
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of the project. The continued operation of the network is necessary to record large
storms across the island which can be used to validate the geomagnetic, geoelectric
and GIC models.

8.2 Geoelectric Field Modelling

A geoelectric field model was successfully developed across Ireland for multiple pur-
poses. Firstly, the model generated by Campanyà et al. (2019) was expanded to map
geoelectric field variations. This included both the amplitude of the signal, but im-
portantly, also the direction. The geoelectric field in Ireland was demonstrated to be
highly directionally polarised, which is important as GIC induction in power-lines is
dependent on both this amplitude and direction on the geoelectric field. The impact
of using a galvanic distortion correction was also investigated. This work was amongst
the first research addressing the inclusion of a corrected galvanic distortion in terms of
space weather research. For the standard/nowcast models using a galvanic correction,
a small decrease in the geoelectric field amplitude is present, with more homogeneity
in the direction of the geoelectric field. Most likely a galvanic distortion correction will
improve the model, provided the density of magnetometers is lower than the spatial
scale of galvanic distortions, i.e. approximately 0.5 – 10km (Neukirch et al., 2020),
however this must still be proved. The hazard map expanded on the standard and
nowcast models. The hazard map divided the probability of exceeding a 500 mV/km
threshold in specific directions between 1991 – 2019. The hazard map was used to
demonstrate the directional dependence more effectively. In particular, the contrast
between a galvanic distorted and non-distorted model could be observed. A significant
difference between the two in terms of the direction of induction exists, which suggests
that this could ultimately affect GIC modelling. A maximum geoelectric field of 3V/9V
was expected for the 28 years for the corrected/non-corrected models at separate sites
in the South-West of the island.

8.3 GIC Modelling

The previous GIC modelling from Blake (2017) was expanded to use 3D geoelectric
field inputs as opposed to 1D. Both 3D models analysed, a galvanic corrected and
non-corrected, perform better than the 1D model at the validation site in Woodland,
with the two 3D models performing at the same level at this site. In terms of the
network, using the 3D model predicts the induced GIC to completely change across
the grid, demonstrated by modelled maximum values over 35 years compared at each
transformer site and coherence between time series. The 1D model previously predicted
significant GIC (> 10 A) across most of the island. The 3D model simplifies this, with
significant GIC only observed in more localised pockets, in the South-West and along
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the Eastern coast. A relatively small change (ratio usually between 1 – 1.5 times) is
observed between the galvanic corrected and non-corrected GIC models across Ireland.
The biggest difference is observed along the eastern coast, relating to a driving N — S
geoelectric field in the non-corrected model that is not present in the corrected. The
max GIC using both models between 1989 – 2023 was also estimated with 105A/120
A respectively, expected for the November 1991 storm. The longest duration above a
hazardous threshold (> 10 A) was 153/181 minutes for the Halloween storm, 2003. No
storms between 2006 – 2022 exceed this threshold demonstrating how relatively weak
the last solar cycle, 24 was, compared to the prior cycle, 23. The Moneypoint trans-
former in the South-West was always the location of the largest GIC. It likely has the
highest GIC, as it is the grounding point of the longest 400 kV power line, with a large
geoelectric field along the western part of this line. A hypothetical worst case ground
resistance was briefly investigated also, with a substantial increase, approximately by
a factor of 2 or 3, observed across most of the grid. This could be a problem for the
power-grid and further research should be carried out on the topic.
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9 Future Work

The work in this thesis expanded the scientific instrumentation for MagIE, and knowl-
edge of the ground-based effects of space weather across Ireland. Like most projects,
while a large stride forward was taken regarding previous research during the four
years, there is always more to do. Both improvements to existing work and expansion
to new projects could be performed. An outline of the possible future work is explained
in this chapter, related to improvements on existing work followed by new avenues and
analyses that could be explored.

9.1 Monitoring Geomagnetic Fields

The main improvements to the monitoring of geomagnetic storms relate to the density
of magnetometers and the raspberry pi magnetometer network. In Chapter 4, the
performance of magnetic field interpolation across the network was analysed. The
main conclusion from this was that the magnetic field is replicated well across most of
the island, but most poorly in the very North-West and West of the island. Ideally,
a new magnetometer should be installed in those areas to mitigate this, ideally away
from sources of noise like large roads and towns. The DIAS/TCD Solar and Space
Weather group already have a site in mind at Malin Head, Donegal. This site was
previously tested successfully by Blake (2017) and thus would be most suitable for this
installation. The continuing operation of the magnetometer network is also essential.
While many of the models used have been validated for relatively weak storms, more
validation related to large storms (i.e. Kp = 8, 9) is needed to confirm that the models
perform similarly (or perhaps to a higher degree based on results from Sections 4.2.2
and 5.5.6), as we care most about induced currents during the largest events which
are most hazardous. Larger substorms occur during large geomagnetic storms, which
usually requires a greater density magnetometer sites to correctly capture the magnetic
effects, as substorm enhancements generally lead to more localised magnetic variations
(Partamies et al., 2011). Thus, the impact of large geomagnetic storms needs to be
evaluated with the currently installed magnetometers.

A prototype of the raspberry pi magnetometer has been designed (Section 3.6), and
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in the next few years six of these can be installed in schools. This will help the
spatial resolution of the network as a whole. Ideally these will be installed in noise-free
environments

9.2 Modelling Geoelectric Fields

The method of modelling and measuring the geoelectric field was an intermediate ap-
proach that bypassed the need for an underlying resistivity model, with some upsides
including faster computation, and an ease in manipulating the models inputs, but also
downsides such as a slight decrease in accuracy due to using the plane-wave approxi-
mation. After the completion of the HI-RES survey, more MT data will be available.
All of these data, alongside previous survey data should be used to construct a full
3D conductivity model of the lithosphere, which could then be used to estimate the
geoelectric field. A comparison between these two methods could be performed, to
examine the relative impact on accuracy. The effect of galvanic distortion should be
investigated further. The areas most affected by galvanic distortion have been iden-
tified here, but could be enhanced with data from the HI-RES survey, particularly in
the East, and by adding new validation sites in key areas.

9.3 GIC Measuring and Modelling

The most significant limitation of this study was the lack of measured GIC to validate
the model. The model here only had validation measurements at one transformer with
max storm conditions of Kp = 6. Ideally, more measurements are needed, both for
larger geomagnetic storms and at more substation/transformer sites. Measurements
could be taken using the traditional method of using a Hall effect sensor directly on
transformers. The alternative approach is to use the more non-invasive differential
magnetometer method (Matandirotya et al., 2016; Hübert et al., 2020), which could
be set up by installing pairs of magnetometers along sections of the power lines. The
hazard maps and GIC models highlight areas where larger geoelectric fields and GIC are
expected (the East coast, North-East and South-West), which would be best suited to
these installations. Along the large 220 kV line from Moneypoint to Dublin for example
would be very beneficial. Either way, given that solar maximum is fast approaching in
2025, with a likely geomagnetic maximum following this in 2026 – 2027 (see Section
2.1.5), the sooner these installations are completed the better.

During this validation of GIC, a comparison between geoelectric field models with
and without galvanic distortions should be considered, to truly demonstrate whether
one geoelectric field input model (corrected or non-corrected) outperforms the other,
which we could not prove here. In addition, the effect of rainfall on ground conductivity
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should be researched in more depth alongside GIC measurements. Evidence of rainfall
increasing charge carriers and hence ground conductivity and GIC was presented in
Blake et al. (2018). However this needs to be confirmed, as well as the degree of the
effect. It may prove that rainfall or ground saturation measurements from Mét Éireann
may also be needed to more accurately model the GIC for Ireland.

Thermal and outgassing reading can be used at a transformer site to determine if it is
more affected by GIC. Thermal readings can be used to determine if the transformer
overheats during geomagnetic storms, while outgassing measurements of oil used in
transformers, can be used to determine if any damage was sustained after a geomagnetic
storm (Koen and Gaunt, 2003). As well as this, Very-Low-Frequency (VLF) antenna
measurements near transformer sites would be useful to determine when saturation
occurs and could be used to monitor transformers in real time (Clilverd et al., 2020).
The DIAS/TCD solar group already use these types of antennae to monitor the SFe
at Dunsink and Birr, hence the expertise required to set up these antennae is already
present within the group. The Moneypoint site in the South-West, which is most
susceptible to GIC, would be the best site for these measurements.

9.4 Historical Analysis

Some historical analysis into the geomagnetic field has been researched by Fogg et al.
(2023), to determine patterns in the geomagnetic field peaks, for example timing of
extreme peaks and the phase of the storm (i.e. sudden commencements, main phase or
substorm phase) and relevant driving mechanism. A similar analysis could be applied
to geoelectric fields and GIC. This type of analysis has been explored in other countries
(Love et al., 2022) and could be applied to Ireland, with some preliminary analysis by
Blake (2017) used as a basis for the study.

9.5 Forecasting

A geoelectric field and GIC system forecast system could be used to predict extreme
geoelectric fields and GIC during geomagnetic storms. Many others have tried to
predict time series, however the utility of these is physically limited by lack of spacecraft
measuring solar wind, to approximately an hour before real time (Bailey et al., 2022;
Madsen et al., 2022). Power grid operators need longer than this to effectively prepare
for a geomagnetic event. Hence, prediction of likelihood or conditions over longer time
scales is thus preferable at this moment in time.

A version of the geoelectric field hazard map could already be used as a benchmark
model to predict geoelectric field conditions using predicted Kp values as its input. As

177



discussed in Chapter 6, the hazard mapping model is currently not ideal for forecasting
however. Seasonal and diurnal variations need to be accounted for, and at latitudes
around 50o like Ireland, even long-term changes (over decades) in the geomagnetic field
itself may need to be considered. Forecasting could benefit from historical analysis
in this sense, both for seasonal and long term trends. The inclusion of solar wind
conditions as an input should be investigated as it drives magnetic field variations.
The time within the solar cycle may be useful input to analyse as well. A machine
learning model could be employed to generate this prediction. If successful, this could
be automated to send alerts to power grid operators about potential impact to the
grid, perhaps days in advance to give them time to prepare for the event, alongside
information on substations/transformers at most risk.
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A1 Additional Hazard Maps

Below, the hazard maps analysed for different thresholds are presented, both with and
without a galvanic correction (Figures A1.1 and A1.2). The hazard maps are repeated
for 100 mV/km, a weaker threshold that is more commonly exceeded, that may be
more appropriate for pipelines than 500 mV/km, as pipeline degradation is affected
more by induction duration rather than by extreme amplitudes. A hazard map of 2
V/km is also included, a map that may be better suited for railways, as more extreme
amplitudes in the geoelectric field are usually required to generate a strong enough
GIC to lead to false signaling (Figures A1.3 and A1.4). Note that 2 V/km is never
exceeded during Kp = 8 events.
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Figure A1.1: The probability of exceeding a geoelectric field threshold of 500 mV/km
with galvanic corrected (top six panels) and galvanic non-corrected (bottom six panels)
geoelectric fields are mapped for Kp = 8 storms. The direction the threshold is exceeded
in, is denoted in each subtitle, as well as by vectors within each subplot (top left of
each panel).
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Figure A1.2: The probability of exceeding a geoelectric field threshold of 500 mV/km
with galvanic corrected (top six panels) and galvanic non-corrected (bottom six panels)
geoelectric fields are mapped for Kp = 9 storms. The direction the threshold is exceeded
in, is denoted in each subtitle, as well as by vectors within each subplot (top left of
each panel).
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Figure A1.3: The probability of exceeding a geoelectric field threshold of 2000 mV/km
for Kp = 9 mapped, corrected for galvanic distortion correction. The direction the
threshold is exceeded in, is denoted in each subtitle, as well as by vectors within each
subplot (top left).

Figure A1.4: The probability of exceeding a geoelectric field threshold of 2000 mV/km
for Kp = 9 mapped, without a galvanic distortion correction. The direction the thresh-
old is exceeded in, is denoted in each subtitle, as well as by vectors within each subplot
(top left).
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