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Abstract

As devices become smaller and head towards the atomic limits, minute changes in their

structure, in the form of defects, can have an oversized effect on the device properties. This

is especially true for novel classes of chalcogenide-based materials, which typically possess

weaker bond strengths than their oxide counterparts. As such, careful structure-property

relationship establishment is required to fully exploit the material’s properties and ensure

adequate device’s lifetimes and efficiencies.

In this work, several novel chalcogenide systems are investigated through the com-

bination of transmission electron microscopy (TEM) and computational methods such

as density functional theory (DFT) calculations. Firstly, the thermoelectric properties of

TlGaSe2 were investigated. Stacking faults were seen throughout the samples using scan-

ning TEM (STEM), which were correlated with diffraction measurements and simulations

of both. Stacking fault energies were calculated with DFT to be negative, implying that

the faults are intrinsic to the system. Due to this, first-principles calculations were more

practical to use to qualitatively study the effects of these stacking faults on the thermoelec-

tric properties than physical experimentation. Preliminary results from electron transport

studies indicate negligible change with the inclusion of the stacking fault, as to be expected

for a thermoelectric material. However, initial phonon band structure calculations indicate

a change in phonon frequencies when the stacking faults are included, which may imply a

lowering of thermal conductivity.

The lack of control of this stacking order inspired the exploration of chalcogenide van

der Waals heterostructures, such as GaS/GaSe heterostructures. DFT simulations predict

a Rashba band splitting at the valence band maximum of the structures when spin-orbit

coupling effects are included. The size of this splitting, along with the band gap of the

structures, is highly dependent on the twist angle between the two monolayers of GaS and
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GaSe. These multiple degrees of freedom are highly sought after for optoelectronic and

spintronic applications and thus warranted further investigation. Several heterostructures

were constructed and imaged. Despite the further sample optimisation required to get to

the monolayer limit, the imaging showed successful construction of the heterostructures

and plans to probe the band gaps and Rashba splitting using EELS are discussed.

While the systems above are interesting in their own context, they are not yet commer-

cially viable within the short- to medium-term timelines. Hence, the field of chalcogenide

perovskites for photovoltaic applications is explored with the BaZrS(3-y)Sey alloy system.

Photoconductivity spectroscopy measurements show a decreasing band gap with increas-

ing Se content, in line with previous and current theoretical studies. Cross-sectional STEM

imaging highlights the vast number of in-plane and out-of-plane anti-phase boundaries

(APBs) throughout the films. Mapping of the A-site cation distances reveals a tripartite of

out-of-plane lattice spacings, which are in line with reflection pairs seen in HRXRD spectra.

The lack of strain from the surface of the films to the substrate is indicative of fully relaxed

films, where the strain relaxation mechanism is the APBs and the buffered interface with

the substrate.



Summary

This thesis discusses several novel chalcogenide systems and the establishment of their

structure-property relationships through the means of electron microscopy and computa-

tional methods and analysis. Chalcogenides possess a multitude of interesting properties

due to their covalent character, but this can cause issues as the weaker bonding can lead to

facile device failure, hence the need for careful structure-property investigations.

In this work, the main tools of investigation are transmission electron microscopy

(TEM) and density functional theory (DFT) calculations. Throughout each of the main

working chapters, the critical and complementary importance of both methods is high-

lighted and demonstrated. Chapter 1 first introduces the field of chalcogenide materials

and the various techniques used throughout. Chapter 2 briefly explains the theory behind

each of the methods, up to a level where the reader can appreciate their use in this work.

The various sample preparation methods used are described, as are the strengths and

weaknesses of DFT and TEM simulations. Sample growth methods employed in this work

are also discussed, but the actual growth of the materials is outside the scope of this work.

Chapter 3 details the investigation of the thermoelectric structure-property relationship

of TlGaSe2. Imaging of the sample using scanning TEM (STEM) revealed stacking faults

throughout the layered system. Diffraction studies and subsequent simulations confirm

the existence of these faults. DFT was used to calculate the stacking fault energy for this

material, which was revealed to be negative, hence implying that these stacking faults

are intrinsic to the system. Due to this, experiments to probe the thermoelectric effect of

TlGaSe2 would prove to be too cumbersome, and hence DFT simulations were required

to understand the role of these stacking faults in the material’s thermoelectric properties.

Preliminary electron transport calculations along the stacking direction showed negligible

changes when the stacking fault is included. Preliminary phonon studies, however, show
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a change in phonon frequencies when the stacking fault was included. Further work is

required for conclusive results, but the current analysis is promising and does show a

qualitative role of these faults in the thermoelectric properties of TlGaSe2.

Chapter 4 expands on the previous chapter by studying how to control the stacking

order of layered materials to construct van der Waals heterostructures. Here, the GaS/GaSe

heterostructure system was investigated. First-principles calculations demonstrated a

splitting of the valence band maximum of these structures along momentum-space in

a process known as Rashba band splitting. An angular dependence of this splitting as

well as the band gaps of these structures, highlighted their interest for optoelectronic

and spintronic applications. Several heterostructures were constructed using mechanical

exfoliation of the layers and investigated using STEM imaging and energy dispersive X-ray

(EDX) spectroscopy. While not at the monolayer level, it demonstrated the feasibility of

constructing these samples, and plans are discussed on how to measure the band gaps and

Rashba splitting of these structures using electron energy loss spectroscopy (EELS).

Chapter 5 discusses the BaZrS(3-y)Sey chalcogenide perovskite alloy system, which was

grown on a BaZrS3 template to force the selenide alloy into a perovskite structure. The act

of doing so causes strain due to the lattice spacing difference, which relives themselves

through anti-phase boundaries (APBs) and the buffered interface with the LaAlO3 substrate.

EDX mapping of the films revealed a constant S/Se ratio throughout the structure in

line with the initial growth conditions. STEM imaging revealed that in-plane APBs are

predominantly located in the alloy region, while out-of-plane APBs are found mostly in the

template region. Mapping of A-site cation distances revealed a tripartite of out-of-plane

spacings, which line up with the reflection pairs seen in high-resolution X-ray diffraction

(HRXRD) spectra. Photoconductivity spectroscopy measurements confirmed the highly

tunable band gaps of the films, in line with previous and current theoretical results, which

are ideal for photovoltaic applications.

Finally, Chapter 6 concludes the work with the major findings and discusses the future

work planned for these projects.
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BF - Bright Field

CBM - Conduction Band Minimum

CVD - Chemical Vapour Deposition

DF - Dark Field

DFT - Density Functional Theory

DOS - Density of States

EDX - Energy Dispersive X-ray Spectroscopy

EELS - Electron Energy Loss Spectroscopy

FIB - Focused Ion Beam

FFT - Fast Fourier Transform

GGA - Generalised Gradient Approximation

HAADF - High-Angle Angular Dark Field

LDA - Local Density Approximation

MBE - Molecular Beam Epitaxy

PACBED - Position-Average Convergent Beam Electron Diffraction

PDMS - Polydimethylsiloxane

PMMA - Polymethyl Methacrylate

PV - Photovoltaic

SAED - Selected Area Electron Diffraction

SOC - Spin-Orbit Coupling

STEM - Scanning Transmission Electron Microscope

TEM - Transmission Electron Microscope
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1

Introduction

These atoms are liars

They do not realize, and we can’t blame them.

– "Deep, Deep", Deathconsciousness, Have a Nice Life

Many books, review articles, and popular science pieces on the subject of nanoscience of-

ten start with a clichéd reference to Richard Feynman’s 1959 lecture "There’s Plenty of Room

at the Bottom" [1]. Although many use creative liberty in interpreting Feynman’s words for

their own benefit (read basically any recent PhD thesis on the topic of nanoscience, for

example), the general synopsis of his lecture is that if we can manipulate matter on the

atomic scale, we can use the physics at this scale to build ever denser and sophisticated

devices to meet the world’s needs (and wants).

To manipulate matter at the atomic scale, we first need to fully understand it. Often,

this is summarised in another cliché, this time from Lord Kelvin - “If you can not measure

it, you can not improve it” [2]. Again, while overused, it serves to show the importance of

thorough material characterisation. This is often done in the micro- and nanoscale via the

use of microscopy, such as scanning electron microscopy, atomic force microscopy, etc.,

and/or spectroscopy, such as energy dispersive X-ray spectroscopy, Raman spectroscopy,

Fourier-transformed infrared spectroscopy, etc.

Another reason for the importance of materials characterisation is that, as we get

closer to "the bottom", nanoscale, even atomic, defects can have a wildly disproportional

influence on the properties of the material. This ultimately will affect the devices the
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materials are used in. In the field of material science, these are classed in terms of their

dimension. Zero-dimensional (0-D) defects, also known as point defects, can be in the

form of vacancies or interstitials in the crystalline lattice. They can affect the size of

the band gap in semiconductors [3], or could lead to exotic effects such as superionic

conductivity [4, 5]. In terms of mechanical properties, one-dimensional (1-D) line defects,

also known as dislocations, can move throughout a material under external load explaining

why metals are malleable [6]. Two-dimensional (2-D) planar defects, such as stacking faults

and anti-phase boundaries, can increase the brittleness of materials leading to early failure

of devices [6, 7].

The exploitation of the properties in novel materials enables innovative device possibil-

ities. Therefore, understanding these various structure-property relationships is vital for

the transition of fundamental research into market-ready applications. Despite this, signif-

icant knowledge gaps remain for a wide variety of material families, none more so than

the chalcogenide-based materials, such as transition metal dichalcogenides (TMDs) or

chalcogenide perovskites. The reasons for this range from the difficulties in their synthesis

to the difficulties in their characterisation. Therefore, to "fill in" some of these gaps, in this

work, several families of novel chalcogenide materials are investigated.

1.1 Chalcogenide-Based Materials

The Group-XVI elements of the periodic table are termed "chalcogens". While there will be

no discussion on the origin of the term (or its "correct" pronunciation), it should be noted

that although oxygen is part of the chalcogen group, in this work, oxides are often treated

as a separate class of materials and the term "chalcogenide" is reserved for sulphides,

selenides, and tellurides.

The reason for this is due to the significant change in chemical behaviour and bonding

between oxygen and the other chalcogens. Oxygen has a much higher electronegativity

(χ = 3.44) than that of the other chalcogenides (χ = 2.58, 2.55, and 2.1 for S, Se, and Te,

respectively), and consequently a smaller ionic radius [8]. As such, chalcogenides behave

far more covalently and are less closed-packed than oxides, leading to a tendency to

crystallize into low-dimensional materials [9]. It should be stressed though that while
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they can crystallise into these low dimensions, this effect is not exclusive to chalcogenides;

several layered oxides, perovskites, and hydroxides do also exist [10–13].

This low dimensionality of chalcogenides allows for interesting structure-property

relationships to emerge. One such example is semiconducting chalcogenide nanoparticles,

such as PbS and CdSe, also known as quantum dots. These nanoparticles absorb incoming

light which promotes electrons from the valence band to the conduction band, leaving

holes behind in the valence band. When the electrons return to their lower-energy ground

state, the excess energy from this transition is released as photons of light proportional to

the size of the band gap. This band gap size, and hence the wavelength of light emitted, is

proportional to the size of the nanoparticle. Since these wavelengths are typically in the

visible range, the whole gambit of colours can be produced with these particles, simply by

changing their size [14]. This structure-property link can be exploited in a wide range of

applications, from solar cells to light-emitting diodes [15]. The reader may have interacted

with quantum dots without realizing it, as CdS nanoparticles are the most commonly

used material for modern quantum dot displays [14–17]. This discovery was of such great

importance that the most recent 2023 Nobel Prize in Chemistry was awarded for the

discovery and synthesis of quantum dots [18].

Similarly, two-dimensional chalcogenides exhibit changing material properties as they

approach their monolayer limit. An example of this is the TMD, MoS2. Naturally found,

and commercially used as a dry lubricant [19], MoS2 is a prototypical example of the

interesting effects of chalcogen bonding and chemistry. Due to its weak interlayer bonding,

MoS2 can be easily exfoliated, commonly either mechanically [20] or in a liquid [21], and

possess a wide variety of tunable optoelectronic properties. MoS2, for example, is an

indirect bandgap semiconductor in the bulk, but in the monolayer regime, it becomes a

direct bandgap one [22]. This property can be further exploited by the layering of different

chalcogenides nanosheets to create vertical van der Waals heterostructure devices, such as

a pn-junction by layering MoS2 onto WSe2 [23].

The interesting added covalency of chalcogenide-based materials comes at a cost. The

weaker bonding allows for the facile formation of chalcogen defects and vacancies, which

in turn affects the material properties, and hence potential device applications. These
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increased point defects can act as scattering sites which can negatively affect the mobility

of charge carriers and exciton populations [24–26], hence affecting optoelectrical perfor-

mance. Trying to characterise chalcogenide materials also may lead to defect formation,

especially in the case of electron microscopy studies [27, 28], hence care needs to be taken.

Growth and preparation of chalcogenide materials can also cause some difficulties, as

often chalcogen precursor gases such as H2S and H2Se can be highly corrosive to the

growth chamber [29, 30].

Despite these challenges, chalcogenide materials show great device potential, and

hence understanding their structure-property relationships is key to their future applica-

tions. Defects in the material can also help to explain their unique properties, as is shown

in Chapter 3 of the case of stacking fault-induced thermoelectric effects in TlGaSe2. Defect

engineering can also be exploited to observe new physical phenomena, as in Chapter 4 with

the Rashba effect in GaS/GaSe heterostructures, or induce and stabilise thermodynamically

unstable structures, such as perovskite BaZrSe3 in Chapter 5.

In order to understand these materials and their properties, adequate characterisation

tools, such as the electron microscope, are required and are hence heavily exploited in this

work.

1.2 Electron Microscopy

Since its invention in 1931 by Max Knoll and Ernst Ruska [31], the electron microscope has

been the characterisation tool of choice to understand the nanostructure of materials. With

its much higher resolving power than that of conventional optical microscopy, electron

microscopes allow for the direct imaging of nanoscale features [32]. These powerful abilities

accelerated materials discovery and innovation in the 20th century, earning Ruska a Nobel

Prize in Physics in 1986 [33].

Feynman, in his aforementioned lecture [1], was infatuated with the idea of pushing

electron microscopy to atomic resolution in order to advance material science. Trans-

mission electron microscopy (TEM) is one of the most powerful techniques in materials

characterisation which can now achieve this feat and was the main technique used in this

work. This method involves the impinging and scattering of highly accelerated electrons,
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usually in the tens to hundreds of kV ranges, through a thin sample (< 100 nm thick). From

the collection of these scattered electrons, imaging and spectroscopic information can be

obtained.

The mode of operation of a TEM is analogous to light microscopy, with parallel illu-

mination of the sample, albeit with electrons instead of photons. This is in contrast to

the sister technique, scanning TEM (STEM). Here, the sample is rastered across with a

subnanometer-sized probe. Nonetheless, the two techniques are complementary: the

former allows for a much greater field of view of the samples, enabling one to characterise

sample size, features and crystallinity, while the latter allows for sub-Å imaging of atomic

structures, enabling deeper analysis of planar defects, vacancies, interstitials, etc. [34].

It is first important to discuss what defines the resolution of optical systems as this will

further illustrate the benefits of TEM compared to other imaging techniques. In optical

systems, the resolution is limited by the diffraction effects of the illumination source

wavelength and the imperfections (i.e. aberrations) of the lens system. The diffraction-

limited resolution is defined by the Rayleigh criterion, which for a circular aperture, relates

the resolution, δ, with the wavelength, λ, of the illumination source:

δ≈ 0.61λ

nsi n(β)
(1.1)

where n is the refractive index of the viewing medium and β is the semi-angle of collection

of the magnifying lens. For a typical parallel-light illuminated microscope, operated in air,

nsin(β) can be approximated as unity. Since the smallest wavelength visible to humans is

approx. 310 nm [35], the theoretical diffraction-limited resolution of the said microscope

is approx. 190 nm.

This resolution can be greatly improved using electrons instead of photons. To appre-

ciate this, first consider that the electrons exhibit wave-particle duality, shown by the de

Broglie relation:

λ= h

p
(1.2)

where h is Planck’s constant and p is momentum. In a TEM, momentum is imparted onto

the electrons via an accelerating voltage, V :
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eV = 1

2
m0v2 (1.3)

where m0 is the electron rest mass and v is the electron velocity. Through substitution, the

relationship between λ and V is given as:

λ= hp
2m0eV

(1.4)

When taking relativistic terms into account, Equation 1.4 becomes:

λ= h√
2m0eV

(
1+ eV

2m0c2

) (1.5)

where c is the speed of light in a vacuum. For a typical TEM accelerating voltage of 300kV,

the de Broglie wavelength equates to 1.97 pm, a 106 times improvement in resolution

compared to visible light. While this is an impressive increase in resolution, it is not

what is achievable, as with any lens system, there are aberrations which limit this. These

aberrations in the TEM context are explained later on, in Chapter 2.2.

In order to "see" anything with the microscope, the electrons must scatter off the nuclei

and/or electrons of the sample and into a detector, much like how photons scatter off

objects and into our optobiological detectors - our eyes. To understand this, first consider

that even with the high energy nature of the electrons in a TEM, the vast majority of

electrons are scattered in the forward direction, and not back towards the electron source

they came from.

Electron scattering can be subdivided into where the scattering occurs and whether

there is a momentum transfer from the incident electron to the scattered object. The

scattering can be considered elastic, where there is no energy transfer or too small to

be detected, or inelastic, where energy transfer, and hence energy loss of the impinging

electrons, is large enough to be detected [32]. In the TEM context, large scattering angles

occur when the incident electrons scatter off the positively charged atomic nuclei of the

sample. However, the majority of electrons travel away from the atomic nuclei and are

hence shielded from the intense positive charges, due to electron screening and the inverse

square law. This results in smaller scattering angles, which are typically 10-100 mrad for a
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100 kV accelerating voltage, and the interference of the electron waves due to the periodic

atomic potential leads to diffraction [36]. This variety of scattering modalities and signals

produced, as shown in Figure 1.1, means that detector position and design are key to

obtaining specific information about the sample, be it for imaging or spectroscopy.

Fig. 1.1 Diagram of pre- and post-sample electron scattering events and signals produced,
due to impinging the thin sample with a high-kV electron beam. Reproduced with permis-
sion from Springer Nature [32].

To illustrate the concept further, let us simplify and first consider the elastic scattering

of an incident electron and an arbitrary, isolated atom, shown in Figure 1.2. The differential

cross-section describes the angular distribution of scattering from an atom and is defined

as:

dσ

dΩ
= 1

2πsi n(θ)

dσ

dθ
(1.6)

where θ is the scattering angle, σ is the scattering cross-section, andΩ is the solid angle of

scattering. In the high-angle regime, the electron-nuclei interaction is known as Rutherford

scattering and Equation 1.6 can be rewritten as the Rutherford differential cross-section:
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dσ(θ)

dΩ
= e4Z 2

16(4πϵ0E0)2 si n4
(
θ
2

) (1.7)

where e is the electron charge, Z is the atomic number of the atom, ϵ0 is the permittivity of

free space, and E0 is the energy of the incident beam [32].

Fig. 1.2 Diagram of electron scattering with a single atom. Electrons are scattered through
an angle, θ, withΩ being the solid angle of scattering. An incremental increase in scattering
angle, dθ, leads to an incremental increase in the solid angle, dΩ. Reproduced with
permission from Springer Nature [32].

A key observation is obtained from Equation 1.7. The probability of electron scattering,

i.e. the cross-section, increases if one uses materials with heavier elements or an electron

beam with lower energy. For example, when imaging elements with large Z, such as gold,

the cross-section will increase by a factor of 100 when compared to low Z elements, such

as carbon. Similarly, using electrons of lower energy (by reducing the accelerating voltage)

also has the same effect on the cross-section. This phenomenon is exploited in Z-contrast

imaging which has been shown to be able to do elemental mapping of a structure and its

defects via an imaging mode only [37].

It should be noted, however, that Equation 1.7 is only suitable for large scattering

angles; as it neglects electron screening effects which reduce the differential cross-section.

Hence, at low angles, Equation 1.7 overestimates the amount of scattering.
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Another important issue with Equation 1.7 is that it is a classical approach, neglecting

the wave nature of electrons. Fortunately, by taking this into account, the low-angle

elastic scattering can be appropriately described, with the high-angle scattering being

complementarily described by the Rutherford method. Here, we introduce the atomic

scattering factor, f (θ), which is a measure of the amplitude of an electron wave scattered

from an isolated atom (hence
∣∣ f (θ)

∣∣2 is proportional to the scattering intensity):

f (θ) =
(
1+ E0

m0c2

)
8π2a0

 λ

si n
(
θ
2

)
2

(Z − fX ) (1.8)

where a0 is the Bohr radius and fX is the scattering factor for X-rays [32]. Equation 1.8

contains components of both elastic nuclear scattering (i.e. from the Z term) and elastic

electron-cloud scattering (i.e. from the fX term), unlike Equation 1.7 which only accounts

for the former.

Equation 1.8 is then related to the differential scattering cross-section via the following

equation:

∣∣ f (θ)
∣∣2 = dσ (θ)

dΩ
(1.9)

While the discussion above has been illustrative and introduces scattering off a single

atom in space, it may come as a surprise to the reader to know that real-world materials

often contain more than one atom. Hence, for crystalline materials, the approach above

is extended via the concept of an atomic structure factor, F (θ), which is a measure of the

electron wave amplitude scattered from the atoms of a unit cell of a crystalline structure.

This can consequently be defined as the summation of the atomic scattering factors, f (θ),

of all the i atoms in the unit cell, with fractional atomic coordinates (xi, yi, zi):

F (θ) =
∞∑
i

f (θ)i e2πi (hxi+k yi+l zi ) (1.10)

It is therefore clear from Equation 1.10 that the amplitude of the scattered electron beam

is dependent on the type of atom (from the f (θ) term), the fractional atomic coordinates

of the atom (xi, yi, zi) in the structure, and the specific atomic planes (hkl) which make
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the structure. How this scattering information is translated into image formation is left for

Chapter 2.2.

As was shown in Figure 1.1, as the electrons scatter through the atomic structure of

the sample in a TEM, a wide variety of signals can be recorded along with the scattered

electrons used to form the images. Spectroscopic techniques, such as energy dispersive

X-ray (EDX) spectroscopy and electron energy loss spectroscopy (EELS), can be coupled

with the TEM/STEM imaging to allow for chemical [38], plasmonic [39], and phonon maps

[40] of the regions of interest, further enabling research into defects and chemical phases.

This has led to the TEM being often called a "synchrotron in a microscope" [41].

External inputs, such as voltage biases [42] and strain [43], and environments, such as

high temperatures (∼1300 °C) [44], gas flows, or liquids [45], can be imposed on the sample

and imaged simultaneously with the use of in-situ TEM sample holders in order to monitor

chemical kinetics, phase transitions, etc. [46].

1.3 TEM Data Post-Processing & Simulations

As discussed in Chapter 1.2, one can collect an incredible amount of data from TEM

experiments. Careful analysis of this data is required to accurately understand the structure-

property relationships of the materials under study and to prevent misinterpretation. While

the power of the electron microscope cannot be understated, a human’s ability to interpret

the subsequent images and data can. A common warning in TEM textbooks is to be aware

of projection artefacts. For example, there’s no such thing (at the time of writing) as a

two-headed camel, however, Figure 1.3 may be misinterpreted this way instead of one

camel in front of another [32].

Another difficulty humans face is distinguishing minute changes in contrast and dis-

placements, which is important when trying to quantify strain, number of atoms in an

atomic column, etc. from TEM images. (Given the number of atomic columns in a typical

TEM image, it is also impractical to do by hand). The need for post-processing of images

is especially required when imaging novel and/or complicated structures where it is not

intuitive as to what one is seeing, or to correlate changes in image contrast with the pres-
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ence of defects, etc. This was the case for understanding the lattice expansion due to the

presence of anti-phase boundaries in BaZrS(3-y)Sey alloys in Chapter 5.

Fig. 1.3 Photograph of two camels taken so that, in projection, they appear as one two-
headed camel. One needs to take care of these projection artefacts in TEM! Photo courtesy
of German Rojas under Creative Commons licence.

Often, this post-processing requires the need to simulate the image taken under the

same conditions it was taken. For example, to calculate the thickness of the GaS and

GaSe nanosheets in Chapter 4 from their position-averaged convergent beam electron

diffraction (PACBED) patterns [47], one needs to simulate the pattern under varying sample

thickness to match the experimental patterns.

In order to do so, one needs to, in essence, simulate a TEM on the laptop/PC. However

(and perhaps unfortunately for the reader), in order to do that and to understand the

limitations of such as scheme, a short primer on the background theory is required. An in-

depth analysis of TEM simulations is outside the scope of this work, but should readers wish

to learn more about TEM simulations, they are directed to read the extensive "Advanced

Computing in Electron Microscopy" by Earl Kirkland [48].

There are two main methods for TEM image simulation. Bloch wave calculations

exploit the fact that many samples observed in the TEM are crystalline and hence use

that periodicity to efficiently propagate the incoming electron wave through the sample.

Nothing in this life is perfect, unfortunately, and so for systems with defects, large unit cells,

or aperiodic structures, the Bloch wave method is far too computationally expensive as it
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scales with N3 where N is the number of Bloch waves used [49, 50]. Here, the multislice

method excels. By slicing the sample into thin layers along the fast electron direction,

and propagating the resultant wave function from one slice to the other, simulating TEM

images of almost any system can be routinely done. Both methods have strengths and

weaknesses, and these, along with the theory behind the methods, will be further discussed

in Chapter 2.2.7.

1.4 Computational Chemistry

Often the atomic models, and hence the atomic potentials, used in TEM simulations

come from X-ray diffraction (XRD) data of the bulk thin film or powder. However, as one

approaches the length scales required for TEM, the structure of the sample may change

due to, for example, surface relaxation effects, defects, etc. and hence these need to be

taken into account if one is to extract accurate material property information from the TEM

simulations. Conversely, changes in TEM images can help to explain structure-property

changes in the material - for example, doping site configuration and EDX concentrations

of Sn-doped MoS2 monolayers can be used to explain the trends in the electronic band

structure and exciton shifts [51]. As such the use of computational chemistry and modelling

is becoming more ever-present in the field of TEM and materials science, especially with

the advent of more powerful computing resources and code packages, such as abTEM,

which couple computational chemistry with TEM simulations [52].

Computational modelling of materials and chemical systems is also important as it

allows one to understand experimental results such as the measurement of a semiconduc-

tor’s band gap, to understand chemical processes that may be experimentally difficult to

measure, such as transition states [53] or thermoelectric properties such as for TlGaSe2 in

Chapter 3. It can also be used to predict new materials and reactions which later experi-

ments can prove to exist in reality [54] (or disprove as fiction).

These computations rely on obtaining the ground-state energy of a system and are

based on trying to solve the Schrödinger equation, given here in its many-body time-

independent form:
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Ĥψ({ri, RI}) = Eψ({ri, RI}) (1.11)

where RI and ri is the position of the I th nucleus and ith electron, respectively. It should

be noted that spin has been neglected in Equation 1.11 (for the benefit of the reader and

author), but effects such as spin-orbit coupling, which is key in GaS/GaSe heterostructures

will be explained in later in Chapter 4.

Ĥ , in Equation 1.11, is the many-body Hamiltonian operator, which is a summation of

kinetic (T̂ ), potential (V̂ ) and Coulombic (Û ) operators acting on the wavefunction [53]:

Ĥ = T̂e +Ûe−e + V̂e−nucl eus + T̂nucl eus +Ûnucl eus−nucl eus

=− ℏ2

2me

∑
i
∇2

i +
1

2

e2

4πϵ0

∑
i ̸= j

1

|ri − r j |
− e2

4πϵ0

∑
i ,I

ZI

|ri −RI |
−∑

I

ℏ2

2MI
∇2

I +
1

2

e2

4πϵ0

∑
I ̸=J

ZI ZJ

|RI −RJ |
(1.12)

where ZI and MI are the charge and mass of the nucleus, respectively, and me is the mass of

the electron. Unfortunately, for systems containing more than a handful or so interacting

electrons and nuclei, directly solving Equation 1.11 for the ground-state energy is, to put

it politely, computationally impractical. Consequently, approximations must be taken to

achieve this within a reasonable time and computational capability.

One of the first approximations that can be made is known as the Born-Oppenheimer

approximation. Made famous by the hit 2023 film "Oppenheimer", this approximation

recognises that the mass of the nucleus is much greater than the mass of the electron, and

therefore the motion of the nucleus can be negligible compared to that of the electrons

[55]. Therefore, by assuming 1
MI

becomes very small and ignoring T̂nucl eus , Equation 1.12

becomes:

Ĥ =− ℏ2

2me

∑
i
∇2

i +
1

2

e2

4πϵ0

∑
i ̸= j

1

|ri − r j |
− e2

4πϵ0

∑
i ,I

ZI

|ri −RI |
+Enucl eus−nucl eus (1.13)
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where Enucleus-nucleus is the classical nucleus-nucleus electrostatic term and thus is a con-

stant for a given nucleus.

Another approximation that can be taken is known as the Hartree-Fock approximation.

The positions of the nuclei are now known, thanks to the Born-Oppenheimer approx-

imation. Hence, only the electrons are treated like independent, interacting particles

occupying single-electron spin-orbitals. Then the energy of the system is minimised using

the variation principle by varying the electron orbitals, and the lowest possible energy in

this system is known as the Hartree-Fock approximation for the ground-state energy [56,

57].

While T̂ and V̂ operate on single electrons, Û involves operating on two different ones.

Finding the expectation value of Û for a pair of electrons leads to two terms known as the

Hartree energy, which is the classical electrostatic interaction term:

EH = 1

2

∑
s,t

∫ ∫
e2

4πϵ0

|φs(x1)|2|φt (x2)|2
|r1 − r2|

dx1dx2 (1.14)

and the exchange energy, due to the Pauli exclusion principle:

EX =−1

2

∑
s,t

∫ ∫
e2

4πϵ0
φ∗

s (x1)φt (x1)
1

|r1 − r2|
φs(x2)φ∗

t (x2)dx1dx2 (1.15)

While this is an improvement in complexity from Equation 1.13, it does not take electron

correlation into account and is still quite computationally expensive as it scales with N4

where N is the number of basis functions used to describe the system [58, 59]. Accordingly,

further approximations are still required to make calculations practical (no surprises here).

However, at this point, a method emerges that balances the need for accuracy of

calculations with structures of the size of unit cells and above with computational ability.

In its most simple definition, density functional theory (DFT) states that the ground-

state energy of a system can be described as a functional of its electron density. This

electron density itself can be calculated from self-consistent equations taking into account

approximations for exchange and correlation energies [53, 60]. While this will be further

explained in Chapter 2.4, doing said methods allows one to accurately calculate, within a

reasonable time frame, electronic band structures, electron transport calculations, phonon

dispersions, optical properties, etc. Though not without limitations, the power of this
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theory cannot be understated and hence landed one of its developers, Walter Kohn, the

Nobel Prize in 1998 [61].

1.5 Thesis Outline

The research discussed in this work sets out to "fill in" some of the knowledge gaps that exist

in establishing structure-property relationships of chalcogenide materials. Given its above-

mentioned utility, (S)TEM was used extensively throughout to characterise the structure of

the materials, along with computational modelling to understand the material’s properties

and how different defects present affect such properties.

Although outside the scope of this work, the different synthesis techniques for the

materials used in this work are discussed briefly in Chapter 2.1 to provide the reader

with some understanding of the benefits, complexities, and drawbacks of each growth

method. The theory of operation and sample preparation methods for TEM are discussed

in Chapter 2.2 and Chapter 2.3, respectively. Finally, in Chapter 2.4, the discussion on

density functional theory and TEM simulations is extended to provide more context to the

reader of the methods used in this work.

Thermoelectricity is explored in Chapter 3, via the study of TlGaSe2. This material is a

layered, 2-D semiconductor with anisotropic thermoelectric effects. It has been previously

noted that the material is prone to stacking faults along the [001] stacking direction [62,

63], but what has not been established is the relationship between the presence of these

faults and the anisotropic thermoelectricity of the material. In Chapter 3, this is explored

via the use of TEM and diffraction simulations to understand the structure of the material.

To couple this to the properties, density functional theory is used to calculate the stacking

fault energy of the materials, along with the phonon dispersions and electron transport

calculations of both a pristine and a faulted system.

The ability of controlled stacking of 2-D layers and the effect of twist angles is explored

in Chapter 4 with the analysis of GaS/GaSe van der Waals heterostructures. Theorised to

possess Rashba splitting [64], where the electronic bands of the material are split along

momentum-space rather than energy-space, these heterostructures are assembled and

studied with varying twist angle to understand the structural dependence of this effect.
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This is done via STEM imaging, coupled with spin-orbit coupled DFT calculations, and the

effect is discussed for potential optoelectronic and spintronic applications.

Chapter 5 explores the characterisation of BaZrS(3-y)Sey alloy chalcogenide perovskite

thin films for solar photovoltaics. Adjusting the S/Se ratio as the films are being synthesised

allows for precise bandgap engineering, as is confirmed with DFT calculations of the band

gaps, but varies the number of planar defects in the materials. These defects are studied

via atomic column displacements in both in-plane and out-of-plane film directions, and

correlating the results to S/Se ratio of the alloy obtained from EDX.

Finally, Chapter 6 draws conclusions from the previous chapters and discusses the

ongoing and future research on the materials in this work. This is then followed by an

appendix of additional and supporting data for the various chapters.
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2

Experimental Techniques

It’s the nature of the experiment

It’s the patterns of my temperament

It’s the nature of the experiment

They’re taking me in increments

– "Nature of the Experiment", A Lesson In Crime, Tokyo Police Club

This chapter provides an overview of the experimental and modelling techniques used

on novel chalcogenide systems. The crystal growth methods and TEM sample techniques

for the various systems are discussed. Transmission electron microscopy (TEM) theory,

operation, and its various complementary spectroscopic techniques used are outlined and

explained. Computational methods of TEM simulations and density functional theory

(DFT) concepts and their limitations on material science studies are also briefly explained.

TEM and DFT are further described in the extensive primer textbooks of "Transmission

Electron Microscopy" by Williams & Carter [1] and "Density Functional Theory: A Practical

Introduction" by Sholl & Steckle [2], should tragically curious readers wish to learn more

about them. However, the discussion below is limited to the specific theory required to

appreciate the work in the subsequent chapters.

2.1 Sample Growth Methods

While the sample material for this work was provided by collaborators highlighted in the

Acknowledgments and the relevant chapters, or purchased from suppliers such as 2D
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Semiconductors Inc. as in the case of Chapter 4, it is still important to briefly provide an

overview of the different types of growth methods used in this work, highlighting their

benefits and complexities.

While sample growth is not the focus of this work, it is still important to briefly provide

an overview of the different types of growth methods used in this work, highlighting

their benefits and complexities. TlGaSe2, GaS and GaSe, explored in Chapter 3 and 4

respectively, are grown with vacuum melt growth, albeit GaS and GaSe was purchased

from 2D Semiconductors Inc. The BaZrS(3-y)Sey alloy films in Chapter 5 were grown with

molecular beam epitaxy.

2.1.1 Bulk Crystal Growth

One of the least complex yet scalable methods that was used in this work is vacuum melt

growth. This Bridgman-type method involves the use of stoichiometric amounts of each

element in the material of interest, placed inside a sealed quartz tube under vacuum (typi-

cally ∼ 10-3 Pa)[3–5]. The quartz ampoule is then heated to the appropriate temperature,

and cooled in a controlled way, resulting in a bulk single crystal ingot [6]. This method is

used to synthesise the TlGaSe2 in Chapter 3, which was provided by a collaborator [7], and

GaS and GaSe in Chapter 4, which was purchased from 2D Semiconductors, Inc. [8, 9].

Bulk crystal growth methods require further mechanical processing steps to shape the

ingot to the required size and, in the case of the material possessing anisotropic properties,

crystal direction [10]. However, this method is simpler when compared to the others used

in this work, such as molecular beam epitaxial which requires maintaining high vacuum

quality and precise epitaxial growth conditions [11].

2.1.2 Thin Film Deposition

Bulk crystal growth is limited to the growth of a single crystal species at a time [10]. Hence,

for the growth of nanoscale heterostructure devices such as pn-junctions [12], quantum

wells [13], etc., alternative material growth methods are employed. For example, many

semiconductor devices are constructed via thin film deposition. This process first involves

the growth of a suitable substrate through bulk crystal growth methods, then the deposition
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of successive layers of material (often in gaseous form) onto a substrate are executed to

form a 3D architecture of diodes, wires, transistors, electrodes, etc. [14].

Fig. 2.1 Diagram of a typical molecular beam epitaxy vacuum chamber. Reproduced with
permission from Springer Nature [15].

There are multiple techniques that can be used to form these thin films. For the

synthesis of BaZrS(3-y)Sey alloys in Chapter 5, a method known as molecular beam epitaxy

(MBE) was used. Here, the substrate and depositing elements are held in an ultra-high

vacuum (< 10-7 Pa) growth chamber, with the substrate sample stage held at a desired

temperature (usually in the hundreds of °C) [11]. The deposition elements are held in

individual effusion chambers or electron beam evaporators, as seen in Figure 2.1, and

when required are heated into sublimation. These gaseous elements then condense onto

the heated substrate, where they can react with each other and form a film and excess

gaseous products are collected by a buffer tank. This film growth is then continuously

monitored using reflection high-energy electron diffraction (RHEED) inside the chamber,

which is sensitive enough to monitor atomic layer-by-layer growth [16].

Using computer-controlled shutters at each cell, precise atomic layer-by-layer growth

can be achieved with this method. MBE-grown films are highly pure and conformal
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compared to other thin film deposition techniques such as chemical vapour deposition

(CVD) as there is no carrier gas for the precursors and the growth is conducted in an

ultra-high vacuum environment [17].

However, there are a number of disadvantages to this method. Primarily, due to its high

precision, film growth is typically very slow (often < 20 nm/min [15]) compared to other

methods such as CVD (typically ∼ 200 nm/min [17, 18]), making it impractical for large

scale manufacturing. Not only that but maintaining an ultra-high vacuum environment

for growth is quite difficult and expensive, further limiting the technique’s use to academia

rather than to industry.

2.2 Transmission Electron Microscopy

The most versatile tool to investigate the nanostructure of the various material systems

utilised in this work was the transmission electron microscope (TEM). This section extends

on the discussion in Chapter 1.2 with an explanation of what limits the resolution of a TEM,

electron diffraction inside a TEM, image formation, scanning TEM vs conventional TEM,

thickness measurements inside the TEM, the complementary spectroscopic techniques

(EDX, EELS), TEM image simulation, and the methods of sample preparation for TEM

analysis used in this work.

In a TEM, the limiting factors in achieving high resolutions are not due to diffraction,

but due to the limitations of the machine itself. To illustrate this, one needs to understand

how the various parts of a TEM come together to form an image. A typical TEM vacuum

column, as shown in Figure 2.2 consists of an electron gun, where electrons are extracted

through the condenser lenses of the illumination system to control the size of the beam.

These then scatter through the sample which has been placed in the pole piece gap of

the objective lens. This lens focuses the beam onto the sample, and then magnifies the

resulting image after the beam has scattered through the sample. Finally, the electrons

travel through a series of projection lenses of the imaging system, which further magnify

and project the transmitted image onto a screen or camera [1].
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Fig. 2.2 TEM column diagram of a typical (non-aberration corrected) FEI Titan (S)TEM
which heavily used throughout this work. The various components are shown, and high-
lighted in purple are the various major systems that comprise a typical TEM. The electron
ray path is in green, and the optic axis is in grey. Adapted with courtesy from Portland State
University.
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However, nothing is ever so simple. These electromagnetic lenses, just as with optical

lenses, are prone to a number of aberrations, with astigmatism, coma, chromatic and

spherical aberrations being the main ones.

Astigmatism arises from the structural imperfections of the electromagnetic lens sys-

tem. Difficulties in forming perfectly cylindrical soft iron pole pieces, along with local

variations of the magnetic field due to microstructural inhomogeneities within the soft

iron core, lead to the electrons experiencing a non-uniform magnetic field. This causes the

electrons to deflect away from their ideal paths. Astigmatism can also arise from apertures

not being properly centred around the optic axis. These can be compensated for, both

pre- (condenser lens astigmatism) and post-sample (objective lens astigmatism), by using

electromagnetic octopoles known as stigmators [1, 19].

Fig. 2.3 Ray diagrams of (a) spherical aberrations and (b) chromatic aberrations, with the
planes and disks of least confusion in each. Reproduced with permission from Springer
Nature [1].

Coma is due to electrons originating away from the optic axis, causing the electrons

to focus off the optical axis. This is due to either microscope misalignment or lens imper-

fections, but it can be compensated by using beam deflectors along the TEM column to

ensure that the beam is focused back onto the optic axis [1, 19].
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As they pass through an electromagnetic lens, electrons at large angles to the optic axis

are brought to different focal points compared to electrons travelling at small angles to

the optic axis. This is known as spherical aberration, Cs, and results in point objects being

imaged as a smeared disk on a "plane of least confusion", as seen in Figure 2.3(a). While

this can be corrected for using multipole correctors, for many "uncorrected" systems like

the FEI Titan used in this work, Cs is the limiting factor in achieving higher resolutions.

Chromatic aberrations, Cc, on the other hand, are due to the deflection of electrons

of different energies. As seen in Figure 2.3(b), these form different focal points for each

electron energy and hence lead to a smearing of point objects. This can be corrected for

using an electron source with a smaller energy spread, ∆E, such as a (cold) field emission

gun (FEG) rather than LaB6 or tungsten, and/or with a monochromator.

2.2.1 Electron Diffraction

When studying amorphous samples in light microscopy, diffraction blurring is an incon-

venience as it is the limiting factor in the microscope’s resolution. However, in TEM,

diffraction can be exploited to reveal unique characteristics of the sample. As the electron

beam passes through the atomic lattice planes of the sample of spacing dhkl, electrons

elastically scatter at a variety of angles. However, as shown in Figure 2.4, electrons can

constructively interfere with each other if they scatter at the same specific angles, 2θB , and

have a path difference which is an integer number of electron wavelengths, nλ, i.e. they

satisfy Bragg’s law:

nλ= 2dhkl si n(θB ) (2.1)

This constructive interference forms spots in the back focal plane of the objective

lens, which can then be projected onto a screen or camera. These spots form an image in

reciprocal space known as a diffraction pattern, which is correlated to the sample’s phase,

crystal structure, orientation, and defects such as stacking faults and inhomogeneities [1].
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Fig. 2.4 Ray diagram of electron diffraction off a series of lattice planes, where the scattering
angle with respect to the incident beam is 2θB . Reproduced with permission from Springer
Nature [1].

2.2.2 Image Formation

In TEM, the illumination system focuses the beam such that the convergence semi-angle,

α, is approx. 0 mrad, i.e. the beam is parallel to the optic axis and normal to the sample

plane, as shown in Figure 2.7(a). This way, the entire region of interest is illuminated with

a parallel beam, similar to a traditional light microscope. As a result, they both share a

number of similar main imaging modes. For example, both can produce images in bright

field (BF) using the directly transmitted beam, where contrast in the sample is from the

attenuation of the beam from more dense parts of the sample, or in dark field (DF) using

the scattered beam, where contrast is from the collected scattered beam. Both modes are

represented in Figure 2.5 (a) and (b) respectively.

In TEM, this thickness dependence falls under the umbrella term of "amplitude con-

trast". As was mentioned in Chapter 1.2, the scattering cross-section of the electrons is

highly dependent on both the atomic number, Z, of the scattering atom and the thickness

of the sample, and hence is termed mass-thickness contrast. This is shown in Figure 2.6 for

BF imaging; the higher mass (thicker) areas lead to more off-axis electron scattering than

the lower mass (thinner) areas, and hence appear darker in the image.
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Fig. 2.5 Ray diagram showing how the objective lens and objective aperture are used to
form a (a) bright-field (BF) image or a (b) dark-field (DF). Reproduced with permission
from Springer Nature [1].

A second contrast mode in amplitude contrast is diffraction contrast. This arises from

deviations from the Bragg conditions, and as a result, can generate bend contours in the

material [1]. These contrast modes are distinguished by the fact that diffraction contrast

changes with sample tilt, but mass-thickness does not.

The other major contrast mode present in both light and electron microscopy is phase

contrast imaging. Specifically in TEM, this arises from the differences in the phases of the

electrons as they are scattered by the sample. The interference of these electron waves can

create a series of fringes in the image which are correlated to the periodicity (i.e. lattice

spacings) of the sample. This type of imaging technique is known as high-resolution

TEM (HRTEM) and can reveal a large amount of information, such as individual atomic

columns and defects [1, 20]. However, it should be stressed that these images are not

directly interpretable, as this phase information is a convolution of the exit wave function

of the sample and the properties of the microscope, such as its aberrations. Hence, a

through focal series (which is a series of images taken at different defocus) and simulations

are required to make any quantitive assessments of the sample [1, 20, 21].
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Fig. 2.6 Ray diagram demonstration of mass-thickness contrast, here shown for a BF
image. Higher mass and/or thickness will lead to more off-axis scattering, leading to fewer
electrons reaching the image plane. Hence, the region appears darker in BF imaging. The
converse is true for the lighter and/or thinner regions. Reproduced with permission from
Springer Nature [1].

2.2.3 Scanning Transmission Electron Microscopy (STEM)

Rather than illuminating the sample with a parallel beam, as is the case in TEM, in scanning

TEM (STEM), the illumination system focuses the electron beam into a probe which then

rasters across the sample using scan coils to form an image, as shown in Figure 2.7(b). This

way, an image is formed pixel-by-pixel rather than in parallel, in contrary to TEM and the

light microscopy analogy.

One of the main benefits of STEM over TEM is that a small sample volume can be

illuminated one point at a time, generating a number of signals which can be collected as
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the beam rasters across the sample. This way a spectral map of the sample area can be

generated at the same time as the image is being taken [1, 19, 20].

Fig. 2.7 Ray diagram of a typical FEI Titan in (a) parallel TEM mode and (b) convergent
STEM mode. Reproduced with permission from Springer Nature [1].

To form images in STEM, transmitted electrons are collected by a number of detectors,

each placed to collect a certain electron scattering angle range. A bright field (BF) detector,

as seen in Figure 2.8, only collects the (predominately coherent) electrons scattered at

relatively small angles. For a convergence semi-angle of 10 mrad and a camera length of

195 mm, such as is the case for the FEI Titan used in Chapter 3 and 4, this is typically 0 -

20 mrad. Electrons scattered at higher angles are incoherent and are collected by annular

detectors, such as the annular dark field (ADF) detector. Here, contrast in the images are

dominated by diffraction contrast from the Bragg scattering, but depending on the range

of collection angles, this contrast can be overlapping with that of Rutherford scattering,

making image interpretation difficult. As mentioned in Chapter 1.2, collecting electrons

scattered at even greater angles, the effects of Bragg scattering are suppressed, and contrast
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from Rutherford scattering dominates. For the case of a convergence semi-angle of 10

mrad and a camera length of 195 mm in the FEI Titan, this is when the collection angles are

approx. 40 - 200 mrad, as seen in Figure 2.8. Here, in high-angle annular dark field (HAADF)

imaging, the contrast in the image is derived from Z-contrast, where the scattering intensity

is proportional to Z∼1.7, where Z is the atomic number [22–25]. This high atomic sensitivity

and direct image interpretation makes HAADF a powerful imaging mode, and hence is

used throughout this work.

Fig. 2.8 Diagram of BF, ADF and HAADF STEM detectors with collection angles (β) for a
convergence semi-angle (α) of 10 mrad and camera length (CL) of 195 mm in a FEI Titan
used in Chapter 3 and 4. Reproduced with permission from Springer Nature [1].

2.2.4 Aberration Correction & Resolution Limits

In STEM, the image resolution is determined by the probe size, which in itself is determined

by the size of the convergence semi-angle used (set using the condenser apertures) and

the aberrations of the system. When Cs dominates, the optimum aperture, αopt, is one for

which there is a balance between diffraction broadening at the aperture (minimised via a

large aperture) and spherical aberrations (minimised via a small aperture). Therefore, the

optimal (circular) aperture can be considered one that allows one wavelength of Cs at its

perimeter [26]:

αopt =
(

4λ

Cs

) 1
4

(2.2)
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The Rayleigh criterion of Equation 1.1 can be adapted to take into account of this

optical aperture condition:

δ≈ 0.61λ

αopt
(2.3)

and hence, substituting Equation 2.2 into Equation 2.3 gives the spherical aberration-

limited resolution:

δ≈ 0.43λ
3
4 C s

1
4 (2.4)

For example, according to Equation 1.5, for a typical uncorrected FEI Titan operating

at 300 kV, with a Cs of 1.2 mm [27], the optimal Cs-limited resolution at 300 kV is hence

approx. 1.3 Å.

While this resolution is sufficient in a number of cases, such as resolving the stacking

faults of TlGaSe2 in Chapter 3, in other cases, such as observing the rotational variants and

anti-phase boundaries in BaZrS(3-y)Sey in Chapter 5 and the moiré patterns of GaS/GaSe

heterostructures in Chapter 4, sub-angstrom resolution is required.

In order to improve this, it is first important to understand not just the types of aberra-

tions present, as mentioned above, but the different orders of aberrations also. To do this,

it is important to consider the wave aberration function, χ. It is defined as the phase shift

imparted on a perfect spherical beam arriving at the optic axis as a function of the angle to

the optic axis, θ, and azimuthal angle around the optic axis, φ [19, 26, 28]:

χ(θ,φ) = 2π

λ

∑
mn

θn+1

n +1

[
Cnmcos(mφ)+Cnm si n(mφ)

]
(2.5)

where C is the aberration coefficient, n is the radial order of the aberration, m is the

azimuthal symmetry. Using the Krivanek notation [29], the first few orders of aberrations

are summarised in Table 2.1. For example, defocus is given the notation of C1,0 because it

is a first order aberration that is symmetric about the optic axis, hence m = 0.
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Aberration Coefficient Name

C0,1 Image Shift

C1,0 Defocus

C1,2 Two-Fold Astigmatism

C2,1 Axial Coma

C2,3 Three-Fold Astigmatism

C3,0 = Cs Third-Order Spherical Aberration

C3,2 Third-Order Two-Fold Astigmatism

C3,4 Four-Fold Astigmatism

C4,1 Fourth-Order Axial Coma

C4,3 Fourth-Order Three-Fold Astigmatism

C4,5 Five-Fold Astigmatism

C5,0 Fifth-Order Spherical Aberration

C5,2 Fifth-Order Star-Axial Aberration

C5,4 Fifth-Order Rosette Aberration

C5,6 Six-Fold Astigmatism

Table 2.1 Table of aberration coefficients using Krivanek notation, up to the fifth-order
aberrations [19, 29]

These aberrations can be observed by imaging the Ronchigram of the converged probe,

which is the disk of undiffracted electrons at the centre of the probe [30]. If there are no

aberrations present, the disk would be featureless and "flat" and hence a large aperture

can be inserted to use the whole disk to form the probe. As the Ronchigram image is in

reciprocal space, this would imply an infinitely small probe. However, in the real world,

perfect lenses do not exist and the aberrations of the lenses do add features, as seen in

Figure 2.9. This in turn makes the size of the useable featureless area much smaller, which

in turn makes the probe larger and hence limits the resolution.
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Fig. 2.9 Graphical representation of aberration coefficients, in Krivanek notation and
described in Table 2.1, up to the fifth-order. Reproduced with permission from John Wiley
and Sons [19].

A trained user can correct the lower order aberrations up to Cs using stigmator coils

and beam tilt, such was the case of the FEI Titan in Chapter 3 and Chapter 4, but to correct

Cs and the higher order aberrations, as was the case in Chapter 5 on the Thermo Fisher

Themis Z and in Chapter 4 on the Nion UltraSTEM 200, the additional functionality of an

aberration corrector is required. This is a series of hexapoles [31] or quadrapoles/octopoles

[29] placed after the objective lens (to correct the image aberrations in the case of HRTEM)

or before the objective lens (to correct the probe aberrations in the case of STEM) to induce

a negative aberration to cancel out the aberrations present. Current commercial aberration

corrector technology, as seen in the timeline in Figure 2.10, can correct up to and including

5th-order spherical aberrations, allowing for resolutions of sub 50 pm [32, 33] at a 300 kV

accelerating voltage. Using advanced pixelated 4DSTEM detectors and post-processing

via ptychography, resolutions of 23 pm were achieved approaching the atomic thermal

fluctuation limits [34, 35]. However, such advanced techniques and detector technologies

were outside the scope of this work.
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Fig. 2.10 Historical evolution of microscope resolving power, highlighting the different tech-
nological era: light, electron, aberration-corrected electron microscopy, and ptychography
with the EMPAD pixelated detector [34, 35]. Reproduced with permission from Oxford
University Press [36].

2.2.5 Convergence Beam Electron Diffraction (CBED) & Thickness Mea-

surements

As the STEM probe rasters over a sample, not only can the scattered electrons be collected

to form images, but the diffraction information from the scattered probe itself can be ex-

ploited to obtain additional information about the sample. This converged beam electron

diffraction (CBED) pattern has a number of advantages compared to its parallel beam

counterpart, selected area electron diffraction (SAED). The latter uses a parallel beam,

hence has a fixed incident scattering k vector and covers a relatively large sample area

(typically ∼ 10 µm); the former, on the other hand, uses a converged probe, hence having

access to a range of incident k vectors and covers much smaller areas (typically ∼ 1 - 100

nm) [1]. This focused-probe method hence provides local structural information, such as

characterisation of the unit cell of the material [37], strain [38], and charge density [39].
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Using direct-electron detectors instead of a standard CCD/CMOS camera [35], the

CBED pattern at every position of a STEM raster can be recorded into a large database.

This method of recording the x- and y-positions in real-space along with the kx- and ky-

positions in reciprocal space from the CBED patterns is known as "4D-STEM" [40]. Using

this large dataset, one can place arbitrary detectors at any collected angle range, allowing

the simultaneous recording and analysis of multiple signals, strain mapping over the whole

sample [40], ptychography [34], etc. However, the datasets produced are routinely in

the 100s of Gb, if not Tb, hence making data management and processing an additional

computational burden to deal with.

Fig. 2.11 Simulated PACBED patterns of SrTiO3 along the [001] zone axis. The change in
the patterns as the thickness increases from (a) 5 nm - (d) 20 nm allows one to measure the
thickness of their samples in the TEM. Simulated using a modified version of MBFIT [41]

Thankfully, sample thickness measurements can be performed with CBED on any

probe-forming TEM or STEM. Using CBED, instead of the commonly used log-ratio EELS

method, for thickness measurements has several advantages. Notably, the inelastic mean

free path is often not available for the material one is studying, and hence first needs to be
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calculated empirically [42, 43]. EELS measurements require quite thin samples (typically <

50 nm) [44]. However at thinner regions (typically < 20 nm), the log-ratio method becomes

highly sensitive to surface plasmons and contamination, hence obscuring results [44, 45].

The disadvantage of using CBED for thickness measurements is that it requires tilting the

sample off the zone-axis to a two-beam CBED condition, using lower accelerating voltages,

and smaller convergence semi-angles than typically used for atomic-resolution STEM [1,

46]. As a consequence, obtaining thickness measurements and atomic resolution imaging

simultaneously is not feasible.

A solution to this is to use the position-averaged CBED (PACBED) method. By setting a

large enough exposure on the camera and rastering over the region of interest, one can

obtain an averaged CBED pattern which is insensitive to lens aberrations but is highly

dependent on sample tilt and thickness, to within ± 10% [46–48]. For example in Figure

2.11, a thickness series of PACBEDs from SrTiO3 is shown. The major benefit of this method

is that the STEM imaging conditions do not need to be changed, hence allowing the

recording of e.g. an atomic-resolution HAADF image and a PACBED simultaneously. One

slight disadvantage is that this method requires comparing the experimental PACBED

with simulated ones to determine the thickness. This is remedied by the fact that a full

multislice calculation for each thickness is not required: any dynamical wave propagation

method is sufficient, and so the Bloch wave method, as mentioned in Chapter 2.2.7, can be

efficiently exploited to simulate PACBED patterns.

2.2.6 Spectroscopy & Spectral Imaging

The interaction of electrons with the sample in a TEM produces a wealth of signals from

which chemical and defect information can be obtained. The two most common spec-

troscopic methods in TEM are energy dispersion X-ray spectroscopy (EDX) and electron

energy loss spectroscopy (EELS). By using STEM instead of TEM, point-by-point imaging

of a sample area can be performed to form a spectral image along with a (annular) BF/DF

image of the sample, providing both chemical and structural information simultaneously.

EDX relies on the principle that the primary electrons from the beam can ionise elec-

trons in the inner electronic shells of atoms, promoting the system to a higher energy level
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Fig. 2.12 Diagram of the X-ray emission mechanism of an atom from an incident electron.
The ionisation of a K-shell electron results in the emission of a Kα X-ray when de-excitation
occurs. Reproduced with permission from John Wiley and Sons [19].

and leaving behind a hole in that shell. As electrons from higher levels drop to fill the

vacant hole and return the system to its ground state, the excess energy from this transition,

equal to the energy difference of the levels, is often released in the form of a photon. This

energy difference is often within the X-ray range and is characteristic of the atom, hence

allowing for elemental characterisation.

To denote which shell has undergone ionisation, the nomenclature of K, L, M, N, etc.

from the innermost shell outwards is used, with the subscripts’ α, β, γ, etc., and 1, 2, 3, etc.

to denote the transition, as seen in Figure 2.12. For example, in the case of BaZrS(3-y)Sey

in Chapter 5, if an electron from the K-shell of a barium atom is ionised and the hole left

behind is filled by an electron from the higher energy L-shell, the energy difference is

approx. 32 keV, which is emitted as a characteristic X-ray denoted as Kα [49].

This ability to detect the characteristic X-rays produced makes elemental identifica-

tion trivial (for the most part). However, there are a number of limitations to EDX. For

sufficiently robust samples such as SrTiO3 and GaAs [50, 51], atomic resolution EDX map-

ping can now be routinely done, especially now with abberation-corrected systems [19,

52]. However, quantitative analysis is not as routine due to the complexing of elastic and

thermal scattering, especially with thicker samples, which produces a highly non-linear

response to the density of atoms located under the probe. This phenomenon is known as
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Fig. 2.13 Schematic of objective lens pole piece gap of a TEM with the EDX detector inserted.
Here, a modern silicon drift detector is shown, as well as the collection solid angle,Ω, and
the X-ray take-off angle, α, from the sample. Reproduced with permission from Springer
Nature [1].

"electron channelling" and is typically alleviated by tilting the sample slightly to an off-axis

position, at the cost of resolving clear atomic columns [53].

The detector geometry also limits the benefits of EDX. As shown in Figure 2.13, the

detector is positioned as close to the sample stage as possible to collect as many X-rays

as possible. However, only a certain percentage of X-rays will be collected by the detector.

This makes reliably detecting lighter elements, such as N, difficult due to their relatively

weak signals. This can be improved by the addition of multiple EDX detectors in order

to increase the solid angle of collection [54]. However, for quantification of these lighter

elements, a large beam current and long probe dwell times are still required to increase the

signal-to-noise ratio, hence leading to potential sample damage [1, 52].

EELS can act as a complementary technique to help alleviate some of the issues with

EDX. As the electron beam interacts with the inner shell electrons of an atomic species,

not only does it promote an electron to a higher energy state, but the energy imparted to

this transition is also equal to the energy loss of the impinging electron. Hence, this energy

loss is characteristic of that element. These energy-loss electrons scatter at small angles
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(approx. < 10 mrad), which can then be collected by a spectrometer at the end of the TEM

column. This spectrometer separates the electrons according to their kinetic energies, as

shown at the bottom of Figure 2.2, which produces a spectrum showing the number of

electrons (i.e. the scattered intensity) as a function of their decrease in kinetic energy [44].

Fig. 2.14 Typical EELS spectrum of a sample, showing the zero-loss peak (ZLP), core-loss
and low-loss regions. Various information which can be gathered from the spectrum is
highlighted, such as energy loss near edge structure (ELNES) and extended energy loss
fine structure (EXELFS). Insert y-axis scale is magnified 100x to highlight core-loss features.
Adapted with courtesy from Peter Hadley, TU Graz [55].

Because of the collection of typically 20-50% of the energy loss electrons into the

spectrometer, the signal from the characteristic edges from lighter elements, such as Li or

B, is much stronger than that of X-rays detected from the EDX detector, which is typically

less than 10% of the X-rays produced by the sample [44].

These characteristic "core loss" edges are not only signals that can be detected. The

primary beam electrons can also scatter off the outer shell electrons. This scattering may

involve multiple atoms, leading to an oscillation of the valence electron density known as

a plasmon. These plasmon peaks are seen near the zero (energy) loss peak (ZLP) of the

unscattered electrons. In semiconductors, not only are these plasmons present, but the

valence band electrons can transition to the conduction band, resulting in a peak near the
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ZLP that is at the same energy as the size of the material’s band gap. However, often careful

background subtraction and the use of a monochromator is required to reveal this weak

signal. Furthermore, some commercial monochromators can achieve energy resolutions

of approx. 5 meV, allowing for the measurements of phonon modes from planar defects

and single atoms [56, 57]. These spectral features are summarised in Figure 2.14, however,

these advanced methods are outside the scope of this work.

Much like EDX, EELS too has several limitations. A major limitation is in the range

of energy loss that it can detect, as most commercial EELS spectrometer detectors can

typically only detect up to approx. 3000 eV [58, 59]. This means while it can detect K -loss

edges for many lighter elements and the L-loss edges up to some d-block elements, it will

not be able to detect the high energy K -loss edges of heavier elements such as Au, Pt, etc.

Some recent work has achieved detection of, for example, Ti K -loss edges at approx. 5000

eV using direct electron detectors [58, 60], but the ability to achieve the wide energy ranges

of EDX is still currently out of reach.

EELS also has more stringent sample requirements than EDX. While in EDX samples

can be approximately 100 nm thick and still be able to resolve atomic columns of different

elements [50], for EELS a sample thickness of less than 50 nm is required due to plural

scattering in the sample obscuring the loss edges. This adds further background that needs

to be deconvolved from the spectrum in order to resolve the spectral edges [44].

In summary, both EDX and EELS provide complementary spectroscopic data and

the use of both techniques is often required to fully characterise and quantify material

properties. For example, in Chapter 5, EDX and EELS were used to measure and quantify

the ratio of S to Se in the BaZrS(3-y)Sey alloy systems. In Chapter 4, EDX was used to

highlight the layers of the GaS/GaSe heterostructure and to highlight the contamination

from the flake transfer process.

2.2.7 Bloch Wave & Multislice Simulations

As mentioned in Chapter 1.3, analysis of the data obtained from TEM is required to obtain

features and to prevent misinterpretation. Oftentimes, this requires simulating the whole

image to extract data or to confirm the structure of a novel system.
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To begin with TEM simulations, some definitions are required. A crystalline material is

thought of as a periodic array of positive atomic nuclei potential wells, while the electrons

of the TEM beam are described by an electron wavefunction, ψ(r), where r = (x, y, z).

The challenge is how to calculate the change to the wavefunction from the surface plane

to the exit plane of the sample, as from the exit wave, the image of the sample can be

reconstructed.

In all elastic scattering TEM simulation methods, for the fast electrons along the optical

axis, z, this evolution of the electron wavefunction is described by the Schrödinger equation,

here shown in its time-independent form:

[
− ℏ2

2m
∇2 −eV (x, y, z)2

]
ψ(r) = Eψ(r) (2.6)

where ℏ= h
2π , h is Planck’s constant, m is the relativistic mass of the electron, e is the charge

of the electron, E is the kinetic energy of the electron and -eV is the potential energy of the

electron, where V is the potential of the atoms in the sample.

The two main methods of performing TEM simulations are Bloch wave calculations

and the multislice method. The former expands the electron wavefunction as a sum of

plane waves in a periodic potential, known as Bloch waves, which satisfy Equation 2.6

inside the sample:

ψ(r) =∑
j
α j b j (k j ,r) (2.7)

where αj is a weighting coefficient, b(kj, r) are Bloch waves, and kj are the scattering wave

vectors.

For a perfect crystal, the Bloch waves have solutions with the same periodicity and

symmetry as that of the crystalline lattice. Therefore, the Schrödinger equation in Equation

2.6 can be approximated by a set of linear equations. Then, the set of functions of Equation

2.7, known as a basis set, is calculated by computing the eigenvectors and eigenvalues

for these linear equations up to some maximum scattering vector kmax. Next, for each

required initial condition, such as different STEM probe positions on the sample surface,

the weighting coefficients, αj, for each element of the Bloch wave basis set is calculated.

Finally, the resulting electron wavefunction can be computed everywhere (including the
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exit surface of the sample). This is a highly efficient method for small, highly-symmetric

perfect crystals. However, for larger crystals, crystals with defects, and/or many probe

positions, this method is extremely inefficient since the computational time scales with N3,

where N is the number of Bloch waves used in the basis set or the number of beams/probe

positions [21, 61].

The more efficient and universal method of TEM simulations is the mulitslice method.

Here, the sample is divided into many thin slices along the optical axis direction. Each slice

is thin enough to be treated as a phase shift grating for the electron wavefunction due to

the projected atomic potential of all the atoms in the slice. The diffracted beams are then

propagated through free space to the next slice, and the process is repeated [21]. This is

expressed in the following equation:

ψn+1(r) = [
ψn(r)⊗Pn+1(r)

]
qn+1(r) (2.8)

where Pn+1(r) is the propagation function, qn+1(r) is the phase grating, and ⊗ denotes

a convolution. This method can be performed in a number of ways, e.g. in reciprocal space

with the use of fast Fourier transforms (FFTs), and hence is much faster than the Bloch

wave method for larger crystals. Using the FFT approach, the calculation speed greatly

improves, with computer time scaling with Nlog2N, where N is the number of Fourier

components used. Another benefit of this method is that each slice is independent of all

other slices, so both the slice thickness and propagation function may vary from one slice

to another, allowing for the modelling of point defects, for example.

However, the multislice method can also be inefficient for very large scales, such

as modelling whole nanoparticles, and hence the use of the recently developed PRISM

algorithm may be of interest [61, 62], however, that is outside the scope of this work.

2.3 TEM Sample Preparation

There are a number of variables which can affect the data one obtains from the TEM, such

as vibrational instabilities, stray electromagnetic fields, aberration correction, etc. Many

of these variables can be corrected by, for example, proper TEM room design to cancel
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the stray fields and vibrations [63, 64] and/or post-processing of data to remove sample

drift, shearing [65, 66], etc. However, how the sample is prepared for TEM is also just as

important, and different methods have both benefits and limitations. Herein, the different

TEM sample preparation techniques that were used in this work are discussed.

2.3.1 Drop-Cast Method

The simplest method undertaken, as was the case in Chapter 3, was the drop-cast method

[1]. As shown in Figure 2.15, the method proceeds as follows: the bulk crystal is crushed

up into a fine powder with an agate mortar and pestle, where the crystal is sandwiched

between sheets of filter paper to prevent contamination of and from the mortar. Next

the powder is dispersed in a transfer medium such as water or isopropyl alcohol (IPA),

depending on the sample. Next, the solution is ultrasonicated to further break down the

samples into smaller and thinner pieces. Finally, the solution is dropped using a pipette

onto a TEM grid, typically covered in a form of carbon film, be it lacey or holey carbon

(PELCO NetMeshTM, Ted Pella, Inc.). Alternatively, the powder can be finely sprinkled onto

the grid, thus avoiding the use of a transfer medium.

Fig. 2.15 Drop-cast method for TEM sample preparation. The sample material is crushed
into a fine powder (a), then dispersed in a solvent and ultrasonicated to further thin and/or
delaminate the sample (b). Finally, sample supernatant is placed onto a TEM grid with a
carbon coating using a pipette (c).

The benefit of this method is its simplicity: without the use of expensive and/or special-

ized equipment, a TEM sample grid can be prepared in a matter of minutes. For layered

van der Waals materials, liquid phase exfoliation of the layers is possible if the surface

energy of the material is similar to that of the solvent [67–69]. Hence, plan-view TEM

images of 2D materials can be routinely performed.
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However, its simplicity is also its downfall; while many grids can be prepared in a matter

of minutes, it may take hours to search each grid square for a suitably thin material at a

required orientation to image. With an additional centrifugation step to size select the

sample required, this variance in thickness can be minimised. However, once the sample

has been drop-cast onto the grid, there is no further post-processing of the thickness

of the flakes/fragments of the sample, unlike in other methods. There are also issues

of hydrocarbon contamination from the solvents used, which require further baking or

plasma cleaning to remove, and of mechanical stress on the sample, which may induce

unwanted structural changes, such as defects or slip planes.

2.3.2 Mechanical Wedge Polishing

For more thickness and orientation control, the mechanical wedge polishing of Chapter

5 was used. As shown in Figure 2.16, the sample material is either placed onto or grown

onto a substrate, such as Si, SrTiO2, LaAlO3, etc. and sectioned into small ∼ 2 mm x 2 mm

squares. These squares are glued such that the samples are sandwiched inwards facing

each other.

The square sandwiches are now further sectioned into ∼ 1 mm x 2 mm pieces and

attached to the polishing arm of a polishing wheel. Using diamond lapping films of ever

smaller grit size, the sample is polished until it is approximately 50 µm thick. Water or IPA

is used as the lubricant, and the lapping films are continuously cleaned with lens wipes to

remove any cutting residue from damaging the newly polished sample surface.

The polishing arm is then tilted, and a wedge is formed until Fresnel fringes at the tip

of the wedge can be seen in an optical microscope. This indicates that the wedged area is

typically < 1 µm thick. The wedging angle is dependent on the sample; smaller wedging

angles of < 2° are desirable as more thin area is available to image and a smaller thickness

gradient in the final lamella; on the other hand, it suffers the drawback of poorer structural

integrity, and can not work well with more brittle substrates such as LaAlO3 [70].

The lamella is then attached to a slotted TEM grid using epoxy, and placed into an ion

milling machine to thin the lamella down to be electron transparent. Here, Ar ions are

fired at the sample at a choice of angles and kV (typically 1 - 10 kV) to thin the sample
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further and sputter away any amorphous material that may have built up over time, such

as carbon residue [71].

While mechanical polishing is far more time-consuming than drop-casting, it provides

far more control of the sample’s orientation (especially for thin films grown on substrates)

and thickness hence reducing the "needle in the haystack" approach of finding a suitable

flake on a drop-cast TEM grid. However, this method also has a number of downsides.

Firstly, it is quite wasteful, as many lens wipes, several diamond lapping films, and up to

a litre or so of lubricant could be used to prepare a single lamella. Secondly, while the

polishing wheel is relatively accessible to most, an ion mill can be prohibitively costly

to many research groups. Finally, the method requires a significant amount of starting

material, and hence may not be suitable in cases where sample material is scarce.

Fig. 2.16 Mechanical wedge polishing method for TEM sample preparation. The sample
material is sectioned into small mm sized pieces and sandwiched together with an appro-
priate adhesive (a), then polished and wedged on a polishing wheel with diamond lapping
films (b). The final TEM grid (before ion mill polishing) is shown in (c).

2.3.3 Focused Ion Beam (FIB) Milling

For cases where not much of the sample is available and/or the sample is sensitive, me-

chanical polishing might not be appropriate. In this situation, focused ion beam (FIB)

milling may be a better option, as was the case in Chapter 4. In this situation, Ga+ ions are

accelerated and focused into a fine probe, with probe sizes of < 2.5 nm, allowing for precise

sputtering of material. Coupled to the FIB system is often a scanning electron microscopy

(SEM) electron column, allowing for simultaneous imaging and milling.

Here, as shown in Figure 2.17, the sample area of interest is first protected from milling

by depositing a platinum protection layer on top. This is achieved by flowing a platinum
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organometallic gas near the area of interest, then using the electron and ion beams to

raster over the area to ionise the gas and deposit the Pt. Trenches are then milled on both

sides of the area of interest, and an undercut is milled to expose the lamella. A tungsten

micro-manipulator is then moved into view and welded onto the lamella with the platinum

gas source. The other side of the lamella is then cut to free the lamella from the sample.

Fig. 2.17 SEM images of preparation of a cross-sectional TEM lamella for the GaSe/GaS van
der Waals heterostructure in Chapter 4. The flake is located (a) and a Pt protection layer is
deposited on the area of interest (b). Side trenches (c) are milled away with the Ga+ ion
beam of the FIB, then a tungsten needle (d) is attached to the lamella and is lifted out. It is
then attached to a FIB grid post on a TEM grid and thinned until suitable for TEM imaging.
The white dotted lines represent the top GaSe flake of the heterostructure, and the black
dotted lines represent the bottom GaS flakes.

The lamella is then welded onto a post of a TEM grid, and the sides of the lamella

are thinned with ever-decreasing kV and current. For example, for the heterostructure

cross-sections in Chapter 4, 30 kV with 2 nA was used for trenching, and 240 pA, 120 pA, 50

pA and 20 pA currents for sample thinning. This is done to thin the sample while avoiding

localised heating or Ga+ ion implantation, which could affect the local microstructure by

forming defects.
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Finally, the grid is transferred to a Fischonne Nanomill, which is an Ar-source ion mill

for final thinning. The Nanomill operates at lower accelerating voltages than that of a

typical FIB, and Ar ions are lighter and hence have a much smaller scattering cross-section

than that of Ga+ ions. Therefore, the Nanomill is used to remove any surface damage and

contamination caused by the FIB process [72].

FIB lamella preparation is a highly precise TEM sample preparation technique, which

can provide high-quality samples of a desired orientation (unlike drop-casting) and even

thickness across the lamella (unlike in mechanical wedge polishing). However, a typical

FIB-SEM system can cost nearly as much as a typical TEM system and hence can be

prohibitively expensive to most research groups and centres.

2.4 Density Functional Theory

As was mentioned in Chapter 1.4, by using electron densities and appropriate approxi-

mations for the exchange and correlation energies, one can use density functional theory

(DFT) to simulate a variety of materials and chemical systems within reasonable compu-

tational times and resources. The fundamentals of DFT are briefly discussed (the author

cannot stress enough the word "briefly") below to illustrate to the reader the strengths and

limitations of this method and its use in this work.

2.4.1 Hohenberg-Kohn Theorems

Building on top of the Born-Oppenheimer and Hartree-Fock approximations, as mentioned

in Chapter 1.4, the fundamentals of DFT were first established by Honhenberg and Kohn

in the form of two theorems [73]:

Theorem 1: It is impossible that two external potentials Vext(r) and V’ext(r),

whose difference is not a constant, to give the same ground-state energy distri-

bution ρ(r)

In other words, the ground-state energy density ρ(r) uniquely determines the external

potential, Vext(r). This in turn determines the many-body wavefunction,ψ, and the ground-
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state energy, E0. The non-constant condition for the external potential is there since adding

a constant to the potential does not change the ground-state wavefunction or energy.

Theorem 1 implies that the ground-state energy can be expressed as:

E0 =
∫

Vext (r)ρ(r)dr+F [ρ(r)] (2.9)

where F[ρ(r)] is a general functional of ρ(r) representing the expectation value of the total

kinetic and electron-electron interaction energies when the ground-state density is ρ(r).

This means specifying ρ(r) uniquely determines F[ρ(r)], and hence E0.

The second theorem extends this definition further for a system of N electrons:

Theorem 2: E0 for a given Vext(r) is correctly obtained by minimising the func-

tional E0[ρ(r)] =
∫

Vext (r)ρ(r)dr+F [ρ(r)] with respect to ρ(r) for a fixed Vext(r)

and fixed N. The minimised ρ(r) gives the correct electronic density of the

ground-state.

F[ρ(r)] can therefore be expressed as the sum of the kinetic energy, Hartree energy

(from Equation 1.14), exchange energy (from Equation 1.15) and correlation energy. The

latter two energies can be expressed as one term known as the exchange-correlation energy

Exc, and hence the total energy of the ground-state can be expressed as:

E0 =
∫

Vext (r)ρ(r)dr+T [ρ(r)]+EH [ρ(r)]+Exc [ρ(r)] (2.10)

2.4.2 Kohn-Sham Equation

There are three important points to be made about Equation 2.10. Firstly, that while the

Hohenberg-Kohn theorems show that the ground-state electronic density can be used

to calculate the properties of the system, it does not actually show how to calculate the

ground-state electronic density. Secondly, that Exc[ρ(r)] is simply the part of the total

energy that is not accounted for by the other terms. Finally, T [ρ(r)] is defined to be the

kinetic energy of a system of non-interacting electrons having a density distribution ρ(r),

as described by Kohn and Sham [74].
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Therefore, using these points, one can establish a method of calculating the ground-

state energy. If the charge density for a system of N independent electrons can be calculated

as:

ρ(r) =
N∑

i=1
|φi (r)|2 (2.11)

where φi (r) are the Kohn-Sham orbital wavefunctions. The kinetic energy (in Dirac nota-

tion) is then given by:

T [ρ(r)] =− ℏ2

2m

N∑
i
〈φi |∇2|φi 〉 (2.12)

where m is the mass of the electrons. The Hartree energy can then be defined in terms of

ρ(r):

EH = e2

4πϵ0

∫ ∫
1

2

ρ(r)ρ(r′)
|r− r′| drdr′ (2.13)

As such, the total energy can be written as:

E =
∫

Vext (r)ρ(r)dr+T [ρ(r)]+G[ρ(r)] (2.14)

where G = EH + Exc. As stated in Theorem 2, when Equation 2.14 is subject to the constraint

of:

∫
ρ(r)dr = N (2.15)

the ground state energy can be calculated by minimising the total energy with respect to

ρ(r):

δE

δρ(r)
=µ (2.16)

where µ is the Lagrange undetermined multiplier (note to reader: do not worry, µ as it will

disappear soon).

Equation 2.16 must be true for any arbitrary δρ(r) in order to satisfy Equation 2.15.

Therefore, the ground-state condition is:
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δT

δρ(r)
+ δG

δρ(r)
+Vext (r) =µ (2.17)

An effective potential, Veff(r), can be defined to be the sum of Vext(r) and δG
δρ(r) , hence:

δT

δρ(r)
+Ve f f (r) =µ (2.18)

However, for non-interacting electrons, EH and Exc vanish, leaving G = 0, and hence the

minimum condition is left as:

δT

δρ(r)
+Vext (r) =µ (2.19)

Equation 2.19 shows that the ground-state density of an interacting system of electrons

with effective potential Veff(r) is the same as the ground-state density of a non-interacting

system of single particle electrons with an external potential Vext(r). Therefore, the ground-

state density for the interacting electron system can be obtained by solving the Schrödinger

equation for a non-interacting system:

[
− ℏ2

2m
∇2 +Ve f f (r)

]
φi (r) = ϵiφi (r) (2.20)

where Ve f f (r) = Vext (r)+VH [ρ(r)]+Vxc [ρ(r)]. Equation 2.20 is called the Kohn-Sham

equation, and once solved, the electron density can then be calculated using Equation 2.11

[75].

2.4.3 Exchange-Correlation Energy, Exc

It can be seen from Equation 2.20 that Exc is the difference between the energy of the

interacting many-body system and that of the independent particle system, with the

electron-electron interaction replaced with EH. The issue in solving the Kohn-Sham equa-

tion, and hence one of DFT’s major limitations, is that the exact form of Exc is not known.

Therefore, suitable approximations must be used for it to obtain (reasonably) accurate

results. Two of the most common types of approximations for this include the local density

approximation (LDA), and the generalised gradient approximation (GGA) [76].



2.4 Density Functional Theory 57

Local Density Approximation (LDA)

While Exc[ρ(r)] for the whole system is not known exactly, it is almost exactly known for a

uniformed electron gas [74]. The exchange-correlation energy per electron as a function of

density, ϵ0
xc (ρ), does not depend on the position in a uniform electron gas. Therefore, it is

reasonable to assume that for a non-uniform system where ρ(r) does depend on position,

at every point r there is exchange-correlation energy given by ρ(r)ϵ0
xc (ρ(r)). Thus, Exc can

be expressed as:

E LD A
xc [ρ(r)] =

∫
ρ(r)ϵ0

xc (ρ(r))dr (2.21)

LDA works well for weakly correlated systems such as metals [74]. However, it is not

appropriate in stronger correlated systems or ones with inhomogeneous electron densities,

such as molecules or transition metal oxides [77].

General Gradient Approximation (GGA)

Another common approximation, GGA, follows on from LDA and tries to address its

limitations. Rather than a purely local approximation, it is a semi-local approximation

where the exchange-correlation energy is a functional of both the charge density and its

gradient:

EGG A
xc [ρ(r)] =

∫
ρ(r)ϵGG A

xc (ρ(r), |∇ρ(r)|)dr (2.22)

This general functional appears in many forms, with one of the most common forms

being the Perdew-Burke-Ernzerhof (PBE) formulation [78]. It itself is based on the local spin

density approximation of the system and only adds energetically significant corrections to

the non-local gradient.

For systems where the density changes slowly, GGA is quite a good approximation to

use. However, for systems with abrupt changes such as layered van der Waals materials,

the systems are modelled less well and thus corrections may have to be used [79, 80], as is

the case for the GaS/GaSe heterostructures in Chapter 4.
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Hybrid Functionals

Both LDA- and GGA-based exchange-correlation functionals are heavily used through-

out literature and can provide excellent structural relaxation at little computational cost.

However, they struggle with calculating accurate electronic band structures and often

underestimate the size of the band gap in semiconductors. Fortunately, these function-

als can be "mixed" with a percentage of Hartree-Fock exchange energy, from Equation

1.15, to account for these underestimations of electronic properties. For example, the

Heyd-Scuseria-Ernzerhof (HSE) functional uses a portion of the Hartree-Fock exchange

energy for short-range interactions, while also using the PBE functional for long-range

interactions as well as the correlation energy [81, 82].

This does considerably increase the computational cost and time of running these

calculations, often requiring the use of a supercomputing cluster, as the Hartree-Fock part

of the calculation scales with N4, where N is the number of basis functions used to describe

the system, rather than N3 as is the case with PBE-GGA [83, 84]. As such, depending on

the system under study, these hybrid functional calculations can take more than eight

times longer than that of PBE calculations to complete [85]. However, in return for this

added time cost is added accuracy. For example, for the bulk GaS calculations in Chapter 4,

PBE calculations underestimated the experimental band gap by over 1 eV, while HSE06

calculations underestimated it by ∼ 0.3 eV. If more accuracy is required then using different

functionals or changing the amount of Hartree-Fock exchange is mixed into the functional,

at the cost of more computational power. In this work, this was not required and the

level of accuracy provided by HSE06 hybrid functionals was sufficient to characterise the

electronic band structures of the chalcogenide systems.

2.4.4 Pseudopotentials & DFT Codes

The accuracy of a DFT calculation is not only determined by the functional used to express

the exchange-correlation energy, but how one describes the charge densities in the first

place. For example, one can describe every electron in each atom of the system, typically

done in so-called "all-electron" DFT codes. While these are the most accurate descriptions

of the electronic structures to be used in DFT, they are very computationally expensive,
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Fig. 2.18 Diagram of the pseudopotential method of representing the core-charge region of
an atom with an effective core charge. This simplifies the electron wavefunction with a
pseudo wavefunction, allowing for routine DFT calculations. Adapted from Edvin Fako,
WikiMedia Commons, under a Creative Commons licence [87].

especially with larger systems. Therefore, in order to be able to run calculations in a

reasonable timeframe, it is more efficient to describe the core electrons differently from

the valence electrons. The core electrons do not contribute to chemical bonding directly

and are far lower in energy than those of the valence electrons, hence describing them

using a different basis allows for reduced computational complexity. These descriptions of

the electron potentials are known as pseudopotentials [2, 86]. The repulsive core-region

charge can be described up to a cut-off radius with a pseudopotential, with the rest of the

electron wavefunction for the atom described by the valence electrons, as shown in Figure

2.18.

Pseudopotentials are used in all DFT calculations in this work, but not all pseudopo-

tentials are the same, nor are the DFT codes used. For example, the Vienna Ab-Initio

Simulation Package (VASP) code used in this work is based on the plane-wave basis formal-

ism [88]. Here, the system under study is treated as periodic and is described with a Bloch

wave basis set up to some cut-off, similar to the method in Chapter 2.2.7 for simulating

TEM images. However, the electron wavefunctions are highly oscillatory near the nucleus,

as seen in Figure 2.18, and hence would require very large basis sets and high sampling

meshes to be able to accurately describe this. The use of pseudopotentials allows for a

large reduction in the size of the basis required [86]. However, the use of a plane-wave
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description of the basis also limits the size of the calculation, as the calculations scale with

N3, where N here is the number of atoms [89]. This is important to note as these types of

codes are typically not suitable to calculate effects such as electron transport through a

system, as was done Chapter 3, or aperiodic systems like molecules [90]. Strictly confined

basis orbitals, which are set to zero beyond a certain radius, are used instead to achieve

this. Codes such as the Spanish Initiative for Electronic Simulations with Thousands of

Atoms (SIESTA) package used in Chapter 3 to calculate the electron transport properties of

TlGaSe2, use this method which allows for linear scaling of computational complexity, at

the cost of some accuracy [90, 91].

2.4.5 Self-Consistency Calculations

The reader may be frustrated with reading so much theory up to this point (and the author

also hopes that they can sympathise with him having to put all this into practice throughout

this work). Therefore, to summarise, a typical DFT calculation cycle works in the following

steps, which is also illustrated in the flowchart of Figure 2.19:

1. Assume an initial density ρint(r)

2. Use ρint(r) to calculate VH and Vxc, and hence Veff

3. Solve the Kohn-Sham equation of Equation 2.20 to obtain Kohn-Sham orbitals φi

and their energies ϵi

4. Calculate the output density ρout(r) using Equation 2.11

5. Repeat 1-5 with ρout(r) until self-consistency has approached i.e. until ρint(r) =

ρout(r) to within a specific tolerance

6. Use the final self-consistent ρout(r) to compute the ground-state energy E0 and hence,

other properties of the system under study

2.4.6 Limitations of DFT

Despite the merits of DFT, it is not a panacea and has several limitations. As hinted above,

careful choice in exchange-correlation functionals and choice of pseudopotentials are key
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and hence, convergence testing is required for each system under study [2]. For example, if

one is studying van der Waals materials, then one needs to include corrections into the

functional to account for the weak interlayer forces [79]. If there are transition metals or

f-block elements in the system, then the careful choice of pseudopotentials which account

for the spin and magnetisation from the unpaired electrons in the valence shells is critical

[92]. Many modern functionals include more empirical corrections, which, while it helps

to increase computational speed, undermines the ab-initio aspect of DFT [93].

Fig. 2.19 Flowchart of a typical DFT self-consistency calculation. Reproduced with permis-
sion from Springer Nature [94].

DFT codes have no prior knowledge as to what the actual minimum energy state of a

system should be; it simply tries to minimise the energy of the system to a point where the

electron density is converged to within a set tolerance, as shown in Figure 2.19. As a result,

the initial input structure may be converged into a local minimal in the potential energy
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surface, rather than the true global minimum. Some recent codes try to mitigate this issue

by performing a series of quick calculations to sample the full potential energy surface,

and hence determine the true minimum [95]. Despite this, the lack of a priori confidence

in the calculation is a fundamental constraint of DFT.

Fig. 2.20 Overview of different computational chemistry methods, with typical system sizes,
length scales, and time scales shown. Reproduced with permission from Springer Nature
[96].

Another limitation of DFT is that it has no input for environmental factors such as

temperature. The calculations are performed under the assumption that the system is at

0 K, and hence, while one can find the true converged ground state energy of the system

using the above technique, it may not be a thermodynamically stable structure at room

temperature [2]. Using statistical mechanics and time-dependent DFT, this can be achieved

via ensembles but at an extremely high computational cost and at extremely short time

scales, typically less than 1 ns [97], as seen in Figure 2.20. Hence, many simulations which

study diffusion or run at temperatures above 0 K are performed by adding more classical

mechanics via molecular dynamics [98].

Ultimately, the size and accuracy of a DFT calculation is determined by the size of the

computer you have access to (and the patience one has to debug all the errors). DFT is used

throughout this work to calculate several material properties of the various chalcogenide

systems under study, such as band gaps, electron transport and phonon dispersions.
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However, the limitations of DFT are also noted throughout, often the limitation being that

the systems under study are far too large for the DFT codes and the supercomputing cluster

to handle.
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3

Investigation of the Thermoelectric

Structure-Property Relationship of

TlGaSe2

You, what do you own the world?

How do you own disorder? Disorder?!

– "Toxicity", Toxicity, System of a Down

After outlining the various projects in this work and the concepts required to understand

such projects, attention is now turned to the first of the novel chalcogenide materials inves-

tigated. In this chapter, the layered 2-D material TlGaSe2 is introduced and characterised

via (scanning) transmission electron microscopy (STEM) and selected area electron diffrac-

tion (SAED) patterns. Stacking faults are seen throughout the material and confirmed via

simulations of the SAED patterns and STEM images. The stacking fault energy and the

role of these faults in the thermoelectric properties of the material are investigated via

density functional theory (DFT) calculations. Preliminary results from electron transport

and phonon band structure calculations are presented, as are the ongoing plans for this

project.

The majority of the work in this Chapter was performed by the author, however the

growth and XRD analysis of the TlGaSe2 crystals was performed by a collaborator (Zdenek
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Sofer, University of Chemistry and Technology Prague), as well as the electron transport

and phonon dispersion calculations (Rui Dong & Akash Bajaj, Trinity College Dublin).

3.1 Introduction

When electrical devices are under load, the resistivity of the circuit leads to a conversion

of some electrical energy into heat. In some cases, this is intentional and beneficial, such

as an electric kettle or a toaster. In most other cases, this excess energy consumption is

environmentally and economically unsustainable. The waste heat is, at best, a nuisance

(such as the overheating laptop used to prepare this thesis). At worst, it is detrimental, if not

fatal, to a device’s performance, especially as devices such as transistors are approaching

the atomic scale. In order to tackle these issues, research has increased into thermoelectric

materials and their subsequent devices. These materials have low thermal conductivity,

but yet possess high electrical conductivity, allowing for the conversion of excess heat

energy into electrical energy and hence leading to high device efficiencies [1–4].

The performance of thermoelectric materials is compared via the dimensionless figure

of merit ZT, which is defined as:

Z T = S2σ

κ
T (3.1)

where S is the Seebeck coefficient (V K-1), σ is the electrical conductivity ((Ω· m)-1), κ is

the thermal conductivity (W (m·K)-1), and T is the temperature (K) [5]. For context, bulk

Si has a ZT of approximately 0.01 due to its high thermal and electrical conductivity [6].

The family of BixTey nanowires and their alloys are the most commonly studied high ZT

materials, with ZT ’s ranging from ∼0.8 - 1.5 at room temperature [7].

Another material that shows promising thermoelectric capabilities is the TlGaSe2

ternary chalcogenide. This layered, monoclinic p-type semiconductor is of interest for

optoelectronic devices as it has a band gap of ∼ 1.95 - 2.2 eV which is in the near-IR range

[8–13] which could be used for near-IR spectroscopy of deep space astronomical bodies

such as cool stars [14, 15] (Here, "cool" is defined as temperature, not popularity, however

the two are not mutually exclusive).
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TlGaSe2 consists of GaSe4 tetrahedra linked together by common chalcogen atoms to

form Ga4Se10 complexes, as seen in Figure 3.1. These then form layers parallel to the (001)

plane, and each layer is turned at a 90° angle relative to the previous one, forming trigonal

cavities where Tl+ ions reside [13, 16, 17].

Fig. 3.1 Unit cell of TlGaSe2 along the (a), (b) and (c) lattice directions.

TlGaSe2 has been shown to possess impressive thermoelectric properties [10]. The-

oretical studies have shown that TlGaSe2 possesses a ZT of ∼0.8 at room temperature

[18]. This value quickly diminishes due to the presence of Se vacancies [18]. However,

unlike many thermoelectric materials currently available, thin film production of TlGaSe2

has been reported [19], opening the door for TlGaSe2-based thermoelectric devices to be

manufactured at scale.

The weakly covalent layered nature of the material means that it is susceptible to

planar defects such as stacking faults [18, 20, 21]. However, this layered nature is also

attributed to the material’s highly anisotropic properties, such as much higher electrical

conductivity in-plane than out-of-plane, along the [001] stacking direction [11]. The

presence of stacking faults in other layered materials dampens the thermal conductivity in

the [001] stacking direction [22–24], such as in the (BiS)1.18(TiS2)2 where the faults reduce

the thermal conductivity but preserve the electron mobility [25]. Another example is

In2Ge2Te6 where stacking faults are seen throughout, with perfect stacking rarely seen,

leading to the low thermal conductivity of the material [26]. It is assumed that a similar

situation is present in TlGaSe2 [13, 18]. However, to date, no such comprehensive structure-
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property investigation has been conducted. Hence, if one wanted to develop devices with

TlGaSe2, it is important to establish this thermoelectric relationship.

Here, the layered nature of TlGaSe2 is characterised via STEM imaging and diffraction

studies. The stacking faults in the material, as seen in selected area electron diffraction

(SAED) patterns and high-angle annular dark field (HAADF)-STEM imaging, are correlated

with simulations, along with calculations of the stacking fault energy to determine the

nature of the planar defects. The thermoelectric properties are qualitatively probed using

electron transport calculations and phonon band structure simulations of both the bulk

system and one of with a stacking fault. Preliminary results from both are presented, as

well as discussions on the future optimisation of these calculations.

3.2 Methods

High purity elements (Tl (99.99%), Ga (99.9999%) and Se (99.9999%)) from Wuhan Xinrong

New Materials, China, were used to synthesise bulk TlGaSe2. Stoichiometric amounts of

the elements, corresponding to 20 g of TlGaSe2, were placed into a quartz ampoule (25

mm x 120 mm, 3 mm wall thickness) and melt sealed under vacuum (∼ 10-3 Pa) using a

diffusion pump. The ampoule was then heated to 850 °C using a heating rate of 1 °C min-1,

held at that temperature for 5 hrs, and then cooled to room temperature at a rate of 0.2 °C

min-1. X-ray diffraction (XRD) was performed using a Bruker D8 Discover diffractometer

on a silicon holder with a Cu Kα source. The measured range was 5-90 °2θ, with a step size

set to 0.012 °2θ and at a rate of 0.2 s per step.

TEM samples were prepared via the drop-cast method as mentioned in Chapter 2.3.

Single crystals of the material were placed between several sheets of filter paper and were

ground up with an agate mortar and pestle into a fine powder, then dispersed in isopropyl

alcohol (IPA). Samples were drop-cast onto copper, 400-grid lacey carbon TEM grids (Ted

Pella, Inc.), with subsequent baking in a vacuum oven at approx. 80 °C for 24 hrs. HAADF-

STEM imaging and SAED patterns were performed on an uncorrected FEI Titan operating

at 300 kV. HAADF-STEM imaging was performed with a convergence angle of 10 mrad

and a collection angle range of 40 - 200 mrad. The probe current was approx. 20 pA and

imaging was performed with a 10 µs dwell time (except Figure 3.4(a) which had a dwell
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time of 16µs) with 1024×1024 pixels. Sample drift in Figure 3.3(b) was reduced by taking

an 11 image stack of the same area, and then aligning the images using rigid registration

methods in the SmartAlign plug-in for Digital Micrograph [27, 28].

For all simulations, the stacking faults of TlGaSe2 were formed using the ATOMMAN

python package [29], using the stacking fault descriptions in Equations 3.2 and 3.3. ReciPro

was used to simulate the diffraction patterns [30]. Multislice simulations of HAADF-STEM

images were performed via the abTEM code [31, 32], with roughly similar parameters as

the imaging conditions of the reference images to provide a qualitative understanding of

the structure.

DFT calculations of the electronic band structures and stacking fault energies were

performed via the Vienna ab-initio Simulation Package (VASP) code with projector aug-

mented wave (PAW) pseudopotentials [33, 34]. Atomic structures were optimised using

the PBE functional [35] and a Hellman-Feynman force criterion of 10-2 eV/Å. Calculations

of the band structures and stacking fault energy were performed with a cutoff energy of

400 eV. A 6×6×4 k-point grid was used in all calculations.

DFT-level quantum transport calculations were carried out on the relaxed structures

using the semiclassical Boltzmann transport formalism via the BoltzTraP code [36], which

interfaced with the SIESTA package [37]. Here, the probability distribution of the position

and momentum of an electron gas due to an applied field, such as an electric field, is

calculated, from which a number of transport properties can be established [36, 38].

BoltzTraP was used to compute the Seebeck coefficients and the conductivities at ambient

temperature under the constant relaxation-time (τ) approximation, for both with and

without the stacking fault. Note that under the constant relaxation-time approximation,

only the Seebeck coefficient is independent of the relaxation time. Thus, for conductivities,

σ/τ is reported instead.

The pseudopotentials for use within SIESTA were generated using the ATOM program

[39]. Numerical atomic orbitals (NAOs) were used as the basis set within SIESTA, where a

spd-basis was used for Tl while only a sp-basis was used for Ga and Se. The cutoff radii were

carefully chosen to reproduce the valence band structure of bulk TlGaSe2 as benchmarked
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using the all-electron FHI-AIMS code [40]. All DFT calculations in SIESTA were performed

at the PBE-GGA level of theory [35].

Computing the energy eigenvalues as inputs to the BoltzTraP code was performed on

the relaxed structures using a 13×13×13 k-mesh. The real-space grid resolution for the

electron density was set at a plane-wave energy cutoff of 400 Ry, where 1 Ry ∼ 13.6 eV.

The self-consistent-field (SCF) convergence was achieved when the maximum difference

across all elements of the density matrix was below 1x10-5. The original k-mesh was

interpolated onto a mesh 31 times as dense using BoltzTraP for computation of all the

transport coefficients.

Phonon dispersions for a periodic system can be determined from second-order inter-

atomic force-constant matrices which describe the change in the force on a given atom

in response to the displacement of another atom from its equilibrium position. A simple

method for computing these force-constant matrices is to perform small displacements

of atoms and compute the resultant forces, hence building up the required derivatives

using finite differences. These matrices can be transformed to a dynamical matrix for

a given phonon wavevector q, which captures the wavelength and propagation of the

atomic-displacement wave. Finally, from this dynamical matrix, the phonon frequencies

and eigenvectors can be calculated [41–44].

For the phonon calculations, all of the structural optimisation and force calculations

were performed with the CP2K software package [45] at the PBE-GGA level of theory [35],

including Grimme’s D3 van der Waals corrections [46]. A triple-zeta polarized MOLOPT

basis set and a 600 Ry of plane-wave cutoff were used for all atomic species. Phonon disper-

sion and density of states were calculated using the finite difference method implemented

in the Phonopy package [43, 44] using CP2K-computed energies. A 3×3×2 supercell is used

for bulk TlGaSe2, and a 3×3×1 supercell is used for stacking fault. Such supercells were

used to evaluate the second-order force constants with atomic displacements of 0.01 Å.
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3.3 Results & Discussion

3.3.1 Characterisation of Stacking Faults in TlGaSe2

Bulk crystals of TlGaSe2 were structurally analysed via XRD, as seen in Figure 3.2(a), con-

firming its monoclinic crystal structure (space group C12/c1; ICSD - 17397) [47], with lattice

parameters of a = b = 10.772 Å, c = 15.636 Å, and β = 100.06°. The 64-atom unit cell consists

of Ga4Se10 units, each containing four corner-sharing GaSe2 tetrahedra, forming layers. In

each unit cell, there are two layers aligned parallel to the (001) plane, and perpendicular to

the [114] direction. These layers are connected only by Tl+ ions located in the centre of Se6

trigonal cavities between the layers [17, 20, 21, 48].

Fig. 3.2 (a) XRD pattern of TlGaSe2 (blue), along with appropriate fitting of the structure
(red) from ICSD - 17397. (b) Unit cell of TlGaSe2, shown along [11̄0] zone axis to highlight
its monoclinic and layered structure.

Figure 3.3(a) shows a HAADF-STEM image of a typical region of TlGaSe2 along the [11̄0]

zone axis, with a highlighted section of the same sample at a higher magnification in Figure

3.3(b). Following along the stacking direction, indicated by the [001] arrow in Figure 3.3(b),

reveals large numbers of stacking faults throughout the sample. Multislice simulations

of the sample, seen in the top left corner of Figure 3.3(b), also confirm the stacking fault

nature of the sample.



84 Investigation of the Thermoelectric Structure-Property Relationship of TlGaSe2

Fig. 3.3 HAADF-STEM image (a) of TlGaSe2 along the [11̄0] zone axis, with a magnified
region in (b). Red arrow is along the [001] direction, highlighting the stacking fault along
the c-axis. The zigzags are on the Tl atomic columns, where orange indicates bulk stacking
and green indicates a stacking fault. The stacking order in (b) is shown along the right-hand
side. Multislice simulation of the structure is shown along the left-hand side.
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Fig. 3.4 HAADF-STEM image (a) of another TlGaSe2 sample along the [11̄0] zone axis, with a
magnified region in (b). The red arrow is along the [001] direction, highlighting the stacking
faults along the c-axis. The zigzags are on the Tl atomic columns, where orange indicates
bulk stacking and green indicates a stacking fault. The stacking order in (b) is shown along
the right-hand side. Multislice simulation of the structure is shown along the left-hand
side.
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Similar HAADF-STEM analysis can be seen on another sample in Figure 3.4 showing a

more varied stacking order. Initial observations from several TEM samples highlight no

long-range ordering of the layers, however as shown in Figure 3.3(b) and Figure 3.4(b),

some short-range order does exist in line with previous reports [20, 21]. Similar layered

chalcogen thermoelectric materials such as In2Ge2Te6 also shows this property [26].

As mentioned in Chapter 1, the covalent bonding nature of chalcogenide-based materi-

als often leads to the facile formation of defects. As such, care must be taken to minimise

this damage through the use of low acceleration voltages of < 80 kV (to minimise knock-

on damage) [49, 50] and/or low electron fluence of < 106 e- Å-2 (to minimise ionisation

effects) [51–54]. In the electron microscopy community, electron fluence is often referred

to as "electron dose" [55]. Despite the misnomer, this is the term that will be used here-

after. TlGaSe2 was robust enough that adequate signal-to-noise HAADF imaging could

be performed at electron doses of up to 106 e- Å-2, as shown in Table 3.1, despite the high

accelerating voltage of 300 kV. In fact, Figure 3.3(b) is an 11 image stack that was recorded

and aligned with rigid registration, leading to enhanced signal-to-noise [27]. However,

beam damage is still prevalent in the sample, as can be seen by the dark spots in the

structure in Figure 3.4(a) where the beam was parked momentarily longer than the 16 µs

dwell time at that location to adjust alignments.

Units = e- Å-2 Figure 3.3 Figure 3.4

(a) (b) (a) (b)

e- Dose 2.64×105 6.10×105 3.12×105 1.27×106

Total e- Dose (single frame) 2.77×1011 6.40×1011 3.27×1011 1.33×1012

Total e- Dose (multi-frame) 7.04×1012

Table 3.1 Table of electron doses and electron dose per image frame for the HAADF-STEM
images in Figure 3.3 and 3.4. The total electron dose for multi-frame image stack used in
Figure 3.3(b) is also highlighted.

In spite of the relative robustness of the material to the imaging conditions it was

subjected to, sample contamination was an issue, especially when attempting thickness

measurements through PACBED patterns for the multislice calculations. The low baking

temperature of 80°C was used in the sample preparation as the material was observed
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to be heat-sensitive. Other sample cleaning methods such as plasma or ozone cleaning

damaged the material irreversibly, even at the lowest system settings available to the author.

Collection of PACBED patterns was attempted as described in Chapter 2.2.7. The FEI Titan

used in these experiments has a CCD-based camera and therefore, in order to resolve the

PACBED with sufficient dynamic range to compare to simulations, long camera exposure

times are required (5 - 10 seconds). To simplify the PACBED simulations, an area of the

sample where no stacking faults were present was rastered over using the same dwell time

as for the HAADF-STEM imaging. However, this area is typically only a few unit cells wide,

and thus the electron dose increases significantly [55]. The long exposure time required for

the CCD camera means that a significant amount of hydrocarbon contamination builds

up on the area, along with beam damage, highly obscuring the recorded PACBED patterns.

Therefore, the sample thickness for the multislice simulations was set to 20 nm and the

simulations are to be thought of as a qualitative confirmation of the observed stacking

faults.

For TlGaSe2 polytypes, such as KInS2 [21], stacking faults can exist between unit cells

along the [001] stacking direction due to the weak interlayer bonding. They appear in one

of two forms: AA and AB, as seen in Figure 3.5. The AA-stacking can be described as a

pseudotranslation of a layer along the [110] direction:

s1 = 1

4
a + 1

4
b (3.2)

where a and b are the lattice parameters. The AB-stacking is a 90◦ rotation of a layer about

the [11̄4] direction. Conveniently, this can also be considered a pseudotranslation along

the [110] direction [21]:

s2 = 1

4
a − 1

4
b (3.3)
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Fig. 3.5 AA- and AB-stacking of TlGaSe2 seen along [11̄0] zone axis. Red arrows showing
the [001] direction and polyhedra around GaSe2 units are shown to highlight the stacking
order.

Streaks in the SAED patterns of TlGaSe2, as can be seen in Figure 3.6(a), are observed

when the sample was orientated to be viewed along on the [11̄0] zone axis. This diffuse

streaking is seen along the (hhl) direction, where h = odd [20]. The presence of these streaks

can indicate the presence of stacking faults in the structure, which appear as additional

spots around the Bragg spots [54]. Interestingly, as the number of stacking faults increases,

the number of additional spots increase as the diffuse intensities are split symmetrically

around the positions of the Bragg intensities with hh̄l. However, low numbers of stacking

faults imply extended local domains where domains are of either AA- or AB-stacking, which

lead to the smearing or streaking of the spots along the c* direction [21, 56]. The lack of

fully continuous streaks, as seen in Figure 3.6(a), implies some short-range order to the

stacking of the layers in this part of the sample [20].

To confirm this, the SAED pattern in Figure 3.6(a) was taken from the area shown in

Figure 3.3(a). A TlGaSe2 model consisting of the stacking order in Figure 3.3(a) was created

and used to simulate a SAED pattern using diffraction simulations. The model parameters

are shown in Chapter A in the CIF file format [57]. As shown in Figure 3.6(b), the presence

of streaking is along the same directions in both cases [20, 21, 56]. For comparison, a SAED

pattern using the same parameters is shown in Figure 3.6(c) for the bulk structure, showing

a lack of streaking.
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Fig. 3.6 (a) Selected area electron diffraction (SAED) pattern of TlGaSe2 along [11̄0] zone
axis. The circle with a cross indicates the central beam, which has been covered by the
beam blocker. Dynamical diffraction simulation along the same zone axis and same scale
of the structure in the experimental SAED (b) and of bulk stacking order (c).

The effect of stacking faults on the electronic band structure of TlGaSe2 was investigated

using PBE-GGA level calculations. A high symmetry k-path was chosen which went through

the Γ-point of the complex monoclinic Brillouin zone of TlGaSe2 [58], as seen in Figure

3.7, and this was used for both bulk (i.e. AA) and AB-stacking configurations. The resulting

electronic band structures are shown in Figure 3.8.

The number of bands for the AB-stacking configuration, seen in Figure 3.8(b), is twice

that of the AA-stacking configuration, as the structure has double the number of atoms

in the simulation cell. Band unfolding methods could be used for the AB-stacking, to

highlight the changes in the band structures [59]. However, the primary interest here is



90 Investigation of the Thermoelectric Structure-Property Relationship of TlGaSe2

the changes to the band gap due to the introduction of stacking faults, and as such, band

unfolding was not deemed necessary.

Fig. 3.7 Brillouin zone of monoclinic TlGaSe2, with high symmetry points and reciprocal
lattice vectors labelled. Reprinted from Computational Materials Science, 49, W. Setyanwan
& S. Curtarolo, "High-throughput electronic band structure calculations: Challenges and
Tools", Copyright (2010), with permission from Elsevier [58].

The AA and AB-stacked structures both have, effectively, the same direct band gaps,

with a value of 1.337 eV for the bulk AA-stacking and 1.177 eV for the AB-stacking. There is

disagreement in the literature on what the actual size of the band gap is for TlGaSe2, with

experimental values ranging from 1.95 - 2.2 eV [9–13], as well as if it is direct or not. In any

case, the band gaps from Figure 3.8 are underestimated due to the use of the PBE functional

[60–63]. The difference between the bandgaps is also negligible as PBE-GGA calculations

of the band gap have a large standard deviation of approximately 1 eV, rendering the 0.15

eV difference between the two systems insignificant [60].

While it is clear that these stacking faults are ubiquitous and that they have little effect

on the electronic band structure, it is not clear whether they are intrinsic (i.e. appear from

the growth stage) or extrinsic (i.e. whether they can/were induced) stacking faults. In order

to investigate this, the stacking fault energy was calculated using the following equation:

γSF E = Ebulk −E f aul t

2A
(3.4)

where Ebulk is the ground state energy of the bulk system, Efault is the ground state energy of

the faulted system, and A is the area of the stacking fault. Since the stacking faults happen
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Fig. 3.8 Electronic band structures of AA-type stacking of TlGaSe2 (a) and AB-stacking (b)
using the PBE-GGA functional.
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between unit cells, the area of the (001) plane of a unit cell is taken to be A. The ground

state energy per unit cell of bulk stacking order (AA) and a fully defaulted (AB) system were

calculated, with the resulting stacking fault energies summarised in Table 3.2. The stacking

fault energy was determined to be -25.46 mJ m-2, which is remarkable as negative stacking

fault energies are only typically only seen in high entropy alloys [64–68]. For additional

context, gold is known to readily form stacking faults and has a low stacking fault energy

of < 35 mJ m-2 [69]. Similarly, brass has a low stacking fault energy of ∼ 7 mJ m-2 [70]. 2D

materials such as graphene show a stacking fault energy of 55 mJ m-2 [71].

AA (Bulk) AB AAB

PBE [eV/unit cell] -234.75962 -234.57563 -234.57615

γSFE [mJ m-2] -25.46 -25.37

Table 3.2 Table of energies per unit cell for the bulk (AA), AB-, and AAB-stacking of TlGaSe2,
and stacking fault energies for the AB and AAB-type structures, calculated using DFT [35].

This negative stacking fault energy in TlGaSe2 implies that the stacking faults are

intrinsic to the material. However, to establish whether an equilibrium stacking fault

distance may exist, an AAB-ordered structure was also trailed, with the results summarised

in Table 3.2. The negative value and negligible change in the stacking fault energy to

-25.37 mJ m-2 suggests that there is no equilibrium distance between the faults [64, 66]. The

negative stacking fault energy also implies that stacking faults can be easily induced into the

system, either through external stimuli or due to the aggressive nature of the TEM sample

preparation with a mortar and pestle. Regardless, while short-range domains have been

observed in the HAADF-STEM imaging and SAED studies, stacking faults are calculated to

be omnipresent in TlGaSe2, which can help explain why no long-range stacking order was

observed in the experimental data or previous studies [20, 21].

3.3.2 Preliminary Thermoelectric Studies of TlGaSe2

As shown by the experimental data and the calculations of the stacking fault energies

in the previous section, the intrinsic nature of the stacking faults in TlGaSe2 poses an

issue when trying to perform thermoelectric studies on the material. A large enough
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section of TlGaSe2 that possess no stacking faults is required to perform electrical and

thermal conductivity measurements in order to establish the role of stacking faults on the

thermoelectric properties. However, due to the intrinsic nature of the faults, growing such

a section or having a priori knowledge of which part of the sample is defect-free is not

practical or achievable at the time of writing. It is still vital to establish the thermoelectric

relationship if the material is to transition to market-ready applications. Therefore, as it

was impractical to do so experimentally, the electrical transport and phonon dispersion of

TlGaSe2, both with and without stacking faults, were compared via DFT calculations.

It is important to note to the reader that the calculations in this section were outside

the scope of the author’s remit, and hence were performed on behalf of the reader by

collaborators (Akash Bajaj & Rui Dong, Trinity College Dublin).

The Seebeck coefficient is the magnitude of the induced thermoelectric voltage across

a material at a given temperature difference [72]. The calculated Seebeck coefficient

components at 300 K of both the bulk (AA-stacking) and faulted (AB-stacking) systems

along the [001] stacking direction are shown in Figure 3.9. At the charge neutrality point

of 0 eV, there is a slight decrease in Seebeck coefficients from the bulk state (1221 µV K-1)

when the stacking faults are introduced (1125 µV K-1).

Fig. 3.9 Seebeck coefficient components of TlGaSe2 along the [001] stacking direction at
300 K for AB-(blue) and AA-stacking (orange) orders.
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Many thermoelectric materials consist of centrosymmetric space groups, allowing for

isotropic thermoelectric properties and hence the Seebeck coefficient is a single number

for a given temperature. However, for non-centrosymmetric space groups and those

which possess anisotropic thermoelectric properties, such as 2-D layered materials, the

Seebeck coefficient is decomposed into its tensor components [73, 74]. As the stacking

faults are along the [001] stacking direction, we are primarily concerned with studying the

zz-components of the Seebeck coefficient tensor. There are negative Seebeck coefficient

values for the xx- and yy-components, as seen in Table 3.3, as well as some residual negative

off-diagonal components.

w/o SF (µV K-1) x y z

x -1047 0 -53

y 0 -1125 0

z -154 0 1221

w/ SF (µV K-1) x y z

x -1047 0 -53

y 0 -1125 0

z -154 0 1221

Table 3.3 Seebeck coefficients for TlGaSe2 without and with a stacking fault at 300 K when
simulating along the [001] stacking direction of the system. These values are obtained at
the charge neutrality point of 0 eV.

For a fair comparison between anisotropic thermoelectric materials, one should con-

sider the symmetry of the material and the direction of measurement. These conditions

further illustrate the difficulty in experimentally measuring the thermoelectric proper-

ties of TlGaSe2, and hence the required use of computational modelling for this study.

Frustratingly, many literature reports on non-centrosymmetric thermoelectric materials

simply provide a single value for the Seebeck coefficient, which they calculate as a third of

the trace of the Seebeck coefficient tensor, making fair comparisons with other material

systems difficult [74, 75]. Nonetheless, TlGaSe2 shows high Seebeck coefficients along

the [001] stacking direction when compared to similar layered materials such as NaSbSe2,

where S(zz) = 500 µV K-1 [76].

There are other caveats that should be discussed with these preliminary Seebeck co-

efficient results. Notably, these calculations were performed under the assumption that

the system is undoped, which is not the case as previous experimental results show that

TlGaSe2 is a p-type semiconductor [12, 13, 77]. Non-doped calculations were therefore first
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trialled to establish the correct calculation parameters required before performing doped

calculations and work on this is ongoing.

The sign of the Seebeck coefficient is an indication of the type of doping in the semicon-

ductor [36, 78]. When experimental doping values are included, the charge neutrality point

would shift into the valence bands and the values of the coefficient would hence be positive,

implying p-type conductivity. From Figure 3.9, it can be seen that the values would be

significantly reduced and be far more similar. This further implies that the stacking fault

has a negligible role in the Seebeck coefficient along the [001] stacking direction.

The lack of significant change in the electric properties with the introduction of stacking

faults can also be seen in the electrical conductivity coefficient component along the [001]

stacking direction at 300 K in Figure 3.10. The band gaps of both structures are smaller than

their experimentally measured values of ∼ 2.1 eV [10, 13, 79] due to the use of the PBE-GGA

functionals in these calculations [63], as was also shown in Figure 3.8. Despite this, there is

negligible change around the valence band maximum of the electrical conductivity with

the introduction of stacking faults into TlGaSe2.

Fig. 3.10 Electrical conductivity (in the constant relaxation-time approximation) coefficient
components of TlGaSe2 along the [001] stacking direction for AB-(blue) and AA-stacking
(orange) orders.
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The numerator of the thermoelectric figure of merit ZT, shown in Equation 3.1, can be

used as a measure of the thermoelectric power of a material. This is a useful measurement

as measuring thermal transport properties experimentally can be quite non-trivial, espe-

cially for 2-D materials [75, 80–83]. Figure 3.11 highlights the thermoelectric power factor

components of TlGaSe2 both with and without a stacking fault. While there is some change

at the valence band maximum with the introduction of the stacking faults, the effect is

insignificant when in comparison to the introduction of Se vacancies [18]. The variation

may also be due to numerical error carried over from the Seebeck coefficient and electrical

conductivity calculations, and hence, further optimisation of both is required to remove

these errors.

Fig. 3.11 Thermoelectric power factor components of TlGaSe2 along the [001] stacking
direction for AB-(blue) and AA-stacking (orange) orders.

To understand how the phonons, and ultimately the thermal properties, are affected by

the presence of the stacking fault, a series of phonon dispersions were calculated. Using the

high-symmetry points of the TlGaSe2 Brillouin zone in Figure 3.7, the phonon dispersions

along high-symmetry paths on the xy-, xz-, and yz-planes are shown in Figures 3.12, 3.13

and 3.14, respectively.
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Fig. 3.12 Phonon dispersion along high-symmetry points on the xy-plane of the TlGaSe2

reciprocal lattice in Figure 3.7 for AB-(blue) and AA-stacking (orange) orders.

Fig. 3.13 Phonon dispersion along high-symmetry points on the xz-plane of the TlGaSe2

reciprocal lattice in Figure 3.7 for AB-(blue) and AA-stacking (orange) orders.
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Fig. 3.14 Phonon dispersion along high-symmetry points on the yz-plane of the TlGaSe2

reciprocal lattice in Figure 3.7 for AB-(blue) and AA-stacking (orange) orders.

A number of key observations can be made from this data. Notably, for the most part,

the phonon frequencies and bands in both the bulk and defected systems are the same.

Interestingly, there are additional modes at ∼ 3 and ∼ 7 THz when the stacking fault is

included, which are not present in the bulk structure. These observations are more clearly

seen in the total phonon density of states (DOS) in Figure 3.15.

The presence of these modes may have arisen from the suppression of certain modes

from the bulk state when the stacking fault is induced due to increased scattering [22, 84,

85]. However, the lack of significant change in the phonon DOS in Figure 3.15, bar the

presence of these new modes, does not make this conclusion obvious. Careful analysis and

assignment of the bands is required in order to fully understand the nature of these modes.

As can also be seen in these phonon dispersions and DOS is the evidence of negative

phonon frequencies at certain high-symmetry points, especially at the Γ point. Phonon

frequencies are given by the square root of the eigenvalues of the dynamical matrix, and

hence the presence of negative phonon frequencies may be an indication of system in-
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stability [86]. However, both systems have very similar negative phonon frequencies, and

hence it is believed that their presence is due to calculation error.

As mentioned in Chapter 2.4, DFT scales with N3 where N is the number of basis

functions used to descibe the system. Therefore, to reduce computational costs, the tilt of

the c lattice vector was fixed such that it was precisely 1/4 of the a lattice vector, allowing for

the reduction of the unit cell due to symmetry. However, this may have led to the structure

not being fully relaxed before applying the finite displacements treatment to calculate the

phonon frequencies, resulting in the appearance of negative phonons in both systems.

Work is underway to alleviate this via the use of the original cells in the calculations. The

use of a larger supercell and larger displacement values may also improve accuracy for the

other phonon bands but at a large computational cost.

Fig. 3.15 Total phonon density of states of TlGaSe2 for AB-(blue) and AA-stacking (orange)
orders.

Nonetheless, the presence of these modes at ∼ 3 and ∼ 7 THz does imply that the stack-

ing faults do have an effect on the vibrational properties, and hence the thermal properties,

of the system. This is in contrast to the electrical transport calculations which showed
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a lack of change when the stacking faults are included. However, further optimisation

of both sets of calculations is required before a definitive conclusion on the role of the

stacking faults on the thermoelectric properties of TlGaSe2 can be established.

3.4 Conclusions

The novel layered ternary chalcogenide TlGaSe2 was structurally characterised via the

use of TEM-based methods and its thermoelectric properties were probed via the use of

DFT calculations. HAADF-STEM imaging and SAED patterns of the material revealed the

ubiquitous nature of stacking faults throughout the system, which was confirmed via the

use of multislice and diffraction simulations. Short-range domains of stacking order were

observed, but DFT calculations showed that the stacking faults are intrinsic to the material,

confirming the lack of long-range stacking order.

Due to this intrinsic property of the stacking faults, it was deemed more practical to

perform DFT calculations to understand their role in the thermoelectric properties of the

material rather than via experimentation. Preliminary electrical transport calculations

reveal negligible change to the Seebeck coefficient or electrical conductance of the material

along the [001] stacking direction when stacking faults are introduced. However, phonon

dispersions of the bulk and faulted system show an introduction of phonon frequencies

at about ∼ 3 and ∼ 7 THz when stacking faults are introduced. This may imply the sup-

pression of phonon modes, and hence of thermal transport properties, when stacking

faults are present. The presence of negative phonon frequencies for both systems indicates

calculation errors, and hence further optimisations of these calculations, along with the

electrical transport calculations, are required before a qualitative conclusion can be made.

Regardless, it can be seen that the stacking faults do possess some role in the thermoelec-

tric properties of TlGaSe2, and further analysis of this is required before such a material

can progress to devices and commercial applications.
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4

Assembly and Study of GaS/GaSe van der

Waals Heterostructures

And I know

There’s something down there, sugar soul

Back to the cross, a twisted lane

There something down there, Sugar Kane

– "Sugar Kane", Dirty, Sonic Youth

In the previous chapter, the stacking faults of TlGaSe2 were studied, and their role in the

material’s thermoelectric properties was established. While this material has been shown

to contain a plethora of interesting physics and material properties, its practical real-world

use is limited as thallium and its compounds are highly toxic [1, 2]. It is often dubbed "the

poisoner’s poison" and there are calls to prohibit the use of thallium entirely due to its

toxicity and lack of any clear biological benefit [3].

Nonetheless, the intrinsic nature of the stacking faults of layered TlGaSe2 raises an

interesting question: what if one were to be able to control the stacking of these layered ma-

terials? In the previous few years, the world of van der Waals heterostructures and twisted

structures has been opening up new devices, such as vertical LEDs [4], and phenomena,

such as superconductivity in twisted bilayer graphene [5].

In this chapter, these novel concepts are explored through the medium of GaS/GaSe

heterostructures. These layered 2-D materials individually possess ideal optoelectronic
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properties [6, 7], which are enhanced when coupled to other 2-D material systems such

as MoS2 [8] or graphene [9]. When layered together, these GaS/GaSe heterostructures are

theorised to have interesting physics phenomena, such as the presence of Rashba effect

[10] which would be of interest in spintronic applications. Here, the bulk and monolayer

electronic properties of GaS and GaSe are studied via DFT simulations, along with a study

of the angle dependence between monolayer GaS and monolayer GaSe on band structure

changes. Experimentally, several twisted heterostructure systems are prepared and studied

in TEM, in both plan-view and cross-section, in order to correlate the ab-initio simulation

results. Finally, the trials and tribulations of this work are discussed, as are the future plans

for this project.

4.1 Introduction

Since the discovery of graphene [11] and its ability to possess very different properties

than in its bulk form, there has been intensive research focus on exfoliating other layered

materials and establishing their novel structure-property relationships. As was mentioned

in Chapter 1, many of these layered materials are chalcogens due to loosening in covalent

bond strengths as compared to oxides, allowing them to crystallise into layers held together

with van der Waals forces. As such, some of the most intensively researched van der Waals

materials include MoS2 [12, 13], WSe2 [13–15], In2Se3 [16, 17], SnSe [18, 19], Bi2Se3 [20–22],

etc.

This ability to exfoliate layered materials down to monolayers allows for the ability

to assemble devices without having to construct them via epitaxy or lithography. Many

scientists have started to play with these "2-D Legos" to construct devices such as LEDs [4,

23, 24], transistors [25–27], photodetectors [28–32], pressure sensors [33–35], biosensors

[36, 37], etc.

These van der Waals heterostructures can be constructed in a number of ways. The 2-D

layers can be exfoliated from their bulk crystals via mechanical exfoliation [11, 38] or via

liquid phase exfoliation [39, 40], and then transferred onto other flakes via a viscoelastic

stamp [41–43] or transfer polymer such as polymethyl methacrylate (PMMA) [44–47].

However, there are issues of hydrocarbon contamination between the layers that must be
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considered [48], and the multistep process means its scalability is currently limited. These

heterostructures can also be grown in-situ, but growth and epitaxial conditions must be

considered, thus arbitrary stacking is not yet trivial [49–53].

Recently, it was discovered that a heterostructure’s properties are not simply just due

to the arbitrary stacking of the layers. Breaking away from its initial Lego analogy, it was

found that the complex interplay of the interlayer coupling, lattice reconstruction and twist

angle between the layers can result in new and exotic phenomena. For example, graphene

is a zero-band gap semiconductor with extremely high thermal and electrical transport

characteristics. When two graphene monolayers are in contact at an angle of approx. 1.1°

and cooled to approx. 2 K, the bilayer exhibits superconductivity effects [5].

This new field of studying how the relative angle between vertically stacked 2-D materi-

als affects the electronic properties of the heterostructure has been termed "twistronics"

[54, 55]. The resulting phenomena can be so dramatically different to the non-twisted

structure that the angles are termed "magic" [5, 56, 57]. These twisted structures have

been shown to exhibit phenomena such as superconductivity [5, 56–58], ferromagnetism

[57, 59], moiré excitons [60–63], quantum Hall effects [64–67], etc. Even a single twisted

2-D layer in an otherwise 3-D bulk structure can dramatically change the electronic band

structure and phenomena of the system [68]. The wealth of physical phenomena and

potential device applications for twistronics hence requires further study.

Here, the layered 2-D monochalcogenides GaS and GaSe are studied, along with GaS/-

GaSe heterostructures. Bulk GaS and GaSe have band gaps of 2.53 eV [69] and 2 eV [70],

respectively, which increase to 3.2 eV and 3.3 eV [71–73], respectively, in the monolayer

limit. These band gaps make GaS and GaSe ideal for optoelectronic devices operating in

the visible and UV-ranges [6, 72, 74]. As shown in Figure 4.1, GaS and GaSe have hexagonal

structures, and both possess similar lattice parameters of a = b = 3.585 Å [6, 75, 76] and a =

b = 3.752 Å [8, 77], respectively. This slight lattice mismatch allows for the formation of a

moiré superlattice even without twisting, which can dramatically alter the electronic band

structure of the heterostructure [78, 79]. By controlling the twist angle, one can in theory

control these changes and hence make bespoke devices which exhibit exotic features.

Indeed, recent preliminary DFT studies of GaS/GaSe heterostructures demonstrate the
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presence of Rashba spin splitting effects which can be used for spintronic applications [10].

Spintronic devices differ from traditional electronic devices in that the electron spins are

also used, allowing for a further degree of freedom which can be used for more efficient

data storage and transfer [80].

Fig. 4.1 GaS (a,b) and GaSe (c,d) unit cells in a 2H stacking configuration, projected along
the c- (a,d) and a-axes (b,d). Unit cells are shown in black. Structures were visualised using
the VESTA software package [81].

In this work, GaS/GaSe heterostructures are investigated both theoretically and ex-

perimentally. First-principles calculations are performed on both the bulk structure and

the monolayers of GaS and GaSe, along with calculations of the angular dependence of

a monolayer GaS/GaSe heterostructure on the band structure. Several heterostructures

are constructed via mechanical exfoliation and are characterised using HAADF-STEM

and EDX. Preliminary experimental results of the plane-view and cross-sections of the

heterostructures are shown and future work on this project is also discussed.

4.2 Methods

All DFT calculations were performed via the VASP code with projector augmented wave

(PAW) pseudopotentials [82, 83]. Atomic structures were optimised using the PBE func-

tional [84] and a Hellman-Feynman force criterion of 10-3 eV/Å. DFT typically struggles to

accurately describe dispersion forces, such as van der Waals interactions, and hence a dis-

persion correction is included to take this into account. Here the D3 dispersion correction

of Grimme et al. [85, 86] was used in the structural relaxation and was found to be the best

compromise of accuracy and speed [87]. Band structure calculations were subsequentially

performed using the PBE and HSE06 functional [88]. A 8×8×2 k-point grid was used in the
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bulk GaS and GaSe calculations, while a 8×8×1 grid was used for the monolayers. In all

cases, a cutoff energy of 500 eV for the plane wave basis set was used for the band structure

calculations such that the calculations were converged to within 1 meV per atom. This

cut-off energy was increased to 650 eV for the structural relaxation to avoid Pulay stress

[89]. It should also be noted that for the monolayers, 20 Å of vacuum was added to the cells

along the c-axis to prevent fictitious interactions between the slabs.

To calculate and study the electronic band structures of GaS/GaSe heterostructures,

a number of limitations had to be considered. Firstly, the VASP code used in this work is

based on a plane-wave basis set formulation [82], as mentioned in Chapter 2.4, and hence

relies on periodic boundary conditions. This can be achieved by having perfect lattice

matching between the two layers of the heterostructures [90]. However, this results in very

large unit cells, as seen in Table 4.1. Since DFT scales with N3 where N is the number of

basis functions used to describe the system [91–94], as mentioned in Chapter 2.4.3, these

calculations would too large to calculate given limited computational resources available

to the author (and time on earth). For accurate electronic band structures, as is required

to investigate the Rashba splitting effects, the situation is further exacerbated if one were

to perform HSE06 calculations, where part of the calculation scales with N4 [88, 95, 96].

Linear scaling plane-wave methods such as those implemented in the ONETEP code can

be used to calculate structures up to at least 14,000 atoms, but at the reduction of band

structure accuracy [97]. However, the ONETEP code was not available to the author at the

time of writing, and hence other calculation methods were sought after.

To maintain periodic boundary conditions while reducing calculation overheads, the

coincidence lattice theory approach was used [98–100]. Briefly, consider two 2D monolay-

ers, A and B, which are described by basis vectors (a1, a2) and (b1, b2), respectively. Any

arbitrary superlattice of A can be defined by two new linearly independent basis vectors A1

and A2, as seen in Figure 4.2 [101]:

A1 = n1a1 +n2a2

A2 = n3a1 +n4a2

(4.1)
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where nx are integer indices which uniquely describe the superlattice. Similarly, for B:

B1 = m1b1 +m2b2

B2 = m3b1 +m4b2

(4.2)

Fig. 4.2 Diagram of supercell construction (in red), with basis vectors A1 and A2, from a
hexagonal unit cell (in grey) with basis vectors a1 and a2. Here, the supercell has indices of
[2, 1, -1, 1]. Adapted from [101] under a Creative Commons (CC-BY) licence.

If A1 = B1 and A2 = B2, then the two monolayers share a common superlattice. By

introducing a pre-defined length and angle tolerance, this condition can still hold and

reduce the number of atoms in the supercell, but at the cost of the introduction of strain

to the structure [98, 101]. This approach can be justified, as the transfer process of 2D

materials often leaves some residual strain from folds, wrinkles and bubbles in the sheets

[102–104].

A series of different heterostructures were constructed using coincidence lattice theory

via the Hetbuilder software package to study the effect of twist angle on the electronic band

structure, as seen in Figure 4.3, with the number of atoms shown in Table 4.1 [98, 105]. The

structures range from ε-phase at 0° toβ-phase at 60°, at 30° intervals, with the strain in each

structure shown in Table 4.1. The structures are the ones closest to the desired angle, with a

minimal amount of atoms. However, this results in large in-plane strain in the structures of

up to 4%, as shown in Table 4.1. Strain can affect the electronic band structures, and hence

can be used as a mechanism for engineering a desired band gap, for example [106–109].

Strain in twisted van der Waals structures is relieved through atomic reconstruction in the

saddle points between the AA and AB domains for twist angles of < 10° [110–115]. However,
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the structures chosen are far too small for these effects to be observed. Instead, it may

be more accurate to think of these structures, and their subsequent calculated electronic

band structures, as localised domains in their full lattice-matched supercell indicated by

their twist angle [116]. Herein, the structures will be referred to by their twist angle, with

the caveat that they may not entirely represent the full twisted structure.

Fig. 4.3 GaS/GaSe heterostructures at different twist angles that were used for DFT calcula-
tions. Projection is along the c-axis with Ga = green, S = blue, and Se = yellow. Unit cells are
shown in black. Structures were visualised using the VESTA software package [81].

Atoms/unit cell (PLM) Atoms/unit cell (CLT) Strain (%)

0° 4052 8 1.9

28° (∼30°) 1984 28 4

59° (∼60°) 4052 8 1.9

90° 2788 28 4

Table 4.1 Table of GaS/GaSe heterostructures at various twist angles using in DFT calcu-
lations. Atoms per unit cell of structure, either with perfect lattice matching (PLM) or
coincidence lattice theory (CLT), are highlighted, along with the strain of the CLT-based
structures chosen for calculations in this work.
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The DFT calculations for the heterostructures followed the same parameters as for the

monolayers, including the use of a 8×8×1 k-point grid. However, for the heterostructures

with larger numbers of atoms (i.e. the 30° and 90° heterostructures), a smaller 4×4×1

k-point grid was used in order to be able to run the calculations. At least 20 Å of vacuum

was added to the cells along the c-axis to prevent fictitious interactions between the slabs.

The relaxed structural file for each heterostructure is shown in Appendix B. Electronic band

structures were plotted with Sumo command-line package [117], while the spin textures

were plotted using the PyPROCAR Python package [118]. Analysis of angle dependence on

the electronic band structures was performed with the Origin graph plotting software.

Bulk GaS and GaSe were purchased from 2D Semiconductors, Inc., and mechanically

exfoliated using low-tack, minimal-residue adhesive tape (Nitto BT-150E-CM). To examine

the exfoliated flakes and construct the heterostructures, a low-cost deterministic transfer

stage and optical microscope was established using parts from AliExpress and ThorLabs

[43], as seen in Figure 4.4. The exfoliated bottom flake is transferred onto a Si substrate

that had a 100 nm SiO2 layer on the surface and then placed onto the rotating stage under

the microscope. The thickness of the flakes is approximated from their colour and contrast

on the SiO2 [75], and a chosen flake is focused into view of the microscope. The top flake is

exfoliated onto a polydimethylsiloxane (PDMS)-based viscoelastic stamp (GelPak WF x4

6.0 mil) [43]. This stamp is then attached to the end of a glass slide using regular adhesive

tape and subsequently attached to the adjustable height stage of the transfer set-up. The

flakes are aligned to the desired angle and location, and the top flake is slowly lowered until

both are in focus. The top stage is then raised slowly, such that the air/stamp interface can

be seen slowly moved over the heterostructure over the course of a few minutes, depending

on the size of the flake.

To examine the heterostructures in cross-section, an additional hBN layer was placed

onto of the heterostructure. This was done with the idea that this layer would minimise oxi-

dation before preparing a TEM lamella in a FIB, and that it would minimise surface damage

from the FIB process. Any layered material could be used for this, such as graphene, but

hBN was available to the author at the time and hence its use herein. The heterostructure

underwent vacuum baking at approx 100°C for 72 hours in a repurposed precision ion
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polishing system (Gatan). Lamella preparation proceeded as mentioned in Chapter 2.3 on

a Zeiss Auriga FIB-SEM at 30 kV with 2 nA for trenching and 240 pA, 120 pA, 50 pA and 20

pA currents for sample thinning. Final thinning was performed in a Fischone NanoMill

at 800 V and 80 pA. HAADF-STEM imaging was performed on an uncorrected FEI Titan

operating at 300 kV with a convergence angle of 10 mrad and a collection angle range of 40

- 200 mrad. EDX spectral mapping was performed in the FEI Titan with a Bruker Quantax

XFlash 6T-30 30 mm2 EDX detector with a beam current of approx. 500 pA and a dwell time

of 1 second.

Fig. 4.4 (a) Photograph of low-cost van der Waals flake transfer station, with the camera
(1), optics and in-line lighting (2), and adjustable stages (3) highlighted. (b) Schematic of
typical transfer process where (1) the top flake attached to the stamp is slowly brought into
contact with the bottom flakes and substrate, and (2) slowly removed to ensure successful
transfer. The process is repeated for another flake (3). A typical heterostructure is shown in
(4).

Plan-view samples of the heterostructures were constructed in a similar fashion as

above, except on a SiNx TEM grid (Ted Pella) and no hBN capping layer was applied. The

grids also underwent vacuum baking at approx 100°C for 72 hours. Initial sample checks

and PACBED pattern collection was performed on a FEI Titan operating at 300 kV, while

HAADF-STEM imaging was performed on an aberration-corrected Nion UltraSTEM 200
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operating at 200 kV. Estimation of the thickness of the flakes was performed by capturing

PACBED patterns in the FEI Titan, as described in Chapter 2.2.5, and compared to simula-

tions using a modified version of the MBFIT software package [119, 120]. The beam was

continuously rastered over an area of interest with a 2 µs dwell time and a probe current

of approx. 20 pA, while the CCD camera (Gatan Ultrascan) was exposed for 5 seconds for

each PACBED pattern. HAADF-STEM imaging was performed with a convergence angle

of 27 mrad, a probe current of approx. 35 pA and a dwell time of 2 µs. Sample charging

and drift effects were minimised by subsequent non-rigid registration post-processing of

image stacks using SmartAlign software plug-in for Digital Micrograph [121]. For GaSe, 20

images were collected, while for GaS and the GaS/GaSe heterostructure, 50 images were

collected each.

4.3 Results & Discussion

4.3.1 First-Principles Analysis of GaS, GaSe, & GaS/GaSe Heterostruc-

tures

Previously reported theoretical studies on GaS/GaSe heterostructures reported electronic

band splitting around the Γ point when spin-orbit coupling (SOC) effects were considered

in the calculations [10]. SOC is the interaction between the spin angular momentum and

the orbital angular momentum of the electrons due to the magnetic field of the protons in

the nucleus [122, 123]. This perturbs the electronic wavefunctions and hence redefines the

energy levels of the electrons. While all elements will have some SOC correction to their

band structure, the effect is far more striking for heavier elements and hence for accurate

band structure calculations, many transition metals and f -block elements require the

inclusion of SOC [124]. SOC not only contributes to a shift in the energies of the electronic

bands, but it can also lead to the breaking of degeneracy, leading to fine and hyperfine

spectra [122].
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Fig. 4.5 Brillouin zone of a 2-D hexagonal lattice (black) with reciprocal lattice basis vectors
b1 and b2. The symmetry points Γ (0,0,0), K ( 1

3 b, 1
3 b,0) and M ( 1

2 b,0,0) are shown, where b is
the reciprocal lattice vector. The high symmetry path of Γ-M-K -Γ is also shown [125].

This is not the only type of band splitting to occur in materials. For systems with broken

inversion symmetry, SOC can lead to the phenomenon known as the Rashba effect. Here,

spin-degenerate pairs of parabolic bands are split energetically and shifted oppositely

along the wave-vector k, depending on the spin direction [126, 127]. For bands at the

Fermi level of a semiconductor, this type of splitting may affect the electronic properties

of the material and potentially provide an extra degree of freedom for use in spintronics.

Therefore, the electronic band structures with and without SOC are calculated for all the

structures under this study to search for evidence and effects of Rashba splitting.

Electronic band structure analysis of the bulk GaS and GaSe were first performed in

order to appreciate any changes in band structures later on when studying the monolayers

of each and of their heterostructures. Both GaS and GaSe are hexagonal space groups,

hence their reciprocal lattice is also a hexagon. As such, all the band structures shown

throughout this work follow the high symmetry path of Γ-M-K -Γ [125], shown in Figure

4.5.
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Figures 4.6 and 4.7 show the band structures of bulk GaS and GaSe, respectively, each

with and without SOC corrections, as well as their density of states (DOS). Calculations for

bulk GaS show an indirect band gap of 2.305 eV, with a negligible change to 2.307 eV when

SOC is included.

Fig. 4.6 Electronic band structure of bulk GaS, both with (a) and without (b) SOC corrections.
The DOS of both are overlaid in (c) highlighting the lack of significant change in the DOS
when SOC is included. Red arrows in (a) and (b) indicate the indirect band gap.

Fig. 4.7 Electronic band structure of bulk GaSe, both with (a) and without (b) SOC correc-
tions. The DOS of both are overlaid in (c) highlighting the lack of significant change in the
DOS when SOC is included. Red arrow in (a) indicates the direct band gap, but in (b) the
arrow indicates an indirect band gap when SOC is included.
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These values are close to experimental values of 2.53 eV [69]. However, as shown in the

DOS, little to no band splitting is evident, especially near the Fermi level at the Γ point.

GaSe shows a different story: it demonstrates a direct band gap at the Γ point of 1.883 eV,

which becomes an indirect band gap of 1.808 eV when SOC is included. This latter band

gap is close to the experimental results of an indirect 2 eV band gap [70], highlighting the

importance of SOC inclusion.

The electronic band structures of monolayer GaS and GaSe show a number of key

differences to their bulk phases, as shown in Figures 4.8 and 4.9 respectively. In line with

previous theoretical studies [71], the band gaps are larger when SOC is included, at 3.342 eV

and 3.082 eV, respectively. While all the band gaps are indirect, the valence band maximum

(VBM) is not at the Γ point like in the bulk; instead, it is along the Γ-M path for GaS and the

Γ-K path for GaSe. The conduction band minimum (CBM) is at the M point in monolayer

GaS, just like in bulk GaS and GaSe, but for monolayer GaSe, it is at the Γ point.

Fig. 4.8 Electronic band structure of monolayer GaS, both with (a) and without (b) SOC
corrections. The DOS of both are overlaid in (c) highlighting the lack of significant change
in the DOS when SOC is included. Red arrows in (a) and (b) indicate the indirect band gap.
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Fig. 4.9 Electronic band structure of monolayer GaSe, both with (a) and without (b) SOC
corrections. The DOS of both are overlaid in (c) highlighting the lack of significant change
in the DOS when SOC is included. Red arrows in (a) and (b) indicate the indirect band gap.

Due to the broken inversion symmetry of being a monolayer, the inclusion of SOC

leads to some band splitting in both monolayer GaS and GaSe [128]. The splitting is only

along the Γ-K path for both and the energy difference of the split bands is small, with 5

meV for the GaS monolayer and 8 meV for the GaSe monolayer. In theory, these energies

are just about large enough to detect using angle-resolved photoemission spectroscopy

(ARPES) at a synchrotron facility, but these experiments are non-trivial and outside the

scope of this work [129]. One could also use the high spatial resolution of STEM and highly

monochromated electron beam which can achieve energy resolutions of 5 meV to map

out the changes in the DOS using EELS [130]. However, in reality, it might not be clear

if these are measurable differences, and the gap between the split bands may diminish

by using higher level (and more complex) computational chemistry methods such as GW

calculations, as mentioned in Chapter 2.4. However, these types of calculations are outside

the scope of this work.

The four GaS/GaSe heterostructures shown in Figure 4.3 underwent a similar com-

putational treatment. Figure 4.10 shows the band structure for the β-phase stacking of

the heterostructure, with twist angle = 0°. Even at the energy scale in Figure 4.10(b), it

is clear that the splitting of the bands is much larger than that of either monolayer GaS
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or GaSe. The band gap of this heterostructure, which is 2.403 eV when including SOC, is

larger than either individual bulk material, but smaller than either individual monolayer.

Curiously, when the VBM is zoomed into in Figure 4.11, one can see that the band splitting

is asymmetric along the Γ-K and Γ-M paths.

Fig. 4.10 Electronic band structure of GaS/GaSe heterostructure with 0° twist angle, both
with (a) and without (b) SOC corrections. The DOS of both are overlaid in (c). Red arrows
in (a) and (b) indicate the indirect band gap.

Fig. 4.11 Close-up electronic band structure around the VBM of the GaS/GaSe heterostruc-
ture with 0° twist angle and SOC. In (b), the asymmetric Rashba splitting energies along
both paths are shown, while the grey band is the non-SOC VBM of the system.
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This Rashba splitting energy along the Γ-K and Γ-M paths is measured for all four

heterostructures in Figure 4.3 and are plotted in Figure 4.12. While these values come from

PBE-level band structure calculations, there are three striking features to be obtained from

this plot. Firstly that the splitting can be controlled with the twist angle, unlike monolayer

GaS and GaSe where it is fixed. There is a sinusoidal change in splitting energy with twist

angle along the Γ-K path, from a peak of 21.6 meV at 0° to a minimum of 10.5 meV at 30°,

and then returns to a similar starting value of 22.3 meV at 60°. Along the Γ-M path, there is

a similar but smaller sinusoidal trend. The values peak at 0° (21.6 meV) and 60° (22.3 meV)

twist angles, and have troughs at 30° (19.1 meV) and 90° (18.9 meV) twist angles. These

values are smaller than those reported for other systems such as BiTeI (∼ 100 meV) [131],

PtBi2 (∼ 160 meV) [132], and CsPbF3 (∼ 44 meV) [133]. However, it should be noted that

those works are on bulk phase materials; for heterostructures, recent studies predicted that

MoTe2/PtS2 would have the highest van der Waals heterostructure Rashba splitting energy

of ∼ 120 meV, but no experimental work has been performed on this system to date [134].

Fig. 4.12 Plot of Rashba splitting energy for the Γ-K (blue) and Γ-M paths (red) against the
twist angle of GaS/GaSe heterostructures.
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Nonetheless, these two degrees of freedom are of great interest for spintronic applica-

tions. With the use of an electric field to manipulate both spin states at varying amounts,

twice as much data could be stored within a given space [80, 135, 136].

To investigate the effects of the twist angle on the band gap, the DOS for all four

heterostructures are plotted in Figure 4.13. Each DOS is plotted with the same scaling,

which highlights the smaller DOS for 0° and 60° heterostructures. This is due to the smaller

number of atoms in their unit cells, as per Table 4.1. For the 30° and 90° heterostructures,

however, there is the appearance of states near the conduction band, which would decrease

the band gap for these structures. These states appear to be mostly coming from the GaSe

rather than GaS monolayer, as shown by the Ga-sp and Se-sp orbitals in the partial density

of states (PDOS) in Figure 4.14, but it is not clear why they are not present at 0° and 60°.

Fig. 4.13 Density of states (DOS) for the GaS/GaSe heterostructures from HSE06 calcula-
tions.
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Fig. 4.14 Partial density of states (DOS) of the mid-band gap states for the 30° and 90°
GaS/GaSe heterostructures from HSE06 calculations. Scaling is the same for 30° and 90°,
and Ga-sp and Se-sp states are shown as a proportion of the total DOS for the peak.

Regardless, the predicted band gaps of the different heterostructures are plotted in

Figure 4.15 and also show a similar trend to the Rashba splitting energies along theΓ-K path.

There is a sinusoidal relationship between the twist angle and the size of the band gaps,

from the peaks of 1.47 eV to troughs of 0.68 eV in the PBE level of theory and when SOC is

included. A similar relationship is seen when using HSE06 functionals, with peaks of 2.41

eV and troughs of 1.41 eV. This angle-dependence of the band gap is not an exclusive feature

of GaS/GaSe heterostructures as previous reports on MoS2/graphene [137], WSe2/WS2

[138], MoSe2/CrI3 [139], and InSe/WTe2 heterostructures [140], and twisted bilayer MoS2

[141] all demonstrate this phenomenon. However, the band gaps of these structures differ

at most by 0.5 eV with twist angle [140]. To the best of the author’s knowledge, such a

drastic change in band gaps with twist angle in GaS/GaSe has not been previously reported.

This added third degree of freedom shows that GaS/GaSe heterostructures are well-suited

for potential spintronic applications. This excellent tunability and wide range of band

gaps also allow for bespoke optoelectronic applications by simply adjusting the twist angle,

rather than growing GaS(1-x)Sex alloys [142].
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Fig. 4.15 Plot of band gap energy against the twist angle of GaS/GaSe heterostructures, with
both PBE (green) and HSE06 (black) derived values shown.

It should be important to reiterate here that while these trends are significant and

show great promise for applications, they may not fully represent the effects that would be

present in an experimental-produced heterostructure. As mentioned in the Methods, the

supercells used for each twist angle may instead be a domain in a larger supercell of that

same angle, due to the large reduction in atoms in the unit cell and the strain introduced

from coincidence lattice theory [98]. Whether the results from these simulations can be

extended to the full lattice-matched twisted heterostructures remains to be seen, either

through theory, as simulations with larger supercells were not possible with the resources

available to the author, or experiments, via spectral imaging of a heterostructure through

STEM-EELS [143].

Nonetheless, in order to confirm that the band splitting is indeed due to the Rashba

effect, a constant energy surface calculation of the GaS/GaSe heterostructure band struc-

ture at 0° twist angle is performed in Figure 4.16 at 0.5 eV below the Fermi level. The spin

texture components along x, y and z axes all show two concentric circular Fermi contours
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on which the spins of the electronic states are tangential. The in-plane spin components,

Sx and Sy, are perpendicular to the crystal momentum. The out-of-plane component,

Sz, is completely absent. This results in the clockwise curling of one of the bands and

counter-clockwise for the other, which is confirmation of the existence of Rashba splitting

[133, 144–148].

Fig. 4.16 Spin texture components of GaS/GaSe heterostructure at 0° twist angle at the
constant energy surface of Ef - 0.5 eV.

4.3.2 Preliminary Experimental Results of GaS/GaSe Heterostructures

A series of GaS/GaSe heterostructures were constructed to investigate the presence of the

Rashba effect and potential device applications. The heterostructures were constructed

such that a region of each component flake was not covered by the other. This was done to
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study each flake individually and obtain thickness measurements of each flake via PACBED

patterns.

The electron dose for all imaging and EDX spectral imaging are summarised in Table

4.2. Figure 4.17(a) and (b) are HAADF-STEM images of a GaSe and GaS flake of the GaS/-

GaSe heterostructure in Figure 4.21, respectively. The lattice parameters of the flakes are

measured to be a = b = 3.67 Å and 3.48 Å, respectively, which are in line with their bulk

lattice parameters [6, 8, 75–77]. The stacking order in each flake is different: the GaSe flake

is in the ε-phase (2H’) with AB stacking of the layers, while the GaS flake is in the β-phase

(2H) with AA stacking of the layers. The thickness of each flake is approximated to be 7 - 8

layers (∼ 6 - 7 nm) for GaSe, and 20 - 21 layers (∼ 12 - 13 nm) for GaS from PACBED pattern

simulations as shown in Figure 4.18. The best-fitting simulated PACBED patterns are

shown alongside the experimental ones, while PACBED simulations of other layer amounts

for the GaS and GaSe flakes are also shown. It should be noted that while the intensity of

the simulated PACBED patterns is not fully commensurate with the experimental ones, the

structure of the PACBED patterns is more important for thickness measurements and is in

line with the experimental ones [119].

Units = e- Å-2 Figure 4.17 Figure 4.19 Figure 4.20 Figure 4.21

(a) (b)

e- Dose 1.79×104 1.79×104 5.41×106 8.67×105 1.79×104

Total e- Dose (single frame) 4.69×109 4.69×109 2.82×109 6.48×108 4.69×109

Total e- Dose (multi-frame) 9.38×1010 2.35×1011 2.35×1011

Table 4.2 Table of electron doses and electron dose per image frame for the HAADF-STEM
images and EDX spectral images in this Chapter. The total electron dose for multi-frame
image stacks used in Figure 4.17 and 4.21 are also highlighted.
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Fig. 4.17 HAADF-STEM images of GaSe (a) and GaS (b) flakes used to form the GaS/GaSe
heterostructure in Figure 4.21.
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Fig. 4.18 Experimental and simulated PACBED patterns of GaSe (a) and GaS (d) flakes from
Figure 4.17. A range of layer thicknesses for GaSe (b-c) and GaS (e-f) are shown to highlight
the changes in PACBED patterns with thickness. False coloured for clarity.

Consistency in the exfoliation of flakes requires optimisation as there are thickness

differences between the different heterostructures, as is also seen in the cross-sections of

Figures 4.19 and 4.20, and it is also clear that these structures are not at the monolayer

limit. As the properties of these structures are highly dependent on the interfacial contact

between the layers [149], it is important to have clean surfaces. A facile method of doing so

is vacuum baking which agglomerates the hydrocarbon contaminations into large, spaced-

out bubbles while improving surface cohesion and leaving behind large enough surface

areas for the active region [48]. This was done with all subsequent heterostructures, as

seen in Figure 4.20.
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Fig. 4.19 (a) Cross-sectional HAADF-STEM image of hBN/GaS/GaSe heterostructure on
SiO2/Si substrate without vacuum baking. (b) EDX mapping of the heterostructure in (a)
with S (blue), Se (yellow), C (red) and Si (green) highlighted. (c) Integrated counts of the
elements highlighted in (b).

Fig. 4.20 (a) Cross-sectional HAADF-STEM image of hBN/GaS/GaSe heterostructure on
SiO2/Si substrate. (b) EDX mapping of the heterostructure in (a) with S (blue), Se (yellow),
C (red) and Si (green) highlighted. (c) Integrated counts of the elements highlighted in (b).
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Nonetheless, it has been demonstrated that GaS/GaSe heterostructures can be suc-

cessfully assembled. The individual flakes of GaS and GaSe in Figure 4.17 come together

to form the heterostructure in Figure 4.21(a). On first inspection, there appears to be

no visible moiré pattern present, possibly due to the thickness of the structure and the

small field of view. To study the moiré patterns of the structures, an FFT of the plan-view

HAADF-STEM image in Figure 4.21(a) is performed in Figure 4.21(b). The slight difference

in lattice parameter between GaS and GaSe allows one to allocate the correct points in the

FFT to each, and to measure the twist angle between the layers. The superlattice spots in

the centre of the FFT, highlighted in red, correspond to the moiré lattice from which the

moiré lattice parameter can be measured [150]. From the FFT, the twist angle is measured

to be ∼ 7.8° and the moiré lattice parameter is measured to be ∼ 14 Å.

The band gaps and Rashba band splitting effect should be measurable using EELS

spectral imaging, however, the simulations in this work were performed on bilayer het-

erostructures, not few layer/bulk heterostructures as in Figure 4.21, so the results would

not be directly comparable in this context. Nonetheless, the Nion UltraSTEM 200 used

in this work has an energy resolution of 0.35 eV [151], so it should be able to measurable

discern the band gaps in these heterostructures. In order to measure the Rashba splitting,

however, this energy resolution is not enough. A highly-monochromated system, such as

the Nion UltraSTEM 100MC ’HERMES’ at the SuperSTEM facility in Darsbury, England,

can achieve energy resolutions of up to 5 meV [151, 152] which would be sufficient to

measure such splitting. However, sample preparation requires optimisation before such

experiments can be performed.
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Fig. 4.21 HAADF-STEM image of a GaS/GaSe heterostructure (a) and its corresponding
FFT pattern in (b). The FFT is inversed in colour to make it clearer for the reader. The GaS
and GaSe reciprocal lattices are highlighted in orange and blue, respectively, along with
the moiré lattice spots in red.
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4.4 Conclusions

Through the use of first-principles calculations, GaS/GaSe heterostructures have been

predicted to exhibit fascinating physical phenomena in the form of Rashba band splitting.

The angular dependence of this splitting and of the band gap of the structure allows

for many degrees of freedom which can be exploited for spintronic properties. These

calculations also show the importance of including SOC effects in systems with broken

symmetries, as much interesting material physics may be hidden in plain sight by not

including it.

The construction of these heterostructures using mechanical exfoliation of their bulk

crystals has also been shown to be successful in this work. Further optimisation of this tech-

nique is required to achieve monolayers of GaS and GaSe, and hence construct heterostruc-

tures which can be comparable to the theoretical calculations of this work. Low-loss EELS

experiments would ideally be performed on a series of heterostructures, at different twist

angles, to measure and confirm the trends seen in the band gaps and in the Rashba band

splitting energies. Furthermore, multislice simulations of these heterostructures would

also be performed to confirm the moiré patterns and moiré lattice spacings formed by

their twist angles.

The large change in band gap values with twist angles also can allow for highly tunable

optoelectronic devices. With further optimisation of sample preparation and suitable

contacts, optical and electronic measurements can be performed to measure the device

performance for use in photodetectors [153], for example.
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[99] Predrag Lazić. “CellMatch: Combining two unit cells into a common supercell with

minimal strain”. In: Computer Physics Communications 197 (2015), pp. 324–334.

ISSN: 00104655. DOI: 10.1016/j.cpc.2015.08.038.

https://doi.org/10.1039/C5CP00437C
https://arxiv.org/abs/1501.05884
https://doi.org/10.1016/j.cpc.2009.07.007
https://doi.org/10.1088/0953-8984/21/39/395502
https://doi.org/10.1088/0953-8984/21/39/395502
https://arxiv.org/abs/0906.2569
https://doi.org/10.1088/0953-8984/14/11/301
https://doi.org/10.1002/jcc.540030314
https://doi.org/10.1002/jcc.540070305
https://doi.org/10.1063/5.0004445/198202
https://doi.org/10.1021/acs.jpcc.6b01496
https://doi.org/10.1016/j.cpc.2015.08.038


150 References

[100] Davide Campi et al. “Expansion of the Materials Cloud 2D Database”. In: ACS Nano

17.12 (2023), pp. 11268–11278. ISSN: 1936-0851. DOI: 10.1021/acsnano.2c11510.

[101] Rui Dong et al. “High-throughput bandstructure simulations of van der Waals

hetero-bilayers formed by 1T and 2H monolayers”. In: npj 2D Materials and Appli-

cations 5.1 (2021), p. 26. ISSN: 2397-7132. DOI: 10.1038/s41699-021-00200-9.

[102] Wendong Wang et al. “Clean assembly of van der Waals heterostructures using

silicon nitride membranes”. In: Nature Electronics 6.12 (2023), pp. 981–990. ISSN:

2520-1131. DOI: 10.1038/s41928-023-01075-y.

[103] Achint Jain et al. “Minimizing residues and strain in 2D materials transferred from

PDMS”. In: Nanotechnology 29.26 (2018), p. 265203. ISSN: 0957-4484. DOI: 10.1088/

1361-6528/aabd90. arXiv: 1801.02971.

[104] Chan Kim et al. “Damage-free transfer mechanics of 2-dimensional materials:

competition between adhesion instability and tensile strain”. In: NPG Asia Materials

13.1 (2021), p. 44. ISSN: 1884-4049. DOI: 10.1038/s41427-021-00311-1.

[105] Roman Kempt. hetbuilder: Zenodo Release. DOI: 10.5281/ZENODO.4721346.

[106] Zhiwei Peng et al. “Strain engineering of 2D semiconductors and graphene: from

strain fields to band-structure tuning and photonic applications”. In: Light: Science

& Applications 9.1 (2020), p. 190. ISSN: 2047-7538. DOI: 10.1038/s41377-020-00421-

5.

[107] Yuling Yin, Hangyan Chen, and Qinghong Yuan. “Strain-induced bandgap engi-

neering in C3N nanotubes”. In: Chemical Physics Letters 768 (2021), p. 138390. ISSN:

00092614. DOI: 10.1016/j.cplett.2021.138390.
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5

Structural Characterization of

BaZrS(3-y)Sey Perovskite Thin Films

The world is not our facility

We have a responsibility

To use all of our abilities

To keep this place alive

– "Burning Too", Margin Walker EP, Fugazi

In the previous chapters, the role of stacking of 2-D chalcogenide layers was investigated,

be it intrinsic stacking faults in TlGaSe2 in Chapter 3, or assembly of GaS/GaSe twisted

layers and heterostructures in Chapter 4. While these systems have interesting material

properties, such as thermoelectricity or the Rashba effect, respectively, there are still major

limitations preventing these materials from advancing into market-ready devices.

For TlGaSe2, as mentioned at the start of Chapter 4, the toxicity of thallium would likely

deter consumers from such devices (much to the efforts of the manufacturer’s marketing

department). As for the GaS/GaSe heterostructures, while the toxicity is not an issue here,

it is a labour-intensive, multistep process to build each individual heterostructure which

currently would be prohibitively expensive to do at scale. While there are efforts to grow

van der Waals heterostructures directly [1–3] and mechanise the process [4], these methods

are still not ready for en masse device manufacturing.
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For more practical, safer, and environmentally conscious future use, chalcogenide

systems that avoid the use of toxic elements and that can be scaled in the near future

should be further investigated. One such class of chalcogenides which fulfils these criteria

are chalcogenide perovskites. In this chapter, chalcogenide perovskites are introduced and

discussed. The BaZrS(3-y)Sey alloy system is characterised via STEM, coupled with EDX

and EELS. These are used to understand the diffusion of defects, both point defects and

planar defects, throughout the structure and their effects on optoelectronic properties.

The work in this Chapter was performed during a four-month placement at MIT in

2022. The HAADF-STEM imaging, spectroscopy and analysis for the y = 1 samples were

performed by the author, while the y = 2 samples were studied by Michael Xu (MIT) after

the author had returned from the placement. The DFT calculations were performed by the

author, while all other experiments were performed by several members of Prof. Rafael

Jaramillo’s group at MIT (Ida Sadeghi, Jack Van Sambeek, Kevin Ye, and Tao Cai).

5.1 Introduction

Alternative sources of energy must be developed in order to address the rising threats from

climate change. Of the most common types of renewable energy sources available, solar

energy is by far one of the most promising given the abundance of sunlight impinging onto

the Earth’s surface [5].

Solar cells operate under the principle of the photovoltaic effect. This is where photons

of energy larger than that of the band gap of a semiconducting device (often a pn-junction)

are absorbed by the material. This forms electron-hole pairs, and with suitable contacts

attached to the device, allows a photo-generated current to flow in a circuit [6, 7].

Most commercial photovoltaics (PVs) are based on crystalline silicon wafer technology,

be it mono- or poly-crystalline [5]. Si-based PVs are quite brittle, have low absorption

coefficients, and become less effective with increased temperature [8, 9]. Therefore, re-

search is shifting towards thin-film-based PVs, such as perovskite PVs, due to their far lower

manufacturing costs and relatively simpler synthesis methods [10].

The perovskite structure is in the form of ABX3, where A and B are cations and X

is either oxygen or chalcogen ions. These are arranged in an idealised cubic structure,
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albeit variations such as orthogonal or tetragonal cells, and distorted cells do also exist [11].

Perovskites are used in PVs as a light-harvesting layer due to their relatively high absorption

coefficients and direct correlation of efficiency with temperature [12–14]. Perovskite PVs

are some of the highest cell efficiencies for single-junction PVs to date, as can be seen in

Figure 5.1. Other added benefits include that they are far lighter and more flexible than

wafer-based PVs, allowing for easier transportation and installation.

Fig. 5.1 Graph of photovoltaic cell efficiencies over time, with perovskite PVs highlighted in
yellow circles and blue triangles. This plot is courtesy of the National Renewable Energy
Laboratory, Golden, CO, USA [15].

However, many of the common perovskites used in PVs, such as MAPbHa3 (where Ha =

I, Cl or Br), contain toxic, scarce, and conflict minerals, making the ethical costs of using

them outweigh their wider benefits [16]. One solution to these issues is to use chalcogenide

perovskites instead. These chalcogenide perovskites have good chemical and thermal
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stability compared to their halide perovskite counterparts [17–19] while avoiding the use

of heavy and toxic elements.

Despite their merits, issues in chalcogenide perovskite synthesis persist and prevent

their further device development. Most reported chalcogenide perovskites are a powder [17,

18, 20] or a bulk single crystal [21, 22], with limited reports of thin-films [23–27]. The rarity

of thin film chalcogenide perovskites is owed to the poor quality of the layers produced.

It often results in small, randomly orientated grains rather than a single continuous film

[19]. This is due to difficulties in optimising the growth conditions from two contradictory

conditions. Metals such as Zr and Hf are sluggish to form crystalline compounds due

to their very low vapour pressures, and hence extremely high growth temperatures are

required. However, at these high temperatures, chalcogen precursors can readily degas

from the growth substrate and cause corrosion to the growth chamber [19, 28].

This dichotomy was recently overcome to grow high quality, epitaxial BaZrS3 using

molecular beam epitaxy (MBE) through a simple modification of the traditional MBE

chamber shown in Figure 2.1. Rather than letting the gaseous precursors diffuse from their

original valve openings at the back of the MBE chamber, these valves are extended via

nozzles to just above the substrate. This has thus allowed for the growth of high quality,

epitaxial BaZrS3 to be realised [28] by ensuring a much higher vapour pressure throughout

the growth and limiting degassing of the chalcogens, and corrosion to the (expensive)

vacuum chamber.

The BaZrS3 (BZS) system is by far the most studied chalcogenide perovskite [17–21, 28–

31]. Its attractiveness is from its relatively low band gap of 1.9 eV and high light absorbance

[28]. Theoretical studies have shown that by alloying with Se, the band gap decreases down

to ∼ 1.3 eV, which is the ideal band gap to reach the Shockley-Queisser limit for single

junction solar cell efficiency of ∼33% [32–34].

BaZrSe3 (BZSe) comes with its own problems. DFT calculations predict that the most

stable structure is a needle-like crystal with a band gap of ∼ 1 eV [34], and any synthesis

attempts to date have yielded hexagonal phases with metallic conductivity [35].

In this work, this limitation is overcome by first growing a BaZrS3 template layer on

a LaAlO3 (LAO) substrate, as was done before [28], then mixing the H2S gas flow with
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H2Se to allow growth of a perovskite BaZrS(3-y)Sey (BZSSe) alloy. By controlling the ratio of

H2S/H2Se gas flow, a variety of BZSSe alloys, with y = 1 - 3, were synthesised.

The BZSSe films were then characterised using various techniques. Band gaps of the

films with varying S/Se ratios were measured using photoconductivity spectroscopy and

correlated with DFT calculations. Structural characterisation of the films is carried out

using STEM, and chemical analysis of the S/Se ratios was performed via EELS and EDX.

Crystal structure features that were observed in the high-resolution XRD (HRXRD) spectra

of the various films were correlated to the features and defects observed in HAADF-STEM

images.

5.2 Methods

A modified gas-source MBE system (Mantis Deposition M500) was used to grow the films

[28]. The (001)PC-oriented LaAlO3 (herein, PC stands for pseudo-cubic) single-crystal

substrates (CrysTec GmbH) were outgassed in the MBE chamber at 1000 °C in H2S gas. The

substrates were then heated radiatively from a SiC filament and were rotated at 2 rpm. Ba

metal was supplied from an effusion cell (Mantis Comcell 16-500), and Zr metal was from

an electron beam evaporator (Telemark model 578). Sulphur and selenium were supplied

in the form of H2S and H2Se gases (Matheson) from condensed, liquified sources of 99.9%

and 99.998% purity, respectively. The gases are injected in close proximity to the substrate

using custom-made gas lines and nozzles.

The growth temperature measured at the thermocouple in the chamber was 1000 °C. A

template layer of BaZrS3 of approximately 20 nm thick was first grown. The deposition was

then interrupted to start the H2Se flow, and then resume growth. The H2S flow rate was 0.8

sccm during substrate outgassing and template layer growth. During BaZrS(3-y)Sey film

growth, the H2S and H2Se flow rates were adjusted to achieve the desired chalcogen ratios.

For BaZrSe3 (y = 3), a H2Se flow rate of 0.5 sccm was used. The chamber pressure during

film growth was approximately 8·10-5 torr. The film growth rate was 0.1 Å s-1. After growth,

the H2S and H2Se gas flows were maintained during cooldown to avoid unwanted S and Se

desorption.
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Fig. 5.2 Schematic diagram of a typical BZSSe thin-film, showing the LAO substrate, BZS
template layer, BZSSe alloy layer, and interdigitated contacts on the surface for PCS mea-
surements.

Out-of-plane XRD was performed using a Bruker D8 High-Resolution X-ray diffrac-

tometer. Photoconductivity spectroscopy (PCS) was performed on photodetector samples

fabricated by sputtering 5 nm Ti/200 nm Au interdigitated contacts on the alloy films.

These contacts had 8 individual 5 mm long fingers with finger spacing and width of 100 µm,

as can be seen in Figure 5.2. A tunable light source with a 300 W Xe arc lamp (ScienceTech)

was used to provide irradiance from 50 to 200 µW cm-2, depending on the selected wave-

length. A source-meter (Keithley 2400-C) was used to source a fixed bias of 4 V and measure

the photocurrent.

Samples for STEM were prepared using nonaqueous wedge polishing using IPA, as

mentioned in Chapter 2. EpoxyBondTM 110 from Allied High Tech Products, Inc., USA,

was used to glue the sectioned films together due to its robustness against plasma and

quick curing time. The polishing wheel used was an Allied MultiPrep, and a wedge angle

of 3° was achieved. This was followed by single-sector ion milling (Fischione 1051) using

ion-beam energies of 3 kV, 2 kV, and then 1 kV.

HAADF-STEM imaging was conducted on an aberration-corrected Thermo-Fischer

Scientific Themis Z, using an accelerating voltage of 200 kV, an 18.9 mrad convergence

angle and a HAADF inner collection angle of 30 mrad. A beam current of 30 pA was used

for the y = 1 sample and 50 pA for the y = 2 sample. Dwell time was set to 2 µs for y = 1

and 500 ns for y = 2. For the HAADF-STEM image of y = 2 shown in Figure 5.6, a series of 4

images were recorded of the same area, where the scan direction was changed by 90° for
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each image. The images were then aligned with non-rigid registration using the RevSTEM

software package [36].

STEM-EDX was performed using the Super X detectors, with a beam current of 100

pA for y = 1 and 50 pA for y = 2, and dwell time of 10 µs for y = 1 and 2 µs for y = 2. The

sample was tilted just off the zone axis to minimised the effects of electron channelling on

the quantification [37, 38]. This was then quantified via Thermo-Fisher Scientific Velox

software, using both pre- and post-filtering (Gaussian blur, sigma = 1.6). The quantification

of the S/Se ratio was based on Cliff-Lorimer method [39–41]. In this method, for elements

A and B, their weight percentages (CA and CB, respectively) can be related to their above-

background characteristic intensities by:

C A

CB
= kAB

I A

IB
(5.1)

where kAB is the Cliff-Lorimer sensitivity factor. This factor is based on the ionisation cross-

section for each element, fluorescence yield (which is the ionisation fraction resulting in

X-ray emission) and detector efficiency [39, 42]. However, the exact implementation and

k-factors used in Velox are unknown to the user, and hence, depending on experimental re-

quirements, this "black box" approach should be taken with care. Nonetheless, the default

k-factors available in Velox were used as well as the Brown-Powell empirical ionization

cross-section model [43].

STEM-EELS was performed using the same experimental parameters as for the STEM-

EDX of the y = 1 sample. A Gatan Continuum spectrometer using a dispersion of 0.75 eV

ch-1 was utilised, and the data was processed via the HyperSpy python package [44]. Peak

fitting of the cation distances in Figure 5.11 was performed using in-house Python codes,

based on the SciKit-Image package [45]. The peak-fitting algorithm fits the HAADF-STEM

intensities with 2D-Gaussian peaks such as to find the centre of the peak. The distances

from peak to peak are then calculated using a k-dimensional tree along the in-plane or

out-of-plane directions. Subsequent statistical analysis was performed using Origin.

DFT calculations of the band gaps of the various alloys were performed via the VASP

code with projector augmented wave (PAW) pseudopotentials [46, 47]. Atomic structures

were optimised using the PBE functional and a Hellman-Feynman force criterion of 10-2
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eV/Å. Band gap calculations were subsequentially performed using the HSE06 functional

[48]. A 9×7×9 and 6×4×6 k-point grid was used in the PBE and HSE06 calculations,

respectively. A cut-off energy of 450 eV and 300 eV for the plane wave basis set was used for

the structural optimisation and band gap calculations, respectively. The relaxed structural

file for each alloy is shown in Appendix C.

5.3 Results & Discussion

5.3.1 Cho Plot Analysis of BZSSe Alloy Films

The PCS measurements of the films from y = 0 to y = 3 are shown in Figure 5.3(a) where

the responsivity is plotted as a function of the impinging photon energy. The band gaps

of the different films were determined by extrapolating the linear fits to the responsivity

immediately above the onset energy in Figure 5.3(a), similar to a Tauc plot for determining

the band gap of semiconductors from UV/Vis spectroscopy [49]. As is shown in Figure

5.3(b), there is a decrease in band gap energies as y increases. For the pure BZS films,

the band gap was determined to be Eg = 1.82 ± 0.08 eV, in line with the value of 1.9

eV determined optically in the previous work on such films [28]. With increasing Se

content, the value of the band gap of the alloys decreases in line with current and previous

theoretical calculations [33, 50] all the way down to 1.4 ± 0.1 eV for the y = 3 films, indicating

the successful growth of perovskite BaZrSe3 (BZSe).

Out-of-plane HRXRD, as shown in Figure 5.4, for the various films highlights several key

features. Notably, the films all align with perovskite structures of the pure BZS film (y = 1)

indicating successful BZSSe perovskite alloy epitaxial growth. The films show out-of-plane

(202) reflection pairs, aligning with the (012) family of LAO reflections, which corresponds

to two sets of out-of-plane d-spacings. Finally, the two (202) reflections shift to smaller

angles as y increases. This is due to lattice expansion as the BZSe lattice is larger than that

of BZS [33, 50].
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Fig. 5.3 (a) Photoconductivity spectroscopy measurements of epitaxial-grown BZSSe films
on an LAO substrate, from y = 0 - 3. (b) Band gap energies, derived from (a), of the various
films, along with HSE06 calculated band gaps and previous theoretical studies [33, 50].
Adapted from [51].

In Figure 5.5, the band gaps from the films (from Figure 5.3(b)) are plotted against their

lattice constants from Figure 5.4. These lattice constants are the pseudocubic (apc) lattice

constants determined from the (202) reflection in the HRXRD of the films. This type of

plot, known here as a Cho plot (named after the developer of MBE [52]), acts as a starting

point for designing optoelectronics, as one can look up the band gap of the required device,



166 Structural Characterization of BaZrS(3-y)Sey Perovskite Thin Films

find a suitable material in that band gap range, and find a substrate with a similar lattice

constant to allow for epitaxial growth. Careful choice of a suitable substrate is also key as

growth-induced strain can lead to deteriorating device properties [53], or if exploited, can

enhance them [54, 55].

Fig. 5.4 HRXRD of various BZSSe films, from y = 0 - 3, with shifting of the out-of-plane
(202) reflection pair to smaller angles as y increases. The (012), (024) and (036) reflections
labelled in grey are from the LAO substrate. Adapted from [51].

In Figure 5.5, the light blue band highlights the range of band gaps that are suitable

for single-junction PVs [32–34]. Multi-junction PVs, by having several layers which absorb

different energy ranges of light, have been shown to have solar efficiencies of close to 50%

(in specific lab conditions), exceeding that of single-junction PVs [56]. However, they are

often more expensive to produce and less robust than of single-junction PVs, especially as
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Fig. 5.5 Cho plot representing the band gaps (Eg) of various optoelectronic materials against
their (pseudo)cubic lattice constants. BZSSe alloy series from this work is highlighted in
dark blue, with related chalcogenide perovskites in light blue squares. The light blue band
indicates range of Eg suitable for single-junction solar cells. Adapted from [51].

the number of layers increases [57]. Therefore, designing high-efficiency, robust single-

junction PVs that can be produced at scale and at low cost would be far more advantageous

to help address the current energy and environmental needs of society. The BZSSe alloy

system is the ideal candidate to address this as it is within this "Goldilocks" range.

5.3.2 Defect Characterisation of BZSSe Alloy Films via STEM

It is expected that there will be some intermixing of the S and Se anions, with possible ef-

fects on the microstructure of the films, due to the high growth temperatures. The evidence

of two d-spacings at the (202) out-of-plane reflection especially when Se is introduced,
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as was shown in Figure 5.4, requires addressing also. It is important to understand such

microstructural changes before proceeding with product development, in case these affect

material or device properties. STEM was used to study the cross-sections of a representa-

tive sample of BaZrS2Se (y = 1) and BaZrSSe2 (y = 2) films. The electron dose for all imaging

and spectral imaging are summarised in Table 5.1.

Fig. 5.6 HAADF-STEM image of BZSSe thin film cross-sections of both y = 1 and y = 2 films.

Units = e- Å-2 Figure 5.6 Figure 5.8 Figure 5.9

y = 1 y = 2 (a) (b)

e- Dose 6.34×103 2.60×103 825 661 7.62×104

Total e- Dose (single frame) 6.65×109 1.09×1010 1.44×107 6.93×108 5.21×107

Total e- Dose (multi-frame) 4.36×1010

Table 5.1 Table of electron doses and electron dose per image frame for the HAADF-STEM
images, EDX spectra and EELS spectral imaging in this Chapter. The total electron dose for
multi-frame image stacks used in Figure 5.6 (y = 2) and are also highlighted.
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In Figure 5.6, HAADF-STEM images of the y = 1 and y = 2 films show several immediately

noticeable features. As was shown in the HRXRD analysis in Figure 5.4, the films are

of a perovskite structure throughout, including in the alloy region. However, there are

numerous rotational variants throughout each of these films, far more than what was

observed in pure BZS films previously [28].

Present in the pure BZS films are two growth modes, buffered epitaxy and direct epi-

taxy, with the former far more dominant [28]. Buffered epitaxy involves a self-assembled

interface layer that relieves the epitaxial strain between the substrate and the film, and

direct epitaxy, with 45° rotated-cube-on-cube growth that accommodates the large lattice

constant mismatch between the substrate and the film. The dominance of the buffered

epitaxy, in both pure BZS films and the alloyed films present, is seen by the significant

decrease in the HAADF intensity across the two atomic planes of the interface, suggesting

a lack of coherency due to compositional or static displacements [58, 59].

The interface in pure BZS films is incommensurate with the substrate, with the coin-

cident lattice alignment roughly every five substrate planes and four film planes where

buffered epitaxy is present, and an extra misfit plane every 14 substrate planes where

direct epitaxy is present [28]. In order to analyse the coincident lattice alignments of the

BZSSe alloy films, a similar method for achieving this for the pure BZS films reported

before was used herein [28]. Figure 5.7(a) and (b) show a representative interface between

the y = 1 and y = 2 films, respectively, with the LAO substrate. To display only the out-

of-plane components of each image, a fast Fourier transform (FFT) is performed. The

out-of-plane components of each FFT are masked and an inverse FFT is performed to

reveal the Fourier-filtered images of the y = 1 and y = 2 films, shown in Figure 5.7(c) and (d)

respectively.

As can be seen in both of the inverse FFTs, there are 4 film planes for every 5 lattice

planes in the region where buffered epitaxy is present, as was the case with the pure BZS

films [28]. In the LAO region of the inverse FFTs, it should be noted that there is a plane of

O/Al atomic columns between each visible plane of La atomic columns. However, only

the La atomic columns are clearly seen (with faint signs of Al/O atomic columns) due to

the much larger Z-contrast present in the HAADF images of Figure 5.7(a) and (b). Hence,
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when filtering out the out-of-plane components, one needs to take the Al/O planes into

account when analysing the coincident lattice alignments. Nonetheless, Figure 5.7 suggests

minimal to no presence of direct epitaxial growth.

Fig. 5.7 (a, b) Representative interfaces of the BZSSe alloy films on LAO substrates, with y = 1
and y = 2, respectively. (c, d) Fourier-filtered images of (a) and (b), respectively, showing the
out-of-plane components which highlight that for every 4 film planes, there are 5 substrate
planes. Dashed orange line highlights the film/substrate interface. Scale bars are 5 nm.

This phenomenon is likely due to the inhomogeneities of the Se diffusion. To under-

stand this, STEM-EDX was performed on the films and the S/Se at% ratio for the y = 1

and y = 2 films in Figure 5.8. It should be noted that the larger uncertainties in the y = 1

ratio compared to y = 2 is due to the fact that the y = 2 data was acquired by another TEM

operator on behalf of the author (thanks Michael!); a larger total electron dose and hence

X-ray counts, as shown in Table 5.1, and a larger area (1.31×103 nm2 for y = 1 vs. 9.90×103

nm2 for y = 2) was used, which would smooth out some inhomogeneities and noise. This

results in smaller error bars and more consistent trends in the y = 2 ratios seen in Figure

5.8. Nonetheless, as is shown in both the y = 1 and y = 2 EDX data, Se has diffused down to

the substrate interface and is present throughout the films.
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Fig. 5.8 S/Se at% ratio (red; uncertainty is in orange) along the out-of-plane direction from
EDX mapping of the y = 1 and y = 2 films in Figure 5.6. The ideal ratio for each film is shown
as a dashed grey line.

The ratio of S to Se concentrations throughout each film is mostly consistent from the

substrate to the surface of the film. The ratios are also similar to the initial and ideal growth

conditions, shown by the dashed grey lines in Figure 5.8, despite growing the BZS template

layer first. This implies the diffusion of Se has displaced the S ions in the template layer

and replaced the diffused Se in the alloy layer with the S ions from the template layer, with

the equilibrium condition defined by the concentration of Se present in the growth of

the alloy layer. However, inhomogeneities of the Se concentration are present, as seen in

Figure 5.9 when the Se L2,3 edge was mapped out across the y = 1 film using EELS. These

inhomogeneities can cause localised strain throughout the film, hence explaining the large

number of different rotation variants present [60].

The presence of Se also disrupts the rotated cube-on-cube lattice alignments of the

direct epitaxial growth mode. Since this growth mode requires a lattice misfit plane for

every 14 substrate planes to accommodate the lattice mismatch, the presence of Se at the

interface inhibits such a large region from existing and hence to relieve the stress at this

interface, it is preferential to form an incoherent buffer layer instead.

The other striking feature present in these films is the large number of planar defects.

These anti-phase boundaries (APBs) appear in perovskites as rock-salt-like layers that

disrupt the corner-sharing octahedra along a plane. APBs can also accommodate cation
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Fig. 5.9 (a) Annular dark field (ADF) image of y = 1 film. (b) EELS spectral image of the
same area as (a), mapping out the intensity of the Se L2,3 edge. (c) Normalised intensity
values of (b) along the out-of-plane direction. The dashed line indicated the substrate-film
interface.

off-stoichometry and, along with the buffered interface, relieve strain [61, 62]. APBs were

observed in previous BZS thin films, due to step-edges [28]. Difficulties in maintaining

the exact Ba:Zr ratio of 1:1 during the synthesis without a clear pathway to growth by

self-limiting adsorption, can also result in the formation of APBs [63]. In the BZSSe alloys,

an additional effect is present: vertical, out-of-plane APBs appear to be concentrated in the

template layer, while horizontal, in-plane APBs are concentrated in the alloy region. Since

the Ba:Zr ratios are not changed throughout the growth of the films, the presence of these

APBs is thought to accommodate the strain from lattice expansion due to the introduction

of Se.

In Figure 5.10, the out-of-plane and in-plane A-site cation distances are mapped out for

a typical region of the y = 1 film. The lattice parameters of perovskite BZSe are larger than

that of BZS and hence the alloy layer places the template layer into tensile strain, which is

relieved via out-of-plane APBs in the template layer. Conversely, the template layer places

the alloy layer under compressive strain and this is relieved via in-plane APBs. Despite the

intermixing of S and Se ions throughout the film as was shown in the EDX profiles of Figure

5.8, it is clear from Figure 5.10 that the in-plane APBs are concentrated in the alloy layer,
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Fig. 5.10 Out-of-plane and in-plane A-site cation distances for BZSSe (y = 1) from Figure
5.8(a)

and out-of-plane APBs concentrated in the template layer. This is understandable as the

diffusion of extended, 2D planar defects is far more difficult than that of individual ions.

Therefore, the APBs nucleate and grow simultaneously as the ad-atoms are attached, while

the chalcogen ions can migrate throughout the film during growth.

The in-plane and out-of-plane A-site cation distances seen in Figure 5.10 are plotted

and fitted in Figure 5.11. While more obvious in the y = 2 case seen in Figure 5.12, the

out-of-plane spacing distributions are broader for the alloy layers than for the template

layers, due to the presence of horizontal APBs in the top layers. Similarly, the in-plane

spacing distributions are broader for the template layers than for the alloy layers, due to

the presence of vertical APBs in the alloy layers. However, for the in-plane distances, the

peak values in the template and alloy layers align for both the y = 1 and y = 2 cases.

Unlike the in-plane distances, the peak values for the out-of-plane distances are shifted

towards larger d-spacings in the alloy as compared to the template layers, in both y = 1



174 Structural Characterization of BaZrS(3-y)Sey Perovskite Thin Films

Fig. 5.11 Histogram analysis of in-plane and out-of-plane distances from (a), along with
(202) reflection pairs from the HRXRD for the y = 1 film from Figure 5.4.

and y = 2 cases. These peak shifts align with the values of the (202) reflection pairs seen

in the HRXRD in Figure 5.4. It can also be seen that there is a tripartite of peaks in the

out-of-plane distances in both films.

The third peak in out-of-plane distances in Figure 5.11 for y = 1, faintly seen before

the main 511±29 pm peak, was statistically not significant enough to fit and is hence not

shown. Only the A-site cations are considered for the y = 1 analysis. This is because, while

some B-site cations are visible, especially at APB boundaries, the noise in the HAADF

images was too high for the peak-finding algorithm to discern them. However, for the

y = 2 case, shown in Figure 5.12(b), this third out-of-plane peak is clearly visible as all

cation atomic column distances are considered. This is because, while this data set was

acquired by another user (again, thanks Michael!), several images were acquired in series

and post-processed to align and average them [36], which increased the signal-to-noise,

allowing for the peak finding algorithm to discern the B-site atomic columns in the HAADF

images. This summation of images can also minimised scan distortions which would affect

the statistics of the peak-to-peak distances. For example, there is no out-of-plane APB

in the template region in Figure 5.10(a), however in the out-of-plane cation distances in

Figure 5.10(b), there appears to be one. This is most likely a scan distortion perhaps caused

by environmental factors, such as a door opening as the image was being acquired [64].
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Fig. 5.12 Cation-cation distances from HAADF-STEM images of a typical region of BaZrSSe2

(y = 2). The in-plane (a) and out-of-plane (b) distribution of the distances are shown,
alongside the colour-maps of both the alloy and template regions of the film. Adapted
from [51].

Due to the limited time the author had at MIT and only noticing such a feature in

the analysis after they had returned to the Emerald Isle, such frame-averaging was not

conducted for the y = 1 case. Had it been done, the third peak would be more clearly

seen and fitted. Regardless, the tripartite of out-of-plane distances in the alloy layer of

the films corresponds to an expansion in the APB core (583±30 pm for y = 1, 593±17

pm for y = 2), compression immediately adjacent to the APB core (492±20 pm for y =

2), and an intermediate value away from the APBs (511±29 pm for y = 1, 533±13 pm for

y = 2). The films result in a variation in d-spacing in certain regions, despite the nearly

uniform composition as was shown in the EDX in Figure 5.8. In spite of this, the film only

differentiates by at most 5 pm in the out-of-plane distances from substrate to surface,
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which is a < 1 % strain, further indicating that the film as a whole is relaxed, with the strain

relived via the interface and the APBs.

5.4 Conclusions

The growth of perovskite BaZrS(3-y)Sey alloy films was successfully demonstrated via the

use of a BaZrS3 template layer on a LaAlO3 substrate. Adjusting the S/Se ratio during the

MBE growth allows for the careful adjustment of the film’s S/Se concentration in line with

the initial conditions, with the S/Se concentration in the film mostly consistent from the

substrate to the surface. Optical properties of the subsequent films via the measurement of

the band gaps via PCS align with previous and current theoretical predictions. APBs were

seen throughout the film, with out-of-plane APBs mostly concentrated in the template

region, while in-plane APBs were mostly concentrated in the alloy region. Regardless, the

films are relaxed as any residual strain is relieved via the APBs and the mostly incoherent

buffered interface.

While this chapter showed the successful growth of chalcogenide perovskite thin films,

its use on an industrial scale may be still limited due to the stringent growth conditions

in molecular beam epitaxy. Other more scalable methods, such as chemical vapour de-

position, would need to be employed if such materials are to make an impact. Hence,

further research into adapting the growth conditions for the BZSSe perovskite films to

more scalable manufacturing methods is key and is currently being undertaken, along

with exploring other chalcogenide perovskite families.
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Conclusions & Future Work

Where will it end? Where will it end?

Where will it end? Where will it end?!?!?

– "Day of the Lords", Unknown Pleasures, Joy Divison

In this work, the significance of establishing structure-property relationships in chalcogenide-

based materials was shown through the use of electron microscopy and computational

methods. It was shown that it was not an either/or situation with these methods; the

techniques are highly complementary and were required to study the several novel chalco-

genide systems in this work.

In studying these different chalcogenide systems, each with different material proper-

ties and applications, a wide range of topics are covered in this work. Chapter 3 concerns

the thermoelectric properties of TlGaSe2. Here, the stacking faults of TlGaSe2 were im-

aged with HAADF-STEM and compared to multislice calculations to confirm the imaging.

Diffraction studies of the material using SAED revealed streaking along the (hhl) directions

of the material, which were confirmed using diffraction simulations to be due to the short-

to medium-range disorder of the material due to the stacking faults. DFT calculations

revealed the negative stacking fault energies of the system of ∼ -25 mJ m-2. This implied

that these faults are intrinsic to the system and that there is no equilibrium distance be-

tween the stacking faults, which was evident from the lack of long-range stacking order

seen in the characterisation studies. Therefore, to study the thermoelectric properties,
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experimentation would prove to be far too cumbersome, hence the need to use DFT to

qualitatively study the role of these stacking faults in the thermoelectric properties.

To study this, electron transport and phonon calculations of the bulk system (AA-

stacking) and a faulted system (AB-stacking) were performed. This is because it was

predicted that the stacking faults would suppress the phonon transport through the stack-

ing direction, as is the case in other thermoelectric systems [1, 2], while the electrical

characteristics would mostly remain the same. From the preliminary electron transport

calculations, it can be seen that minimal, if not negligible, change is seen between the bulk

and faulted systems, especially around the VBM. It should be noted that these calculations

were done at a PBE-level of theory, so the band gap of the systems is underestimated (∼
1.3 eV for the bulk stacking and ∼ 1.2 eV for the AB-stacking, compared to 1.95 - 2.2 eV

in literature [3–7]). It is also assumed that these are undoped systems, which is not the

case as TlGaSe2 exhibits p-type conductivity [8]. While calculations using experimentally

measured and predicted doping values are being conducted, it is predicted that the general

trend that a negligible change in the electron transport between the systems will remain.

On the other hand, preliminary phonon calculations do show some differences be-

tween the two structures. There appears to be suppression of some of the optical phonons

when the stacking fault is induced, indicating a lower thermal transport through the system.

This could confirm the relationship between the stacking faults and the thermoelectric

properties of TlGaSe2. However, more work is ongoing on these calculations, as the pres-

ence of negative phonons in both systems at the same high symmetry points indicates

instability in both, which is more likely a calculation error rather than a physical property.

Raman spectroscopy measurements are planned to correlate any shifts in the phonon DOS

obtained in the calculations with the presence of stacking faults in the system.

While TlGaSe2 is an interesting chalcogenide system, its commercial prospects are

hampered by the high toxicity of thallium [9, 10]. The lack of control of stacking also poses

a challenge as this reduces the material’s ability to be tuned for specific applications. As

such, the topic of van der Waals heterostructures and twisted bilayers are explored in

Chapter 4. Here, the system of GaS/GaSe-based heterostructures is studied first by DFT

calculations and then experimentally via HAADF-STEM and EDX. In line with previous
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first-principles calculations, the electronic band structure of the system possesses splitting

of the VBM along momentum space rather than in energy space when SOC is included,

in a process known as Rashba splitting. However, shown in this work, this splitting is

asymmetrical along different high symmetry points and sinusoidally changes with respect

to the twist angle. The band gap of these heterostructures is also calculated to be sinusoidal

with respect to the twist angle. While this feature is not unique to this system, as other

van der Waals heterostructures also have angular-dependent band gaps [11–13], what is

unique is the extreme change in band gap value of up to ∼ 1 eV every 30°. This excellent

tunability and several degrees of freedom allow for optoelectronic devices which cover a

wide range of wavelengths and spintronic applications.

Experimentally, it was shown that these GaS/GaSe heterostructures can be constructed

using mechanical exfoliation and a (relatively) cheap transfer stage and microscope [14].

Using FFTs of HAADF-STEM images of the plan-view heterostructures, it revealed the

presence of a moiré lattice with a lattice parameter of ∼ 14 Å due to the ∼ 7.8° twist angle

between the GaS and GaSe layers. However, PACBED patterns from its constituent flakes

and cross-sectional imaging of other heterostructures revealed that the structures are

not at the monolayer limit, so comparing them to simulation results is not appropriate.

However, with further optimisation of the sample preparation, the band gaps of these

structures can be revealed with the Nion UltraSTEM 200 that was used in this work. Yet, to

probe the Rashba splitting, more energy resolution is required so these structures would

also be examined at a facility such as SuperSTEM in Darsbury, England which has a highly-

monochromated Nion UltraSTEM 100MC "HERMES" microscope. Device preparation

is also planned, to probe the optoelectronic applications of these heterostructures using

suitable contacts and a range of wavelengths from an optical source.

Despite the merits of such chalcogenide-based heterostructures, their market viability

is currently limited as producing van der Waals heterostructures at arbitrary twist angles

and at scale is currently not feasible. Thus, materials which can address current short- to

medium-term environmental and market needs, such as chalcogenide perovskites, were

investigated in Chapter 5. Here the BaZrS(3-y)Sey alloy system was investigated due to

its ideal band gap ranges for single junction photovoltaics [15–18]. By using a BaZrS3
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template layer grown on a LaAlO3 substrate, the BaZrS(3-y)Sey structure could be forced

into growing into its perovskite form, rather than its more stable needle-like structure [16,

19]. While it was shown with cross-sectional HAADF-STEM imaging that the structure is

indeed perovskite, the slight lattice mismatch between BaZrS3 and BaZrSe3 causes internal

strain which is relieved through the interface with the substrate and the large number of

APBs seen throughout. It was shown that as the ratio of Se/S increased, the number of

APBs also increased, but out-of-plane APBs were mostly isolated to the template region,

while in-plane APBs were predominantly seen in the alloy region. EDX spectral imaging of

the samples showed that Se had diffused all the way down to the interface, while the S/Se

ratio remained the same throughout the sample and was the same as the initial growth

conditions. Mapping of the in-plane and out-of-plane A-site cation distances revealed a

tripartite of out-of-plane spacings that were in line with the (202) reflection pairs seen in

the HRXRD spectra. Additionally, the mapping revealed a < 1% strain from the substrate

to the surface of the films, highlighting that the films were relaxed, and the relaxation

mechanism was via the APBs and the buffered interface. Photoconductivity spectroscopy

measurements revealed that the band gaps of the films dropped with increasing Se content,

in line with previous and current theoretical modelling [20, 21].

This bespoke control of the band gap by simple adjustment of initial growth condi-

tions allows for the development of photovoltaic devices for a wide range of wavelengths.

However, these films were grown by collaborators via gas-flow MBE [17], which is a slow

but precise growth process. Work is currently ongoing to transition this process to more

commercially viable CVD processes and explore other chalcogenide perovskite systems.

Throughout the various chalcogenide systems in this work, the author hopes that they

have instilled into the reader that chalcogenide-based materials are immensely interesting.

They hope that the importance of establishing structure-property relationships before

such systems can be made into consumer-ready devices has been highlighted. The author

also hopes that crucial role of both electron microscopy and computational modelling

and analysis cannot be understated for these systems, as without these techniques, key

findings such as the Rashba splitting in GaS/GaSe heterostructure in Chapter 4 or the

thermoelectric properties of TlGaSe2 in Chapter 3 could not be practically investigated.
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Finally, the author would like to thank the reader for making it this far into this tome of

chalcogen knowledge, and now ...

I’ll meet you

At the exit.

– "Exit Only", Steady Diet of Nothing, Fugazi
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Appendix A

Structure of TlGaSe2 Used in SAED Simulations

For the simulation of the SAED pattern in Figure 3.6(a), the stacking order of TlGaSe2

from Figure 3.3(a) was used as both imaging and diffraction patterns were collected

from the same area. A 24-unit cell stacked structure was first created using the ASE.

The structure was then created using the ATOMMAN python package [1]. Below is the

BBBBAAABABABBBBAAABBAAAA-stacking order structure seen in Figure 3.3(a) in the

Crystallographic Information File (.cif) format [2]:

#======================================================================
# CRYSTAL DATA
#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
data_VESTA_phase_1

_chemical_name_common ’ t lgase2 24 AB’
_cel l_length_a 10.771000
_cell_length_b 10.772000
_cel l_ length_c 369.495605
_cell_angle_alpha 89.857513
_cell_angle_beta 90.000000
_cell_angle_gamma 90.000000
_cell_volume 42870.674272
_space_group_name_H−M_alt ’P 1 ’
_space_group_IT_number 1

loop_
_space_group_symop_operation_xyz

’ x , y , z ’

loop_
_atom_site_label
_atom_site_occupancy
_atom_site_fract_x
_atom_site_fract_y
_atom_site_fract_z
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_atom_site_adp_type
_atom_site_U_iso_or_equiv
_atom_site_type_symbol
Ga1 1.0 0.312000 0.936340 0.805740 Uiso ? Ga
Ga2 1.0 0.688000 0.061320 0.826570 Uiso ? Ga
Ga3 1.0 0.936100 0.061300 0.819200 Uiso ? Ga
Ga4 1.0 0.063900 0.936320 0.798370 Uiso ? Ga
Ga5 1.0 0.938000 0.061340 0.868240 Uiso ? Ga
Ga6 1.0 0.938000 0.063620 0.735920 Uiso ? Ga
Ga7 1.0 0.438000 0.563620 0.735920 Uiso ? Ga
Ga8 1.0 0.686100 0.563700 0.743300 Uiso ? Ga
Ga9 1.0 0.186100 0.063700 0.743300 Uiso ? Ga
Ga10 1.0 0.812000 0.938660 0.756760 Uiso ? Ga
Ga11 1.0 0.312000 0.438660 0.756760 Uiso ? Ga
Ga12 1.0 0.936100 0.563660 0.784960 Uiso ? Ga
Ga13 1.0 0.063900 0.438680 0.764130 Uiso ? Ga
Ga14 1.0 0.563900 0.938680 0.764130 Uiso ? Ga
Ga15 1.0 0.188000 0.561320 0.826570 Uiso ? Ga
Ga16 1.0 0.436100 0.561300 0.819200 Uiso ? Ga
Ga17 1.0 0.062000 0.436360 0.847410 Uiso ? Ga
Ga18 1.0 0.062000 0.188640 0.840090 Uiso ? Ga
Ga19 1.0 0.186100 0.061320 0.860870 Uiso ? Ga
Ga20 1.0 0.686100 0.313700 0.868300 Uiso ? Ga
Ga21 1.0 0.062000 0.686320 0.889070 Uiso ? Ga
Ga22 1.0 0.438000 0.811360 0.909910 Uiso ? Ga
Ga23 1.0 0.938000 0.063640 0.902590 Uiso ? Ga
Ga24 1.0 0.186100 0.063660 0.909960 Uiso ? Ga
Ga25 1.0 0.186100 0.311340 0.902540 Uiso ? Ga
Ga26 1.0 0.686100 0.811340 0.902540 Uiso ? Ga
Ga27 1.0 0.813900 0.686300 0.881700 Uiso ? Ga
Ga28 1.0 0.813900 0.438680 0.889130 Uiso ? Ga
Ga29 1.0 0.438000 0.813660 0.944260 Uiso ? Ga
Ga30 1.0 0.562000 0.436340 0.930740 Uiso ? Ga
Ga31 1.0 0.562000 0.188620 0.923420 Uiso ? Ga
Ga32 1.0 0.938000 0.313660 0.944260 Uiso ? Ga
Ga33 1.0 0.938000 0.561320 0.951570 Uiso ? Ga
Ga34 1.0 0.186100 0.313680 0.951630 Uiso ? Ga
Ga35 1.0 0.186100 0.561300 0.944200 Uiso ? Ga
Ga36 1.0 0.313900 0.436320 0.923370 Uiso ? Ga
Ga37 1.0 0.313900 0.188700 0.930800 Uiso ? Ga
Ga38 1.0 0.686100 0.813680 0.951630 Uiso ? Ga
Ga39 1.0 0.062000 0.186360 0.972410 Uiso ? Ga
Ga40 1.0 0.062000 0.938640 0.965090 Uiso ? Ga
Ga41 1.0 0.438000 0.063620 0.985920 Uiso ? Ga
Ga42 1.0 0.438000 0.311340 0.993240 Uiso ? Ga
Ga43 1.0 0.562000 0.686360 0.972410 Uiso ? Ga
Ga44 1.0 0.562000 0.438640 0.965090 Uiso ? Ga
Ga45 1.0 0.938000 0.563620 0.985920 Uiso ? Ga
Ga46 1.0 0.938000 0.811340 0.993240 Uiso ? Ga
Ga47 1.0 0.186100 0.563700 0.993300 Uiso ? Ga
Ga48 1.0 0.186100 0.811320 0.985870 Uiso ? Ga
Ga49 1.0 0.686100 0.063700 0.993300 Uiso ? Ga
Ga50 1.0 0.686100 0.311320 0.985870 Uiso ? Ga



197

Ga51 1.0 0.813900 0.186340 0.965040 Uiso ? Ga
Ga52 1.0 0.813900 0.938660 0.972460 Uiso ? Ga
Ga53 1.0 0.562000 0.936340 0.680740 Uiso ? Ga
Ga54 1.0 0.938000 0.061320 0.701570 Uiso ? Ga
Ga55 1.0 0.186100 0.061300 0.694200 Uiso ? Ga
Ga56 1.0 0.313900 0.936320 0.673370 Uiso ? Ga
Ga57 1.0 0.436100 0.311340 0.777540 Uiso ? Ga
Ga58 1.0 0.812000 0.436340 0.805740 Uiso ? Ga
Ga59 1.0 0.563900 0.436320 0.798370 Uiso ? Ga
Ga60 1.0 0.438000 0.313620 0.860920 Uiso ? Ga
Ga61 1.0 0.062000 0.438660 0.881760 Uiso ? Ga
Ga62 1.0 0.686100 0.563660 0.909960 Uiso ? Ga
Ga63 1.0 0.062000 0.688620 0.923420 Uiso ? Ga
Ga64 1.0 0.813900 0.688700 0.930800 Uiso ? Ga
Ga65 1.0 0.438000 0.561320 0.701570 Uiso ? Ga
Ga66 1.0 0.686100 0.561300 0.694200 Uiso ? Ga
Ga67 1.0 0.062000 0.686360 0.722410 Uiso ? Ga
Ga68 1.0 0.688000 0.811360 0.784910 Uiso ? Ga
Ga69 1.0 0.936100 0.811340 0.777540 Uiso ? Ga
Ga70 1.0 0.186100 0.563660 0.659960 Uiso ? Ga
Ga71 1.0 0.562000 0.688640 0.840090 Uiso ? Ga
Ga72 1.0 0.938000 0.813620 0.860920 Uiso ? Ga
Ga73 1.0 0.186100 0.813700 0.868300 Uiso ? Ga
Ga74 1.0 0.313900 0.688660 0.847460 Uiso ? Ga
Ga75 1.0 0.438000 0.061320 0.951570 Uiso ? Ga
Ga76 1.0 0.686100 0.061300 0.944200 Uiso ? Ga
Ga77 1.0 0.812000 0.188640 0.465090 Uiso ? Ga
Ga78 1.0 0.688000 0.063640 0.527590 Uiso ? Ga
Ga79 1.0 0.936100 0.063660 0.534960 Uiso ? Ga
Ga80 1.0 0.312000 0.188620 0.548420 Uiso ? Ga
Ga81 1.0 0.063900 0.188700 0.555800 Uiso ? Ga
Ga82 1.0 0.812000 0.186360 0.597410 Uiso ? Ga
Ga83 1.0 0.188000 0.311340 0.618240 Uiso ? Ga
Ga84 1.0 0.436100 0.311320 0.610870 Uiso ? Ga
Ga85 1.0 0.563900 0.186340 0.590040 Uiso ? Ga
Ga86 1.0 0.562000 0.186320 0.889070 Uiso ? Ga
Ga87 1.0 0.188000 0.313660 0.819260 Uiso ? Ga
Ga88 1.0 0.436100 0.313680 0.826630 Uiso ? Ga
Ga89 1.0 0.813900 0.188660 0.847460 Uiso ? Ga
Ga90 1.0 0.938000 0.311360 0.909910 Uiso ? Ga
Ga91 1.0 0.313900 0.186300 0.881700 Uiso ? Ga
Ga92 1.0 0.313900 0.438660 0.972460 Uiso ? Ga
Ga93 1.0 0.062000 0.938660 0.631760 Uiso ? Ga
Ga94 1.0 0.438000 0.063640 0.652590 Uiso ? Ga
Ga95 1.0 0.686100 0.063660 0.659960 Uiso ? Ga
Ga96 1.0 0.813900 0.938680 0.639130 Uiso ? Ga
Ga97 1.0 0.562000 0.186360 0.722410 Uiso ? Ga
Ga98 1.0 0.313900 0.186340 0.715040 Uiso ? Ga
Ga99 1.0 0.188000 0.311360 0.784910 Uiso ? Ga
Ga100 1.0 0.688000 0.313660 0.569260 Uiso ? Ga
Ga101 1.0 0.936100 0.313680 0.576630 Uiso ? Ga
Ga102 1.0 0.688000 0.061340 0.493240 Uiso ? Ga
Ga103 1.0 0.936100 0.061320 0.485870 Uiso ? Ga
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Ga104 1.0 0.312000 0.186380 0.514080 Uiso ? Ga
Ga105 1.0 0.063900 0.186300 0.506700 Uiso ? Ga
Ga106 1.0 0.562000 0.188620 0.423420 Uiso ? Ga
Ga107 1.0 0.938000 0.313660 0.444260 Uiso ? Ga
Ga108 1.0 0.186100 0.313680 0.451630 Uiso ? Ga
Ga109 1.0 0.313900 0.188700 0.430800 Uiso ? Ga
Ga110 1.0 0.563900 0.188660 0.472460 Uiso ? Ga
Ga111 1.0 0.938000 0.061340 0.368240 Uiso ? Ga
Ga112 1.0 0.186100 0.061320 0.360870 Uiso ? Ga
Ga113 1.0 0.562000 0.686320 0.639070 Uiso ? Ga
Ga114 1.0 0.562000 0.938640 0.715090 Uiso ? Ga
Ga115 1.0 0.313900 0.938660 0.722460 Uiso ? Ga
Ga116 1.0 0.688000 0.563640 0.777590 Uiso ? Ga
Ga117 1.0 0.312000 0.688620 0.798420 Uiso ? Ga
Ga118 1.0 0.063900 0.688700 0.805800 Uiso ? Ga
Ga119 1.0 0.438000 0.561340 0.868240 Uiso ? Ga
Ga120 1.0 0.686100 0.561320 0.860870 Uiso ? Ga
Ga121 1.0 0.813900 0.436340 0.840040 Uiso ? Ga
Ga122 1.0 0.313900 0.686340 0.965040 Uiso ? Ga
Ga123 1.0 0.188000 0.811360 0.534910 Uiso ? Ga
Ga124 1.0 0.436100 0.811340 0.527540 Uiso ? Ga
Ga125 1.0 0.188000 0.813660 0.569260 Uiso ? Ga
Ga126 1.0 0.436100 0.813680 0.576630 Uiso ? Ga
Ga127 1.0 0.812000 0.938640 0.590090 Uiso ? Ga
Ga128 1.0 0.188000 0.063620 0.610920 Uiso ? Ga
Ga129 1.0 0.436100 0.063700 0.618300 Uiso ? Ga
Ga130 1.0 0.563900 0.938660 0.597460 Uiso ? Ga
Ga131 1.0 0.938000 0.811360 0.659910 Uiso ? Ga
Ga132 1.0 0.186100 0.811340 0.652540 Uiso ? Ga
Ga133 1.0 0.313900 0.686300 0.631700 Uiso ? Ga
Ga134 1.0 0.438000 0.563640 0.902590 Uiso ? Ga
Ga135 1.0 0.438000 0.811340 0.743240 Uiso ? Ga
Ga136 1.0 0.686100 0.811320 0.735870 Uiso ? Ga
Ga137 1.0 0.813900 0.686340 0.715040 Uiso ? Ga
Ga138 1.0 0.312000 0.686320 0.764070 Uiso ? Ga
Ga139 1.0 0.063900 0.686300 0.756700 Uiso ? Ga
Ga140 1.0 0.688000 0.811340 0.618240 Uiso ? Ga
Ga141 1.0 0.938000 0.563640 0.652590 Uiso ? Ga
Ga142 1.0 0.562000 0.688620 0.673420 Uiso ? Ga
Ga143 1.0 0.938000 0.813660 0.694260 Uiso ? Ga
Ga144 1.0 0.186100 0.813680 0.701630 Uiso ? Ga
Ga145 1.0 0.313900 0.688700 0.680800 Uiso ? Ga
Ga146 1.0 0.688000 0.813660 0.819260 Uiso ? Ga
Ga147 1.0 0.936100 0.813680 0.826630 Uiso ? Ga
Ga148 1.0 0.936100 0.811320 0.610870 Uiso ? Ga
Ga149 1.0 0.688000 0.061380 0.326580 Uiso ? Ga
Ga150 1.0 0.936100 0.061300 0.319200 Uiso ? Ga
Ga151 1.0 0.688000 0.813680 0.485930 Uiso ? Ga
Ga152 1.0 0.936100 0.813700 0.493300 Uiso ? Ga
Ga153 1.0 0.312000 0.938660 0.506760 Uiso ? Ga
Ga154 1.0 0.063900 0.938680 0.514130 Uiso ? Ga
Ga155 1.0 0.188000 0.061320 0.576570 Uiso ? Ga
Ga156 1.0 0.436100 0.061300 0.569200 Uiso ? Ga
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Ga157 1.0 0.812000 0.188620 0.298420 Uiso ? Ga
Ga158 1.0 0.563900 0.188700 0.305800 Uiso ? Ga
Ga159 1.0 0.188000 0.061360 0.409910 Uiso ? Ga
Ga160 1.0 0.436100 0.061340 0.402540 Uiso ? Ga
Ga161 1.0 0.438000 0.061360 0.284910 Uiso ? Ga
Ga162 1.0 0.686100 0.061340 0.277540 Uiso ? Ga
Ga163 1.0 0.812000 0.936340 0.555740 Uiso ? Ga
Ga164 1.0 0.563900 0.936320 0.548370 Uiso ? Ga
Ga165 1.0 0.938000 0.063620 0.235920 Uiso ? Ga
Ga166 1.0 0.186100 0.063700 0.243300 Uiso ? Ga
Ga167 1.0 0.562000 0.188660 0.256760 Uiso ? Ga
Ga168 1.0 0.313900 0.188680 0.264130 Uiso ? Ga
Ga169 1.0 0.188000 0.313660 0.319260 Uiso ? Ga
Ga170 1.0 0.436100 0.313680 0.326630 Uiso ? Ga
Ga171 1.0 0.062000 0.188640 0.340090 Uiso ? Ga
Ga172 1.0 0.686100 0.313700 0.368300 Uiso ? Ga
Ga173 1.0 0.813900 0.188660 0.347460 Uiso ? Ga
Ga174 1.0 0.063900 0.188680 0.389130 Uiso ? Ga
Ga175 1.0 0.438000 0.061380 0.451580 Uiso ? Ga
Ga176 1.0 0.686100 0.061300 0.444200 Uiso ? Ga
Ga177 1.0 0.312000 0.936360 0.472410 Uiso ? Ga
Ga178 1.0 0.063900 0.936340 0.465040 Uiso ? Ga
Ga179 1.0 0.188000 0.061380 0.076580 Uiso ? Ga
Ga180 1.0 0.436100 0.061300 0.069200 Uiso ? Ga
Ga181 1.0 0.188000 0.063680 0.110930 Uiso ? Ga
Ga182 1.0 0.436100 0.063700 0.118300 Uiso ? Ga
Ga183 1.0 0.688000 0.061360 0.159910 Uiso ? Ga
Ga184 1.0 0.936100 0.061340 0.152540 Uiso ? Ga
Ga185 1.0 0.938000 0.061380 0.201580 Uiso ? Ga
Ga186 1.0 0.186100 0.061300 0.194200 Uiso ? Ga
Ga187 1.0 0.562000 0.186360 0.222410 Uiso ? Ga
Ga188 1.0 0.313900 0.186340 0.215040 Uiso ? Ga
Ga189 1.0 0.438000 0.313620 0.360920 Uiso ? Ga
Ga190 1.0 0.312000 0.188660 0.381760 Uiso ? Ga
Ga191 1.0 0.688000 0.313640 0.402590 Uiso ? Ga
Ga192 1.0 0.936100 0.313660 0.409960 Uiso ? Ga
Ga193 1.0 0.686100 0.311340 0.652540 Uiso ? Ga
Ga194 1.0 0.062000 0.436340 0.680740 Uiso ? Ga
Ga195 1.0 0.813900 0.436320 0.673370 Uiso ? Ga
Ga196 1.0 0.562000 0.936360 0.847410 Uiso ? Ga
Ga197 1.0 0.313900 0.936340 0.840040 Uiso ? Ga
Ga198 1.0 0.062000 0.438640 0.715090 Uiso ? Ga
Ga199 1.0 0.188000 0.063640 0.777590 Uiso ? Ga
Ga200 1.0 0.436100 0.063660 0.784960 Uiso ? Ga
Ga201 1.0 0.562000 0.938660 0.881760 Uiso ? Ga
Ga202 1.0 0.313900 0.938680 0.889130 Uiso ? Ga
Ga203 1.0 0.062000 0.936340 0.930740 Uiso ? Ga
Ga204 1.0 0.813900 0.936320 0.923370 Uiso ? Ga
Ga205 1.0 0.812000 0.688660 0.381760 Uiso ? Ga
Ga206 1.0 0.436100 0.813660 0.409960 Uiso ? Ga
Ga207 1.0 0.563900 0.688680 0.389130 Uiso ? Ga
Ga208 1.0 0.812000 0.436360 0.472410 Uiso ? Ga
Ga209 1.0 0.312000 0.438640 0.590090 Uiso ? Ga
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Ga210 1.0 0.936100 0.563700 0.618300 Uiso ? Ga
Ga211 1.0 0.313900 0.438680 0.639130 Uiso ? Ga
Ga212 1.0 0.936100 0.311340 0.527540 Uiso ? Ga
Ga213 1.0 0.312000 0.436340 0.555740 Uiso ? Ga
Ga214 1.0 0.688000 0.561320 0.576570 Uiso ? Ga
Ga215 1.0 0.936100 0.561300 0.569200 Uiso ? Ga
Ga216 1.0 0.063900 0.436320 0.548370 Uiso ? Ga
Ga217 1.0 0.312000 0.686360 0.597410 Uiso ? Ga
Ga218 1.0 0.688000 0.563620 0.610920 Uiso ? Ga
Ga219 1.0 0.562000 0.438660 0.631760 Uiso ? Ga
Ga220 1.0 0.936100 0.561340 0.402540 Uiso ? Ga
Ga221 1.0 0.562000 0.436340 0.430740 Uiso ? Ga
Ga222 1.0 0.938000 0.561380 0.451580 Uiso ? Ga
Ga223 1.0 0.186100 0.561300 0.444200 Uiso ? Ga
Ga224 1.0 0.313900 0.436320 0.423370 Uiso ? Ga
Ga225 1.0 0.188000 0.313680 0.485930 Uiso ? Ga
Ga226 1.0 0.436100 0.313700 0.493300 Uiso ? Ga
Ga227 1.0 0.812000 0.438660 0.506760 Uiso ? Ga
Ga228 1.0 0.436100 0.563660 0.534960 Uiso ? Ga
Ga229 1.0 0.563900 0.438680 0.514130 Uiso ? Ga
Ga230 1.0 0.062000 0.186320 0.639070 Uiso ? Ga
Ga231 1.0 0.438000 0.311360 0.659910 Uiso ? Ga
Ga232 1.0 0.813900 0.186300 0.631700 Uiso ? Ga
Ga233 1.0 0.438000 0.313660 0.694260 Uiso ? Ga
Ga234 1.0 0.686100 0.313680 0.701630 Uiso ? Ga
Ga235 1.0 0.813900 0.438660 0.722460 Uiso ? Ga
Ga236 1.0 0.812000 0.188620 0.798420 Uiso ? Ga
Ga237 1.0 0.563900 0.188700 0.805800 Uiso ? Ga
Ga238 1.0 0.062000 0.188620 0.673420 Uiso ? Ga
Ga239 1.0 0.813900 0.188700 0.680800 Uiso ? Ga
Ga240 1.0 0.938000 0.311340 0.743240 Uiso ? Ga
Ga241 1.0 0.186100 0.311320 0.735870 Uiso ? Ga
Ga242 1.0 0.812000 0.186320 0.764070 Uiso ? Ga
Ga243 1.0 0.563900 0.186300 0.756700 Uiso ? Ga
Ga244 1.0 0.063900 0.438660 0.597460 Uiso ? Ga
Ga245 1.0 0.938000 0.313640 0.277590 Uiso ? Ga
Ga246 1.0 0.186100 0.313660 0.284960 Uiso ? Ga
Ga247 1.0 0.688000 0.311360 0.534910 Uiso ? Ga
Ga248 1.0 0.936100 0.063660 0.034960 Uiso ? Ga
Ga249 1.0 0.812000 0.186360 0.097410 Uiso ? Ga
Ga250 1.0 0.812000 0.188660 0.131760 Uiso ? Ga
Ga251 1.0 0.436100 0.313660 0.159960 Uiso ? Ga
Ga252 1.0 0.563900 0.188680 0.139130 Uiso ? Ga
Ga253 1.0 0.062000 0.188620 0.173420 Uiso ? Ga
Ga254 1.0 0.438000 0.313660 0.194260 Uiso ? Ga
Ga255 1.0 0.686100 0.313680 0.201630 Uiso ? Ga
Ga256 1.0 0.813900 0.188700 0.180800 Uiso ? Ga
Ga257 1.0 0.938000 0.311340 0.243240 Uiso ? Ga
Ga258 1.0 0.186100 0.311320 0.235870 Uiso ? Ga
Ga259 1.0 0.813900 0.438660 0.222460 Uiso ? Ga
Ga260 1.0 0.562000 0.436380 0.264080 Uiso ? Ga
Ga261 1.0 0.938000 0.561360 0.284910 Uiso ? Ga
Ga262 1.0 0.313900 0.436300 0.256700 Uiso ? Ga
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Ga263 1.0 0.812000 0.436340 0.305740 Uiso ? Ga
Ga264 1.0 0.188000 0.561380 0.326580 Uiso ? Ga
Ga265 1.0 0.436100 0.561300 0.319200 Uiso ? Ga
Ga266 1.0 0.563900 0.436320 0.298370 Uiso ? Ga
Ga267 1.0 0.062000 0.436360 0.347410 Uiso ? Ga
Ga268 1.0 0.438000 0.561340 0.368240 Uiso ? Ga
Ga269 1.0 0.686100 0.561320 0.360870 Uiso ? Ga
Ga270 1.0 0.813900 0.436340 0.340040 Uiso ? Ga
Ga271 1.0 0.313900 0.688660 0.347460 Uiso ? Ga
Ga272 1.0 0.312000 0.436380 0.389080 Uiso ? Ga
Ga273 1.0 0.688000 0.561360 0.409910 Uiso ? Ga
Ga274 1.0 0.063900 0.436300 0.381700 Uiso ? Ga
Ga275 1.0 0.562000 0.936360 0.347410 Uiso ? Ga
Ga276 1.0 0.313900 0.936340 0.340040 Uiso ? Ga
Ga277 1.0 0.438000 0.813660 0.444260 Uiso ? Ga
Ga278 1.0 0.686100 0.813680 0.451630 Uiso ? Ga
Ga279 1.0 0.188000 0.813640 0.402590 Uiso ? Ga
Ga280 1.0 0.062000 0.688620 0.423420 Uiso ? Ga
Ga281 1.0 0.813900 0.688700 0.430800 Uiso ? Ga
Ga282 1.0 0.188000 0.561340 0.493240 Uiso ? Ga
Ga283 1.0 0.436100 0.561320 0.485870 Uiso ? Ga
Ga284 1.0 0.563900 0.436340 0.465040 Uiso ? Ga
Ga285 1.0 0.812000 0.686380 0.514080 Uiso ? Ga
Ga286 1.0 0.563900 0.686300 0.506700 Uiso ? Ga
Ga287 1.0 0.812000 0.688620 0.548420 Uiso ? Ga
Ga288 1.0 0.563900 0.688700 0.555800 Uiso ? Ga
Ga289 1.0 0.063900 0.686340 0.590040 Uiso ? Ga
Ga290 1.0 0.688000 0.063640 0.027590 Uiso ? Ga
Ga291 1.0 0.188000 0.311340 0.118240 Uiso ? Ga
Ga292 1.0 0.436100 0.311320 0.110870 Uiso ? Ga
Ga293 1.0 0.563900 0.186340 0.090040 Uiso ? Ga
Ga294 1.0 0.188000 0.313640 0.152590 Uiso ? Ga
Ga295 1.0 0.062000 0.436340 0.180740 Uiso ? Ga
Ga296 1.0 0.438000 0.561380 0.201580 Uiso ? Ga
Ga297 1.0 0.686100 0.561300 0.194200 Uiso ? Ga
Ga298 1.0 0.813900 0.436320 0.173370 Uiso ? Ga
Ga299 1.0 0.062000 0.438640 0.215090 Uiso ? Ga
Ga300 1.0 0.438000 0.563620 0.235920 Uiso ? Ga
Ga301 1.0 0.686100 0.563700 0.243300 Uiso ? Ga
Ga302 1.0 0.062000 0.688660 0.256760 Uiso ? Ga
Ga303 1.0 0.438000 0.813640 0.277590 Uiso ? Ga
Ga304 1.0 0.186100 0.561340 0.277540 Uiso ? Ga
Ga305 1.0 0.686100 0.813660 0.284960 Uiso ? Ga
Ga306 1.0 0.813900 0.688680 0.264130 Uiso ? Ga
Ga307 1.0 0.312000 0.688620 0.298420 Uiso ? Ga
Ga308 1.0 0.688000 0.813660 0.319260 Uiso ? Ga
Ga309 1.0 0.936100 0.813680 0.326630 Uiso ? Ga
Ga310 1.0 0.063900 0.688700 0.305800 Uiso ? Ga
Ga311 1.0 0.562000 0.688640 0.340090 Uiso ? Ga
Ga312 1.0 0.938000 0.813620 0.360920 Uiso ? Ga
Ga313 1.0 0.186100 0.813700 0.368300 Uiso ? Ga
Ga314 1.0 0.188000 0.563640 0.527590 Uiso ? Ga
Ga315 1.0 0.812000 0.936380 0.389080 Uiso ? Ga
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Ga316 1.0 0.312000 0.688640 0.465090 Uiso ? Ga
Ga317 1.0 0.063900 0.688660 0.472460 Uiso ? Ga
Ga318 1.0 0.563900 0.936300 0.381700 Uiso ? Ga
Ga319 1.0 0.062000 0.936340 0.430740 Uiso ? Ga
Ga320 1.0 0.813900 0.936320 0.423370 Uiso ? Ga
Ga321 1.0 0.312000 0.188620 0.048420 Uiso ? Ga
Ga322 1.0 0.063900 0.188700 0.055800 Uiso ? Ga
Ga323 1.0 0.812000 0.436380 0.139080 Uiso ? Ga
Ga324 1.0 0.188000 0.561360 0.159910 Uiso ? Ga
Ga325 1.0 0.436100 0.561340 0.152540 Uiso ? Ga
Ga326 1.0 0.563900 0.436300 0.131700 Uiso ? Ga
Ga327 1.0 0.062000 0.686360 0.222410 Uiso ? Ga
Ga328 1.0 0.438000 0.811340 0.243240 Uiso ? Ga
Ga329 1.0 0.686100 0.811320 0.235870 Uiso ? Ga
Ga330 1.0 0.813900 0.686340 0.215040 Uiso ? Ga
Ga331 1.0 0.062000 0.936380 0.264080 Uiso ? Ga
Ga332 1.0 0.813900 0.936300 0.256700 Uiso ? Ga
Ga333 1.0 0.312000 0.936340 0.305740 Uiso ? Ga
Ga334 1.0 0.063900 0.936320 0.298370 Uiso ? Ga
Ga335 1.0 0.562000 0.688620 0.173420 Uiso ? Ga
Ga336 1.0 0.313900 0.688700 0.180800 Uiso ? Ga
Ga337 1.0 0.688000 0.313660 0.069260 Uiso ? Ga
Ga338 1.0 0.936100 0.313680 0.076630 Uiso ? Ga
Ga339 1.0 0.312000 0.438640 0.090090 Uiso ? Ga
Ga340 1.0 0.936100 0.563700 0.118300 Uiso ? Ga
Ga341 1.0 0.063900 0.438660 0.097460 Uiso ? Ga
Ga342 1.0 0.063900 0.688680 0.139130 Uiso ? Ga
Ga343 1.0 0.938000 0.813660 0.194260 Uiso ? Ga
Ga344 1.0 0.186100 0.813680 0.201630 Uiso ? Ga
Ga345 1.0 0.562000 0.938640 0.215090 Uiso ? Ga
Ga346 1.0 0.313900 0.938660 0.222460 Uiso ? Ga
Ga347 1.0 0.812000 0.686380 0.014080 Uiso ? Ga
Ga348 1.0 0.812000 0.438660 0.006760 Uiso ? Ga
Ga349 1.0 0.188000 0.563640 0.027590 Uiso ? Ga
Ga350 1.0 0.188000 0.811360 0.034910 Uiso ? Ga
Ga351 1.0 0.312000 0.186380 0.014080 Uiso ? Ga
Ga352 1.0 0.312000 0.938660 0.006760 Uiso ? Ga
Ga353 1.0 0.688000 0.311360 0.034910 Uiso ? Ga
Ga354 1.0 0.936100 0.311340 0.027540 Uiso ? Ga
Ga355 1.0 0.063900 0.186300 0.006700 Uiso ? Ga
Ga356 1.0 0.063900 0.938680 0.014130 Uiso ? Ga
Ga357 1.0 0.436100 0.563660 0.034960 Uiso ? Ga
Ga358 1.0 0.436100 0.811340 0.027540 Uiso ? Ga
Ga359 1.0 0.563900 0.686300 0.006700 Uiso ? Ga
Ga360 1.0 0.563900 0.438680 0.014130 Uiso ? Ga
Ga361 1.0 0.812000 0.936340 0.055740 Uiso ? Ga
Ga362 1.0 0.812000 0.688620 0.048420 Uiso ? Ga
Ga363 1.0 0.188000 0.813660 0.069260 Uiso ? Ga
Ga364 1.0 0.312000 0.436340 0.055740 Uiso ? Ga
Ga365 1.0 0.688000 0.561380 0.076580 Uiso ? Ga
Ga366 1.0 0.936100 0.561300 0.069200 Uiso ? Ga
Ga367 1.0 0.063900 0.436320 0.048370 Uiso ? Ga
Ga368 1.0 0.436100 0.813680 0.076630 Uiso ? Ga
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Ga369 1.0 0.563900 0.936320 0.048370 Uiso ? Ga
Ga370 1.0 0.563900 0.688700 0.055800 Uiso ? Ga
Ga371 1.0 0.812000 0.938640 0.090090 Uiso ? Ga
Ga372 1.0 0.312000 0.686360 0.097410 Uiso ? Ga
Ga373 1.0 0.688000 0.811340 0.118240 Uiso ? Ga
Ga374 1.0 0.936100 0.811320 0.110870 Uiso ? Ga
Ga375 1.0 0.063900 0.686340 0.090040 Uiso ? Ga
Ga376 1.0 0.563900 0.938660 0.097460 Uiso ? Ga
Ga377 1.0 0.312000 0.936380 0.139080 Uiso ? Ga
Ga378 1.0 0.063900 0.936300 0.131700 Uiso ? Ga
Ga379 1.0 0.562000 0.936340 0.180740 Uiso ? Ga
Ga380 1.0 0.313900 0.936320 0.173370 Uiso ? Ga
Ga381 1.0 0.688000 0.563680 0.110930 Uiso ? Ga
Ga382 1.0 0.312000 0.688660 0.131760 Uiso ? Ga
Ga383 1.0 0.688000 0.813640 0.152590 Uiso ? Ga
Ga384 1.0 0.936100 0.813660 0.159960 Uiso ? Ga
Se1 1.0 0.937600 0.564180 0.711380 Uiso ? Se
Se2 1.0 0.563000 0.937320 0.788770 Uiso ? Se
Se3 1.0 0.437000 0.812340 0.767940 Uiso ? Se
Se4 1.0 0.437600 0.814180 0.836380 Uiso ? Se
Se5 1.0 0.437600 0.064200 0.878050 Uiso ? Se
Se6 1.0 0.062400 0.189180 0.898880 Uiso ? Se
Se7 1.0 0.062400 0.439200 0.940550 Uiso ? Se
Se8 1.0 0.820500 0.687480 0.739580 Uiso ? Se
Se9 1.0 0.679500 0.562500 0.718750 Uiso ? Se
Se10 1.0 0.320500 0.187480 0.739580 Uiso ? Se
Se11 1.0 0.179500 0.062500 0.718750 Uiso ? Se
Se12 1.0 0.303200 0.687480 0.739580 Uiso ? Se
Se13 1.0 0.196800 0.562500 0.718750 Uiso ? Se
Se14 1.0 0.803200 0.187480 0.739580 Uiso ? Se
Se15 1.0 0.696800 0.062500 0.718750 Uiso ? Se
Se16 1.0 0.437600 0.060820 0.726120 Uiso ? Se
Se17 1.0 0.062400 0.185800 0.746950 Uiso ? Se
Se18 1.0 0.937600 0.560820 0.726120 Uiso ? Se
Se19 1.0 0.562400 0.685800 0.746950 Uiso ? Se
Se20 1.0 0.563000 0.437680 0.773730 Uiso ? Se
Se21 1.0 0.437000 0.312700 0.752900 Uiso ? Se
Se22 1.0 0.063000 0.937680 0.773730 Uiso ? Se
Se23 1.0 0.063000 0.437320 0.788770 Uiso ? Se
Se24 1.0 0.937000 0.812700 0.752900 Uiso ? Se
Se25 1.0 0.811800 0.428880 0.781280 Uiso ? Se
Se26 1.0 0.811800 0.946120 0.781220 Uiso ? Se
Se27 1.0 0.188200 0.821080 0.760380 Uiso ? Se
Se28 1.0 0.188200 0.303900 0.760450 Uiso ? Se
Se29 1.0 0.311800 0.928880 0.781280 Uiso ? Se
Se30 1.0 0.311800 0.446120 0.781220 Uiso ? Se
Se31 1.0 0.688200 0.321080 0.760380 Uiso ? Se
Se32 1.0 0.688200 0.803900 0.760450 Uiso ? Se
Se33 1.0 0.437000 0.562660 0.794560 Uiso ? Se
Se34 1.0 0.937000 0.562300 0.809600 Uiso ? Se
Se35 1.0 0.188200 0.553920 0.802120 Uiso ? Se
Se36 1.0 0.688200 0.571100 0.802050 Uiso ? Se
Se37 1.0 0.179500 0.812500 0.843750 Uiso ? Se
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Se38 1.0 0.696800 0.812500 0.843750 Uiso ? Se
Se39 1.0 0.313000 0.687300 0.872100 Uiso ? Se
Se40 1.0 0.061800 0.678920 0.864620 Uiso ? Se
Se41 1.0 0.561800 0.696100 0.864550 Uiso ? Se
Se42 1.0 0.562400 0.439220 0.857220 Uiso ? Se
Se43 1.0 0.437600 0.810820 0.851120 Uiso ? Se
Se44 1.0 0.320500 0.187500 0.906250 Uiso ? Se
Se45 1.0 0.179500 0.062520 0.885420 Uiso ? Se
Se46 1.0 0.820500 0.687500 0.906250 Uiso ? Se
Se47 1.0 0.803200 0.187500 0.906250 Uiso ? Se
Se48 1.0 0.696800 0.062520 0.885420 Uiso ? Se
Se49 1.0 0.303200 0.687500 0.906250 Uiso ? Se
Se50 1.0 0.813000 0.437320 0.913770 Uiso ? Se
Se51 1.0 0.687000 0.312340 0.892940 Uiso ? Se
Se52 1.0 0.313000 0.437680 0.898730 Uiso ? Se
Se53 1.0 0.187000 0.812340 0.892940 Uiso ? Se
Se54 1.0 0.187000 0.312700 0.877900 Uiso ? Se
Se55 1.0 0.061800 0.446120 0.906220 Uiso ? Se
Se56 1.0 0.438200 0.321080 0.885380 Uiso ? Se
Se57 1.0 0.561800 0.428880 0.906280 Uiso ? Se
Se58 1.0 0.938200 0.303900 0.885450 Uiso ? Se
Se59 1.0 0.562400 0.685820 0.913620 Uiso ? Se
Se60 1.0 0.562400 0.689180 0.898880 Uiso ? Se
Se61 1.0 0.437600 0.060780 0.892780 Uiso ? Se
Se62 1.0 0.062400 0.185820 0.913620 Uiso ? Se
Se63 1.0 0.320500 0.437520 0.947920 Uiso ? Se
Se64 1.0 0.820500 0.937520 0.947920 Uiso ? Se
Se65 1.0 0.679500 0.812480 0.927080 Uiso ? Se
Se66 1.0 0.803200 0.437520 0.947920 Uiso ? Se
Se67 1.0 0.303200 0.937520 0.947920 Uiso ? Se
Se68 1.0 0.196800 0.812480 0.927080 Uiso ? Se
Se69 1.0 0.813000 0.187700 0.940400 Uiso ? Se
Se70 1.0 0.687000 0.562300 0.934600 Uiso ? Se
Se71 1.0 0.687000 0.062660 0.919560 Uiso ? Se
Se72 1.0 0.313000 0.187340 0.955440 Uiso ? Se
Se73 1.0 0.187000 0.062300 0.934600 Uiso ? Se
Se74 1.0 0.187000 0.562660 0.919560 Uiso ? Se
Se75 1.0 0.061800 0.178900 0.947950 Uiso ? Se
Se76 1.0 0.438200 0.571100 0.927050 Uiso ? Se
Se77 1.0 0.438200 0.053920 0.927120 Uiso ? Se
Se78 1.0 0.561800 0.196080 0.947880 Uiso ? Se
Se79 1.0 0.938200 0.071100 0.927050 Uiso ? Se
Se80 1.0 0.938200 0.553920 0.927120 Uiso ? Se
Se81 1.0 0.937600 0.814220 0.919720 Uiso ? Se
Se82 1.0 0.937600 0.810800 0.934450 Uiso ? Se
Se83 1.0 0.562400 0.935780 0.955280 Uiso ? Se
Se84 1.0 0.562400 0.939200 0.940550 Uiso ? Se
Se85 1.0 0.062400 0.435780 0.955280 Uiso ? Se
Se86 1.0 0.320500 0.687480 0.989580 Uiso ? Se
Se87 1.0 0.179500 0.562500 0.968750 Uiso ? Se
Se88 1.0 0.820500 0.187480 0.989580 Uiso ? Se
Se89 1.0 0.679500 0.062500 0.968750 Uiso ? Se
Se90 1.0 0.803200 0.687480 0.989580 Uiso ? Se



205

Se91 1.0 0.696800 0.562500 0.968750 Uiso ? Se
Se92 1.0 0.303200 0.187480 0.989580 Uiso ? Se
Se93 1.0 0.196800 0.062500 0.968750 Uiso ? Se
Se94 1.0 0.813000 0.437660 0.982060 Uiso ? Se
Se95 1.0 0.813000 0.937300 0.997100 Uiso ? Se
Se96 1.0 0.687000 0.812320 0.976270 Uiso ? Se
Se97 1.0 0.687000 0.312680 0.961230 Uiso ? Se
Se98 1.0 0.313000 0.937660 0.982060 Uiso ? Se
Se99 1.0 0.313000 0.437300 0.997100 Uiso ? Se
Se100 1.0 0.187000 0.312320 0.976270 Uiso ? Se
Se101 1.0 0.061800 0.428920 0.989620 Uiso ? Se
Se102 1.0 0.061800 0.946100 0.989550 Uiso ? Se
Se103 1.0 0.438200 0.821120 0.968720 Uiso ? Se
Se104 1.0 0.438200 0.303880 0.968780 Uiso ? Se
Se105 1.0 0.561800 0.928920 0.989620 Uiso ? Se
Se106 1.0 0.561800 0.446100 0.989550 Uiso ? Se
Se107 1.0 0.938200 0.321120 0.968720 Uiso ? Se
Se108 1.0 0.938200 0.803880 0.968780 Uiso ? Se
Se109 1.0 0.937600 0.064180 0.961380 Uiso ? Se
Se110 1.0 0.937600 0.060820 0.976120 Uiso ? Se
Se111 1.0 0.562400 0.185800 0.996950 Uiso ? Se
Se112 1.0 0.437600 0.564180 0.961380 Uiso ? Se
Se113 1.0 0.437600 0.560820 0.976120 Uiso ? Se
Se114 1.0 0.062400 0.685800 0.996950 Uiso ? Se
Se115 1.0 0.062400 0.689220 0.982220 Uiso ? Se
Se116 1.0 0.313000 0.937680 0.648730 Uiso ? Se
Se117 1.0 0.813000 0.937320 0.663770 Uiso ? Se
Se118 1.0 0.561800 0.928880 0.656280 Uiso ? Se
Se119 1.0 0.061800 0.946120 0.656220 Uiso ? Se
Se120 1.0 0.437600 0.064180 0.711380 Uiso ? Se
Se121 1.0 0.062400 0.189220 0.732220 Uiso ? Se
Se122 1.0 0.937000 0.312340 0.767940 Uiso ? Se
Se123 1.0 0.570500 0.437520 0.822920 Uiso ? Se
Se124 1.0 0.053200 0.437520 0.822920 Uiso ? Se
Se125 1.0 0.312400 0.435780 0.830280 Uiso ? Se
Se126 1.0 0.312400 0.439200 0.815550 Uiso ? Se
Se127 1.0 0.820500 0.437480 0.864580 Uiso ? Se
Se128 1.0 0.679500 0.312500 0.843750 Uiso ? Se
Se129 1.0 0.303200 0.437480 0.864580 Uiso ? Se
Se130 1.0 0.196800 0.312500 0.843750 Uiso ? Se
Se131 1.0 0.937600 0.314180 0.836380 Uiso ? Se
Se132 1.0 0.937600 0.310820 0.851120 Uiso ? Se
Se133 1.0 0.562400 0.435800 0.871950 Uiso ? Se
Se134 1.0 0.187000 0.812680 0.961230 Uiso ? Se
Se135 1.0 0.187000 0.562300 0.684600 Uiso ? Se
Se136 1.0 0.687000 0.562660 0.669560 Uiso ? Se
Se137 1.0 0.938200 0.571100 0.677050 Uiso ? Se
Se138 1.0 0.438200 0.553920 0.677120 Uiso ? Se
Se139 1.0 0.562400 0.689220 0.732220 Uiso ? Se
Se140 1.0 0.187600 0.814220 0.794720 Uiso ? Se
Se141 1.0 0.812400 0.939200 0.815550 Uiso ? Se
Se142 1.0 0.070500 0.937520 0.822920 Uiso ? Se
Se143 1.0 0.929500 0.812480 0.802080 Uiso ? Se



206

Se144 1.0 0.553200 0.937520 0.822920 Uiso ? Se
Se145 1.0 0.446800 0.812480 0.802080 Uiso ? Se
Se146 1.0 0.187600 0.810800 0.809450 Uiso ? Se
Se147 1.0 0.812400 0.935780 0.830280 Uiso ? Se
Se148 1.0 0.813000 0.687660 0.857060 Uiso ? Se
Se149 1.0 0.687000 0.812700 0.877900 Uiso ? Se
Se150 1.0 0.438200 0.803900 0.885450 Uiso ? Se
Se151 1.0 0.938200 0.821080 0.885380 Uiso ? Se
Se152 1.0 0.562400 0.189220 0.982220 Uiso ? Se
Se153 1.0 0.062400 0.439200 0.440550 Uiso ? Se
Se154 1.0 0.320500 0.437520 0.447920 Uiso ? Se
Se155 1.0 0.803200 0.437520 0.447920 Uiso ? Se
Se156 1.0 0.062400 0.435780 0.455280 Uiso ? Se
Se157 1.0 0.187600 0.060780 0.517780 Uiso ? Se
Se158 1.0 0.063000 0.187340 0.580440 Uiso ? Se
Se159 1.0 0.937000 0.062300 0.559600 Uiso ? Se
Se160 1.0 0.563000 0.187700 0.565400 Uiso ? Se
Se161 1.0 0.437000 0.062660 0.544560 Uiso ? Se
Se162 1.0 0.311800 0.196080 0.572880 Uiso ? Se
Se163 1.0 0.688200 0.071100 0.552050 Uiso ? Se
Se164 1.0 0.811800 0.178900 0.572950 Uiso ? Se
Se165 1.0 0.188200 0.053920 0.552120 Uiso ? Se
Se166 1.0 0.937000 0.312320 0.601270 Uiso ? Se
Se167 1.0 0.437000 0.312680 0.586230 Uiso ? Se
Se168 1.0 0.688200 0.321120 0.593720 Uiso ? Se
Se169 1.0 0.188200 0.303880 0.593780 Uiso ? Se
Se170 1.0 0.312400 0.189220 0.607220 Uiso ? Se
Se171 1.0 0.937600 0.064200 0.628050 Uiso ? Se
Se172 1.0 0.437600 0.314220 0.919720 Uiso ? Se
Se173 1.0 0.679500 0.062520 0.635420 Uiso ? Se
Se174 1.0 0.196800 0.062520 0.635420 Uiso ? Se
Se175 1.0 0.813000 0.187300 0.872100 Uiso ? Se
Se176 1.0 0.687000 0.062320 0.851270 Uiso ? Se
Se177 1.0 0.313000 0.187660 0.857060 Uiso ? Se
Se178 1.0 0.187000 0.062680 0.836230 Uiso ? Se
Se179 1.0 0.061800 0.196100 0.864550 Uiso ? Se
Se180 1.0 0.438200 0.071120 0.843720 Uiso ? Se
Se181 1.0 0.561800 0.178920 0.864620 Uiso ? Se
Se182 1.0 0.938200 0.053880 0.843780 Uiso ? Se
Se183 1.0 0.179500 0.312480 0.927080 Uiso ? Se
Se184 1.0 0.696800 0.312480 0.927080 Uiso ? Se
Se185 1.0 0.437600 0.310800 0.934450 Uiso ? Se
Se186 1.0 0.570500 0.187480 0.614580 Uiso ? Se
Se187 1.0 0.053200 0.187480 0.614580 Uiso ? Se
Se188 1.0 0.312400 0.185800 0.621950 Uiso ? Se
Se189 1.0 0.937600 0.060780 0.642780 Uiso ? Se
Se190 1.0 0.313000 0.187700 0.690400 Uiso ? Se
Se191 1.0 0.187000 0.062660 0.669560 Uiso ? Se
Se192 1.0 0.813000 0.187340 0.705440 Uiso ? Se
Se193 1.0 0.687000 0.062300 0.684600 Uiso ? Se
Se194 1.0 0.561800 0.178900 0.697950 Uiso ? Se
Se195 1.0 0.938200 0.053920 0.677120 Uiso ? Se
Se196 1.0 0.061800 0.196080 0.697880 Uiso ? Se
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Se197 1.0 0.438200 0.071100 0.677050 Uiso ? Se
Se198 1.0 0.429500 0.312480 0.802080 Uiso ? Se
Se199 1.0 0.946800 0.312480 0.802080 Uiso ? Se
Se200 1.0 0.687600 0.314220 0.794720 Uiso ? Se
Se201 1.0 0.687600 0.310800 0.809450 Uiso ? Se
Se202 1.0 0.812400 0.185820 0.538620 Uiso ? Se
Se203 1.0 0.563000 0.187300 0.497100 Uiso ? Se
Se204 1.0 0.437000 0.062320 0.476270 Uiso ? Se
Se205 1.0 0.311800 0.178920 0.489620 Uiso ? Se
Se206 1.0 0.688200 0.053880 0.468780 Uiso ? Se
Se207 1.0 0.811800 0.196100 0.489550 Uiso ? Se
Se208 1.0 0.188200 0.071120 0.468720 Uiso ? Se
Se209 1.0 0.070500 0.187500 0.531250 Uiso ? Se
Se210 1.0 0.929500 0.062520 0.510420 Uiso ? Se
Se211 1.0 0.553200 0.187500 0.531250 Uiso ? Se
Se212 1.0 0.446800 0.062520 0.510420 Uiso ? Se
Se213 1.0 0.187600 0.064200 0.503050 Uiso ? Se
Se214 1.0 0.812400 0.189180 0.523880 Uiso ? Se
Se215 1.0 0.437600 0.314220 0.419720 Uiso ? Se
Se216 1.0 0.179500 0.312480 0.427080 Uiso ? Se
Se217 1.0 0.696800 0.312480 0.427080 Uiso ? Se
Se218 1.0 0.437600 0.310800 0.434450 Uiso ? Se
Se219 1.0 0.063000 0.187660 0.482060 Uiso ? Se
Se220 1.0 0.937000 0.062680 0.461230 Uiso ? Se
Se221 1.0 0.320500 0.937520 0.697920 Uiso ? Se
Se222 1.0 0.179500 0.812480 0.677080 Uiso ? Se
Se223 1.0 0.803200 0.937520 0.697920 Uiso ? Se
Se224 1.0 0.696800 0.812480 0.677080 Uiso ? Se
Se225 1.0 0.437600 0.814220 0.669720 Uiso ? Se
Se226 1.0 0.437600 0.810800 0.684450 Uiso ? Se
Se227 1.0 0.062400 0.935780 0.705280 Uiso ? Se
Se228 1.0 0.062400 0.939200 0.690550 Uiso ? Se
Se229 1.0 0.187600 0.560780 0.767780 Uiso ? Se
Se230 1.0 0.563000 0.687700 0.815400 Uiso ? Se
Se231 1.0 0.063000 0.687340 0.830440 Uiso ? Se
Se232 1.0 0.811800 0.678900 0.822950 Uiso ? Se
Se233 1.0 0.311800 0.696080 0.822880 Uiso ? Se
Se234 1.0 0.687000 0.562680 0.836230 Uiso ? Se
Se235 1.0 0.187000 0.562320 0.851270 Uiso ? Se
Se236 1.0 0.438200 0.553880 0.843780 Uiso ? Se
Se237 1.0 0.938200 0.571120 0.843720 Uiso ? Se
Se238 1.0 0.679500 0.562520 0.885420 Uiso ? Se
Se239 1.0 0.196800 0.562520 0.885420 Uiso ? Se
Se240 1.0 0.937600 0.564200 0.878050 Uiso ? Se
Se241 1.0 0.813000 0.687340 0.955440 Uiso ? Se
Se242 1.0 0.313000 0.687700 0.940400 Uiso ? Se
Se243 1.0 0.061800 0.696080 0.947880 Uiso ? Se
Se244 1.0 0.561800 0.678900 0.947950 Uiso ? Se
Se245 1.0 0.687600 0.814220 0.544720 Uiso ? Se
Se246 1.0 0.312400 0.939200 0.565550 Uiso ? Se
Se247 1.0 0.570500 0.937520 0.572920 Uiso ? Se
Se248 1.0 0.429500 0.812480 0.552080 Uiso ? Se
Se249 1.0 0.053200 0.937520 0.572920 Uiso ? Se
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Se250 1.0 0.946800 0.812480 0.552080 Uiso ? Se
Se251 1.0 0.687600 0.810800 0.559450 Uiso ? Se
Se252 1.0 0.312400 0.935780 0.580280 Uiso ? Se
Se253 1.0 0.063000 0.937660 0.607060 Uiso ? Se
Se254 1.0 0.937000 0.812680 0.586230 Uiso ? Se
Se255 1.0 0.563000 0.937300 0.622100 Uiso ? Se
Se256 1.0 0.437000 0.812320 0.601270 Uiso ? Se
Se257 1.0 0.311800 0.928920 0.614620 Uiso ? Se
Se258 1.0 0.688200 0.803880 0.593780 Uiso ? Se
Se259 1.0 0.811800 0.946100 0.614550 Uiso ? Se
Se260 1.0 0.188200 0.821120 0.593720 Uiso ? Se
Se261 1.0 0.187000 0.812700 0.627900 Uiso ? Se
Se262 1.0 0.687000 0.812340 0.642940 Uiso ? Se
Se263 1.0 0.938200 0.803900 0.635450 Uiso ? Se
Se264 1.0 0.438200 0.821080 0.635380 Uiso ? Se
Se265 1.0 0.937600 0.560780 0.892780 Uiso ? Se
Se266 1.0 0.313000 0.687340 0.705440 Uiso ? Se
Se267 1.0 0.813000 0.687700 0.690400 Uiso ? Se
Se268 1.0 0.561800 0.696080 0.697880 Uiso ? Se
Se269 1.0 0.061800 0.678900 0.697950 Uiso ? Se
Se270 1.0 0.313000 0.937300 0.747100 Uiso ? Se
Se271 1.0 0.187000 0.812320 0.726270 Uiso ? Se
Se272 1.0 0.561800 0.946100 0.739550 Uiso ? Se
Se273 1.0 0.938200 0.821120 0.718720 Uiso ? Se
Se274 1.0 0.061800 0.928920 0.739620 Uiso ? Se
Se275 1.0 0.438200 0.803880 0.718780 Uiso ? Se
Se276 1.0 0.187600 0.564200 0.753050 Uiso ? Se
Se277 1.0 0.812400 0.689180 0.773880 Uiso ? Se
Se278 1.0 0.320500 0.687500 0.656250 Uiso ? Se
Se279 1.0 0.179500 0.562520 0.635420 Uiso ? Se
Se280 1.0 0.803200 0.687500 0.656250 Uiso ? Se
Se281 1.0 0.696800 0.562520 0.635420 Uiso ? Se
Se282 1.0 0.437600 0.564200 0.628050 Uiso ? Se
Se283 1.0 0.437600 0.560780 0.642780 Uiso ? Se
Se284 1.0 0.062400 0.685820 0.663620 Uiso ? Se
Se285 1.0 0.062400 0.689180 0.648880 Uiso ? Se
Se286 1.0 0.813000 0.937660 0.732060 Uiso ? Se
Se287 1.0 0.687000 0.812680 0.711230 Uiso ? Se
Se288 1.0 0.070500 0.687500 0.781250 Uiso ? Se
Se289 1.0 0.929500 0.562520 0.760420 Uiso ? Se
Se290 1.0 0.553200 0.687500 0.781250 Uiso ? Se
Se291 1.0 0.446800 0.562520 0.760420 Uiso ? Se
Se292 1.0 0.812400 0.685820 0.788620 Uiso ? Se
Se293 1.0 0.070500 0.937480 0.489580 Uiso ? Se
Se294 1.0 0.929500 0.812500 0.468750 Uiso ? Se
Se295 1.0 0.553200 0.937480 0.489580 Uiso ? Se
Se296 1.0 0.446800 0.812500 0.468750 Uiso ? Se
Se297 1.0 0.187600 0.810820 0.476120 Uiso ? Se
Se298 1.0 0.812400 0.935800 0.496950 Uiso ? Se
Se299 1.0 0.063000 0.937320 0.538770 Uiso ? Se
Se300 1.0 0.563000 0.937680 0.523730 Uiso ? Se
Se301 1.0 0.437000 0.812700 0.502900 Uiso ? Se
Se302 1.0 0.311800 0.946120 0.531220 Uiso ? Se
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Se303 1.0 0.688200 0.821080 0.510380 Uiso ? Se
Se304 1.0 0.811800 0.928880 0.531280 Uiso ? Se
Se305 1.0 0.188200 0.803900 0.510450 Uiso ? Se
Se306 1.0 0.063000 0.187700 0.315400 Uiso ? Se
Se307 1.0 0.937000 0.062660 0.294560 Uiso ? Se
Se308 1.0 0.563000 0.187340 0.330440 Uiso ? Se
Se309 1.0 0.437000 0.062300 0.309600 Uiso ? Se
Se310 1.0 0.311800 0.178900 0.322950 Uiso ? Se
Se311 1.0 0.688200 0.053920 0.302120 Uiso ? Se
Se312 1.0 0.811800 0.196080 0.322880 Uiso ? Se
Se313 1.0 0.188200 0.071100 0.302050 Uiso ? Se
Se314 1.0 0.187000 0.062680 0.336230 Uiso ? Se
Se315 1.0 0.813000 0.187300 0.372100 Uiso ? Se
Se316 1.0 0.687000 0.062320 0.351270 Uiso ? Se
Se317 1.0 0.561800 0.178920 0.364620 Uiso ? Se
Se318 1.0 0.938200 0.053880 0.343780 Uiso ? Se
Se319 1.0 0.061800 0.196100 0.364550 Uiso ? Se
Se320 1.0 0.438200 0.071120 0.343720 Uiso ? Se
Se321 1.0 0.937000 0.062340 0.392940 Uiso ? Se
Se322 1.0 0.187600 0.814180 0.461380 Uiso ? Se
Se323 1.0 0.187000 0.062340 0.267940 Uiso ? Se
Se324 1.0 0.937000 0.812340 0.517940 Uiso ? Se
Se325 1.0 0.687600 0.064180 0.586380 Uiso ? Se
Se326 1.0 0.429500 0.062500 0.593750 Uiso ? Se
Se327 1.0 0.946800 0.062500 0.593750 Uiso ? Se
Se328 1.0 0.687600 0.060820 0.601120 Uiso ? Se
Se329 1.0 0.313000 0.187320 0.288770 Uiso ? Se
Se330 1.0 0.320500 0.187480 0.239580 Uiso ? Se
Se331 1.0 0.179500 0.062500 0.218750 Uiso ? Se
Se332 1.0 0.803200 0.187480 0.239580 Uiso ? Se
Se333 1.0 0.696800 0.062500 0.218750 Uiso ? Se
Se334 1.0 0.437600 0.060820 0.226120 Uiso ? Se
Se335 1.0 0.062400 0.185800 0.246950 Uiso ? Se
Se336 1.0 0.813000 0.187680 0.273730 Uiso ? Se
Se337 1.0 0.687000 0.062700 0.252900 Uiso ? Se
Se338 1.0 0.061800 0.178880 0.281280 Uiso ? Se
Se339 1.0 0.438200 0.053900 0.260450 Uiso ? Se
Se340 1.0 0.561800 0.196120 0.281220 Uiso ? Se
Se341 1.0 0.938200 0.071080 0.260380 Uiso ? Se
Se342 1.0 0.313000 0.187660 0.357060 Uiso ? Se
Se343 1.0 0.563000 0.187680 0.398730 Uiso ? Se
Se344 1.0 0.437000 0.062700 0.377900 Uiso ? Se
Se345 1.0 0.063000 0.187320 0.413770 Uiso ? Se
Se346 1.0 0.811800 0.178880 0.406280 Uiso ? Se
Se347 1.0 0.188200 0.053900 0.385450 Uiso ? Se
Se348 1.0 0.311800 0.196120 0.406220 Uiso ? Se
Se349 1.0 0.688200 0.071080 0.385380 Uiso ? Se
Se350 1.0 0.813000 0.187700 0.440400 Uiso ? Se
Se351 1.0 0.687000 0.062660 0.419560 Uiso ? Se
Se352 1.0 0.313000 0.187340 0.455440 Uiso ? Se
Se353 1.0 0.187000 0.062300 0.434600 Uiso ? Se
Se354 1.0 0.061800 0.178900 0.447950 Uiso ? Se
Se355 1.0 0.438200 0.053920 0.427120 Uiso ? Se
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Se356 1.0 0.561800 0.196080 0.447880 Uiso ? Se
Se357 1.0 0.938200 0.071100 0.427050 Uiso ? Se
Se358 1.0 0.812400 0.939220 0.482220 Uiso ? Se
Se359 1.0 0.429500 0.062500 0.093750 Uiso ? Se
Se360 1.0 0.946800 0.062500 0.093750 Uiso ? Se
Se361 1.0 0.687600 0.064180 0.086380 Uiso ? Se
Se362 1.0 0.687600 0.060820 0.101120 Uiso ? Se
Se363 1.0 0.437000 0.062340 0.142940 Uiso ? Se
Se364 1.0 0.937000 0.062700 0.127900 Uiso ? Se
Se365 1.0 0.188200 0.071080 0.135380 Uiso ? Se
Se366 1.0 0.688200 0.053900 0.135450 Uiso ? Se
Se367 1.0 0.813000 0.187340 0.205440 Uiso ? Se
Se368 1.0 0.687000 0.062300 0.184600 Uiso ? Se
Se369 1.0 0.313000 0.187700 0.190400 Uiso ? Se
Se370 1.0 0.187000 0.062660 0.169560 Uiso ? Se
Se371 1.0 0.061800 0.196080 0.197880 Uiso ? Se
Se372 1.0 0.438200 0.071100 0.177050 Uiso ? Se
Se373 1.0 0.561800 0.178900 0.197950 Uiso ? Se
Se374 1.0 0.938200 0.053920 0.177120 Uiso ? Se
Se375 1.0 0.437600 0.064180 0.211380 Uiso ? Se
Se376 1.0 0.062400 0.189220 0.232220 Uiso ? Se
Se377 1.0 0.937600 0.314180 0.336380 Uiso ? Se
Se378 1.0 0.187600 0.314200 0.378050 Uiso ? Se
Se379 1.0 0.679500 0.312500 0.343750 Uiso ? Se
Se380 1.0 0.196800 0.312500 0.343750 Uiso ? Se
Se381 1.0 0.937600 0.310820 0.351120 Uiso ? Se
Se382 1.0 0.929500 0.312520 0.385420 Uiso ? Se
Se383 1.0 0.446800 0.312520 0.385420 Uiso ? Se
Se384 1.0 0.187600 0.310780 0.392780 Uiso ? Se
Se385 1.0 0.187000 0.312340 0.642940 Uiso ? Se
Se386 1.0 0.562400 0.439200 0.690550 Uiso ? Se
Se387 1.0 0.062400 0.939220 0.857220 Uiso ? Se
Se388 1.0 0.820500 0.437520 0.697920 Uiso ? Se
Se389 1.0 0.303200 0.437520 0.697920 Uiso ? Se
Se390 1.0 0.562400 0.435780 0.705280 Uiso ? Se
Se391 1.0 0.563000 0.187340 0.830440 Uiso ? Se
Se392 1.0 0.437000 0.062300 0.809600 Uiso ? Se
Se393 1.0 0.063000 0.187700 0.815400 Uiso ? Se
Se394 1.0 0.937000 0.062660 0.794560 Uiso ? Se
Se395 1.0 0.811800 0.196080 0.822880 Uiso ? Se
Se396 1.0 0.188200 0.071100 0.802050 Uiso ? Se
Se397 1.0 0.311800 0.178900 0.822950 Uiso ? Se
Se398 1.0 0.688200 0.053920 0.802120 Uiso ? Se
Se399 1.0 0.320500 0.937480 0.864580 Uiso ? Se
Se400 1.0 0.803200 0.937480 0.864580 Uiso ? Se
Se401 1.0 0.062400 0.935800 0.871950 Uiso ? Se
Se402 1.0 0.687000 0.562300 0.434600 Uiso ? Se
Se403 1.0 0.187000 0.562660 0.419560 Uiso ? Se
Se404 1.0 0.438200 0.571100 0.427050 Uiso ? Se
Se405 1.0 0.938200 0.553920 0.427120 Uiso ? Se
Se406 1.0 0.313000 0.437320 0.663770 Uiso ? Se
Se407 1.0 0.813000 0.437680 0.648730 Uiso ? Se
Se408 1.0 0.687000 0.312700 0.627900 Uiso ? Se
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Se409 1.0 0.561800 0.446120 0.656220 Uiso ? Se
Se410 1.0 0.938200 0.321080 0.635380 Uiso ? Se
Se411 1.0 0.061800 0.428880 0.656280 Uiso ? Se
Se412 1.0 0.438200 0.303900 0.635450 Uiso ? Se
Se413 1.0 0.563000 0.437320 0.538770 Uiso ? Se
Se414 1.0 0.437000 0.312340 0.517940 Uiso ? Se
Se415 1.0 0.070500 0.437520 0.572920 Uiso ? Se
Se416 1.0 0.553200 0.437520 0.572920 Uiso ? Se
Se417 1.0 0.812400 0.435780 0.580280 Uiso ? Se
Se418 1.0 0.812400 0.439200 0.565550 Uiso ? Se
Se419 1.0 0.070500 0.687480 0.614580 Uiso ? Se
Se420 1.0 0.929500 0.562500 0.593750 Uiso ? Se
Se421 1.0 0.553200 0.687480 0.614580 Uiso ? Se
Se422 1.0 0.446800 0.562500 0.593750 Uiso ? Se
Se423 1.0 0.187600 0.564180 0.586380 Uiso ? Se
Se424 1.0 0.187600 0.560820 0.601120 Uiso ? Se
Se425 1.0 0.812400 0.685800 0.621950 Uiso ? Se
Se426 1.0 0.812400 0.689220 0.607220 Uiso ? Se
Se427 1.0 0.813000 0.937680 0.898730 Uiso ? Se
Se428 1.0 0.313000 0.937320 0.913770 Uiso ? Se
Se429 1.0 0.061800 0.928880 0.906280 Uiso ? Se
Se430 1.0 0.561800 0.946120 0.906220 Uiso ? Se
Se431 1.0 0.563000 0.687320 0.413770 Uiso ? Se
Se432 1.0 0.437000 0.562340 0.392940 Uiso ? Se
Se433 1.0 0.063000 0.687680 0.398730 Uiso ? Se
Se434 1.0 0.937000 0.562700 0.377900 Uiso ? Se
Se435 1.0 0.811800 0.696120 0.406220 Uiso ? Se
Se436 1.0 0.188200 0.571080 0.385380 Uiso ? Se
Se437 1.0 0.311800 0.678880 0.406280 Uiso ? Se
Se438 1.0 0.688200 0.553900 0.385450 Uiso ? Se
Se439 1.0 0.687600 0.314180 0.461380 Uiso ? Se
Se440 1.0 0.312400 0.439220 0.482220 Uiso ? Se
Se441 1.0 0.570500 0.437480 0.489580 Uiso ? Se
Se442 1.0 0.429500 0.312500 0.468750 Uiso ? Se
Se443 1.0 0.053200 0.437480 0.489580 Uiso ? Se
Se444 1.0 0.946800 0.312500 0.468750 Uiso ? Se
Se445 1.0 0.687600 0.310820 0.476120 Uiso ? Se
Se446 1.0 0.312400 0.435800 0.496950 Uiso ? Se
Se447 1.0 0.063000 0.437680 0.523730 Uiso ? Se
Se448 1.0 0.937000 0.312700 0.502900 Uiso ? Se
Se449 1.0 0.311800 0.428880 0.531280 Uiso ? Se
Se450 1.0 0.688200 0.303900 0.510450 Uiso ? Se
Se451 1.0 0.811800 0.446120 0.531220 Uiso ? Se
Se452 1.0 0.188200 0.321080 0.510380 Uiso ? Se
Se453 1.0 0.937000 0.562660 0.544560 Uiso ? Se
Se454 1.0 0.437000 0.562300 0.559600 Uiso ? Se
Se455 1.0 0.688200 0.553920 0.552120 Uiso ? Se
Se456 1.0 0.188200 0.571100 0.552050 Uiso ? Se
Se457 1.0 0.063000 0.437300 0.622100 Uiso ? Se
Se458 1.0 0.311800 0.446100 0.614550 Uiso ? Se
Se459 1.0 0.811800 0.428920 0.614620 Uiso ? Se
Se460 1.0 0.562400 0.189180 0.648880 Uiso ? Se
Se461 1.0 0.937600 0.314220 0.669720 Uiso ? Se
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Se462 1.0 0.820500 0.187500 0.656250 Uiso ? Se
Se463 1.0 0.303200 0.187500 0.656250 Uiso ? Se
Se464 1.0 0.562400 0.185820 0.663620 Uiso ? Se
Se465 1.0 0.679500 0.312480 0.677080 Uiso ? Se
Se466 1.0 0.196800 0.312480 0.677080 Uiso ? Se
Se467 1.0 0.937600 0.310800 0.684450 Uiso ? Se
Se468 1.0 0.313000 0.437660 0.732060 Uiso ? Se
Se469 1.0 0.687600 0.060780 0.767780 Uiso ? Se
Se470 1.0 0.312400 0.185820 0.788620 Uiso ? Se
Se471 1.0 0.187000 0.312680 0.711230 Uiso ? Se
Se472 1.0 0.813000 0.437300 0.747100 Uiso ? Se
Se473 1.0 0.687000 0.312320 0.726270 Uiso ? Se
Se474 1.0 0.561800 0.428920 0.739620 Uiso ? Se
Se475 1.0 0.938200 0.303880 0.718780 Uiso ? Se
Se476 1.0 0.061800 0.446100 0.739550 Uiso ? Se
Se477 1.0 0.438200 0.321120 0.718720 Uiso ? Se
Se478 1.0 0.570500 0.187500 0.781250 Uiso ? Se
Se479 1.0 0.429500 0.062520 0.760420 Uiso ? Se
Se480 1.0 0.053200 0.187500 0.781250 Uiso ? Se
Se481 1.0 0.946800 0.062520 0.760420 Uiso ? Se
Se482 1.0 0.687600 0.064200 0.753050 Uiso ? Se
Se483 1.0 0.312400 0.189180 0.773880 Uiso ? Se
Se484 1.0 0.563000 0.437660 0.607060 Uiso ? Se
Se485 1.0 0.437600 0.310780 0.267780 Uiso ? Se
Se486 1.0 0.062400 0.435820 0.288620 Uiso ? Se
Se487 1.0 0.929500 0.312480 0.552080 Uiso ? Se
Se488 1.0 0.446800 0.312480 0.552080 Uiso ? Se
Se489 1.0 0.187600 0.314220 0.544720 Uiso ? Se
Se490 1.0 0.187600 0.310800 0.559450 Uiso ? Se
Se491 1.0 0.437000 0.062660 0.044560 Uiso ? Se
Se492 1.0 0.937000 0.062300 0.059600 Uiso ? Se
Se493 1.0 0.188200 0.053920 0.052120 Uiso ? Se
Se494 1.0 0.688200 0.071100 0.052050 Uiso ? Se
Se495 1.0 0.570500 0.187480 0.114580 Uiso ? Se
Se496 1.0 0.053200 0.187480 0.114580 Uiso ? Se
Se497 1.0 0.312400 0.185800 0.121950 Uiso ? Se
Se498 1.0 0.312400 0.189220 0.107220 Uiso ? Se
Se499 1.0 0.563000 0.187320 0.163770 Uiso ? Se
Se500 1.0 0.063000 0.187680 0.148730 Uiso ? Se
Se501 1.0 0.811800 0.196120 0.156220 Uiso ? Se
Se502 1.0 0.311800 0.178880 0.156280 Uiso ? Se
Se503 1.0 0.679500 0.312480 0.177080 Uiso ? Se
Se504 1.0 0.196800 0.312480 0.177080 Uiso ? Se
Se505 1.0 0.937600 0.314220 0.169720 Uiso ? Se
Se506 1.0 0.937600 0.310800 0.184450 Uiso ? Se
Se507 1.0 0.813000 0.437300 0.247100 Uiso ? Se
Se508 1.0 0.687000 0.312320 0.226270 Uiso ? Se
Se509 1.0 0.313000 0.437660 0.232060 Uiso ? Se
Se510 1.0 0.187000 0.312680 0.211230 Uiso ? Se
Se511 1.0 0.061800 0.446100 0.239550 Uiso ? Se
Se512 1.0 0.438200 0.321120 0.218720 Uiso ? Se
Se513 1.0 0.561800 0.428920 0.239620 Uiso ? Se
Se514 1.0 0.938200 0.303880 0.218780 Uiso ? Se
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Se515 1.0 0.437600 0.314200 0.253050 Uiso ? Se
Se516 1.0 0.062400 0.439180 0.273880 Uiso ? Se
Se517 1.0 0.937000 0.562300 0.309600 Uiso ? Se
Se518 1.0 0.437000 0.562660 0.294560 Uiso ? Se
Se519 1.0 0.688200 0.571100 0.302050 Uiso ? Se
Se520 1.0 0.188200 0.553920 0.302120 Uiso ? Se
Se521 1.0 0.687600 0.314220 0.294720 Uiso ? Se
Se522 1.0 0.312400 0.439200 0.315550 Uiso ? Se
Se523 1.0 0.313000 0.687300 0.372100 Uiso ? Se
Se524 1.0 0.187000 0.562320 0.351270 Uiso ? Se
Se525 1.0 0.813000 0.687660 0.357060 Uiso ? Se
Se526 1.0 0.687000 0.562680 0.336230 Uiso ? Se
Se527 1.0 0.561800 0.696100 0.364550 Uiso ? Se
Se528 1.0 0.938200 0.571120 0.343720 Uiso ? Se
Se529 1.0 0.061800 0.678920 0.364620 Uiso ? Se
Se530 1.0 0.438200 0.553880 0.343780 Uiso ? Se
Se531 1.0 0.562400 0.439220 0.357220 Uiso ? Se
Se532 1.0 0.812400 0.439180 0.398880 Uiso ? Se
Se533 1.0 0.320500 0.437500 0.281250 Uiso ? Se
Se534 1.0 0.179500 0.312520 0.260420 Uiso ? Se
Se535 1.0 0.803200 0.437500 0.281250 Uiso ? Se
Se536 1.0 0.696800 0.312520 0.260420 Uiso ? Se
Se537 1.0 0.570500 0.437520 0.322920 Uiso ? Se
Se538 1.0 0.429500 0.312480 0.302080 Uiso ? Se
Se539 1.0 0.053200 0.437520 0.322920 Uiso ? Se
Se540 1.0 0.946800 0.312480 0.302080 Uiso ? Se
Se541 1.0 0.687600 0.310800 0.309450 Uiso ? Se
Se542 1.0 0.312400 0.435780 0.330280 Uiso ? Se
Se543 1.0 0.820500 0.437480 0.364580 Uiso ? Se
Se544 1.0 0.303200 0.437480 0.364580 Uiso ? Se
Se545 1.0 0.562400 0.435800 0.371950 Uiso ? Se
Se546 1.0 0.070500 0.437500 0.406250 Uiso ? Se
Se547 1.0 0.553200 0.437500 0.406250 Uiso ? Se
Se548 1.0 0.812400 0.435820 0.413620 Uiso ? Se
Se549 1.0 0.062400 0.939220 0.357220 Uiso ? Se
Se550 1.0 0.570500 0.937500 0.406250 Uiso ? Se
Se551 1.0 0.429500 0.812520 0.385420 Uiso ? Se
Se552 1.0 0.053200 0.937500 0.406250 Uiso ? Se
Se553 1.0 0.946800 0.812520 0.385420 Uiso ? Se
Se554 1.0 0.687600 0.814200 0.378050 Uiso ? Se
Se555 1.0 0.312400 0.935820 0.413620 Uiso ? Se
Se556 1.0 0.312400 0.939180 0.398880 Uiso ? Se
Se557 1.0 0.563000 0.687660 0.482060 Uiso ? Se
Se558 1.0 0.320500 0.937480 0.364580 Uiso ? Se
Se559 1.0 0.179500 0.812500 0.343750 Uiso ? Se
Se560 1.0 0.803200 0.937480 0.364580 Uiso ? Se
Se561 1.0 0.696800 0.812500 0.343750 Uiso ? Se
Se562 1.0 0.437600 0.814180 0.336380 Uiso ? Se
Se563 1.0 0.437600 0.810820 0.351120 Uiso ? Se
Se564 1.0 0.062400 0.935800 0.371950 Uiso ? Se
Se565 1.0 0.687600 0.810780 0.392780 Uiso ? Se
Se566 1.0 0.813000 0.687340 0.455440 Uiso ? Se
Se567 1.0 0.313000 0.687700 0.440400 Uiso ? Se
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Se568 1.0 0.061800 0.696080 0.447880 Uiso ? Se
Se569 1.0 0.561800 0.678900 0.447950 Uiso ? Se
Se570 1.0 0.063000 0.687300 0.497100 Uiso ? Se
Se571 1.0 0.937000 0.562320 0.476270 Uiso ? Se
Se572 1.0 0.437000 0.562680 0.461230 Uiso ? Se
Se573 1.0 0.311800 0.696100 0.489550 Uiso ? Se
Se574 1.0 0.688200 0.571120 0.468720 Uiso ? Se
Se575 1.0 0.811800 0.678920 0.489620 Uiso ? Se
Se576 1.0 0.188200 0.553880 0.468780 Uiso ? Se
Se577 1.0 0.687600 0.564200 0.503050 Uiso ? Se
Se578 1.0 0.312400 0.689180 0.523880 Uiso ? Se
Se579 1.0 0.570500 0.687500 0.531250 Uiso ? Se
Se580 1.0 0.429500 0.562520 0.510420 Uiso ? Se
Se581 1.0 0.053200 0.687500 0.531250 Uiso ? Se
Se582 1.0 0.946800 0.562520 0.510420 Uiso ? Se
Se583 1.0 0.687600 0.560780 0.517780 Uiso ? Se
Se584 1.0 0.312400 0.685820 0.538620 Uiso ? Se
Se585 1.0 0.563000 0.187700 0.065400 Uiso ? Se
Se586 1.0 0.063000 0.187340 0.080440 Uiso ? Se
Se587 1.0 0.811800 0.178900 0.072950 Uiso ? Se
Se588 1.0 0.311800 0.196080 0.072880 Uiso ? Se
Se589 1.0 0.570500 0.437500 0.156250 Uiso ? Se
Se590 1.0 0.429500 0.312520 0.135420 Uiso ? Se
Se591 1.0 0.053200 0.437500 0.156250 Uiso ? Se
Se592 1.0 0.946800 0.312520 0.135420 Uiso ? Se
Se593 1.0 0.687600 0.314200 0.128050 Uiso ? Se
Se594 1.0 0.687600 0.310780 0.142780 Uiso ? Se
Se595 1.0 0.312400 0.435820 0.163620 Uiso ? Se
Se596 1.0 0.312400 0.439180 0.148880 Uiso ? Se
Se597 1.0 0.820500 0.437520 0.197920 Uiso ? Se
Se598 1.0 0.303200 0.437520 0.197920 Uiso ? Se
Se599 1.0 0.562400 0.435780 0.205280 Uiso ? Se
Se600 1.0 0.562400 0.439200 0.190550 Uiso ? Se
Se601 1.0 0.820500 0.687480 0.239580 Uiso ? Se
Se602 1.0 0.679500 0.562500 0.218750 Uiso ? Se
Se603 1.0 0.303200 0.687480 0.239580 Uiso ? Se
Se604 1.0 0.196800 0.562500 0.218750 Uiso ? Se
Se605 1.0 0.937600 0.564180 0.211380 Uiso ? Se
Se606 1.0 0.937600 0.560820 0.226120 Uiso ? Se
Se607 1.0 0.562400 0.685800 0.246950 Uiso ? Se
Se608 1.0 0.562400 0.689220 0.232220 Uiso ? Se
Se609 1.0 0.813000 0.687320 0.288770 Uiso ? Se
Se610 1.0 0.687000 0.562340 0.267940 Uiso ? Se
Se611 1.0 0.313000 0.687680 0.273730 Uiso ? Se
Se612 1.0 0.187000 0.562700 0.252900 Uiso ? Se
Se613 1.0 0.061800 0.696120 0.281220 Uiso ? Se
Se614 1.0 0.438200 0.571080 0.260380 Uiso ? Se
Se615 1.0 0.561800 0.678880 0.281280 Uiso ? Se
Se616 1.0 0.938200 0.553900 0.260450 Uiso ? Se
Se617 1.0 0.070500 0.937520 0.322920 Uiso ? Se
Se618 1.0 0.929500 0.812480 0.302080 Uiso ? Se
Se619 1.0 0.553200 0.937520 0.322920 Uiso ? Se
Se620 1.0 0.446800 0.812480 0.302080 Uiso ? Se
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Se621 1.0 0.063000 0.687340 0.330440 Uiso ? Se
Se622 1.0 0.563000 0.687700 0.315400 Uiso ? Se
Se623 1.0 0.311800 0.696080 0.322880 Uiso ? Se
Se624 1.0 0.811800 0.678900 0.322950 Uiso ? Se
Se625 1.0 0.187600 0.814220 0.294720 Uiso ? Se
Se626 1.0 0.187600 0.810800 0.309450 Uiso ? Se
Se627 1.0 0.812400 0.935780 0.330280 Uiso ? Se
Se628 1.0 0.812400 0.939200 0.315550 Uiso ? Se
Se629 1.0 0.063000 0.687700 0.565400 Uiso ? Se
Se630 1.0 0.563000 0.687340 0.580440 Uiso ? Se
Se631 1.0 0.311800 0.678900 0.572950 Uiso ? Se
Se632 1.0 0.811800 0.696080 0.572880 Uiso ? Se
Se633 1.0 0.820500 0.937520 0.447920 Uiso ? Se
Se634 1.0 0.679500 0.812480 0.427080 Uiso ? Se
Se635 1.0 0.303200 0.937520 0.447920 Uiso ? Se
Se636 1.0 0.196800 0.812480 0.427080 Uiso ? Se
Se637 1.0 0.937600 0.814220 0.419720 Uiso ? Se
Se638 1.0 0.937600 0.810800 0.434450 Uiso ? Se
Se639 1.0 0.562400 0.935780 0.455280 Uiso ? Se
Se640 1.0 0.562400 0.939200 0.440550 Uiso ? Se
Se641 1.0 0.187600 0.060780 0.017780 Uiso ? Se
Se642 1.0 0.437000 0.312680 0.086230 Uiso ? Se
Se643 1.0 0.063000 0.437300 0.122100 Uiso ? Se
Se644 1.0 0.937000 0.312320 0.101270 Uiso ? Se
Se645 1.0 0.811800 0.428920 0.114620 Uiso ? Se
Se646 1.0 0.188200 0.303880 0.093780 Uiso ? Se
Se647 1.0 0.311800 0.446100 0.114550 Uiso ? Se
Se648 1.0 0.688200 0.321120 0.093720 Uiso ? Se
Se649 1.0 0.937000 0.562340 0.142940 Uiso ? Se
Se650 1.0 0.813000 0.687700 0.190400 Uiso ? Se
Se651 1.0 0.687000 0.562660 0.169560 Uiso ? Se
Se652 1.0 0.313000 0.687340 0.205440 Uiso ? Se
Se653 1.0 0.187000 0.562300 0.184600 Uiso ? Se
Se654 1.0 0.061800 0.678900 0.197950 Uiso ? Se
Se655 1.0 0.438200 0.553920 0.177120 Uiso ? Se
Se656 1.0 0.561800 0.696080 0.197880 Uiso ? Se
Se657 1.0 0.938200 0.571100 0.177050 Uiso ? Se
Se658 1.0 0.313000 0.937300 0.247100 Uiso ? Se
Se659 1.0 0.187000 0.812320 0.226270 Uiso ? Se
Se660 1.0 0.061800 0.928920 0.239620 Uiso ? Se
Se661 1.0 0.438200 0.803880 0.218780 Uiso ? Se
Se662 1.0 0.561800 0.946100 0.239550 Uiso ? Se
Se663 1.0 0.938200 0.821120 0.218720 Uiso ? Se
Se664 1.0 0.820500 0.937500 0.281250 Uiso ? Se
Se665 1.0 0.679500 0.812520 0.260420 Uiso ? Se
Se666 1.0 0.303200 0.937500 0.281250 Uiso ? Se
Se667 1.0 0.196800 0.812520 0.260420 Uiso ? Se
Se668 1.0 0.937600 0.814200 0.253050 Uiso ? Se
Se669 1.0 0.937600 0.810780 0.267780 Uiso ? Se
Se670 1.0 0.562400 0.935820 0.288620 Uiso ? Se
Se671 1.0 0.562400 0.939180 0.273880 Uiso ? Se
Se672 1.0 0.687000 0.812680 0.211230 Uiso ? Se
Se673 1.0 0.812400 0.185820 0.038620 Uiso ? Se
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Se674 1.0 0.563000 0.437660 0.107060 Uiso ? Se
Se675 1.0 0.563000 0.687680 0.148730 Uiso ? Se
Se676 1.0 0.437000 0.562700 0.127900 Uiso ? Se
Se677 1.0 0.063000 0.687320 0.163770 Uiso ? Se
Se678 1.0 0.811800 0.678880 0.156280 Uiso ? Se
Se679 1.0 0.188200 0.553900 0.135450 Uiso ? Se
Se680 1.0 0.311800 0.696120 0.156220 Uiso ? Se
Se681 1.0 0.688200 0.571080 0.135380 Uiso ? Se
Se682 1.0 0.437600 0.814220 0.169720 Uiso ? Se
Se683 1.0 0.062400 0.939200 0.190550 Uiso ? Se
Se684 1.0 0.320500 0.937520 0.197920 Uiso ? Se
Se685 1.0 0.179500 0.812480 0.177080 Uiso ? Se
Se686 1.0 0.803200 0.937520 0.197920 Uiso ? Se
Se687 1.0 0.696800 0.812480 0.177080 Uiso ? Se
Se688 1.0 0.437600 0.810800 0.184450 Uiso ? Se
Se689 1.0 0.062400 0.935780 0.205280 Uiso ? Se
Se690 1.0 0.813000 0.937660 0.232060 Uiso ? Se
Se691 1.0 0.570500 0.687500 0.031250 Uiso ? Se
Se692 1.0 0.429500 0.562520 0.010420 Uiso ? Se
Se693 1.0 0.053200 0.687500 0.031250 Uiso ? Se
Se694 1.0 0.946800 0.562520 0.010420 Uiso ? Se
Se695 1.0 0.563000 0.937680 0.023730 Uiso ? Se
Se696 1.0 0.563000 0.437320 0.038770 Uiso ? Se
Se697 1.0 0.437000 0.312340 0.017940 Uiso ? Se
Se698 1.0 0.437000 0.812700 0.002900 Uiso ? Se
Se699 1.0 0.063000 0.437680 0.023730 Uiso ? Se
Se700 1.0 0.063000 0.937320 0.038770 Uiso ? Se
Se701 1.0 0.937000 0.812340 0.017940 Uiso ? Se
Se702 1.0 0.937000 0.312700 0.002900 Uiso ? Se
Se703 1.0 0.811800 0.928880 0.031280 Uiso ? Se
Se704 1.0 0.811800 0.446120 0.031220 Uiso ? Se
Se705 1.0 0.188200 0.321080 0.010380 Uiso ? Se
Se706 1.0 0.188200 0.803900 0.010450 Uiso ? Se
Se707 1.0 0.311800 0.428880 0.031280 Uiso ? Se
Se708 1.0 0.311800 0.946120 0.031220 Uiso ? Se
Se709 1.0 0.688200 0.821080 0.010380 Uiso ? Se
Se710 1.0 0.688200 0.303900 0.010450 Uiso ? Se
Se711 1.0 0.687600 0.564200 0.003050 Uiso ? Se
Se712 1.0 0.687600 0.560780 0.017780 Uiso ? Se
Se713 1.0 0.312400 0.685820 0.038620 Uiso ? Se
Se714 1.0 0.312400 0.689180 0.023880 Uiso ? Se
Se715 1.0 0.187600 0.064200 0.003050 Uiso ? Se
Se716 1.0 0.812400 0.189180 0.023880 Uiso ? Se
Se717 1.0 0.570500 0.937520 0.072920 Uiso ? Se
Se718 1.0 0.429500 0.812480 0.052080 Uiso ? Se
Se719 1.0 0.053200 0.937520 0.072920 Uiso ? Se
Se720 1.0 0.946800 0.812480 0.052080 Uiso ? Se
Se721 1.0 0.563000 0.687340 0.080440 Uiso ? Se
Se722 1.0 0.437000 0.562300 0.059600 Uiso ? Se
Se723 1.0 0.063000 0.687700 0.065400 Uiso ? Se
Se724 1.0 0.937000 0.562660 0.044560 Uiso ? Se
Se725 1.0 0.811800 0.696080 0.072880 Uiso ? Se
Se726 1.0 0.188200 0.571100 0.052050 Uiso ? Se



217

Se727 1.0 0.311800 0.678900 0.072950 Uiso ? Se
Se728 1.0 0.688200 0.553920 0.052120 Uiso ? Se
Se729 1.0 0.687600 0.814220 0.044720 Uiso ? Se
Se730 1.0 0.687600 0.810800 0.059450 Uiso ? Se
Se731 1.0 0.312400 0.935780 0.080280 Uiso ? Se
Se732 1.0 0.312400 0.939200 0.065550 Uiso ? Se
Se733 1.0 0.187600 0.314220 0.044720 Uiso ? Se
Se734 1.0 0.812400 0.439200 0.065550 Uiso ? Se
Se735 1.0 0.563000 0.937300 0.122100 Uiso ? Se
Se736 1.0 0.437000 0.812320 0.101270 Uiso ? Se
Se737 1.0 0.063000 0.937660 0.107060 Uiso ? Se
Se738 1.0 0.937000 0.812680 0.086230 Uiso ? Se
Se739 1.0 0.811800 0.946100 0.114550 Uiso ? Se
Se740 1.0 0.188200 0.821120 0.093720 Uiso ? Se
Se741 1.0 0.311800 0.928920 0.114620 Uiso ? Se
Se742 1.0 0.688200 0.803880 0.093780 Uiso ? Se
Se743 1.0 0.187600 0.564180 0.086380 Uiso ? Se
Se744 1.0 0.812400 0.689220 0.107220 Uiso ? Se
Se745 1.0 0.187600 0.814200 0.128050 Uiso ? Se
Se746 1.0 0.812400 0.939180 0.148880 Uiso ? Se
Se747 1.0 0.070500 0.187500 0.031250 Uiso ? Se
Se748 1.0 0.929500 0.062520 0.010420 Uiso ? Se
Se749 1.0 0.553200 0.187500 0.031250 Uiso ? Se
Se750 1.0 0.446800 0.062520 0.010420 Uiso ? Se
Se751 1.0 0.070500 0.437520 0.072920 Uiso ? Se
Se752 1.0 0.929500 0.312480 0.052080 Uiso ? Se
Se753 1.0 0.553200 0.437520 0.072920 Uiso ? Se
Se754 1.0 0.446800 0.312480 0.052080 Uiso ? Se
Se755 1.0 0.187600 0.310800 0.059450 Uiso ? Se
Se756 1.0 0.812400 0.435780 0.080280 Uiso ? Se
Se757 1.0 0.070500 0.687480 0.114580 Uiso ? Se
Se758 1.0 0.929500 0.562500 0.093750 Uiso ? Se
Se759 1.0 0.553200 0.687480 0.114580 Uiso ? Se
Se760 1.0 0.446800 0.562500 0.093750 Uiso ? Se
Se761 1.0 0.187600 0.560820 0.101120 Uiso ? Se
Se762 1.0 0.812400 0.685800 0.121950 Uiso ? Se
Se763 1.0 0.070500 0.937500 0.156250 Uiso ? Se
Se764 1.0 0.929500 0.812520 0.135420 Uiso ? Se
Se765 1.0 0.553200 0.937500 0.156250 Uiso ? Se
Se766 1.0 0.446800 0.812520 0.135420 Uiso ? Se
Se767 1.0 0.187600 0.810780 0.142780 Uiso ? Se
Se768 1.0 0.812400 0.935820 0.163620 Uiso ? Se
Tl1 1.0 0.438500 0.563720 0.712820 Uiso ? Tl
Tl2 1.0 0.938700 0.812360 0.766010 Uiso ? Tl
Tl3 1.0 0.938500 0.813720 0.837820 Uiso ? Tl
Tl4 1.0 0.561500 0.188720 0.900320 Uiso ? Tl
Tl5 1.0 0.938500 0.063740 0.879490 Uiso ? Tl
Tl6 1.0 0.561500 0.438740 0.941990 Uiso ? Tl
Tl7 1.0 0.938500 0.563780 0.962830 Uiso ? Tl
Tl8 1.0 0.561500 0.186260 0.745510 Uiso ? Tl
Tl9 1.0 0.938500 0.061280 0.724680 Uiso ? Tl
Tl10 1.0 0.938500 0.063720 0.712820 Uiso ? Tl
Tl11 1.0 0.061500 0.686260 0.745510 Uiso ? Tl
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Tl12 1.0 0.438500 0.561280 0.724680 Uiso ? Tl
Tl13 1.0 0.938700 0.312620 0.754820 Uiso ? Tl
Tl14 1.0 0.061300 0.937340 0.786840 Uiso ? Tl
Tl15 1.0 0.061300 0.437660 0.775660 Uiso ? Tl
Tl16 1.0 0.438700 0.812620 0.754820 Uiso ? Tl
Tl17 1.0 0.561300 0.437340 0.786840 Uiso ? Tl
Tl18 1.0 0.561300 0.937660 0.775660 Uiso ? Tl
Tl19 1.0 0.938700 0.562640 0.796490 Uiso ? Tl
Tl20 1.0 0.438700 0.562320 0.807670 Uiso ? Tl
Tl21 1.0 0.061500 0.438760 0.858660 Uiso ? Tl
Tl22 1.0 0.938500 0.811220 0.849670 Uiso ? Tl
Tl23 1.0 0.811300 0.687320 0.870170 Uiso ? Tl
Tl24 1.0 0.061500 0.688720 0.900320 Uiso ? Tl
Tl25 1.0 0.061500 0.686220 0.912170 Uiso ? Tl
Tl26 1.0 0.561500 0.186220 0.912170 Uiso ? Tl
Tl27 1.0 0.938500 0.061240 0.891340 Uiso ? Tl
Tl28 1.0 0.188700 0.312360 0.891010 Uiso ? Tl
Tl29 1.0 0.311300 0.437340 0.911840 Uiso ? Tl
Tl30 1.0 0.688700 0.312620 0.879820 Uiso ? Tl
Tl31 1.0 0.688700 0.812360 0.891010 Uiso ? Tl
Tl32 1.0 0.811300 0.437660 0.900660 Uiso ? Tl
Tl33 1.0 0.061500 0.938740 0.941990 Uiso ? Tl
Tl34 1.0 0.061500 0.936240 0.953840 Uiso ? Tl
Tl35 1.0 0.438500 0.811260 0.933010 Uiso ? Tl
Tl36 1.0 0.438500 0.813760 0.921160 Uiso ? Tl
Tl37 1.0 0.561500 0.436240 0.953840 Uiso ? Tl
Tl38 1.0 0.188700 0.062640 0.921490 Uiso ? Tl
Tl39 1.0 0.188700 0.562320 0.932670 Uiso ? Tl
Tl40 1.0 0.311300 0.187620 0.942320 Uiso ? Tl
Tl41 1.0 0.688700 0.562640 0.921490 Uiso ? Tl
Tl42 1.0 0.688700 0.062320 0.932670 Uiso ? Tl
Tl43 1.0 0.811300 0.187360 0.953510 Uiso ? Tl
Tl44 1.0 0.061500 0.186260 0.995510 Uiso ? Tl
Tl45 1.0 0.438500 0.061220 0.974670 Uiso ? Tl
Tl46 1.0 0.438500 0.063780 0.962830 Uiso ? Tl
Tl47 1.0 0.561500 0.688760 0.983660 Uiso ? Tl
Tl48 1.0 0.561500 0.686260 0.995510 Uiso ? Tl
Tl49 1.0 0.938500 0.561220 0.974670 Uiso ? Tl
Tl50 1.0 0.188700 0.312660 0.963160 Uiso ? Tl
Tl51 1.0 0.188700 0.812340 0.974340 Uiso ? Tl
Tl52 1.0 0.311300 0.937320 0.995170 Uiso ? Tl
Tl53 1.0 0.311300 0.437640 0.983990 Uiso ? Tl
Tl54 1.0 0.688700 0.812660 0.963160 Uiso ? Tl
Tl55 1.0 0.688700 0.312340 0.974340 Uiso ? Tl
Tl56 1.0 0.811300 0.437320 0.995170 Uiso ? Tl
Tl57 1.0 0.811300 0.937640 0.983990 Uiso ? Tl
Tl58 1.0 0.811300 0.937660 0.650660 Uiso ? Tl
Tl59 1.0 0.311300 0.937340 0.661840 Uiso ? Tl
Tl60 1.0 0.561500 0.188760 0.733660 Uiso ? Tl
Tl61 1.0 0.438700 0.312360 0.766010 Uiso ? Tl
Tl62 1.0 0.811500 0.438740 0.816990 Uiso ? Tl
Tl63 1.0 0.811500 0.436240 0.828840 Uiso ? Tl
Tl64 1.0 0.061500 0.436260 0.870510 Uiso ? Tl
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Tl65 1.0 0.438500 0.311220 0.849670 Uiso ? Tl
Tl66 1.0 0.438500 0.313720 0.837820 Uiso ? Tl
Tl67 1.0 0.688700 0.562380 0.682680 Uiso ? Tl
Tl68 1.0 0.188700 0.562640 0.671490 Uiso ? Tl
Tl69 1.0 0.061500 0.688760 0.733660 Uiso ? Tl
Tl70 1.0 0.311500 0.938740 0.816990 Uiso ? Tl
Tl71 1.0 0.688500 0.813760 0.796160 Uiso ? Tl
Tl72 1.0 0.311500 0.936240 0.828840 Uiso ? Tl
Tl73 1.0 0.688500 0.811260 0.808010 Uiso ? Tl
Tl74 1.0 0.311300 0.687640 0.858990 Uiso ? Tl
Tl75 1.0 0.188700 0.812620 0.879820 Uiso ? Tl
Tl76 1.0 0.061500 0.188760 0.983660 Uiso ? Tl
Tl77 1.0 0.561500 0.438740 0.441990 Uiso ? Tl
Tl78 1.0 0.561500 0.436240 0.453840 Uiso ? Tl
Tl79 1.0 0.688500 0.061240 0.516340 Uiso ? Tl
Tl80 1.0 0.438700 0.062320 0.557670 Uiso ? Tl
Tl81 1.0 0.561300 0.187360 0.578510 Uiso ? Tl
Tl82 1.0 0.938700 0.062640 0.546490 Uiso ? Tl
Tl83 1.0 0.061300 0.187620 0.567320 Uiso ? Tl
Tl84 1.0 0.811500 0.188760 0.608660 Uiso ? Tl
Tl85 1.0 0.438700 0.312340 0.599340 Uiso ? Tl
Tl86 1.0 0.938700 0.312660 0.588160 Uiso ? Tl
Tl87 1.0 0.438500 0.063740 0.629490 Uiso ? Tl
Tl88 1.0 0.938500 0.313760 0.921160 Uiso ? Tl
Tl89 1.0 0.188700 0.062340 0.849340 Uiso ? Tl
Tl90 1.0 0.311300 0.187320 0.870170 Uiso ? Tl
Tl91 1.0 0.688700 0.062660 0.838160 Uiso ? Tl
Tl92 1.0 0.811300 0.187640 0.858990 Uiso ? Tl
Tl93 1.0 0.938500 0.311260 0.933010 Uiso ? Tl
Tl94 1.0 0.811500 0.186260 0.620510 Uiso ? Tl
Tl95 1.0 0.438500 0.061240 0.641340 Uiso ? Tl
Tl96 1.0 0.688700 0.062640 0.671490 Uiso ? Tl
Tl97 1.0 0.811300 0.187620 0.692320 Uiso ? Tl
Tl98 1.0 0.188700 0.062380 0.682680 Uiso ? Tl
Tl99 1.0 0.311300 0.187360 0.703510 Uiso ? Tl
Tl100 1.0 0.188500 0.311260 0.808010 Uiso ? Tl
Tl101 1.0 0.188500 0.313760 0.796160 Uiso ? Tl
Tl102 1.0 0.438700 0.062660 0.463160 Uiso ? Tl
Tl103 1.0 0.938700 0.062340 0.474340 Uiso ? Tl
Tl104 1.0 0.061300 0.187380 0.495180 Uiso ? Tl
Tl105 1.0 0.311500 0.188780 0.525330 Uiso ? Tl
Tl106 1.0 0.311500 0.186220 0.537170 Uiso ? Tl
Tl107 1.0 0.688500 0.063740 0.504490 Uiso ? Tl
Tl108 1.0 0.938500 0.313760 0.421160 Uiso ? Tl
Tl109 1.0 0.938500 0.311260 0.433010 Uiso ? Tl
Tl110 1.0 0.561300 0.187640 0.483990 Uiso ? Tl
Tl111 1.0 0.561500 0.938740 0.691990 Uiso ? Tl
Tl112 1.0 0.561500 0.936240 0.703840 Uiso ? Tl
Tl113 1.0 0.938500 0.811260 0.683010 Uiso ? Tl
Tl114 1.0 0.938500 0.813760 0.671160 Uiso ? Tl
Tl115 1.0 0.688500 0.561240 0.766340 Uiso ? Tl
Tl116 1.0 0.061300 0.687620 0.817320 Uiso ? Tl
Tl117 1.0 0.561300 0.687360 0.828510 Uiso ? Tl
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Tl118 1.0 0.188700 0.562660 0.838160 Uiso ? Tl
Tl119 1.0 0.688700 0.562340 0.849340 Uiso ? Tl
Tl120 1.0 0.438500 0.563740 0.879490 Uiso ? Tl
Tl121 1.0 0.311300 0.687360 0.953510 Uiso ? Tl
Tl122 1.0 0.811300 0.687620 0.942320 Uiso ? Tl
Tl123 1.0 0.811500 0.938740 0.566990 Uiso ? Tl
Tl124 1.0 0.188500 0.813760 0.546160 Uiso ? Tl
Tl125 1.0 0.811500 0.936240 0.578840 Uiso ? Tl
Tl126 1.0 0.188500 0.811260 0.558010 Uiso ? Tl
Tl127 1.0 0.438700 0.812660 0.588160 Uiso ? Tl
Tl128 1.0 0.561300 0.937640 0.608990 Uiso ? Tl
Tl129 1.0 0.938700 0.812340 0.599340 Uiso ? Tl
Tl130 1.0 0.061300 0.937320 0.620170 Uiso ? Tl
Tl131 1.0 0.688700 0.812620 0.629820 Uiso ? Tl
Tl132 1.0 0.188700 0.812360 0.641010 Uiso ? Tl
Tl133 1.0 0.438500 0.561240 0.891340 Uiso ? Tl
Tl134 1.0 0.811300 0.687360 0.703510 Uiso ? Tl
Tl135 1.0 0.311300 0.687620 0.692320 Uiso ? Tl
Tl136 1.0 0.688700 0.812340 0.724340 Uiso ? Tl
Tl137 1.0 0.811300 0.937380 0.745180 Uiso ? Tl
Tl138 1.0 0.188700 0.812660 0.713160 Uiso ? Tl
Tl139 1.0 0.311500 0.688720 0.775320 Uiso ? Tl
Tl140 1.0 0.688500 0.563740 0.754490 Uiso ? Tl
Tl141 1.0 0.561500 0.688720 0.650320 Uiso ? Tl
Tl142 1.0 0.561500 0.686220 0.662170 Uiso ? Tl
Tl143 1.0 0.938500 0.561240 0.641340 Uiso ? Tl
Tl144 1.0 0.938500 0.563740 0.629490 Uiso ? Tl
Tl145 1.0 0.311300 0.937640 0.733990 Uiso ? Tl
Tl146 1.0 0.311500 0.686220 0.787170 Uiso ? Tl
Tl147 1.0 0.311500 0.936260 0.495510 Uiso ? Tl
Tl148 1.0 0.688500 0.811220 0.474670 Uiso ? Tl
Tl149 1.0 0.688500 0.813720 0.462820 Uiso ? Tl
Tl150 1.0 0.561300 0.937340 0.536840 Uiso ? Tl
Tl151 1.0 0.938700 0.812620 0.504820 Uiso ? Tl
Tl152 1.0 0.061300 0.937660 0.525660 Uiso ? Tl
Tl153 1.0 0.438700 0.062640 0.296490 Uiso ? Tl
Tl154 1.0 0.561300 0.187620 0.317320 Uiso ? Tl
Tl155 1.0 0.938700 0.062320 0.307670 Uiso ? Tl
Tl156 1.0 0.061300 0.187360 0.328510 Uiso ? Tl
Tl157 1.0 0.688700 0.062660 0.338160 Uiso ? Tl
Tl158 1.0 0.188700 0.062340 0.349340 Uiso ? Tl
Tl159 1.0 0.311300 0.187320 0.370170 Uiso ? Tl
Tl160 1.0 0.438700 0.062360 0.391010 Uiso ? Tl
Tl161 1.0 0.688700 0.062360 0.266010 Uiso ? Tl
Tl162 1.0 0.438700 0.812360 0.516010 Uiso ? Tl
Tl163 1.0 0.188500 0.063720 0.587820 Uiso ? Tl
Tl164 1.0 0.188500 0.061220 0.599670 Uiso ? Tl
Tl165 1.0 0.938500 0.063780 0.212830 Uiso ? Tl
Tl166 1.0 0.561500 0.186260 0.245510 Uiso ? Tl
Tl167 1.0 0.938500 0.061220 0.224670 Uiso ? Tl
Tl168 1.0 0.188700 0.062680 0.254830 Uiso ? Tl
Tl169 1.0 0.311300 0.187660 0.275660 Uiso ? Tl
Tl170 1.0 0.811300 0.187340 0.286840 Uiso ? Tl
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Tl171 1.0 0.811300 0.187640 0.358990 Uiso ? Tl
Tl172 1.0 0.938700 0.062680 0.379830 Uiso ? Tl
Tl173 1.0 0.061300 0.187660 0.400660 Uiso ? Tl
Tl174 1.0 0.561300 0.187340 0.411840 Uiso ? Tl
Tl175 1.0 0.188700 0.062640 0.421490 Uiso ? Tl
Tl176 1.0 0.311300 0.187680 0.442330 Uiso ? Tl
Tl177 1.0 0.688700 0.062320 0.432670 Uiso ? Tl
Tl178 1.0 0.811300 0.187360 0.453510 Uiso ? Tl
Tl179 1.0 0.311500 0.938760 0.483660 Uiso ? Tl
Tl180 1.0 0.188500 0.061220 0.099670 Uiso ? Tl
Tl181 1.0 0.188500 0.063720 0.087820 Uiso ? Tl
Tl182 1.0 0.938700 0.062360 0.141010 Uiso ? Tl
Tl183 1.0 0.438700 0.062620 0.129820 Uiso ? Tl
Tl184 1.0 0.188700 0.062380 0.182680 Uiso ? Tl
Tl185 1.0 0.311300 0.187360 0.203510 Uiso ? Tl
Tl186 1.0 0.688700 0.062640 0.171490 Uiso ? Tl
Tl187 1.0 0.811300 0.187620 0.192320 Uiso ? Tl
Tl188 1.0 0.561500 0.188760 0.233660 Uiso ? Tl
Tl189 1.0 0.438500 0.313720 0.337820 Uiso ? Tl
Tl190 1.0 0.688500 0.313740 0.379490 Uiso ? Tl
Tl191 1.0 0.438500 0.311280 0.349680 Uiso ? Tl
Tl192 1.0 0.688500 0.311240 0.391340 Uiso ? Tl
Tl193 1.0 0.688700 0.312360 0.641010 Uiso ? Tl
Tl194 1.0 0.061500 0.438740 0.691990 Uiso ? Tl
Tl195 1.0 0.561500 0.938760 0.858660 Uiso ? Tl
Tl196 1.0 0.061500 0.436240 0.703840 Uiso ? Tl
Tl197 1.0 0.938700 0.062320 0.807670 Uiso ? Tl
Tl198 1.0 0.061300 0.187360 0.828510 Uiso ? Tl
Tl199 1.0 0.438700 0.062640 0.796490 Uiso ? Tl
Tl200 1.0 0.561300 0.187620 0.817320 Uiso ? Tl
Tl201 1.0 0.561500 0.936260 0.870510 Uiso ? Tl
Tl202 1.0 0.188700 0.562320 0.432670 Uiso ? Tl
Tl203 1.0 0.688700 0.562640 0.421490 Uiso ? Tl
Tl204 1.0 0.811300 0.437340 0.661840 Uiso ? Tl
Tl205 1.0 0.188700 0.312620 0.629820 Uiso ? Tl
Tl206 1.0 0.311300 0.437660 0.650660 Uiso ? Tl
Tl207 1.0 0.938700 0.312360 0.516010 Uiso ? Tl
Tl208 1.0 0.311500 0.438740 0.566990 Uiso ? Tl
Tl209 1.0 0.311500 0.436240 0.578840 Uiso ? Tl
Tl210 1.0 0.311500 0.688760 0.608660 Uiso ? Tl
Tl211 1.0 0.311500 0.686260 0.620510 Uiso ? Tl
Tl212 1.0 0.688500 0.561220 0.599670 Uiso ? Tl
Tl213 1.0 0.688500 0.563720 0.587820 Uiso ? Tl
Tl214 1.0 0.311300 0.937660 0.900660 Uiso ? Tl
Tl215 1.0 0.811300 0.937340 0.911840 Uiso ? Tl
Tl216 1.0 0.938700 0.562360 0.391010 Uiso ? Tl
Tl217 1.0 0.061300 0.687340 0.411840 Uiso ? Tl
Tl218 1.0 0.438700 0.562680 0.379830 Uiso ? Tl
Tl219 1.0 0.561300 0.687660 0.400660 Uiso ? Tl
Tl220 1.0 0.811500 0.438760 0.483660 Uiso ? Tl
Tl221 1.0 0.188500 0.313720 0.462820 Uiso ? Tl
Tl222 1.0 0.811500 0.436260 0.495510 Uiso ? Tl
Tl223 1.0 0.188500 0.311220 0.474670 Uiso ? Tl
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Tl224 1.0 0.438700 0.312620 0.504820 Uiso ? Tl
Tl225 1.0 0.561300 0.437660 0.525660 Uiso ? Tl
Tl226 1.0 0.061300 0.437340 0.536840 Uiso ? Tl
Tl227 1.0 0.438700 0.562640 0.546490 Uiso ? Tl
Tl228 1.0 0.938700 0.562320 0.557670 Uiso ? Tl
Tl229 1.0 0.561300 0.437320 0.620170 Uiso ? Tl
Tl230 1.0 0.061500 0.188720 0.650320 Uiso ? Tl
Tl231 1.0 0.438500 0.313760 0.671160 Uiso ? Tl
Tl232 1.0 0.061500 0.186220 0.662170 Uiso ? Tl
Tl233 1.0 0.438500 0.311260 0.683010 Uiso ? Tl
Tl234 1.0 0.811300 0.437640 0.733990 Uiso ? Tl
Tl235 1.0 0.188500 0.061240 0.766340 Uiso ? Tl
Tl236 1.0 0.688700 0.312660 0.713160 Uiso ? Tl
Tl237 1.0 0.188700 0.312340 0.724340 Uiso ? Tl
Tl238 1.0 0.311300 0.437380 0.745180 Uiso ? Tl
Tl239 1.0 0.811500 0.188720 0.775320 Uiso ? Tl
Tl240 1.0 0.811500 0.186220 0.787170 Uiso ? Tl
Tl241 1.0 0.188500 0.063740 0.754490 Uiso ? Tl
Tl242 1.0 0.061300 0.437640 0.608990 Uiso ? Tl
Tl243 1.0 0.938500 0.311240 0.266340 Uiso ? Tl
Tl244 1.0 0.688500 0.311260 0.558010 Uiso ? Tl
Tl245 1.0 0.688500 0.313760 0.546160 Uiso ? Tl
Tl246 1.0 0.938700 0.062640 0.046490 Uiso ? Tl
Tl247 1.0 0.438700 0.062320 0.057670 Uiso ? Tl
Tl248 1.0 0.811500 0.188760 0.108660 Uiso ? Tl
Tl249 1.0 0.811500 0.186260 0.120510 Uiso ? Tl
Tl250 1.0 0.061300 0.187340 0.161840 Uiso ? Tl
Tl251 1.0 0.561300 0.187660 0.150660 Uiso ? Tl
Tl252 1.0 0.438500 0.311260 0.183010 Uiso ? Tl
Tl253 1.0 0.438500 0.313760 0.171160 Uiso ? Tl
Tl254 1.0 0.188700 0.312340 0.224340 Uiso ? Tl
Tl255 1.0 0.311300 0.437380 0.245180 Uiso ? Tl
Tl256 1.0 0.688700 0.312660 0.213160 Uiso ? Tl
Tl257 1.0 0.811300 0.437640 0.233990 Uiso ? Tl
Tl258 1.0 0.561500 0.438720 0.275320 Uiso ? Tl
Tl259 1.0 0.938500 0.313740 0.254490 Uiso ? Tl
Tl260 1.0 0.811500 0.438740 0.316990 Uiso ? Tl
Tl261 1.0 0.188500 0.313760 0.296160 Uiso ? Tl
Tl262 1.0 0.438700 0.562320 0.307670 Uiso ? Tl
Tl263 1.0 0.938700 0.562640 0.296490 Uiso ? Tl
Tl264 1.0 0.061500 0.438760 0.358660 Uiso ? Tl
Tl265 1.0 0.688700 0.562340 0.349340 Uiso ? Tl
Tl266 1.0 0.811300 0.687320 0.370170 Uiso ? Tl
Tl267 1.0 0.188700 0.562660 0.338160 Uiso ? Tl
Tl268 1.0 0.311300 0.687640 0.358990 Uiso ? Tl
Tl269 1.0 0.311500 0.438720 0.400320 Uiso ? Tl
Tl270 1.0 0.561500 0.436220 0.287170 Uiso ? Tl
Tl271 1.0 0.811500 0.436240 0.328840 Uiso ? Tl
Tl272 1.0 0.188500 0.311260 0.308010 Uiso ? Tl
Tl273 1.0 0.061500 0.436260 0.370510 Uiso ? Tl
Tl274 1.0 0.311500 0.436280 0.412180 Uiso ? Tl
Tl275 1.0 0.561500 0.938760 0.358660 Uiso ? Tl
Tl276 1.0 0.811500 0.938720 0.400320 Uiso ? Tl
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Tl277 1.0 0.811500 0.936280 0.412180 Uiso ? Tl
Tl278 1.0 0.188500 0.813740 0.379490 Uiso ? Tl
Tl279 1.0 0.061300 0.687640 0.483990 Uiso ? Tl
Tl280 1.0 0.561500 0.936260 0.370510 Uiso ? Tl
Tl281 1.0 0.938500 0.811280 0.349680 Uiso ? Tl
Tl282 1.0 0.938500 0.813720 0.337820 Uiso ? Tl
Tl283 1.0 0.188500 0.811240 0.391340 Uiso ? Tl
Tl284 1.0 0.311300 0.687360 0.453510 Uiso ? Tl
Tl285 1.0 0.811300 0.687680 0.442330 Uiso ? Tl
Tl286 1.0 0.438700 0.562340 0.474340 Uiso ? Tl
Tl287 1.0 0.561300 0.687380 0.495180 Uiso ? Tl
Tl288 1.0 0.938700 0.562660 0.463160 Uiso ? Tl
Tl289 1.0 0.811500 0.688780 0.525330 Uiso ? Tl
Tl290 1.0 0.188500 0.563740 0.504490 Uiso ? Tl
Tl291 1.0 0.811500 0.686220 0.537170 Uiso ? Tl
Tl292 1.0 0.188500 0.561240 0.516340 Uiso ? Tl
Tl293 1.0 0.061300 0.187620 0.067320 Uiso ? Tl
Tl294 1.0 0.561300 0.187360 0.078510 Uiso ? Tl
Tl295 1.0 0.811500 0.438720 0.150320 Uiso ? Tl
Tl296 1.0 0.811500 0.436280 0.162180 Uiso ? Tl
Tl297 1.0 0.188500 0.311240 0.141340 Uiso ? Tl
Tl298 1.0 0.188500 0.313740 0.129490 Uiso ? Tl
Tl299 1.0 0.061500 0.438740 0.191990 Uiso ? Tl
Tl300 1.0 0.061500 0.436240 0.203840 Uiso ? Tl
Tl301 1.0 0.061500 0.688760 0.233660 Uiso ? Tl
Tl302 1.0 0.061500 0.686260 0.245510 Uiso ? Tl
Tl303 1.0 0.438500 0.561220 0.224670 Uiso ? Tl
Tl304 1.0 0.438500 0.563780 0.212830 Uiso ? Tl
Tl305 1.0 0.188700 0.562360 0.266010 Uiso ? Tl
Tl306 1.0 0.311300 0.687340 0.286840 Uiso ? Tl
Tl307 1.0 0.688700 0.562680 0.254830 Uiso ? Tl
Tl308 1.0 0.811300 0.687660 0.275660 Uiso ? Tl
Tl309 1.0 0.311500 0.938740 0.316990 Uiso ? Tl
Tl310 1.0 0.311500 0.936240 0.328840 Uiso ? Tl
Tl311 1.0 0.688500 0.811260 0.308010 Uiso ? Tl
Tl312 1.0 0.688500 0.813760 0.296160 Uiso ? Tl
Tl313 1.0 0.561300 0.687360 0.328510 Uiso ? Tl
Tl314 1.0 0.061300 0.687620 0.317320 Uiso ? Tl
Tl315 1.0 0.561300 0.687620 0.567320 Uiso ? Tl
Tl316 1.0 0.061300 0.687360 0.578510 Uiso ? Tl
Tl317 1.0 0.061500 0.938740 0.441990 Uiso ? Tl
Tl318 1.0 0.061500 0.936240 0.453840 Uiso ? Tl
Tl319 1.0 0.438500 0.811260 0.433010 Uiso ? Tl
Tl320 1.0 0.438500 0.813760 0.421160 Uiso ? Tl
Tl321 1.0 0.688500 0.061240 0.016340 Uiso ? Tl
Tl322 1.0 0.938700 0.312660 0.088160 Uiso ? Tl
Tl323 1.0 0.438700 0.312340 0.099340 Uiso ? Tl
Tl324 1.0 0.561300 0.437320 0.120170 Uiso ? Tl
Tl325 1.0 0.438700 0.562360 0.141010 Uiso ? Tl
Tl326 1.0 0.188700 0.562640 0.171490 Uiso ? Tl
Tl327 1.0 0.311300 0.687620 0.192320 Uiso ? Tl
Tl328 1.0 0.688700 0.562380 0.182680 Uiso ? Tl
Tl329 1.0 0.811300 0.687360 0.203510 Uiso ? Tl
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Tl330 1.0 0.188700 0.812660 0.213160 Uiso ? Tl
Tl331 1.0 0.688700 0.812340 0.224340 Uiso ? Tl
Tl332 1.0 0.811300 0.937380 0.245180 Uiso ? Tl
Tl333 1.0 0.061500 0.938720 0.275320 Uiso ? Tl
Tl334 1.0 0.061500 0.936220 0.287170 Uiso ? Tl
Tl335 1.0 0.438500 0.811240 0.266340 Uiso ? Tl
Tl336 1.0 0.438500 0.813740 0.254490 Uiso ? Tl
Tl337 1.0 0.061300 0.437640 0.108990 Uiso ? Tl
Tl338 1.0 0.938700 0.562620 0.129820 Uiso ? Tl
Tl339 1.0 0.061300 0.687660 0.150660 Uiso ? Tl
Tl340 1.0 0.561300 0.687340 0.161840 Uiso ? Tl
Tl341 1.0 0.561500 0.938740 0.191990 Uiso ? Tl
Tl342 1.0 0.938500 0.813760 0.171160 Uiso ? Tl
Tl343 1.0 0.561500 0.936240 0.203840 Uiso ? Tl
Tl344 1.0 0.938500 0.811260 0.183010 Uiso ? Tl
Tl345 1.0 0.311300 0.937640 0.233990 Uiso ? Tl
Tl346 1.0 0.811500 0.688780 0.025330 Uiso ? Tl
Tl347 1.0 0.811500 0.686220 0.037170 Uiso ? Tl
Tl348 1.0 0.188500 0.561240 0.016340 Uiso ? Tl
Tl349 1.0 0.188500 0.563740 0.004490 Uiso ? Tl
Tl350 1.0 0.311500 0.188780 0.025330 Uiso ? Tl
Tl351 1.0 0.688500 0.063740 0.004490 Uiso ? Tl
Tl352 1.0 0.938700 0.812680 0.004830 Uiso ? Tl
Tl353 1.0 0.938700 0.312360 0.016010 Uiso ? Tl
Tl354 1.0 0.061300 0.437340 0.036840 Uiso ? Tl
Tl355 1.0 0.061300 0.937660 0.025660 Uiso ? Tl
Tl356 1.0 0.438700 0.312680 0.004830 Uiso ? Tl
Tl357 1.0 0.438700 0.812360 0.016010 Uiso ? Tl
Tl358 1.0 0.561300 0.937340 0.036840 Uiso ? Tl
Tl359 1.0 0.561300 0.437660 0.025660 Uiso ? Tl
Tl360 1.0 0.811500 0.938740 0.066990 Uiso ? Tl
Tl361 1.0 0.811500 0.936240 0.078840 Uiso ? Tl
Tl362 1.0 0.188500 0.811260 0.058010 Uiso ? Tl
Tl363 1.0 0.188500 0.813760 0.046160 Uiso ? Tl
Tl364 1.0 0.311500 0.438740 0.066990 Uiso ? Tl
Tl365 1.0 0.688500 0.313760 0.046160 Uiso ? Tl
Tl366 1.0 0.938700 0.562320 0.057670 Uiso ? Tl
Tl367 1.0 0.061300 0.687360 0.078510 Uiso ? Tl
Tl368 1.0 0.438700 0.562640 0.046490 Uiso ? Tl
Tl369 1.0 0.561300 0.687620 0.067320 Uiso ? Tl
Tl370 1.0 0.311500 0.688760 0.108660 Uiso ? Tl
Tl371 1.0 0.688500 0.563720 0.087820 Uiso ? Tl
Tl372 1.0 0.938700 0.812340 0.099340 Uiso ? Tl
Tl373 1.0 0.061300 0.937320 0.120170 Uiso ? Tl
Tl374 1.0 0.438700 0.812660 0.088160 Uiso ? Tl
Tl375 1.0 0.561300 0.937640 0.108990 Uiso ? Tl
Tl376 1.0 0.311500 0.938720 0.150320 Uiso ? Tl
Tl377 1.0 0.688500 0.813740 0.129490 Uiso ? Tl
Tl378 1.0 0.311500 0.186220 0.037170 Uiso ? Tl
Tl379 1.0 0.311500 0.436240 0.078840 Uiso ? Tl
Tl380 1.0 0.688500 0.311260 0.058010 Uiso ? Tl
Tl381 1.0 0.311500 0.686260 0.120510 Uiso ? Tl
Tl382 1.0 0.688500 0.561220 0.099670 Uiso ? Tl
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Tl383 1.0 0.311500 0.936280 0.162180 Uiso ? Tl
Tl384 1.0 0.688500 0.811240 0.141340 Uiso ? Tl
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Appendix B

GaS/GaSe Heterostructures Structural Files

The structural files for each of the GaS/GaSe heterostructures, seen in Figure 4.3, are shown

below in the POSCAR file format. These structures have been relaxed via DFT using the

parameters in Chapter 4.

0°

Gas/GaSe b i l a y e r (0deg ) with 20 angstrom vacuum
1.00000000000000

3.7047498935669338 0.0000000000005454 0.0000000000000000
−1.8523749467324928 3.2084075225202726 0.0000000000000000

0.0000000000000000 −0.0000000000000001 105.3075920469432702
Ga S Se

4 2 2
Direct

0.3333333729901611 0.6666667459985050 0.2368663538102445
0.3333333729901611 0.6666667459985050 0.2602045344564231

−0.0000000000000000 0.0000000000000000 0.3118664326446204
0.0000000000000000 −0.0000000000000000 0.3350680336260292
0.6666667462394003 0.3333333731566555 0.2700077234038012
0.6666667462394003 0.3333333731566555 0.2270106086487871
0.3333333731978030 0.6666666270007511 0.3465921069723732
0.3333333731978030 0.6666666270007511 0.3003990206999687

0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
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30°

Gas/GaSe b i l a y e r (28deg b a s i c a l l y 30) with 20 angstrom vacuum
1.00000000000000

6.9731951704259290 −0.0002297124619176 0.0002008037897167
−3.4867964752673895 6.0392682657490218 0.0000612551034350

0.0017944216992347 0.0018598641200753 55.6252724527712914
Ga S Se

14 8 6
Direct

0.1114213425977013 0.1671404700667054 0.4482788780865832
0.1115958708488520 0.1674483388061248 0.4923066331464625
0.1105692308612518 0.6651663444424116 0.4482925781710492
0.6116707068174492 0.1671179365081557 0.4482803787440091
0.6113800288484583 0.6668445752820276 0.4483644688313433
0.1099755843297316 0.6638939387787133 0.4923426159148718
0.6118333246071614 0.1674045127331283 0.4923057474499473
0.6114936735418368 0.6670604873315398 0.4924726359695697
0.9991350362378242 0.1116107269995510 0.5944336941979529
0.9992325578195107 0.1112636401635996 0.6386760920232817
0.6674519933013272 0.4454927259507429 0.5945437629998693
0.3330022615588888 0.7771183117884064 0.5944146574495335
0.6671960788107256 0.4450874206245885 0.6387265462917640
0.3329912496849445 0.7775041269331453 0.6386674834189776
0.2770392944119848 0.9981391345586346 0.5124391335558443
0.2776469933619410 0.9993515398656712 0.4279154019568523
0.2785899489103230 0.4998117439759895 0.5130295069376061
0.7786644363235951 0.0013922724609685 0.5128205315149117
0.7771493240955891 0.4998216608808690 0.5130125147268387
0.2784816074904555 0.5001500707872495 0.4277305946698178
0.7779816616446453 0.0000206620882892 0.4277994410162833
0.7775957586269584 0.5001492232929579 0.4277361995886793
0.3329516221828186 0.1110740364651690 0.6576666054398217
0.3340827773676835 0.1128290043862847 0.5757215954971997
0.0001278079232137 0.4445696630626017 0.6578584023245497
0.6663171156225971 0.7779877277160949 0.6578161155485844
0.9993902844910636 0.4444429655181921 0.5751812088132624
0.6661436218193089 0.7767733951279325 0.5752860897521828

0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
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0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00

60°

GaS/GaSe b i l a y e r (59deg b a s i c a l l y 60) with 20 angstrom vacuum
1.00000000000000

3.7040323853565424 0.0000159397721340 0.0071595113799047
−1.8520109408144703 3.2077378199553910 0.0076121793222945

0.0668186655815320 0.1206485911268231 34.7660793720527224
Ga Se S

4 2 2
Direct

0.3339282290178937 0.6674288189105978 0.0810984177411515
0.3286311718354837 0.6620297488180231 0.1513703089782157
0.6443185856701619 0.3108170372174645 0.3795708971860961
0.6496540376254660 0.3162564297234721 0.3088616918808808
0.6593965345112726 0.3260739195564110 0.1861546681473714
0.6698423511933949 0.3367281146959057 0.0461914175371533
0.3185165166647557 0.6518322683796084 0.2791231897176889
0.3087790665734626 0.6419002723489967 0.4094530811937708

0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00

90°

GaS/GaSe hetero (90 deg ) with 20 ang vac
1.00000000000000

6.9730924803157759 0.0000599730790824 0.0000260288090190
−3.4864942678864916 6.0388515044731577 −0.0003452573988373

0.0004189091522426 −0.0016731968717207 32.5553890274577498
Ga S Se

14 8 6
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Direct
0.2232413442566994 0.2782692715769102 0.0599017412761782
0.2240356166070825 0.2786559942423708 0.1353054408054533
0.2225697722282973 0.7779740380543601 0.0598178711350812
0.7216006077932562 0.2766292879792687 0.0597396221134758
0.7216270748062286 0.7783238536097059 0.0597418947409167
0.2224307859217731 0.7779244837966033 0.1351272491417461
0.7210461488322437 0.2757397136684645 0.1349917692831966
0.7211082185400457 0.7787103498659960 0.1349895719924277
0.0002055730934316 0.0010663177146171 0.3086907193002517
0.9999143248543803 0.0005727510978630 0.3842765635931045
0.6657224776339632 0.3325309776754466 0.3086342341616017
0.3342739952163285 0.6664598986541890 0.3088977670970721
0.6661599352216641 0.3329761779931033 0.3842450944889109
0.3338675933980326 0.6664057659601426 0.3843844492458999
0.3888798602851153 0.1102524568505743 0.1704714713857598
0.3886262205846833 0.1108781287336669 0.0246133135069968
0.3888899511722741 0.6120116556448849 0.1704392763204723
0.8906502904690399 0.1120346500863150 0.1700695867962523
0.8869572547329199 0.6101769668921762 0.1693459213550383
0.3886247143944814 0.6110508017666731 0.0246253529947822
0.8899137477200227 0.1116122701004940 0.0247261543018311
0.8885291182405410 0.6109158263228949 0.0249892865470756
0.3333461035097116 0.3330045777136803 0.4170581225826453
0.3330665385865288 0.3335847352458288 0.2758225247476176
0.9998365551175823 0.6667079769816127 0.4166928426158947
0.6667622567981013 0.0002861658565934 0.4169931396278486
0.0015501513471676 0.6672812987321279 0.2767902596854483
0.6654532603569194 0.9990748011172954 0.2759826894355584
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Appendix C

BaZrS(3-y)Sey Alloy Structural Files

The structural files for each of the BaZrS(3-y)Sey alloys used in the DFT calculations of their

band gaps, as shown in Figure 5.5, are shown below in the POSCAR file format. These

structures have been relaxed via DFT using the parameters in Chapter 5.

BaZrS3 (y = 0)

BaZrS3
1.00000000000000

7.0598998069999999 0.0000000000000000 0.0000000000000000
0.0000000000000000 9.9813003540000000 0.0000000000000000
0.0000000000000000 0.0000000000000000 7.0251002311999997

Ba Zr S
4 4 12

Direct
0.0481092729967882 0.2500000000000000 0.0099119442877394
0.9518907450032134 0.7500000000000000 0.9900880437122596
0.4518907150032109 0.7500000000000000 0.5099119562877404
0.5481092549967866 0.2500000000000000 0.4900880437122596
0.0000000000000000 0.0000000000000000 0.5000000000000000
0.5000000000000000 0.0000000000000000 0.0000000000000000
0.0000000000000000 0.5000000000000000 0.5000000000000000
0.5000000000000000 0.5000000000000000 0.0000000000000000
0.9960845905550237 0.2500000000000000 0.5660516824963081
0.0039154374449786 0.7500000000000000 0.4339483175036921
0.5039154094449763 0.7500000000000000 0.0660516824963080
0.4960845605550213 0.2500000000000000 0.9339483175036919
0.2100258364044326 0.9657056464316246 0.7897626404158075
0.7899741635955674 0.0342943805683812 0.2102373595841927
0.2899741635955674 0.0342943805683812 0.2897626404158074
0.7100258364044326 0.9657056464316246 0.7102373595841925
0.7899741635955674 0.4657056164316221 0.2102373595841927
0.2100258364044326 0.5342943535683754 0.7897626404158075
0.7100258364044326 0.5342943535683754 0.7102373595841925
0.2899741635955674 0.4657056164316221 0.2897626404158074
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0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00

BaZrS2Se (y = 1)

BaZrS2Se y=1
1.00000000000000

7.3256342064340627 −0.0144845974197732 0.0462017612106119
−0.0205368875296626 10.1842824475392195 0.0086549544187588

0.0467187935540026 0.0061662392240658 7.1595228229641723
Ba Zr S Se

4 4 8 4
Direct

0.0625424378152251 0.2479385188357446 0.0052976552013237
0.9492086242434369 0.7504317657538850 0.9933953290018732
0.4443424441637220 0.7529235838070349 0.5227620296012772
0.5600848492945766 0.2423662583583271 0.4905299833782570
0.0125896567069421 0.0051137553079668 0.5036757778681068
0.4987999130692095 0.0051741888512012 −0.0131063256469815

−0.0023459960899731 0.5035163692918685 0.5090570945237859
0.4961204821941333 0.4952626843687786 −0.0157893347831400
0.9880111113132265 0.2501210302200738 0.5707901302509607
0.0122348053261252 0.7513503102527745 0.4433042126301796
0.4917747846700514 0.2496564704833573 0.9269238372074968
0.2084161341852378 0.9690270190978365 0.7911318392676484
0.2884106662229611 0.0382113385120910 0.2882879618357986
0.7112572412235328 0.9653269480984163 0.7105300170797236
0.2038204005643741 0.5312608350807789 0.7937896537449322
0.7048633223913761 0.5352896293646836 0.7051292626256278
0.2941911515192029 0.4591744528488735 0.2971385900766101
0.4915719849668848 0.7500233169032038 0.0657552237411981
0.7906378730596161 0.0336239381751829 0.2081858002532372
0.7934680991601375 0.4642075803879267 0.2032112501420832
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0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00

BaZrSSe2 (y = 2)

BaZrSSe2 y=2
1.00000000000000

7.4879267315361560 0.0028949063879382 −0.0126497583456525
0.0039209367729551 10.2766040983004459 0.0036358940968862

−0.0124232057219105 0.0026512577280662 7.2547104690433688
Ba Zr S Se

4 4 4 8
Direct

0.0647013251027886 0.2513358556866292 0.0017536466098379
0.9363624132876072 0.7419949095052225 0.9812051966411955
0.4349273477251305 0.7511874732451791 0.5206463957197409
0.5656138298095631 0.2448355233181800 0.4971668664053854
0.0236501578104610 0.0127616974200290 0.4886658360345115
0.5056620903039832 0.0098715406602564 −0.0031634033037936
0.0081131120716566 0.4955933533602297 0.5085175751208810
0.4950005988454914 0.4957926869964474 −0.0024237716108918
0.9915049693268788 0.2508177727757248 0.5701761450568628
0.4829126473526250 0.2507072291294069 0.9306281194671679
0.2942757398913641 0.0431598723371900 0.2928491382674552
0.2055963285165769 0.5313703319806536 0.7927863928373277
0.7020552765188732 0.5322653328812076 0.7028169897330304
0.2933530943880016 0.4567765057314264 0.2975456654263824
0.0037509057846372 0.7512637995486418 0.4304048556182528
0.4967110158955247 0.7507523305117808 0.0721157425708335
0.2019214210099076 0.9644838702931302 0.8002902858572736
0.7942218555514982 0.0422438467455362 0.2066891942396308
0.7082066348925511 0.9660207444761759 0.7062389185024522
0.7914592219148782 0.4567653173969589 0.2050901988064628
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0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00

BaZrSe3 (y = 3)

BaZrSe3 y=3
1.00000000000000

7.5709628134575091 0.0000000000000000 −0.0000000000000000
0.0000000000000000 10.5161372452153472 0.0000000000000000
0.0000000000000000 0.0000000000000000 7.2977681668428076

Ba Zr Se
4 4 12

Direct
0.0684327078875226 0.2500000000000000 0.0190038672512725
0.9315673101124791 0.7500000000000000 0.9809961207487268
0.4315672801124763 0.7500000000000000 0.5190038792512732
0.5684326898875209 0.2500000000000000 0.4809961207487264
0.0000000000000000 0.0000000000000000 0.5000000000000000
0.5000000000000000 0.0000000000000000 −0.0000000000000000
0.0000000000000000 0.5000000000000000 0.5000000000000000
0.5000000000000000 0.5000000000000000 −0.0000000000000000
0.9953459765145903 0.2500000000000000 0.5731842238910732
0.0046540514854119 0.7500000000000000 0.4268157761089267
0.5046540234854097 0.7500000000000000 0.0731842238910732
0.4953459465145879 0.2500000000000000 0.9268157761089268
0.2028803623558299 0.9622530463880092 0.7991659644111756
0.7971196376441700 0.0377469806119964 0.2008340355888244
0.2971196376441702 0.0377469806119964 0.2991659644111756
0.7028803623558300 0.9622530463880093 0.7008340355888244
0.7971196376441700 0.4622530163880069 0.2008340355888244
0.2028803623558299 0.5377469536119908 0.7991659644111756
0.7028803623558300 0.5377469536119908 0.7008340355888244
0.2971196376441702 0.4622530163880069 0.2991659644111756
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0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
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0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
0.00000000E+00 0.00000000E+00 0.00000000E+00
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