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ABS" 

1. INTRODUCTION 

Using a filtabank implementation of the cqstral time matrix, 
the CUKcnt wwlrgocsonto arplmthe use of dynamic fearraes 
at two diffarnt levtls - at a subscgment I m l  and a segmental 
level. Such a two tier system of dynamic fbturcs offers the 
possiiility of further dt ion ing  the statc ObSaMtioa in a 

the traiaing stage of a HMM recogniscr. 
HMM on the segmental level features and incarponrtmg thisinto 

Another important issw in speech recognition has ken to 
identify the best feanrre subset &om a large number of features. 
In a given feature set, it is unlikely that all  the features will 
contribute equally to the task of recognition and this becomes 
more true as the feature set grows. Methods of Liarar 
DiJcriminatve Analysis aim to identify the featurrs OT 

combinations of features which are the most important fOr 
mogiition. hthemntextofthepresentwork,aristingmethods 

of Linear Discriminative Analysis arc applied to the new feature 
sct to cxplork the potential of thesc methods of discriminati on 

2.DYNAMIC FEATURES 

The convmtional metbod for inclusim of speech dynamics is to 
augment cepstral features with first and Sccond order dynamics. 
I fwedamtcmvent ional~feat \nrsasc(n ,m) , thtmth 
coefficient at time n, we can express the first orda dynamics in 
thefarm: 

N 

qn,m) = wa c(n,m) (1) 
h - N  

Analternative forw*is the use of the =basis fuadioru. The 
uscofttbesebisistrmctians yields a ccpstdtime matrixas a 
~ o n o f ~ o p d a d y n a m i c s .  Thcupstraltimematrix 
provides a systanatic method for the decomposition of 
transitional dynamics and has danoMtrated a number of 
advantages ova ditfamtial paramaas, including channel 
robustness andnlative east of adaptation in noise.[4] The work 
described in this papa also exploits the DCT basis hctions m 
(2) above, to investigate highex orda dynamics axid the w of 
cepstraltime~ccs. 

2.1 Filterbank Implementation of Cepstral 
Time 

In prrvious implancntations, the log spectral vectors were 
obtained &om a DFr of a block of spcech samples. The length of 
a speech block (typically 32111s) used in the DFT for conversion 
of specch from time domain samples to spectral domain samples 
imposes a f"cntal  limitation on the time resolution of the 
cepsaal time htwcs. Here a filtabantr implementation is 
employed wbich provides better time resolution and enables the 
w of the DCT on longer scq- of cepstral VcCtOrS. 
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Figure 1 shows a block diagram of the hplanentatian used. The 
DFT based spccm is replaced by a bank of bandpass digital 
film. Eachbandpassfiltcrwasdesignedusingasecondorder 
Buttaworth filter. The centre fresucncies and bandwidth of the 

DIT based me1 spaced spectral featureS. 
21 bandpass filters Wac designed to be the samc as that ofthe 

3. SEGMENT AND SUBSEGMENT BASED 
FEATURES 

where T rrprrscnts the number of cqstraI vectors the DCT is 
p a f o n n i e d  over. In general the kth column of the matrix 
-ts the dynamic component vaxying at a speed of kK Hz, 
where T is the actual matrix length in seconds. The math 
column of the cepscral time matrix rcprsalts the dc. component 

of time variations of cepsaal coe5cients and represents the sratic 
features. This column also includes the channel distortions. 
lh~cmrentWOrkalSOincorporatcd the use of dynamic featucc!s 
on a segmental level. This was done through the inclusion of 
long-tam valiations of the ccpstd time feahlrrs. lbcse featlaes 
can be deliValhmthe first orda dynamiff as: 

This is the long-term variation, over a segment S, of the kth DCT 
comp(mcIlt of the time variation of the mth coefficient at time n. 
To obtain these katurcs, the preserved columns of the ccpseal 
timematrixw~re collcatcnated to form a vectot. A 
numberof?cimilavcctors wactakal farwards SedbaJrwards in 
time Sed a DCT applied. The first column of this TYW matriv 
w8s Fl"al to lq" the velocity of the d v e  columns 
o f k  cepstral time matrix, ova the longer Segmens thc length of 
thesegmcntking- bythemrmkrofcepstrirl matrices 
Over whichthe VariationwastakaA 

4. I J l W A R D I " A m  ANALYSIS 
OF CEPSTRAL TIME 

An n-dimcnsianal feaaae space containing fisarrr vector 1; can 
be redud to all " E i o n a l  fiahae space containing y by 
applying the n by m linear A when: y=Ak For the 
puxpose of this WWL, the transform A was obtaincd as the 
agenv&or matrix of the product W'B (51, whae W is the 
pooled within class coVariante matrix and 8 the between class 
covari- matrix. The tnrnsfarm seeks to Optimise seperability 
inthe that the Bxes of the pansfanncd featurr spact arc 
aligned on average with the directions of maximum separabfity. 
The witbiu class covaritmcc matrix was obtained from HMMs 
traiwdwiththe original eaining dam 

Dimensionality duction is achieved by chuosing the m largest 
eigenvaiues of the diagonalised matrix B and m 
agenvectors to firm the matrix k In this way, the feanrrc 
cfnnbinations with small miauce are discarded ancl those with 
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large variances preserved in the new feature set. If we express 
the occurrence of the transformed feature vector as: 

256m s13m 
9 89.25 89.09 

r 11 90.57 89.42 
13 90.98 89.09 
17 90.81 89.42 
21 89.58 89.25 
25 89.83 89.42 

when x; denotes a transformed fcalure and y is the truncated 
fatwe vector, then the weighting scheme of flgurc 2(a) 
comsponds to: 

1 O l i l m - 1  
0 m - l c i l n - 1  (6) 

It is suggested that a weighting schane such as in (b) could prove 
more useful as it removes the hard decision of whae to prune the 
feature set. This scheme would be based on the assumption that 
in the transient section to m2 that the featurrs gradually 
kcame less Useful with deneasing variencc (agalvalluc). 
Wdghtingschcmc(c)takes this a step frntha by suggesting that 
in the intend m~ to m2 that the weight of the featmes &odd be 
~ f i m c t i o n 0 f t h c i r ~ .  ~poJs ib i l i ty i s tba t thf2  
weights be a frmctiaa of the F-Ratio of the t r a n s f i i  kalures, 
as the F-Ratio is a measure of separability and "res the 
amt r i ion  ofa  &aturc to the separability ofthe cfasses being 
r=Q@ed. 

5. EXPERIMENTS AMD RESULTS 
All expahunts were carried out on the E-set (b, E, d, e. g, p, t, 
v) frr#n the connac spoken alphabet daeabase. HMMS widt 
trained fbr each letter using models with 13 emitting states, 5 
"pa state, and 9 states tied across models. Inthe case of 
Qcperimenrr on the LDAmethods, models wm bttrained with 
13 emitting states and one mixture per state with full a". 
The "form A was obtained &om these modeis, the 
andtest data transformed ortnmcatedas appqrhteandnew 
modelstrainedandtested 

5.1 Cepstral Time matrix witb Filterbank 
Implementation 

The Average and Shift Down Sampler of the filtatranL outputs 
evay .8ms the average of the time samples within a window of 

128 samples. Table 1 demonstrates the effects of increasing 
inclusion of the number of columns of DCT features on 
recagnition. Results are given for ma& h g h  of 25.6~~ and 
51.2ms. which conespond to forming a matrix by um&m 
of 32 and 64 cepsttal vectors reSpeaively. 

The results show that recognition results improve consistenay 
when the longer matrix length of 51.2ms is employed. The 
matrix rate was the same in both cases, showing that the 
transitional dynamics arc more useful calculated over the longer 
timeperiod. 

Na of co lubs  of Yo Recognition 
cepstral time Mat& length 

25.6ms 51.2ms 
83.76 86.55 

Col 1-2 89.09 
Col 1-3 87.12 
Col I 4  86.55 

Table 1: Use of Increasing Number of columns of Ccpseal Time 

5.2 Cepstral Time and Higher Order 
Dynamics. 

Expaha& Wac carried out to explore the effict of taking the 
long-term variation in the CqStTal  time matrices over 
SUtCCSSiVCfy longer segments. lEis was done h a  value of S in 
equation (5) of ktwzcn 9 and 25. This co"& to takiag 
benvlcen 5 and 12 matrices forward and backwsrds in time to 
qmsent the segment around a particular cepstral time vector. 
Thc w t s  WQT carricd out for original matrix length of 
25.611~ and 51.2ms. 'Ihe fim column of the cepstral time matrix 
(U fiaaaes) fbnnedthe subsegment level featlnrs 12 
fietarrs h a  the first column of the d t a n t  DCT matrix 
farmed the segment level 

-tal Variation of C q s k I  Time. 

Ref- back to Table 1 we see that the usc ofone column of 
thc oxiginal cepstrat time matrix, with a matrix length of 25.6ms, 
achieves 83.76% recognition The additianal use of the segmeat 
b a d  dynamic featurrs consistently improves by up 
to 7%. This greatest iDaesK in performance was achieved when 
the variation was taken over 13 cepstral vectors. The inmsse in 
p u f i i c e  is less pronounced when the ariginal &X length 
of 5 1 . 2 ~ ~  is used. On average, a 3% improvement in recognition 

- - 
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was achieved. Also, it is noticed that taking the long-term 
variation over different segment len=,Oths had minimal effect in 
this case. 

The results suggest that whereas when using 0rdum-y cepstral 
time features that the longer matrix 1-g yields better 
performance, that it is tetter when using the two levels of 
dynamic features that the subsegment features represent a shorter 
time period. 

5.3 Linear Discriminative Analysis of 
Cepstral Time Feature Set. 

For this set of experiments, models were trained using feature 
vectors with a large number of features, to test the ability of the 
LDA method to iden* the best combination of features. 
Feature vectors of size48 and 96 wereused. In each case, halfof 
the features were subsegment dynamic features and the rest 
segment level dynamic features. A segment 1-g of 11 was 
used for this set of experimentS. HMMs were trained for each 
feature set using 13 emittug states, 1 “ r e  per state, 9 tied 
states and full covariance models. 

These trained models were used to derive the transform A. The 
transform was then applied to both training and test data and new 
models retrained and tested. In the case of the origrnal 48 
features, models were retrarned where the complete feature set 
was transfmed and also where the feature set was truncated to 
12,8 and 4 features respectively. The results are shown in Table 
3, far models with 13 emitting states, 5 mixtures pa state and 9 
states tied amss mcdels. Results are also shown for models 
using fidl covaxiance and 1 mixture per state. 

I Feature Set I YO 

Table 3: LDA Applied to Set of 48 Features. 

In the case ofthe oxigrnat feature set of 96 features, truncation 
was to 24, 12,8 and 4 features respectively. The results for this 
set of features is shown in Table 4. 

I Feature Set I YO 

-Table 4 LDA Applied to Set of 96 Features. 

A recognition rate of 92.04% was achieved when us@ a full 
covariance model with the 48 features. After applying the 
transformanon, recognition rates dropped, but when the feature 
set is truncated to 12 and 8 features up to 90.57% recognition is 
possible. The previous best figure for such a small number of 
features was 86.55% using 1 column of the cepstral time matrix 
(Table 1). Hence, for a 1-2% reduction in recognition using the 
complete feature set, we achieve a huge dimensionality reduction 
and resultant saving in mathematical complexity. Similarly, for 
the feature set of 96 features, the LDA method is capable of 
iden-g a subset of 12 or 24 feature combinations that will 
stsll yield over 89% recognition. The fi,pre of 92.21% was the 
mest recognition rate achieved for the vocabulary. 

6. CONCLUSIONS 

This work has again demominted the success of the cepstral 
time matrix in capturing the dynamics of speech sounds. This 
fature set has been successfully extended to include dynarmcs at 
a segment and subsegment level. Using this feature set, up to 
92% recognition has been acheved with the highly confusable E- 
Set. From the results, it is felt that a useful application of the 
segmental variation may be in mmuous speech recognition, 
where the segment length could be based on a unit such as a 
phoneme and subsegnental features measured within h s  
segment Work is ongoing on this application. 

Applying the LDA method to the new feature set did not result h 
signihntly increased recoguitim rates. The main advantage 
offered by this “foxmation is seen as the large d imas ioxdi~  
reduction for a small demease in recognition perfanoance. It is 
envisaged that to achieve an increase in recognition that methods 
of non-iinear discriminative analysis may offer greater potential. 
Linear transfinmations can rotate the feature space to enhance 
separabaty but will not alter the o v d  distribution structure of 
the feature space. The identification of non-linear 
transfmtions capable of just this, is at present the subject of 
firtherresearch. 
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