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Trinity College Dublin

Distributed Systems Group

{biskupski,racunnin,rmeier}@cs.tcd.ie

Abstract

Due to the heterogeneity of the environment, in which

hosts may have different bandwidth capacities and network

distances between hosts vary, current mesh-based multicast

protocols for video streaming over the Internet tend to inef-

ficiently utilise the available bandwidth and often transfer

large amounts of data between distant hosts. This limits

system throughput, which results in reduced video quality,

and imposes significant costs on Internet Service Providers

(ISPs) caused by network traffic outside a provider’s own

network. This paper presents MeshTV, a mesh-based peer-

to-peer (p2p) multicast protocol for streaming live video

from a transmitter to numerous viewers. MeshTV proposes

an algorithm for adapting the mesh overlay in which nodes

explore their possible neighbour nodes and select neigh-

bours so that data throughput is optimised and data is trans-

mitted between nearby (low-latency) nodes, typically within

the same ISP thus reducing the costs to ISPs. Our eval-

uation demonstrates that the adaptation algorithm used in

MeshTV can improve video streaming throughput by over

100% and typically reduces the distances (network laten-

cies) between interacting nodes by 50% compared to unop-

timised mesh overlays.1

1 Introduction

The high bandwidth requirements of live video stream-

ing greatly limit the number of viewers that can be served

by a centralised server (which we call a transmitter) us-

ing unicast transmissions. An efficient infrastructural so-

lution to this problem is IP Multicast, which allows users

that are topologically close to each other to share the data

1This work was partly funded by the ”Information Society Technology”

Programme of the Commission of the European Union under research con-

tract IST-507953 (DBE) and by Enterprise Ireland under the Commercial-

isation Proof of Concept Programme (MeshTV).

transmitted from the server. However, this technique, de-

spite being available for several years, suffers from a num-

ber of weaknesses that has slowed its adoption by Internet

Service Providers (ISPs). Some of the weaknesses of IP

Multicast include: a lack of scalability as routers are re-

quired to maintain state for each multicast session, result-

ing in an unacceptably high overhead at Internet backbone

routers that were designed to be stateless, security vulner-

abilities that may lead to networks being flooded by mali-

cious users, changes at the infrastructure level that typically

require significant investment from ISPs and backbone car-

riers/providers.

As a result, application-level peer-to-peer (p2p) ap-

proaches have been proposed that address some of the is-

sues associated with IP Multicast. Peer-to-peer overlays of-

fer a promising approach to streaming live video over the

Internet without any specific support from the network and

where the total bandwidth available to stream content scales

with demand. The feasibility and appeal of peer-to-peer

video streaming has been proven by systems such as PPLive

[2] or CoolStreaming [17] that already attract over half a

million simultaneous viewers for certain events [2].

A common approach to p2p live streaming is to organise

nodes into a tree-structured overlay with the root at the data

transmitter [6]. The tree structure defines the routing deci-

sions – a node receives data from its parent and forwards it

to all its children. This approach, however, has a number

of drawbacks. Firstly, it does not utilise the outgoing band-

width of a large fraction of nodes, the leaves in the tree.

Secondly, the received bandwidth at a viewer is limited by

the minimum bandwidth on the path from the transmitter to

that viewer and any loss in the upper level of the tree reduces

bandwidth available to nodes lower in the tree. Finally, tree

structures offer poor resilience to churn as the departure of

an internal node in the tree can result in the data stream be-

ing lost at all its descendants until the tree is fixed. Multiple

tree approaches [5] aim at solving the first two problems,

but do not address the third problem as they require more

tree structures to be maintained.
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Recent research has started to focus on building multi-

cast protocols using overlay meshes to overcome the afore-

mentioned problems (e.g., [7, 11, 14, 13, 17] outlined in

Section 5). The approach of these systems is that nodes

organise into a random unstructured p2p overlay, which is

called a mesh overlay, by selecting multiple random nodes

as neighbours to exchange data with. In order to enable data

exchange between neighbours, the disseminated data is split

into smaller data chunks. Each time a node receives a data

chunk, it informs its neighbours and they can request this

missing chunk. This improves resilience to churn and al-

lows the upload bandwidth of all nodes to be utilised. With

a sufficient number of neighbours, failure of a node does

not affect throughput of neighbouring nodes because these

nodes can choose to download data from other neighbours

instead.

We show that in heterogeneous environments, where

nodes have various bandwidth capacities and network dis-

tances between communicating nodes may be different, a

random mesh overlay is inefficient. Firstly, video streaming

over a random mesh underutilises the available bandwidth,

resulting in reduced throughput and suboptimal quality of

transmitted video. Secondly, p2p systems in which nodes

send large quantities of data to distant nodes, outside of their

own ISP network, generate significant costs to ISPs and may

result in congestion in the core of the Internet. For this

reason, some ISPs consider limiting the usage of p2p ap-

plications by either blocking them completely or throttling

them. Thus, it is important that p2p systems consider net-

work proximity between communicating nodes and, where

possible, transfer most of the data between nearby nodes.

This paper presents MeshTV, a mesh-based peer-to-peer

(p2p) multicast protocol for streaming live video from a

transmitter to numerous viewers. MeshTV proposes an al-

gorithm for adapting the mesh overlay in which nodes ex-

plore their possible neighbour nodes and select neighbours

so that data throughput is optimised and data is transmit-

ted between nearby (low-latency) nodes, typically within

the same ISP thus reducing the costs to ISPs. The contri-

butions of this paper are twofold:

• we analyse the problem of p2p mesh-based streaming

in heterogeneous environments

• we devise and evaluate a practical exploration algo-

rithm that improves data throughput and reduces net-

work distances between interacting nodes in the over-

lay

In Section 2, we introduce our general approach to mesh-

based overlay streaming. Section 3 highlights issues that

arise in heterogeneous environments and proposes an explo-

ration algorithm that addresses these issues. In Section 4,

we present results of our evaluation of the proposed explo-

ration algorithm. Section 5 outlines recent related work. In

Section 6, we conclude this paper and outline future work.

2 Mesh-Based Streaming

The mesh-based approach to data streaming originates

from research on gossip/epidemic protocols [8], where

nodes periodically exchange information among each other,

which results in the eventual dissemination of all informa-

tion to all nodes. The BitTorrent [7] file-sharing system

popularised this approach for the dissemination of large vol-

umes of data from a transmitter to all receivers. BitTorrent

creates an unstructured overlay mesh to distribute a data file.

A file is divided into chunks, which are exchanged by nodes

in a pull-based fashion until nodes can reconstruct the orig-

inal file.

In contrast to file-sharing systems, the transmitter in live

p2p streaming protocols does not have access to the entire

data as it is generated “live”, and thus, it cannot split the

whole data into chunks for distribution throughout the net-

work. In order to leverage mesh-based delivery, streaming

protocols require a delay between the stream creation time

at the transmitter and the receiver playback time. The data

stream produced within this delay is split into small chunks

and distributed throughout the network similar to the way

that chunks of an entire file are distributed in mesh-based

file-sharing protocols. Nodes maintain sliding windows that

reflect this delay and capture which chunks have already

been received and which are still missing. The buffers move

forward with the speed of the original video transmission

rate, which is discovered by all nodes from the video stream.

The beginning of the buffer points at the chunk currently be-

ing played at the receiving node and the end of the buffer

reflects the chunk currently generated at the transmitting

node. Chunks that do not arrive in time (outside the slid-

ing window) are lost and cause video quality degradation.

A mesh overlay is created in a random fashion by join-

ing nodes connecting with randomly selected nodes. Neigh-

bouring nodes maintain local knowledge about data chunks

they possess by informing each other whenever they receive

a new chunk. A node requests missing chunks from neigh-

bours in a random order, in an attempt to acquire different

chunks than its other neighbours and thus be able to up-

load to them. A node needs to keep track of what chunks

it has requested from every neighbour to avoid requesting

the same chunk from multiple neighbours. A pipelining

technique is used where a node can issue a request for a

new chunk without waiting for a previous request to the

same neighbour to be satisfied. This helps to fill the down-

load pipe to a certain neighbour and eliminates the request-

response delay. The number of pipelined (outstanding) re-

quests from a single neighbour, however, is limited to en-

sure that requests are spread out over all neighbours. The

246

Authorized licensed use limited to: TRINITY COLLEGE LIBRARY DUBLIN. Downloaded on December 14, 2009 at 10:34 from IEEE Xplore.  Restrictions apply. 



ability to concurrently upload/download data chunks from

many neighbours (called swarming) is one of the advan-

tages of mesh-based systems. Swarming enables the incom-

ing bandwidth of a node to be fully utilised as the outgoing

bandwidth of many neighbours can be used. Moreover, it

improves resilience to congestion as more chunks will au-

tomatically be requested from other uploaders if a certain

uploader becomes congested.

3 Exploration Algorithm for Mesh-Based

Streaming

The general mesh-based approach to p2p streaming pre-

sented in the previous section achieves excellent bandwidth

utilisation (and can support high data stream rates) in ho-

mogeneous environments, where all nodes have the same

upload and download capacities and the network distances

between all pairs of nodes are the same [14]. However,

this is not a realistic scenario as today’s Internet consists

of heterogeneous nodes with asymmetric upload and down-

load capacities and various distances (in terms of latency

or hops) between each other [16]. In order to perform ef-

ficiently in such a heterogeneous environment, a random

mesh overlay needs to be adapted to satisfy the following

conditions:

• The overlay needs to guarantee that all nodes are able

to receive data at a desired rate. A randomly formed

mesh overlay may result in some nodes having neigh-

bours with low upload bandwidth only, and hence,

such nodes might be unable to receive the desired data

rate.

• The overlay needs to support efficient utilisation of the

upload bandwidth of all nodes. The data rate received

by a node is limited by the global video streaming rate

and the upload rate of its neighbours. A node cannot

upload data to a single neighbour faster than it down-

loads this data from other neighbours. Thus, in order

to utilise its upload bandwidth, it needs to upload to

more neighbours. The number of neighbours that a

node uploads to should be correlated with its upload

bandwidth. In contrast, a random mesh overlay as-

signs, on average, the same number of neighbours to

all nodes and thus some part of the upload of high ca-

pacity nodes is unused.

• Nearby nodes should be preferred over distant nodes

when selecting neighbours. This is due to the fact that

the cost of sending data to distant nodes is significantly

larger for ISPs and is generally undesirable in the Inter-

net core where it may cause congestion. Data transfers

within a network of a single ISP helps to significantly

lower costs.

Figure 1. Random mesh overlay example.

Figure 1 shows an example of the inefficiencies in ran-

dom mesh overlays. The high capacity node (black node)

has four neighbours (which, in turn, have their own neigh-

bours not shown in the figure) with low upload bandwidth,

hence, its cumulative received data rate is low, likely to

be below the video streaming rate. In addition, the black

node’s upload bandwidth is underutilised due to two facts:

it cannot upload to a single neighbour faster than it receives

data and the cumulative total download of all its neighbours

is lower than its upload bandwidth, even if the neighbours

were to download exclusively from the black node.

MeshTV uses an exploration algorithm that continuously

adapts an overlay mesh to a heterogeneous environment.

Each node in MeshTV maintains two sets of neighbours

– receivers, which are the neighbours to which it uploads

data and senders, which are the neighbours from which it

downloads data. Naturally, a node has another node in its

receiver set precisely when the latter has the former in its

sender set. Whenever a node receives a new data chunk, it

informs all its receivers, which may decide to request that

chunk. All communication between nodes, including chunk

requests and transfers, is performed using the TCP protocol.

The exploration algorithm is executed by each node in-

dependently and its goal is to adapt the node’s set of senders

to improve the download rate. The algorithm is executed by

a node periodically in rounds and ensures that:

• A node has a constant (configurable) number of

senders.

• A node replaces the sender from which it receives the

worst download rate with a new (exploratory) sender

selected randomly from all nodes in the overlay.

The random node selection is performed using a gossip

protocol [10] that, in each round, provides a new random

sample of all nodes in the system. The exploration algo-

rithm also requires that a node maintains estimated down-

load rates (drates) for each sender s in order to determine

the worst sender. Each node measures the download rate re-

ceived from each of its senders between consecutive runs of
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the exploration algorithm and updates the current estimate

using the formula

drates = α × newMeasurements + (1 − α) × drates

where α is a weighting factor that determines the signifi-

cance of the latest measurement over historical ones. The

weighted update is important as it prevents disconnecting a

generally well performing sender due to temporary fluctua-

tions in its performance. Such fluctuations may occur when

the sender becomes temporarily overloaded by too many

new receivers, which selected it as an exploratory sender.

Its old receivers take into account the history of its perfor-

mance and may decide to stay connected with the sender

despite poor interim download rates. However, the new

receivers replace the sender due to unsatisfying download

rates received, thereby restoring its good performance for

the old receivers.

The exploration algorithm adapts the mesh overlay so

that (i) the upload bandwidth of all nodes is efficiently

utilised, (ii) download rates of nodes are improved and (iii)

network latency between interacting nodes is reduced. Up-

load bandwidth is utilised by matching a node’s number of

receivers with its available upload bandwidth. The reason

for this is that a node continues to gain new receivers when

it is underloaded and loses some receivers (i.e., receivers

replace it with less loaded senders) when it is overloaded.

A node joining the network initially acquires a random

set of senders. The exploration algorithm will then contin-

uously attempt to improve the node’s download rate by re-

placing the slowest senders with senders that can potentially

provide higher transfer rates, thereby effectively optimising

its set of senders.

This approach also decreases the network latency be-

tween neighbouring nodes as an effect of the TCP conges-

tion control mechanism. The reason for this is that when

multiple connections share a bottleneck link, TCP allocates

more bandwidth to connections with lower network round-

trip times (RTT) [12]. When a bottleneck occurs at the

sender’s uplink, more upload bandwidth is allocated to re-

ceivers with low latency. Similarly, when a bottleneck oc-

curs at the receiver’s downlink, more download bandwidth

is allocated to senders with low latency. This causes re-

ceivers to replace distant senders (for which TCP allocates

least bandwidth) with exploratory senders that are poten-

tially closer.

4 Evaluation

The evaluation of the improvements in throughput and

network proximity achieved by the exploration algorithm

presented in this paper requires that a detailed packet-level

network simulator is used. Thus, MeshTV has been imple-

mented in ns-2 [1], which provides a quite realistic model

Category Downlink Uplink Ratio

A 10 Mbps 5 Mbps 15%

B 3 Mbps 1 Mbps 25%

C 1.5 Mbps 384 Kbps 40%

D 784 Kbps 128 Kbps 20%

Table 1. Node bandwidth distribution

Parameter Value

stream rate 1500 Kbps

number of senders 5

weighting factor α 0.4

exploration round length 5 sec

chunk size 4 KB

pipelined requests 8

sliding window size 30 sec

Table 2. Protocol parameters

of the physical network and the TCP/IP stack (we use TCP

New Reno), however, at the cost of reduced scalability,

which limits the number of nodes that have been simulated

to 500. Our previous experience in evaluating larger over-

lays in less accurate flow-level simulators lead us to believe

that the findings presented here are also valid for larger

overlays [4]. The physical network topology created for

simulations is a full mesh with bandwidth being limited on

the access links (uplinks and downlinks). The node band-

width distribution has been derived from Gnutella p2p sys-

tem measurements [16] and nodes have been categorised

into 4 groups: A, B, C and D (see Table 1). Network la-

tencies between nodes are selected uniformly at random be-

tween 2ms and 300ms. MeshTV parameters used in the

experiments are presented in Table 2. The weighting factor

α has been selected experimentally and represents a trade-

off between a faster adaptation to persistent changes in the

sender’s upload rate (when α is high) and a better adaptation

to momentary oscillations in the sender’s upload rate (when

α is low). The mesh overlay in the experiments is initially

random, formed by nodes selecting random senders.

4.1 Throughput Improvements

This section demonstrates how MeshTV adapts the mesh

overlay to improve video streaming throughput by over

100% compared to unoptimised overlays. We first show

how the algorithm improves upload bandwidth utilisation

of nodes and then we illustrate how the algorithm results in

higher data throughput received by nodes.
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Figure 2. Adapting the number of receivers.

Upload Bandwidth Utilisation

As mentioned earlier, it is important that the algorithm

matches the number of receivers of a node with that node’s

upload bandwidth. Figure 2 shows the average number of

receivers for each node category over time. The adapta-

tion process starts with all nodes connected to five random

senders, which implies five receivers for each node on aver-

age. As the exploration progresses, nodes with high upload

bandwidth acquire additional receivers, while nodes with

low upload bandwidth reduce their number of receivers.

Figure 3 compares the average upload utilisation of the

overlay with and without the adaptation (note the different

scales on the y-axes). It shows that when the exploration

algorithm is used, a node’s upload reaches its maximum up-

load capacity as shown in Table 1. This means that nodes in

all categories fully utilise their upload bandwidth. In con-

trast, when the exploration is not used, the upload band-

width of nodes in the highest categories A and B is greatly

underutilised. It can be observed from these figures and the

given node bandwidth distribution that the total aggregated

upload for adapted and not adapted overlays is about 550

Mbps and 260 Mbps respectively. This means that the up-

load bandwidth utilisation is improved by over 100% when

the overlay is adapted by the exploration algorithm.

Data Throughput

The improved utilisation of the upload bandwidth results

in nodes increasing their data throughput. Figure 4 com-

pares the data rates with and without the exploration al-

gorithm (note again the different scales on the y-axes). It

shows that the data rates received in the adapted overlay are

all much higher than in the case of a random mesh over-

lay. However, not only the upload bandwidth of senders,

but also a node’s own download capacity limits the received

data rate. So, for instance, the download rate of nodes in

category D is limited by their download bandwidth of 768
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(a) Average upload rates with the exploration algorithm

 0

 200

 400

 600

 800

 1000

 1200

 1400

 1600

 1800

 0  200  400  600  800  1000

a
v
e

ra
g

e
 u

p
lo

a
d

 r
a

te
 (

k
b

p
s
)

time (sec)

Node category A
Node category B
Node category C
Node category D

(b) Average upload rates without the exploration algorithm

Figure 3. Optimising average upload rates.

Kbps. Other node categories have higher download capac-

ity and thus achieve higher download rates. MeshTV ac-

commodates limited download bandwidth of some nodes

and different data rates received by different node categories

through the use of the Multiple Description Coding (MDC)

technique and specifically MDC-FEC [9]. The MDC tech-

nique enables the original video stream to be split into a

number of descriptions. A node can download any subset

of all descriptions to recreate the video stream, however,

the video quality corresponds to the number of success-

fully received descriptions. Thus, nodes with lower down-

load bandwidth or nodes whose sender sets have not been

adapted yet, download only a subset of descriptions and

consequently receive video at a degraded quality. In turn,

nodes with high download bandwidth (and adapted sets of

senders) download a larger number of descriptions and can

receive the same stream at a higher video quality. How-

ever, the optimal chunk selection mechanism for MDC is

still an ongoing research and thus MDC has not been used

in the experiments. Here we mention only that when MDC-

FEC is used, all descriptions have equal importance for a

node and thus even senders downloading few descriptions
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(a) Average throughput with the exploration algorithm
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Figure 4. Improving the average throughput.

can provide the node with useful chunks that improve its

received video quality. Senders that do not contribute suf-

ficient number of useful chunks exhibit low transfer rates

and are replaced with new exploratory senders by the ex-

ploration algorithm.

Data Throughput Under Churn

The previous experiments assumed that all nodes join the

overlay at the beginning and leave at the end of an exper-

iment. In this section, we show how the data throughput

in the overlay is affected by node membership churn, i.e.,

node arrivals and departures. The methodology for simulat-

ing churn is similar to [15]. The overlay is initially random,

consisting of 500 nodes, and the node churn starts after 200

seconds. Node departures follow a Poisson process and thus

are uncorrelated with each other. A new node starts each

time a node leaves the overlay, thus, maintaining a constant

size of the overlay. Churn rates in p2p networks are often

represented by a median session duration of a node (tmed).

The rate of node arrivals can be calculated using the fact

that inter-arrival times in a Poisson process with an arrival
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Figure 5. Improving throughput under churn.

rate λ are exponentially distributed with a mean 1

λ
and a

median ln2

λ
. It follows that an arrival rate of a single node is

ln2

tmed

, whereas the rate of any arrival in an overlay with N

nodes is N ∗ ln2

tmed

. Therefore, a new node arrives (and one

departs) on average every tmed

N∗ln2
seconds and these times

are exponentially distributed.

In our simulations we use median session durations of

30, 15 and 5 minutes, for which the mean inter-arrival times

in an overlay with 500 nodes are 5.2, 2.6 and 0.9 seconds

respectively. These settings generate node churn rates sig-

nificantly higher than have been observed in real p2p sys-

tems such as Gnutella and Napster, for which the measured

median session duration is approximately 60 minutes [16].

Figure 5 compares the average network throughput per

node for different median session durations as well as in

cases when no churn is present or the exploration algorithm

is not used. The average network throughput is calculated as

a sum of all data received divided by the number of nodes.

The impact of churn on the data throughput results from the

fact that when a node leaves the overlay, all its receivers

need to discover new senders. The departure of a high ca-

pacity node has the highest impact on the data throughput

as such a node maintains many receivers. However, Fig-

ure 5 shows that for median session durations of 30 and 15

minutes, the throughput does not degrade by more than 7%.

Even excessive churn, where each node’s median session

duration is 5 minutes, reduces the throughput by only 12%.

For the purpose of comparison, Figure 5 also shows that

when no churn is present and the exploration algorithm is

not used, throughput is reduced by approximately 50%.

4.2 Node Proximity

Figure 6 shows how the exploration algorithm reduces

the network latency between interacting nodes. Initially,
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Figure 6. Improving proximity of neighbours.

the random mesh overlay has an average latency between

neighbouring nodes roughly equal to 151ms as the laten-

cies are assigned randomly between 2ms and 300ms. Since

senders allocate more upload bandwidth to closer receivers,

the overlay adapts, resulting in a reduction of the aver-

age latency to about 75ms, which is a 50% improvement.

The exploration algorithm does not further reduce the dis-

tances between neighbouring nodes as this might degrade

the data throughput. Connecting exclusively to the near-

est senders implies two undesired effects. Nodes that share

low-latency links with many other nodes might be over-

loaded and the overlay might be divided into disconnected

clusters of nearby nodes. The exploration algorithm pre-

vents these unwanted effects as it improves proximity only

when this does not degrade the data throughput. This is be-

cause a high-latency underloaded node will provide higher

data throughput than a low-latency overloaded node and

thus will be preferred as a sender.

4.3 Control Overhead

Figure 7 illustrates the ratio of the overall control and

data traffic received and lost as a function of the traffic sent

over the course of the experiment. Almost 90% of all traf-

fic sent constitutes the video data stream that is successfully

delivered to nodes. MeshTV control information, which in-

clude notifications from senders about new chunks avail-

able, chunk requests and handshakes when two nodes be-

come neighbours, represent only 1.5% of the total traffic.

About 6% of traffic represents TCP/IP control overhead,

which consists mainly of TCP/IP packet headers. Between

1% and 4% of data traffic is lost on node access links (up-

link and downlink) due to congestion and is resent by TCP.

These results indicate that TCP/IP and MeshTV con-

trol overhead have moderate impact on the performance of

mesh-based p2p streaming. MeshTV can utilise up to 90%

of the overall network traffic for transmitting the video data.
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5 Related Work

SplitStream [5] is a multiple tree-based multicast pro-

tocol built on top of a Distributed Hash Table (DHT). In

SplitStream, the original data stream is divided into sev-

eral substreams, each having an individual distribution tree.

In an effort to utilise outgoing bandwidth of all nodes and

improve the data throughput, trees are built such that each

node is an interior node in exactly one tree. However, Split-

Stream has poor adaptation to node failures compared to

mesh-based protocols. Moreover, it has been shown that

multicast protocols built on DHTs suffer from a mismatch

between the DHT identifier space and the node outgoing

bandwidth, resulting in limited system throughput [3].

Bullet [11] splits the stream into chunks and uses a sin-

gle tree on top of a mesh. Nodes receive a subset of chunks

from their parents in the tree, while the remaining chunks

are recovered from nodes in the mesh overlay. This has been

shown to improve bandwidth utilisation compared to single

tree approaches. Authors also noticed the need for adapta-

tion to node bandwidth. Thus, nodes in the tree compute the

best rate to send data to each of their children, while nodes

in the Bullet mesh connect to the most useful neighbours.

However, Bullet wastes bandwidth on receiving duplicate

packets and its reliability to node failures is lower than in

pure mesh-based protocols because of the requirement of

maintaining the tree structure.

BitTorrent [7] is a file-sharing protocol that uses opti-

mistic unchoking as an exploration mechanism. This is

similar to the way nodes in MeshTV explore their poten-

tial senders, however, in BitTorrent exploration serves the

purpose of ensuring fairness of bandwidth exchanges rather

than optimising the data throughput. Nodes in BitTorrent

upload to a constant number of neighbours and thereby

are unable to fully utilise their upload bandwidth, whereas

nodes in MeshTV continuously adapt their number of re-

ceivers to their available upload bandwidth.
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Chainsaw [14] is a simple mesh-based p2p streaming

protocol, which distributes a stream through a randomly

formed mesh overlay. In this paper we have shown that ran-

dom mesh overlays perform inefficiently in heterogeneous

environments as they limit the data throughput and do not

exploit the network proximity.

In previous research we proposed a MeshCast proto-

col [4], which extends Chainsaw with a gossip-based mesh

overlay adaptation algorithm to exploit heterogeneity in the

environment. However, MeshCast requires that nodes dis-

cover their own upload bandwidth, assumes that congestion

may occur only at the ISPs and does not exploit node prox-

imity. In contrast, our new MeshTV protocol addresses all

these issues.

PRIME [13] is a p2p streaming protocol based on similar

observations as MeshCast in terms of throughput optimisa-

tion. It suffers from the same issues as MeshCast and addi-

tionally relies on a centralised bootstrap server to enable a

node to adapt its neighbours.

CoolStreaming/DONet [17] uses a form of exploration

to help nodes identify better neighbours (called partners).

However, since it limits the number of neighbours that a

node can have, the upload bandwidth of high capacity nodes

is not efficiently utilised as we show in this paper.

6 Conclusions and Future Work

In this paper we analysed mesh-based p2p live video

streaming and identified a number of properties that the

overlay needs to exhibit in order to perform efficiently in

heterogeneous environments. We presented the MeshTV

protocol that employs an exploration algorithm for adapt-

ing the mesh overlay. The algorithm improves upload band-

width utilisation of all nodes by approximately 100% com-

pared to unoptimised mesh overlays. This results in much

higher data throughput and consequently enables a broad-

caster to offer viewers a higher quality video, even in the

presence of high node churn rates. The algorithm also re-

duces network distances of large volume data transfers by

approximately 50%, which significantly reduces costs to

ISPs and relieves the core of the Internet from the burden

of forwarding this data. Finally, we demonstrated that both

TCP/IP and MeshTV control information impose moderate

overhead on p2p streaming. Our ongoing work focuses on

chunk selection algorithms for p2p mesh-based streaming

with multiple description coding.
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