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Abstract. Pervasive computing researchers typically conduct their research 
through the development of prototype applications. Such research is motivated 
by a well-defined problem and evaluated by assessing the impact of deployed 
solutions. Accordingly, the evaluation phase assumes a critically important role 
in this process. Failure to sufficiently evaluate an application can have wide 
ranging negative effects. Differences between the pervasive computing and 
standard desktop paradigms preclude the use of established evaluation tech-
niques without significant modification. In this paper we present a survey of the 
state of the art in pervasive application evaluation. We discuss the prominent 
challenges in conducting a pervasive computing evaluation and assess how the 
surveyed application evaluations have been affected by these challenges. We 
make recommendations for researchers conducting hypothesis-led pervasive 
technology evaluations. 

1   Introduction 

A great deal of pervasive computing research is application-led, characterised by the 
development and evaluation of pervasive applications and systems. Researchers in-
vestigating well-defined problems use this approach to quickly deploy candidate solu-
tions to test their theories by observing how users interact with applications and how 
applications interact with the environment. The evaluation phase assumes a critically 
important role in this process, determining how much can be learned about the worth 
of a deployed solution. Insufficient evaluation can have negative consequences rang-
ing from leaving researchers unsure as to what users actually think about key aspects 
of their application, to causing researchers to follow research threads down paths that 
are eventually proven, by subsequent adequate evaluation, to be unrewarding. 

We are motivated by difficulties experienced while evaluating a pervasive com-
puting application built during the Hermes project [9], which is investigating the de-
velopment of a software framework for pervasive applications. If the worth of a per-
vasive application cannot be accurately determined through evaluation, it follows that 
no conclusions can be drawn regarding the desirable features of a software frame-
work. Difficulties in pervasive application evaluation are being experienced by the 
wider pervasive computing community, which has begun to address the issue of ap-
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plication evaluation (see related work in section 2). However, it is not simply a matter 
of raising awareness about the need for evaluation. The community needs guidance in 
how to go about conducting meaningful evaluations of pervasive computing applica-
tions.  
  While desktop application evaluation techniques are well established, the same 
support does not yet exist for researchers working in the field of pervasive computing. 
It has been previously asserted that “The scaling dimensions that characterize ubi-
comp systems - device, space, people, or time - make it impossible to use traditional, 
contained usability laboratories.” [1]. 

In this paper we present a survey of the state of the art in pervasive application 
evaluations. We explore the challenges that make pervasive computing evaluations 
more complicated than standard desktop application evaluation and investigate how 
these challenges have affected published evaluations. We also make recommenda-
tions for addressing the challenges identified. It is our hope that by identifying the ar-
eas in which previous evaluations have underperformed we will contribute to ensuring 
more comprehensive evaluations in the future. We also seek to motivate the need for 
significant research in the area of pervasive computing evaluation.  

The remainder of this paper is organised as follows: Section 2 discusses related 
work. Section 3 presents data from our survey of the state of the art in pervasive ap-
plication evaluation. Section 4 discusses challenges in conducting an evaluation of a 
pervasive computing application and illustrates, using survey results and our own ex-
perience, how these challenges have affected application evaluations. These discus-
sions are followed by recommendations for addressing the challenges. Section 5 con-
tains a summary.  

2   Related Work 

Scholtz and Consolvo proposed a framework for evaluation of ubiquitous applications 
[18], which has a set of “Ubicomp Evaluation Areas (UEA)” in which such applica-
tions can be evaluated. These areas describe requirements common to pervasive com-
puting applications. Each UEA contains one or more metrics or measures that are in-
tended to characterise how well the application performs in that evaluation area. The 
UEAs are overlapping in some cases but are comprehensive and provide a good refer-
ence for researchers carrying out their own evaluations. The authors do not discuss 
how the metrics can be compared across evaluations of different applications and no 
insight is provided into how data may be collected to populate the metrics. Our work 
highlights the practical challenges of the applying evaluation techniques that will en-
able results to be compared across evaluations.  

Ranganathan et al. have also proposed metrics for the evaluation of different as-
pects of pervasive computing applications [16]. Their research goal was to form a 
benchmark by which pervasive applications could be compared. The metrics are 
grouped in three categories: System Metrics, Configurability & Programmability and 
Human Usability. An important contribution is an attempt to address the problem of 
ambiguity in the meaning of metrics, their units of measurement and their suitability. 
Our work builds on this by offering advice on metric adoption and on how evalua-
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tions can be conducted to facilitate comparison with evaluations conducted by other 
researchers. 

Consolvo et al. [7] have assessed the strengths and weaknesses of several qualita-
tive and quantitative user study techniques for ubiquitous computing applications. 
The techniques were applied during an evaluation of the disruption to the user’s natu-
ral workflow that is caused by the deployment of a ubiquitous computing application. 
The focus of this work is not on the development of metrics but rather on the applica-
tion of information gathering techniques e.g., intensive interviewing and lag sequen-
tial analysis. Similar to our work, the authors acknowledge the importance of evalua-
tion and the inappropriateness of traditional desktop-based evaluation techniques. The 
authors also share the ambition of gathering evaluation data from real use in authentic 
settings. This work differs to ours in that they discuss the merits of specific data gath-
ering approaches as opposed to discussing higher-level challenges.  

Sharp and Rehman have published a summary [19] of the 2005 UbiApp Work-
shop which was held at Pervasive 2005. The workshop concerned application-led 
pervasive computing research which is defined as the "design, implementation, de-
ployment and evaluation" of pervasive applications. The published report relates 
closely to the topic of this paper in that the workshop featured significant discourse on 
the problems surrounding application evaluation. The report contains several key 
criticisms of the approaches to pervasive application evaluation currently being used. 
These criticisms are expanded upon here and are amongst the common challenges in 
pervasive computing application evaluations that we wish to highlight.  

González et al. [12] have developed a ubicomp research methodology. Their paper 
describes the development of a ubicomp medical application and the development 
methodology they used. The methodology evolved from their experience developing 
applications in the area of pervasive computing. The authors acknowledge the fact 
that “the evaluation of ubiquitous computing environments in particular, has become 
an issue of considerable attention” and attribute this to the fact that field studies with 
actual users “require mature technology and often considerable investment in infra-
structure which makes them impractical”. The contribution this work makes is in 
stressing the importance of requirements gathering and in demonstrating how effec-
tive design can lead to successful deployment and a simpler evaluation.  

3   Survey of Published Pervasive Application Evaluations 

This section presents the results of a survey of 29 research papers, each of which dis-
cusses the evaluation of a pervasive computing application. The aim of this work is to 
assess the standard of pervasive application evaluations and by doing so identify the 
key challenges in evaluating prototype applications. All the application-led papers 
from the proceedings of two leading conferences in the field, UbiComp 2004 and 
Pervasive 2005 were considered in the survey. We also included a number of the most 
widely cited projects in the field.  
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3.1   Average Number of User Study Subjects 

The number of subjects surveyed ranged from 4 to 700 with the median being 21.  

3.2   Subject Demographics 

We determined whether an attempt was made to choose subjects that were representa-
tive of the target audience for the application. For example, if an application designed 
to assist nurses in a hospital was evaluated using computer scientists as the subjects 
then we marked that evaluation as not having chosen subjects representative of the 
target audience. 50% of papers choose a subject group that was either representative 
of the target population or was based on a desire to have representative demographics 
within the group.  
 

 
Figure 1. Data collection techniques used in pervasive application evaluation 

3.3   Formative Evaluations 

Formative evaluations are carried out to inform the application design phase. In pa-
pers where a pre-implementation evaluation of the design was conducted or an itera-
tive evaluation approach was taken the paper was marked as having conducted a for-
mative evaluation. 43% of the papers discussed conducting a formative evaluation.  
 
3.4   Data Collection Techniques 
 
On average, each paper used between two and three different data gathering tech-
niques. Some used up to 5 methods but 31% of projects used just a single method. An 
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‘other methods’ category was included to cover methods such as presentations by us-
ers and lag sequential analysis which were used once each. This category also caters 
for the paper that explicitly stated ‘other data’ as a source of evaluation data. As can 
be seen in Figure 1, the most popular methods of gathering data for application 
evaluations are questionnaires, interviews, application logging and observation which 
were used in 60.71%, 39.29%, 35.71%, and 28.57% of the papers respectively. The 
remaining methods each appeared in between 3% and 10% of the surveyed papers.  

3.5   Contrived Studies 

We investigated how many of the papers had described a contrived study. We con-
sider an evaluation contrived if it places subjects in a non-natural usage environment 
e.g., they know they are being observed. We found that 54% of papers describe an 
evaluation in which the usage environment was unrealistic. In contrast to these con-
trived evaluations, 36% of evaluations involved real world deployment. To be consid-
ered deployed we required an application to be used repeatedly without supervision in 
a natural usage environment for a significant period of time (one month or more).  

3.6   Presentation Format 

The majority of papers relied almost entirely on discussion (89%) to present their re-
sults. Statistical metrics appeared in 25% of papers and of these the number of sub-
jects from which statistics were drawn was quite low, the lowest being 5 subjects. 
Other studies drew statistical conclusions from 11 and 15 subjects. Data was also pre-
sented as tables (17.86%), as charts/graphs (14.29%) and as raw data (3.57%).  

3.7   Evaluation Objectives 

In order to determine what was being evaluated we collected data on stated evaluation 
goals. Where the authors did not state the goals of their evaluation, the results of that 
evaluation were used to ascertain which aspects of the application were evaluated. 
Where the authors stated multiple goals for their evaluations the same project was re-
corded under each of the appropriate headings. These evaluation goals were analysed 
and it was discovered that they could be classed under five headings, described below 
along with the percentage of projects which performed this type of evaluation.  
 

• Usability/User Experience (17.86%). Papers that used traditional usability 
heuristics [8] or aimed to gauge user satisfaction are counted in this category.  

• Distraction/Pervasiveness (14.29%). This category includes papers which 
evaluated the amount of attention the application demanded of the user and 
whether this level of user interaction constituted a distraction.  

• Technology Validation/Performance Analysis (46.43%). Evaluations which 
were purely for the purpose of demonstrating a successful and efficient im-
plementation of application requirements are counted here.  
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• Social Acceptance/Appeal (35.71%). Projects that used their evaluations to 
assess how much users liked an application are counted in this category.  

• To Understand Strengths & Weaknesses (28.57%). Evaluations aimed at col-
lecting data to either improve an application or determine requirements for 
new applications are counted in this category.  

3.8   Use of Control Groups  

A control group is a group of subjects that will typically be asked to perform a task 
without the aid of the technology being evaluated. Comparing against the results 
gained from a control group gives researchers more insight into the real benefits of an 
application. Our survey revealed that 14% of evaluations choose to use a control 
group.  

4   Challenges in Pervasive Application Evaluation 

As stated by Weiser, "applications are the whole point of ubiquitous computing" [25]. 
The common pervasive computing research lifecycle follows a development, evalua-
tion and publication pattern. The evaluation phase is often the process which deter-
mines the published contribution. To make verifiable and quantifiable advances it is 
necessary to conduct user-centered evaluation, the standard of which must be such 
that the results and lessons learned contribute to a better understanding of how the 
pervasive computing vision may be realised.  

 We have identified a typical evaluation lifecycle for pervasive applications which 
consists of the following steps: Identify Goals, Select Metrics, Select Evaluation Ap-
proach, Gather Data and Analyse Results. We discuss each step, identifying the re-
lated challenges and problems. We illustrate our points, where appropriate, with data 
from the application evaluation survey and our own experiences. We follow the dis-
cussion of each step with recommendations for improving on the current practice.  

4.1   Identify Goals 

Before gathering data via user study it is important to be clear on why this data is be-
ing gathered. Stasko et al. [22] were critical of researchers misusing data gathering 
techniques by not clearly identifying evaluation goals before collecting data. “Ques-
tionnaires are like any scientific experiment. One does not collect data and then see if 
they found something interesting. One forms a hypothesis and an experiment that will 
help prove or disprove the hypothesis.”. This is an observation which is particularly 
relevant to the field of pervasive application development. Many of the studies in-
cluded in our survey did not state formulated evaluation goals before conducting their 
study. Once the data was gathered they then drew conclusions, depending on what the 
data suggested. Without well defined evaluation goals it is not possible to design a 
study that facilitates the answering of your research questions.  
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The failure of many studies to successfully identify evaluation goals may be a 
consequence of failing to find a problem before building the application. Our survey 
observed a tendency to develop applications without first exploring the problem space 
and understanding user requirements. Only 43% of surveyed projects conducted some 
form of formative evaluation or ethnographic study. Neglecting to design the applica-
tion with user satisfaction as the principle requirement can cause certain badly de-
signed features e.g., user interface, to prevent the collection of user study data, some-
thing which we experienced on the Hermes project [9]. Poorly designed applications 
that do not address a real problem cannot be deployed in the long term and therefore 
cannot be fully evaluated. The low deployment rate of 36% may be a result of this 
shortcoming.  

Application-led researchers must decide when an application is ready to be evalu-
ated. Before concluding the application development phase and entering the evalua-
tion phase, application verification, validation and testing is required. This form of 
evaluation is necessitated by the fact that the technology used to develop pervasive 
applications is often quite novel and not fully understood. Technical challenges must 
be overcome before any insights into user acceptance can be gained, often necessitat-
ing an iterative cycle of testing and development. The most common goal when 
evaluating an application is validation of the application from a technological per-
spective, with 35% of projects solely investigating this aspect of their application. A 
significant proportion of evaluations are simply proofs of a working application as 
opposed to more meaningful assessments. Evaluation of the more interesting aspects 
of a pervasive application i.e., pervasiveness and user and social acceptance cannot be 
evaluated without a fully validated, stable application to give to user study subjects.  

In a field with the long term ambition to realise Mark Weiser’s vision [25] it is 
necessary to evaluate how an application contributes towards the realisation of that 
vision. Therefore applications must be evaluated for pervasiveness. It is apparent that 
pervasiveness is not being widely evaluated. This is borne out by the fact that only 
14% of projects surveyed evaluated pervasiveness. 

Recommendations 
In the case of hypothesis-led research, evaluation goals should be formulated before 
the study is conducted to avoid recording large amounts of data without a clear pur-
pose. For example, Bellotti et al. stated their goals as qualitatively analysing user ac-
ceptance in authentic use conditions, verifying their experimental framework and 
gathering information for future design [4]. With these goals in mind they designed 
questionnaires to gather the information required to meet the specified evaluation 
goals e.g., they asked questions on topics such as usability and enjoyability to assess 
user acceptance. They then conducted a non-contrived study to gather information in 
a real-world setting.  

Before developing an application it is important that the user requirements are suf-
ficiently understood. This avoids developing an application that has features e.g., a 
poorly designed user interaction model, which preclude the collection of data. Con-
solvo et al. have described the use of intensive interviewing and contextual field re-
search to conduct a formative evaluation [7].  
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Applications must first undergo verification and validation testing before user 
evaluation. This allows researchers to assess the more meaningful aspects of the ap-
plication, e.g. pervasiveness, during user trials.  

Evaluation of an application’s pervasiveness should be a goal of all researchers 
undertaking application-led pervasive computing research. Burrell et al. illustrate how 
they evaluated their application’s pervasiveness by measuring user distraction [5].  

4.2   Select Metrics for Success 

The absence of a common vocabulary with which to discuss pervasive application 
evaluations is a barrier to the sharing of evaluation results. There has been some work 
in devising metrics (see related work in section 2), but these metric sets remain in-
complete. In the absence of a specific metric, researchers are left with the challenge of 
determining their own. Different researchers choose different metrics for their evalua-
tions, making comparative application analysis difficult. This gives rise to ambiguity 
regarding the meaning and quantification of metrics. Without a common structure for 
discussing evaluation practices we are limiting the amount that can be learned from 
each others evaluations, resulting in similar proofs being repeatedly demonstrated. In 
other fields where common metrics exist there are standard benchmarks which facili-
tate the comparative analysis of application evaluations.  

Recommendations 
The first step in developing a framework for exchanging and comparing evaluation 
results is to divide the evaluation task into distinct sub-tasks. Evaluation areas have 
been proposed by other papers (see related work) but to date none have been adopted. 
Given that the metrics now exist it is important that they are adopted by researchers. 
This will aid the comparison of published application evaluations.  

In order to divide the evaluation task into suitable sub-tasks for which metrics can 
be formulated we can look to current evaluation practice as demonstrated by our sur-
vey. It is possible to classify all the evaluation areas used by papers in the survey un-
der five headings.  
 
1. Usability/User Experience 
2. Distraction/Pervasiveness 
3. Technology Validation/Performance Analysis 
4. Social Acceptance/Appeal 
5. Understanding Strengths and Weaknesses 
 
Using such a classification of evaluation areas it is possible to identify which of these 
evaluation categories are targeted, then use a common set of metrics to examine how 
effectively an application performs as judged by the measures in this category. Advice 
should be offered on how data should be gathered to populate each relevant metric so 
as to avoid different methods resulting in figures that cannot be compared.  
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4.3   Select Evaluation Approach 
 
Since pervasive applications are typically user centric systems it is usually necessary 
to perform a user evaluation. We have identified four common approaches that re-
searchers may follow to evaluate an application. 
 
1. Deploy the Application e.g., Place Lab [14], Guide [6]. Deliver the application to 
representative end users and allow them to use it in any way they feel appropriate.  
2. Build a ‘Living Lab’ e.g., Aware Home [13]. Develop a physical, instrumented 
space into which your application can be deployed and monitored.  
3. Conduct Lab Experiments e.g., [18], [23]. Use a traditional lab in which experi-
ments can be conducted in a controlled, scientific manner. The evaluation environ-
ment is typically unrepresentative of the actual deployment environment. 
 4. Use Limited Deployment User Studies e.g., [21], [24]. Select a sample of users and 
deploy the application to them for a limited amount of time. The subjects are aware 
that they are participating in a user study and work with the researchers by providing 
data on their application usage experiences. 
 
Understanding the full impact of an application involves fully understanding the envi-
ronmental effects both on and of the technology. Assessing applications in real usage 
scenarios deployment is essential as applications are designed specifically for use in 
daily life settings and can only be accurately studied in this context.  

There is a trade-off between performing a full deployment, which is very expen-
sive to conduct, and performing a lab-based evaluation, affordable to most research-
ers. Lab-based evaluations are of much less value than full deployments and make 
understanding the real motivations behind application usage difficult to determine. 
Abowd et al. share the view that an application must be "… subjected to real and eve-
ryday use before it can be the subject of authentic evaluation." [3]. There are many 
examples of successful applications that have only revealed their true worth when 
used outside of the lab. SMS did not reveal its full potential during lab experiments 
and its very short messages and difficult input mechanism were considered a hin-
drance. However, once deployed it was quickly adopted by users.  

There is a very high monetary and man-hour cost in deploying pervasive applica-
tions. Contributing factors to this cost include research and development effort, rais-
ing awareness of the application, performing training and supporting the application 
once deployed. The cost is further raised by the inherently interdisciplinary nature of 
the field, with evaluations requiring the involvement of experts from a wide range of 
fields. Building a living lab and carrying out partial deployments can reveal more than 
lab-based studies but can increase the probability of some form of bias affecting the 
study results.  

The challenge in deploying applications is not one simply of cost but one related 
to the nature of academic research. Applications developed in a university research 
lab are often of non-industry quality and are built by small teams of disappearing stu-
dents. Such applications, which must already contend with the issues effecting cutting 
edge technology research, do not suit wide-scale deployment. It has been previously 
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noted that “a good portion of reported ubicomp applications work remains at the level 
of demonstrational prototypes that are not designed to be robust.” [2].  

Although there seems to be consensus in the field that the best way to evaluate an 
application is to deploy it [20], this is often impossible. Over half the studies we sur-
veyed were carried out in a contrived manner. This situation arises when a study is 
con-ducted as a series of lab experiments and in some cases where only a limited de-
ployment is conducted. It is a challenge to minimise the bias introduced due to con-
ducting a contrived study without resorting to an expensive full deployment. The 
challenge is to perform an evaluation that is not biased by the nature of the experi-
ment. It is also a challenge to determine what questions can be answered by such ex-
periments and what issues can only be convincingly resolved through deployment.  

In order to compare how a pervasive computing application has affected the envi-
ronment into which it has been deployed, it important to record data about both states. 
For example, if you have developed an application to regulate an air conditioning sys-
tem in an office then you must record data both before and after the system had been 
deployed. In this scenario the task is trivial. However a challenge exists when the per-
vasive computing application introduces behaviour that is not possible to directly rep-
licate in a non-pervasive computing environment. Some effort must be made to com-
pare however by using a control group who functions without the technology. Only in 
this way can the advances made by the technology be assessed. Only 14% of evalua-
tions choose to use a control group in their evaluations. Of the papers that did feature 
a control group, none of them used the control group for performing usability, user 
experience or pervasiveness evaluations. These are the features which should ideally 
be evaluated by means of control group.  

Recommendation  
The evaluation process should begin with the identification of the evaluation goals 
and the evaluation approach. The chosen approach will have an effect on the aspects 
of the application which can be evaluated. For example, it has been widely recognised 
that evaluating an application designed for use in the ‘real world’ in a lab environ-
ment is of limited value. “… in the soft sciences, the requirement for a ‘controlled 
situation’ may actually work against the utility of the hypothesis in a more general 
situation. When the desire is to test a hypothesis that works ‘in general’, an experi-
ment may have a great deal of internal validity, in the sense that it is valid in a highly 
controlled situation, while at the same time lack external validity when the results of 
the experiment are applied to a real world situation.” [26]. When selecting an evalua-
tion approach the trade-offs must be understood and where possible we must strive to 
evaluate applications in authentic, real use settings. When deployment scale is re-
stricted the selection of suitable subjects and the minimising of bias must be goals.  

In addition to the evaluation approaches we have considered, there are also alter-
native forms of evaluation which may lower evaluation cost without sacrificing result 
quality. Wizard of Oz prototyping has been shown to be effective in evaluating ubiq-
uitous computing application interfaces. Other components can be evaluated in isola-
tion but little work exists on evaluating systems as a whole [15]. 
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4.4   Gather Data 

Our survey has highlighted the use of a variety of methods of data collection. Each of 
these has an associated cost and is suited to usage in specific situations. The challenge 
is to apply the relevant techniques in the most controlled, non-biased manner possible.  

With 64% of projects choosing not to deploy as part of their application evalua-
tion, it is possible that the Hawthorne Effect [27] is impacting on the majority of 
evaluations. The Hawthorne effect, first observed at the Hawthorne plant of the West-
ern Electric Company in Cicero, Illinois between 1927 and 1932, describes a phe-
nomenon which sees productivity increase regardless of the environmental factors 
manipulated. This is a short term effect which sees people become more productive 
due to being monitored, regardless of the modifications made to their environment. In 
a short-term, non-deployment user study this factor can significantly skew results. For 
this reason we believe that short-term non-deployment studies are unable to make 
strong claims about user reaction to applications.  

As described in [10], the “wow factor” can affect the evaluation of pervasive 
computing applications. Users are impressed and intrigued by the novelty of perva-
sive technology, notably the hardware, and are prone to favourably receiving the 
technology. We experienced this phenomenon firsthand during the evaluation of a 
prototype application developed as part of our work on the Hermes project. The ap-
plication was deployed on a PDA with a GPS device serially attached. We expected 
that this unwieldy approach would be negatively reviewed by users but the results of 
our hardware evaluation were quite the opposite. Believing that the “wow factor” was 
the sole reason for this we conducted a further study about PDAs, specifically about 
peoples long-term usage of these devices. Our hypothesis was that if we had deployed 
the application for longer subjects would have had different opinions regarding the 
suitability of PDAs for running our application. Our study of 60 subjects showed the 
number of people using PDAs every day dropped from over half of the sample to just 
over a quarter in the time they acquired the PDA to the present day. The number of 
subjects using the PDA about once a year or never went from 0% of the population to 
over a quarter. Over half the subjects said they would not replace their PDA if it were 
lost, stolen or irreparable. These results lead us to believe that our study was clouded 
by the “wow factor”. It is a challenge for researchers to minimise this first impression 
response and the effect this has on their results. Other forms of bias that may inadver-
tently be introduced at the data gathering stage include 1) ‘Mortality Bias’ - is there 
an attrition bias such that subjects later in the research process are no longer represen-
tative of the larger initial group? 2) ‘Evaluation Apprehension’ - have researchers 
taken suitable steps to mitigate the natural apprehension people have about evalua-
tions of their activities, and to diminish the tendency subjects have to give answers 
which are designed to make themselves "look good"?  
 
Recommendation  
In order to minimise the effect of the “wow factor” researchers must take steps to 
quantify subjects’ familiarity with the relevant technology. The best way to minimise 
this effect on results is to fully deploy the application for a lengthy period of time. To 
date no pervasive computing studies have attempted to discover to what extent the 
“wow factor” may colour subjects’ experience of an application.  
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Deployment remains the best way to minimise the other forms of bias mentioned 
above such as mortality bias and evaluation apprehension. Consequently, deployment 
should be considered the only reliable way to conduct evaluations from which results 
can be directly published. All other evaluations require the bias effects to be analysed 
and commented upon. The crux of the problem is the general lack of scientific meth-
ods being applied. Pervasive computing has become a soft science which has been de-
fined as “Any of the scientific disciplines in which rules or principles of evaluation 
are difficult to determine” [16]. The field is now at risk of becoming a pseudoscience 
which uses the language and trappings of scientific inquiry but is not based on any 
empirical method. There is a need for pervasive computing to adopt a more scientific 
method of research with papers being published that enable independent corrobora-
tion of results and evaluations that reduce the influence of individual or social bias on 
scientific findings. Skepticism within the field and the questioning of truth and reli-
ability of the current user study-based evaluations are necessary to raise the standard 
of pervasive computing evaluations. 

4.5   Analyse Results 

Researchers are faced with the challenge of interpreting results. If clear evaluation 
goals have previously been determined and metrics for success have been identified 
then this phase should be relatively straight forward data analysis. However, a number 
of issues remain.  

The form in which results will be published must be selected. 25% of the studied 
evaluations published results in the form of statistics. Of these, the average sample 
size used in calculation of statistics was 25. In addition, over half the studies were car-
ried out in a contrived manner as illustrated in section 4.5. It is evident that the results 
of user studies are generally not statistically significant.  

It remains a challenge when analysing results for publication to include enough 
detail on methodology to enable repeatable evaluations. This is necessary if we wish 
to allow other researchers to validate our findings and thus prevent pervasive comput-
ing from being relegated to the status of a pseudoscience. All the projects in our sur-
vey stated which techniques they used but that was the extent of the detail given. In 
this environment it is not possible to actually compare applications in specific areas. 
For example, two projects may claim that their prototype applications were favoura-
bly received by users with 68% and 59% of survey respondents finding the respective 
applications useful. Without knowing the factors that contributed to this value it is 
impossible to know exactly what useful means and how the two applications actually 
compare to each other in terms of utility. 

Recommendation  
When analysing the results of user studies, it is necessary to understand the statistical 
significance of results so as to not misrepresent findings. This is of particular concern 
in the field of pervasive computing where we have shown that user studies often in-
volve very low numbers of subjects.  

In order for evaluations to be meaningful they must be fully understood and com-
parable by those doing similar work. To further improve the believability of results 
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being published in the field it is necessary to have baseline results with which user 
study results can be compared. “To obtain a quantitative evaluation, it is necessary to 
compare the results from one method with those from another. If a single version of a 
device is being evaluated, it can be compared with a control,” [11]. We believe that 
control groups should be used whenever possible to allow researchers to more accu-
rately determine results on the real benefit the application is to users.  

Improvements in result analysis and the quality of resulting publications can be 
achieved by peer review evaluation. The peer review process has been very widely 
adopted by the scientific community but can often be too permissive. However, when 
reviewers insist on scientific methods this will generally improve the quality of the 
scientific literature.  

It is a common practice in other fields for scientists to attempt to repeat the ex-
periments in order to duplicate the results, thus further validating the hypothesis. To 
facilitate this, detailed records of experimental procedures should be maintained and 
published so as to provide evidence of the effectiveness and integrity of the procedure 
and assist in reproduction. 

6   Summary 

The ubiquitous computing field often values novelty, creativity and innovation over 
the need to have a clear hypothesis or set of goals. As a result, researchers tend to 
conduct evaluations in order to see what emerges in terms of changes in users’ behav-
iour. Although this approach has value and has often been fruitful in the past it must 
be followed up with hypothesis-led research that can verify and exploit conclusions 
inferred through these observational studies. It is in this way researchers can build 
upon each others work and deliver comprehensive evaluations. 

In this paper we have highlighted the need for comprehensive evaluation of perva-
sive computing applications. We surveyed a sample of application-led pervasive 
computing papers and explored how they conducted their evaluations. This work ex-
posed a number of deficiencies in the state of the art in pervasive application evalua-
tions, which are symptomatic of larger challenges in the field.  

Challenges were identified in the areas of selecting suitable applications, identify-
ing evaluation goals, selecting metrics, selecting an evaluation approach, gathering 
the data and performing analysis. In response to these challenges several recommen-
dations were made to address each of the identified challenges.  

The contribution of this paper is to identify the challenges that exist in pervasive 
computing evaluations and to illustrate how these challenges have affected published 
evaluations. A clear lack of systematic application evaluation has been demonstrated 
by our survey. We have proposed ways in which to improve current evaluation prac-
tices based on principals of scientific research and hope to aid researchers in conduct-
ing more comprehensive evaluations in the future. 
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