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Abstract. Personalised Information Retrieval (PIR) has gained considerable attention 
in recent literature. In PIR different stages of the retrieval process are adapted to the 
user, such   as   adapting   the   user’s   query   or   the   results. Personalised recommender 
frameworks are endowed with intelligent mechanisms to search for products, goods and 
services that users are interested in. The objective of such tools is to evaluate and filter 
the huge amount of information available within a specific scope to assist users in their 
information access processes. This paper presents a web-based adaptive framework for 
evaluating personalised information retrieval systems. The framework uses implicit 
recommendation to guide users in deciding which evaluation techniques, metrics and 
criteria to use. A task-based experiment was conducted to test the functionality and 
performance of the framework. A Review of evaluation techniques for personalised IR 
systems was conducted and the results of the analysed survey are presented.  
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1   Introduction 
 
Evaluation has been an integral part of Information Retrieval (IR) research from its 
early days with the Cranfield experiments (Cleverdon et al. 1966) that used pre-
defined queries that were run against a test collection in batch mode. One major 
problem with traditional IR systems is that they provide uniform access and retrieval 
results to all users, solely based on the query terms the user issued to the system. 
Evaluation frameworks for personalised information retrieval systems (PIRS) and 
adaptive information retrieval systems (AIRS) are  necessary   to  “better interpret and 
give more exact hints and false inferences than a simple global vision, thus facilitating 
the improvement of applications and services, when required, as well as the 
generalisation and reuse of results”(Tobar 2003). In this paper we call systems which 
combine Adaptive Hypermedia (AH) and IR approaches, AIRS (Lawless et al. 2010).  
     The main aim of the framework described in this paper is to provide 
comprehensive support for users through implicit recommendations on which 
evaluation methods, metrics and criteria should be used to evaluate these systems and 
how to best combine these approaches. Access to this repository of evaluation 
approaches is supported for geographically distributed users of any nationality by 
facilitating dynamic translation of content. The authors acknowledge that 



personalisation in IR is aimed at   improving   the   user’s   experience   by   incorporating  
user subjectivity in the retrieval process. 

The rest of this paper is structured as follows: Section 2 presents a summary of a 
comparison of personalisation approaches and evaluation techniques in PIR systems. 
Section 3 introduces the proposed framework to evaluate AIRS systems. Also the 
methodology, architecture design, functionality and evaluation of the framework are 
also introduced. Finally section 4 concludes the paper and proposes future work. 
 
2. A Review of Personalisation Approaches and Evaluation 
Techniques for AIRS 
 
Personalised Information Retrieval (PIR) is a research area which has gained attention 
in recent literature and is motivated by the success of both areas, IR and AH (Gauch 
et al., 2007, Micarelli et al., 2007). IR systems have the advantage of scalability when 
dealing with large document collections and performing a vast amount of information 
processing. AH systems have the advantage of including the user in the process and 
thus the ability to satisfy individual user needs by modeling different aspects of the 
user. In PIR, different stages of the retrieval process are adapted to the user such as 
adapting   the  user’s   query   and/or   the   results. This review focuses on personalisation 
approaches and existing evaluation techniques for PIR systems. 
 
2.1 Overview of Personalisation Approaches 

 
Personalisation can be performed on an individualised, collaborative, or aggregate 
scope. Individualised personalisation   is   when   the   system’s   adaptive   decisions   are  
taken according to the interests of each individual user as inferred from their user 
model (Speretta and Gauch, 2005, Teevan et al., 2005). Collaborative personalisation 
is when information from several user models is used to determine or alter the 
weights of interests in other user models (Sugiyama et al., 2004). This is usually used 
when a system groups the users into a number of stereotypes according to certain 
similarity criteria between their user models; at which point the system can judge the 
relevance of a certain item or document to a user based on information from other 
user models that belong to the same group. Stereotypes can be manually pre-defined 
or automatically learnt using machine learning techniques (e.g. clustering techniques). 
Personalisation can be implemented on an aggregate scope when the system does not 
make use of user models; in which case personalisation is guided by aggregate usage 
data  as  exhibited   in  search   logs  (i.e.   implicitly   inferred  general  users’   interests   from  
aggregate history information) (Smyth and Balfe, 2006, Agichtein et al., 2006). 
    The authors acknowledge that user-based evaluation of personalised IR systems is 
challenging because of the user effect in terms of the inconsistency in ranking and in 
relevance criteria usage. End-users are seen as the ultimate assessors of the quality of 
the information and of the systems as well as services that provide information(Barry 
and Schamber, 1998). User satisfaction is a composite term; amalgamating a cluster 
of   “felt   experience”. Table 1 provides a comparison of the surveyed systems in the 
literature. The comparison focuses on the personalisation implementation stage of the 
surveyed systems, guided by the three classification criteria (i.e. individualised, 
collaborative and aggregate usage data).     



Table 1: Comparison of Personalisation Approaches 

Application 
Area 

Personalisation 
Scope Personalisation Approach Published Study 

Monolingual IR Individualised Result Adaptation (result re-
ranking) 

(Speretta and Gauch 2005), 
(Stamou and Ntoulas 2009), 
(Teevan et al.2005), (Pretschner 
and Gauch 1999) 

Monolingual IR & 
Information 
Filtering 

Individualised Result Adaptation (result  
re-ranking) (Micarelli and Sciarrone 2004) 

Monolingual IR (1)Individualised 

& (2) Collaborative 
Result Adaptation (result re-
ranking) (Sugiyama et al. 2004) 

Monolingual IR Aggregate usage data Result Adaptation 
(result re-ranking) (Smyth and Balfe 2006) 

Monolingual IR Aggregate usage data 
Result Adaptation ((1)result scoring 
& (2)result  
re-ranking) 

(Agichtein et al. 2006) 

Information 
Filtering Individualised Result Adaptation (result scoring) (Stefani and Strapparava 1999) 

Monolingual IR Individualised Query Adaptation (query expansion 
using keywords from user model) (Chirita et al. 2007) 

Structured Search 
on a Database Individualised Query Adaptation 

(query rewriting) (Koutrika and Ioannidis 2004) 

Cross-lingual IR Aggregate usage date 
Query Adaptation (query 
suggestions using similar queries 
from multiple languages) 

(Gao et al. 2007) 

Monolingual IR Individualised 

Query & Result Adaptation 
(query expansion using keywords 
from user model, and result re-
ranking) 

(Pitkow et al. 2002) 

 
2.2 Evaluation Approaches for PIR Systems 
 
The evaluation of PIR systems is challenged by user effect, which is manifested in 
terms   of   users’   inconsistency   in   relevance   judgment   ranking   and   relevance   criteria  
usage. Personalisation in PIR systems is generally performed by adapting the query 
and/or   the   results   to   the   user’s   interests.   Adaptation can either target specific 
individualized user needs, or target common needs of groups of users. Personalised 
systems involve information about users in the process and therefore adapt the 
retrieval  process   to   the  users’  needs.   In  other  words,  a  PIR system does not retrieve 
documents that are just relevant to the query but ones that are also relevant to the 
user’s  interests. 
 

 
 
 

 



Table 1: Comparison of Evaluation Techniques 
Scope of 

Evaluation 
Evaluation Metric & 

Instrument Experimental Setting Example 
Publications 

System 
Performance 
(retrieval 
process) 

Quantitative (Precision at K, 
Recall at K, F-measure,  
Break-even point) 

Controlled setting (47 users, 25 information 
needs per user, open web corpora via meta 
search engine) 

(Smyth and 
Balfe 2006) 

System 
Performance 
(retrieval 
process) 

Quantitative (R-precision) 
Controlled setting (20 users, 50 information 
needs per user, open web corpora via 
Google wrapper) 

(Sugiyama et al. 
2004) 

System 
Performance 
(retrieval 
process) 

Quantitative (Normalised 
Discounted Cumulative Gain 
(NDCG)) 

Controlled setting (15 users, 10 information 
needs per user, open web corpora via MSN 
Search) 

(Teevan et al. 
2005) 

System 
Performance 
(retrieval 
process) 

Quantitative (Normalised 
Discounted Cumulative Gain 
(NDCG)) 

Controlled setting (18 users, 4 information 
needs per user, open web corpora via 
Google wrapper) 

(Chirita et al. 
2007) 

System 
Performance 
(retrieval 
process) 

Quantitative (rank scoring 
based on explicit relevance 
judgments by users) 

Controlled setting (11 users, 68 information 
needs per user on average, open web 
corpora via Google wrapper) 

(Stamou and 
Ntoulas 2009) 

System 
Performance 
(retrieval 
process) 

Quantitative (rank scoring 
based on implicit 
relevance judgments from 
clickthrough) 

Controlled setting (6 users, 2 information 
needs per user, open web corpora via 
Google wrapper) 

(Speretta and 
Gauch 2005) 

System 
Performance 
(retrieval 
process) 

Quantitative(Precision at 
K(P@K), Normalised 
Discounted Cumulative Gain 
(NDCG), and Mean Average 
Precision (MAP)) 

Large-scale setting (12 million interactions 
by users, 3000 randomly selected queries 
out of 1.2 million unique queries, open web 
corpora using a major search engine) 

(Agichtein et al. 
2006) 

System 
Performance 
(retrieval 
process) 

Quantitative (11-point 
precision) 

Large-scale setting (7 million unique 
English queries from MSN Search logs, 
5000 randomly selected French queries out 
of 3 million queries from a French query 
log, 25 French-English query pairs,  TREC-
6 collection) 

(Gao et al. 2007) 

System 
Performance 
(user model & 
retrieval 
process) 

Qualitative & Quantitative 
(questionnaires for users about 
how well the model depicted 
their interests  
& 11-point precision) 

Controlled setting (16 users, 3 information 
needs per user, open web corpora via 
ProFusion) 

(Pretschner and 
Gauch 1999) 

System 
Usability & 
Performance 
(usability & 
retrieval 
process) 

Qualitative & Quantitative 
(usability questionnaire & 11-
point precision, rank scoring 
based on explicit relevance 
judgments by users) 

Controlled setting (24 users, 15 information 
needs per user, open web corpora via 
AltaVista wrapper) 

(Micarelli and 
Sciarrone 2004) 

User 
Performance 
(task-based) 

Quantitative (time and number 
of actions needed to complete 
search tasks) 

Controlled setting (48 users, 12 information 
needs per user, open web corpora via 
Google wrapper) 

(Pitkow et al. 
2002) 

  
 
3 The Proposed Personalised Framework 
 
3.1 Methodology and Architectural Approach 
   
The rational unified process (RUP) Methodology was used in the design and 
implementation of the framework described by this paper. The RUP methodology is 



significant with respect to: i) conducting iterative development, ii) requirements 
management, iii) designing a component-based architecture iv) visual modeling of the 
system, v) quality management and vi) change control management. The user-centred 
evaluation approach is used in order to verify the quality of an AIRS, detecting 
problems in the system functionality or interface, and supporting adaptivity decisions. 
    The framework is designed as a web-based 3-tier architecture, as can be seen in 
Figure 1, which consists of: i) the presentation layer, ii) The business logic layer 
which is pulled out from the presentation tier, it controls the frameworks functionality 
by performing detailed processing and iii) the data persistence layer which keeps data 
neutral and independent from application servers or business logic. The framework is 
divided into 4 major sections (i.e. the recommender, repository for current studies and 
search interface, and a user-centred evaluation methodology). 
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Figure 1: Architectural Design of Proposed Personalisation Framework 



  
3.2 Implementation and Technologies Used  
 
A combination of several technologies was used to implement the framework: 
NetBeans 6.9 - platform, Apache Lucene - Search engine, Apache OpenJPA - To 
store and Retrieve data from the database, Apache Tomcat - server, Myfaces-core - 
Java Server Faces (JSF) used to display data on the Web, MySql-win32 - MySql 
database server, MySql-connector-java - Connector for java to communicate to 
mySql, Google Translate – to translate the presented information into users choice of 
language, Json - To parse translations. 
 
3.3 Proposed Implicit Recommendation Algorithm 
 
The algorithm implemented in this framework applies implicit recommendation 
techniques to personalise and recommend evaluation methods, metrics and criteria.  
Suppose two types of users want to use the framework: i) User A wants to get 
recommendations on how to evaluate an AIRS system. The user does not know which 
methods, criteria or metrics to use; ii) User B wants to get recommendations on how 
to evaluate an AIR system he/she has developed. The user knows which methods, 
criteria or metrics to use, but is not sure whether they are the most appropriate ones. 
He/she wants recommendations on how to evaluate his system. Using the algorithm 
provided in Figure 2, the framework provides implicit recommendations to the users. 

Figure 2: Functionality of the Recommender Algorithm 

Start: 
  Step1:  The user selects the system categories and approach in the initial steps. 
  Step 2. Using the categories selected the recommender does the following 

a. Select all the systems belonging to these categories 
b. Select all the evaluations that have been carried out on these systems 
c. Using the approach of these evaluations all the methods, metrics and criteria are 

retrieved from database together with their evaluation results.  
d. All the evaluation results for each method, metric and criteria are stored in a list. 
e. Each result has a success score and a flag as to whether this evaluation was carried 

out specifically for this system or not. If it was it is given extra weight in the scoring 
process. 

f. When all the results for each method, metric and criteria are collated they are added 
up and the list is sorted by score. 

g. The results are presented as a percentage of the highest score in the list which will 
always have 100% 

h. If the methods, metrics and criteria in the list match the methods, metrics and criteria 
being used in the current evaluation then they may be highlighted in the list.  

End 
 
3.4 Benefits and Functions of the Framework 

 
Users of the framework are provided with personalised  information  to  suit  the  user’s  
requirements. In this case the framework considers the users interests and preferences 



in order to provide personalised services. Figure 3 presents the index page of the 
framework. Users are able to: 
 Search for literature published from 2000 to date, such as user-centred evaluation 

(UCE) studies or evaluations of adaptive systems (i.e. adaptive hypermedia, 
adaptive educational hypermedia, adaptive e-learning, adaptive recommender, 
PIR and AIRS systems). The query results presented to the user are based on the 
following characteristics of the evaluated system: system name, developer, 
evaluation approach, evaluation purpose, system description, application area, 
evaluation methods, evaluation criteria, evaluation metrics, year of evaluation 
and finally what was improved by the adaptation.  

 Get implicit recommendations on how to combine different evaluation methods, 
metrics and measurement criteria in order to evaluate a specific system.  

 Translate the user interface into 49 different languages to suit the user. 
 

Figure 3: A Web-based User Interface 

 
 
3.4 Task-based Experiments and User Evaluations 

 
To evaluate the framework, three phases of evaluation were defined (requirements 
specification, preliminary evaluation and final evaluation phase). For each phase, the 
appropriate evaluation methods, metrics and criteria were identified. Currently, only 
the requirement specifications and preliminary evaluations have been conducted. This 
involved interviewing 12 domain experts and conducting a task-based experiment. 
The use of interviews provided qualitative feedback on user experience after using the 
framework. The experiment was designed based on a task-based problem scenario.  
     The task based experiment was significant in evaluating the overall performance 
and usefulness of the developed framework. In this case, 10 test users were presented 
with a list of tasks. The techniques adopted was based on internal quality estimation 
consisting of six characteristics: i) functionality, concerned with what the framework 
does to fulfil user needs; ii) reliability, evaluating the frameworks capability to 



maintain a specified level of performance; iii) usability, assessing how understandable 
and usable the framework is; iv) efficiency, evaluating the capability of the 
framework to exhibit the required performance with regards to the amount of 
resources needed; and v)  maintainability,  concerned  with  the  framework’s  capability  
to be modified and finally portability, which will involve measuring the frameworks 
capability to be used in a distributed environment. 
     The results from the requirements specification and preliminary evaluation phase 
were used to improve the functionality of the developed framework. A major 
evaluation will be conducted for the final phase. This will involve a large number of 
users performing several tasks. 
 
4   Conclusion and Future Work 
 
This paper described a review and classification of personalised IR approaches and 
evaluation techniques for PIR systems in the literature. Future personalised IR 
systems could build on harnessing the benefits of both implicit and explicit 
approaches to gathering user information   and   feedback   about   the   user’s   searches. 
There are currently no standard evaluation frameworks for AIRS systems. The 
framework presented in this paper will be a significant contribution to both the AH 
and IR scientific communities. Evaluators of AIRS systems should ensure that the 
correct evaluation methods, metrics and criteria are used while evaluating these 
systems. Two major evaluations of the framework will be conducted in future to test 
the: i) usability and performance of the overall framework and ii) end-user experience 
of using the framework. 
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