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Abstract. The majority of studies in Personalized Information Retrieval (PIR)
literature have focused on monolingual IR, and only relatively little work has
been done concerning multilingual IR. In this paper we propose a novel method
to represent user models in a multilingual fashion. We argue that such
representation would be more suitable for Personalized Multilingual
Information Retrieval (PMIR). Furthermore, we outline two algorithms for
query adaptation based on user information from the multilingual user model.
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1 Introduction

Given the enormous amount of information on the web, information can exist in
several forms and languages. It may be the case that documents that are relevant to a
user's information need exist in languages other than the user's native language.
Multilingual Information Retrieval (MIR) is a subfield of Information Retrieval (IR)
which involves the retrieval of documents in languages that are different to the
query’s language [1, 2]. A general characteristic of IR and MIR systems is that if the
same query is submitted by different users, the system yields the same results. On the
other hand, Adaptive Hypermedia (AH) systems operate in a user-centered manner
where services are personalized according to specific user needs [3]. For AH systems
to perform personalization, they make use of models to represent user aspects.
Personalized Information Retrieval (PIR) is motivated by the success in the areas
of IR and AH [4, 5]. In PIR, different stages of the process are adapted to the user
such as the query or the results. The majority of studies in PIR literature have focused
on monolingual IR, and only little work has been done concerning multilingual IR.
Our research aims at improving Personalized Multilingual Information Retrieval
(PMIR). We investigate how to model different aspects of a multilingual search user,
such as preferred language, country, and search interests, and how to exploit this
information to personalize the user’s multilingual search. In this paper we propose a
novel method to represent user models which store the user’s search interests as
inferred from their multilingual search history. Instead of traditional methods which
store terms in a single language [6-8], we propose to store terms in multiple
languages. These languages correspond to the original languages of browsed
documents, whether the user has viewed them in their original or translated form. The
rationale behind our method is to avoid issues related translation inaccuracy if the
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user model was monolingual. Furthermore, in this paper we outline two algorithms
for query adaptation. The first one performs query expansion using terms from the
user model. The second one is a personalized version of Pseudo-Relevance Feedback
(PRF) [9-11], where feedback documents are filtered according to the user’s interests.

This paper is organized as follows. Section 2 presents related work. Section 3
presents the proposed multilingual user model. Section 4 outlines the proposed
algorithms for query expansion. Section 5 outlines the planned experimental settings
and the evaluation framework. Finally, Section 6 presents conclusion and future work.

2 Background and Related Work

2.1 Multilingual Information Retrieval

MIR is a subfield of IR that is concerned with retrieving documents from document
collections that are not limited to the query’s language [2]. In MIR, either the query or
the documents can be translated. The query translation approach has gained wider
recognition in the literature because of its comparatively lower requirement for
resources [12, 13]. A number of studies in the literature aimed to improve retrieval
effectiveness in MIR by developing techniques to improve query translation,
disambiguation, or adaptation. In [14] the authors propose an algorithm for cross-
lingual query suggestion based on multilingual query logs. The authors in [15]
propose developing multilingual search systems using bilingual dictionaries and
clickthrough information from monolingual search logs. In [16] the authors suggest a
Markov Model that combines query translation and expansion in one process.

These studies, in spite of performing adaptation on a multilingual level, do not
employ personalization on an individualized scope. We aim at satisfying the specific
information needs of a multilingual search user in an individualized manner.

2.2 User Modeling for Personalized Information Retrieval

A key component of PIR systems is the user model. The modeled information is used
to personalize the search by adapting the query and/or the results. User information
can be obtained implicitly from the search history or explicitly by asking the user to
supply information. Different types of representations can be used to represent the
user model, mainly: keyword-based, semantic network-based, and concept-based [4].
The authors in [7] implicitly infer the user's interests from browsed web pages. The
user model is represented in a keyword-based manner where two vectors are used,
one for short-term interests and one for long-term interests. Personalization is
employed by re-ranking the search results. The system described in [8] provides a
personalized news service, which infers the user's interests from browsing activity.
Interest terms are stored in a keyword-based model which is made up of multiple
vectors; one for each cluster of interests. Personalization is employed by query
expansion and result re-ranking. In [6], a concept-based user model is proposed to
represent the user’s interests. The model is made up of multiple vectors; one vector
per interest category. The categories and concepts are based on the taxonomy of the
Open Directory Project (ODP)!. Personalization is employed by result re-ranking.

! http://www.dmoz.org
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The user models in these studies were represented in a single language. We
propose to represent user models in a multilingual manner, arguing that this would be
more suitable to PMIR since document collections are in different languages. This
idea, to the best of our knowledge, has not been previously discussed in the literature.

2.3 Query Adaptation using Pseudo-Relevance Feedback

Query adaptation involves expanding the query with other terms, aiming at retrieving
more relevant results [1]. PRF is one of the common techniques used for query
expansion [9-11]. It involves performing an initial retrieval round using the source
query and implicitly selecting expansion terms from the top N retrieved documents,
under the assumption that most of them are relevant to the query. The new query is
then submitted to the search engine and the results are presented to the user. The main
issue with PRF is that the process is prone to noise caused by the fraction of feedback
documents that are not relevant to the query. This may degrade retrieval effectiveness.

The authors in [9] and [11] discuss how automatic classification techniques can be
used to identify good and bad terms for query expansion. Several features can be used
for the classification process, such as term distribution, term proximity, and document
features. In [10], the optimum number of terms for query expansion is investigated.

In the abovementioned studies, feedback terms were filtered with respect to the
query and/or the document collection. However, none of these studies took the user
into consideration. PIR and PMIR systems seek to retrieve information that is not
only relevant to the query, but also relevant to the user. One of the algorithms we
propose in this paper uses information about the user’s interests to ensure that only
feedback terms that are relevant to the user’s needs are used for query expansion.

3 A Multilingual User Model

In MIR, documents browsed by the user may be from different languages. Therefore,
we propose that for a user model to be more suitable to PMIR systems, it should store
terms which represent the user’s interests in multiple languages, where a term is
stored in the same language of the document from which it was obtained. The
proposed user model will maintain a set of weighted-term vectors for each designated
language. Multiple vectors in a set represent multiple clusters of interests. A term’s
weight represents the degree of user’s interest in that term within the cluster.
Furthermore, each vector is given a weight that indicates the degree of user’s interest
in the cluster. The proposed user model is an extension to the models in [8] and [6].
When a user clicks on a retrieved result, it may be the case that the document is
viewed in its original language or that the system displays a translated version.
Considering the latter case, it may seem appropriate to represent the user model in the
user’s native language only, whereby all terms are translated into that language.
However, we believe this would be problematic because: (1) translation inaccuracy
may lead to storing terms in the user model which do not represent the user’s
interests; (2) the translation inaccuracy problem can be exacerbated when the terms in
the model are translated, yet another time, for post-translation query expansion; and
(3) we should not rule out the possibility that a user may be familiar with multiple
languages, and is therefore capable of viewing documents in their original language.
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3.1 Populating the User Model

Interest terms will be harvested from the queries submitted by the user and from
clicked result documents. The user model will be populated as follows:

1. For each query that the user submits, the clicked documents for that query are
grouped by language of the document.

2. For each language group, documents within that group are processed together to
extract the terms that most frequently appear in them.

3. The extracted terms along with the query terms (of the original or the translated
version of the query) are assigned weights, for example using TF or TF.IDF
weighting schemes [1]. The terms and their weights are then stored in a vector.

4. The vector will be added to the user model under the language group that
corresponds to the documents from which the terms were extracted, and will be
given an initial overall weight.

3.2 Maintaining and Updating the User Model

The number of terms in a vector and the number of vectors to maintain per language
will be set to certain thresholds. Following on a modified version of the mechanism in
[8], if the maximum number of vectors within a language group was reached, then for
any new incoming vector into this group the model will be updated as follows:

1. The incoming vector is added to the other vectors in the group.

2. Using cosine similarity [1], all the vectors in the group are compared to each
other. Then, the two most similar vectors are combined by grouping together all
terms from both vectors, sorted in descending order of weights. The top terms,
according to the threshold, are kept in the combined vector.

3. The weight of the new vector is set as the sum of the weights of the two vectors.
Thus, higher vector weights indicate that a vector was subject to merging several
times. This may reflect that the topic (cluster) represented by this vector is of
high importance to the user as it was repeatedly searched for by the user.

4  Personalized Query Expansion

In this section we propose two alternative algorithms to perform query expansion in a
personalized manner. The first algorithm performs query expansion using terms
obtained from the user model. The second algorithm performs query expansion using
terms obtained via PRF, after filtering out documents that are not relevant to the user.

4.1 Query Expansion Using Terms from User Model

This algorithm aims to adapt the user’s query by performing pre-translation and/or
post-translation query expansion using terms obtained from the user model. Both
kinds of expansion are handled in the same manner; the only difference is the
language that is involved in the expansion operation.

In order to expand a query, the vectors of the user model, which belong to the same
language of that query, are identified. Then, an important step is to identify which
vectors (clusters of interests) from this group are relevant to the topic of the query.
Given that the interest vectors are not classified under labeled categories (topics),
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identifying relevant vectors can be done in two ways. The first way is to identify the
vectors in which the query terms appear. However, this is not sufficient on its own as
it may be the case that some of the vectors are relevant to the topic of the query yet
they do not have the specific terms of this query. The second way is to perform an
iteration of PRF and compare the top N retrieved documents (represented as vectors
of weighted keywords) to the vectors in the user model in order to identify candidate
relevant vectors to the query. This is performed according to the following steps:

1. For each vector in the user model, calculate the sum of cosine similarities

between the vector and each document (represented as a vector).

2. Normalize the sum by averaging over the number of documents, then multiply it
by the normalized weight of the vector. Let this be SimD.
Calculate cosine similarity between the vector and the query. Let this be SimQ.
4. Let SimT be the total score for the vector, calculated as follows (where k is a

constant that controls the influence of query similarity and document similarity):

o ntora) i)

5. After the final score of each user model vector has been calculated, identify the
vector that received the highest score. If that vector’s score exceeds a certain
minimum threshold then select top M terms from that vector and use for
expanding the query. Otherwise, do not attempt to expand query (i.e. a low
vector score indicates that the vector is not relevant to query’s topic, and would
therefore degrade retrieval effectiveness if it was used to expand the query).

W

4.2 Personalized Pseudo-Relevance Feedback

This algorithm is a modified version of the first algorithm, where instead of obtaining
expansion terms from the user model, they are obtained from PRF documents. The
difference between this algorithm and traditional PRF is that, in this algorithm, the
information from the user model is used to select the subset of feedback documents
that are most relevant to the user. The terms obtained only from this subset of
documents are used for query expansion. This algorithm is expected to reduce the
noise caused by irrelevant documents that may appear in feedback documents.

In order to expand a query, the vectors of the user model, which belong to the same
language of that query, are identified. Then, these vectors are compared to the PRF
documents (represented as vectors) in order to identify the documents which are most
relevant to the user. This is performed according to the following steps:

1. For each feedback document, calculate the cosine similarity between that
document and each vector in the user model; where each similarity score is
multiplied by the normalized weight of the user model vector.

2. Sum across all user model vectors, and then normalize by obtaining the average
over the number of vectors in the user model.

3. After all the feedback documents have been scored, sort in descending order of
scores and select the top N documents.

4. Analyze the selected feedback documents to extract terms which frequently
appear in them, then assign a weight to those terms (e.g. TF, TE.IDF, etc.).
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5. Sort the terms in descending order of weights, then select the top M terms and
use for expanding the query.

5 Experimentation Outline
5.1 Experimental Setting

The planned experiment will be conducted in a controlled (in-lab) setting, with a
group of users from different linguistic backgrounds. The experiment will be carried
out on four phases. In the first phase, the users will be asked to use a baseline web
search system for their daily search activities over a period of time. The baseline
system will be wrapped around one of the major search engines and will not employ
any query adaptation. Interactions with the system will be logged. In the second
phase, for each user, a subset of the queries and clicked results will be used to build
the user model.

In the third phase, the remaining queries will be used for testing. The source (test)
queries will be automatically submitted to the search system and the top N results
retrieved for each query will be stored in a pool. Furthermore, the system will attempt
to re-submit multiple adapted versions of the queries, using the proposed query
expansion algorithms and also using traditional PRF, and again, the top N results
retrieved for each submission will be pooled with the results of the source queries.

In the fourth phase, the users will be shown the test queries along with the pool of
results collected for each one. The users will be asked to provide personal relevance
judgements for the results, on a scale from zero to four, where zero indicates that a
result is not relevant to their information need, and four indicates that a result is very
relevant. All the systems (baseline, traditional PRF, expansion from user model, and
personalized PRF expansion) will be evaluated and compared to each other using the
Discounted Cumulative Gain metric [1]. This metric is commonly used for calculating
IR precision in experiments where documents are judged on a non-binary scale.

5.2 Framework for Experimentation

A framework for PMIR evaluation will be used to carry out the experiments. The
framework, which was proposed in [17], is fully implemented in Java and follows the
Model-View-Controller architecture. The framework, outlined in Fig. 1, comprises
three components: User Modeling, Query Adaptation & Translation, and Result
Adaptation & Translation. The User Modeling component is concerned with
gathering user and usage information about the system users and representing this
information in individualized models. In the Query Adaptation & Translation
component, the user's query is adapted along two stages: pre-translation expansion
and post-translation expansion. As discussed in Section 4, query expansion can be
based on terms obtained from the user model or from PRF documents. This
component makes use of existing state-of-the-art translation techniques for query
translation. The output of this component is a set of adapted and translated queries in
multiple languages, which are used to retrieve documents from collections in
corresponding languages. After document retrieval takes place, the returned result
lists are passed to the Result List Adaptation & Translation component (one result list
in each target language). This component comprises algorithms for result list merging
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and re-ranking. This component also makes use of existing techniques to carry out the
translation of the title and summary of each result into the user's preferred language.
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Fig. 1. PMIR Framework

6 Conclusion and Future Work

In this paper, a novel method for representing user models in PMIR systems was
proposed. Moreover, an argument was provided regarding why a user model
represented in a multilingual fashion may be more suitable to PMIR than a
monolingual user model. Furthermore, two algorithms for personalized query
adaptation were outlined, and the planned experimental setting was outlined.

After conducting the experiments and performing the evaluation, a viable direction
for future work would be to compare query adaptation based on a user model where
interest terms are obtained from clicked documents versus a user model where interest
terms are obtained from the snippets of the clicked documents.
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