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Methodological work carried out by the British Government Social Survey Department in the course of a number of surveys into educational matters revealed that:
I. Varimax factor analysis and various types of cluster analysis gave substantially the same results, although cluster analyses tended to break up the larger factors.
2. Substantial improvements could be made to both Varimax and Cluster analytic solutions by inspecting the correlation matrices arranged as indicated by these techniques.
3. The abstract debate about whether to rotate or not should cease: both rotated and unrotated solutions had their uses. However, the interpretation of the results was quite different in the two cases. Although the techniques have similar mathematical origins, they were not, in practice, simply different forms of the same technique. The model of the data field that was appropriate when one technique was most useful was quite different from the model that was appropriate when the other technique was the most useful. This is important because many investigators seem to adopt one technique rather than another because of the selective availability of computer programmes rather than because of an explicit model of the data field in which they are working.
4. The Varimax, but not the Principal Component, solution was stable from one main survey to another and from pilot to main surveys.
5. Rotation of fewer factors lead to items being assigned to larger factors in such a way as to obscure the factor patterns, particularly when the correlation matrices were not examined.
6. Addition of extra variables similarly served to obscure the factor pattern if the number of factors extracted was not simultaneously increased.
7. Removal of a biased sample of individuals did not materially alter a Varimax solution which had been modified by making use of the information contained in the correlation matrix.

Nothing that is said will be new to investigators with wide experience in this field; on the other hand it is hoped that subsequent discussion will enable investigators to pool experience, and thus arrive at the beginnings of a formal understanding of the parameters which determine what the various techniques do with different types of data.

## Aims

The object of this paper is to present the results of some methodological work carried out in the Government Social Survey Department in the course of a number of surveys connected with education. Most of the work was undertaken in connection with an enquiry into sixth form education, but other data were collected in enquiries into undergraduates' attitudes towards school teaching as a career, a study of adults' and adolescents' attitudes toward smoking, and a followup study of the survey done for the Plowden committee on primary education. While much that is said in this paper is well known to people with wide experience in this field it is not available in a formalised fashion to people embarking on research in which these techniques will be used. It is hoped that the paper will stimulate further formal discussion of what these techniques do with different types of data under different conditions. The paper should therefore be viewed as a report on what happens under a limited number of conditions and not as an authoritative statement of what will happen under all conditions with all types of data. Nevertheless the data reported here are drawn from a larger pool of data collected together in Government Social Survey paper $\mathrm{M} \underset{1}{ } \mathbf{3}$ and in a forthcoming ESRI memorandum.

## Sample size and method of collecting data

The data to be reported were, unless specifically stated, collected in main surveys consisting of 3,000 to 4,000 informants, or in pilot sutveys of approximately, 100 informants.
Similarly most of the data to be reported were collected from informants, ratings on five- or seven-point scales such as those given on facing page. A similar format was used for collecting the information on desired job characteristics. While this information was obtained through written ratings by the informant, rather than by an oral interview, the questionnaires were either administered individually or given to small groups of seven or eight pupils at a time: they were not mass testing sessions.
Most of the analyses that will be reported were based on Pearson product moment correlations between untransformed raw ratings. In the case of school type, however, the ratings of all pupils within a school were averaged before the intercorrelations between the variables describing the schools were calculated.
A word is perhaps in order concerning the origin of the items. All were generated from extensive programmes of exploratory work and a literature review. Furthermore, a decision was taken not to follow the common practice of inserting into the questionnaires a set of items to accurately measure each of a
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$\qquad$
$\qquad$
$\qquad$
$\qquad$
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and other
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3............ 4 $\qquad$ 5.
......
3. Help you to develop your personality and
character . 3 $\qquad$
$\qquad$
small number of theoretically derived "dimensions" of job aspirations, desired course type, or school type. Instead a large number of conceptually separable dimensions ( 40 or so in each case) were represented in the questionnaires by only one or two items each. In other words the exploratory and pilot work concentrated on reducing the number of items to the minimum number required to cover the field of enquiry adequately, rather than on developing instruments designed to measure accurately each of the large number of conceptually separable areas. Although the work reported in this paper is concerned with seeking higher order generality within this data, it is, because of the way the data were generated, therefore not surprising that many of the inter-relationships with which we shall be dealing are not very substantial. This is an important point to bear in mind when considering how far the methodological findings can be generalised.

## Purpose of Correlational Analysis

Since the objective of this paper is to compare, empirically, what different forms of data analysis do with the same set of data, and then to go on to see what happens with different sets of data, it is necessary first to be clear about what we are trying to do when we analyse data of this sort in this way.

The objectives of analyses of this sort are:
(1) To show that the individual items have some meaning-if an item does not correlate with any other item it is a strong indication that the item is ambiguous and means different things to different people (although there are, of course, other interpretations, for example, that there are no other items in the analysis which tap the same dimension or that everyone in the sample gave the same response to the item).
(2) (a) To sort out the different attitude dimensions that are represented in any batch of attitude items. By this is meant that we wish to sort out groups of items which are in some sense measuring one attitude and distinguish them from groups of items which are measuring some other attitude.
(b) In some sense to explain why items correlate with other items as they do-for example because they are tapping more than one attitude dimension at the same time.
(3) To develop attitude scales with which to assess the consistency, strength, all-pervasiveness, or what have you, of an individual's attitudes. The theory here is that if an underlying attitude is strong it will dominate a person's responses to a series of items which, in addition to tapping one common dimension; also tap a series of other dimensions. The theory assumes that all the items raise issues which are complex and that we should respond to all of them by saying "In some ways yes, in other ways no." However if we feel strongly about something we will allow those considerations to overrule all other considerations. It is assumed that the more often we allow one set of considerations to overrule all sorts of alternative considerations the more strongly we feel about the basic issue and the more firmly it is anchored in our mental make-up.

Thus, if we respond consistently to a series of items which have one attitudinal dimension in common but which also tap a series of other attitude dimensions then we must have a stronger, more all-pervasive, more organised, or more resistant to change, attitude on the common dimension.

It is important to notice that for the logic to be sound the items must not overlap completely in content: they must tap a wide range of diverse attitudes as well as the one in which we are interested.

From this it follows that the requirements of an attitude scale are:
(a) Mcderately correlated items: If the items are too highly correlated they will tap only one dimension and our inference that an individual who endorses all of them must have a stronget attitude because more divergent pulls were overcome will be erroneous.
(b) A range of marginals to add weight to our belief that a person who endorses more items also endorses the more extreme items that fewer people endorse.
(c) Items which tap a wide range of dimensions as well as the one in which : we are interested and cover a wide range of manifest content.

Does Factor Analysis Sort Out Such Batches of Items? :

- Many people think that all: forms of factor analysis do these things, albeit
somewhat differently. For example they think that all forms of factor analysis group together highly correlated items.

However Table I lists the items making up the first two principal components

TABLE 1: FIRST TWO PRINCIPAL COMPONENTS
(loadings of less than $\mathbf{3 0}$ omitted; decimal points omitted).

|  | Component I |  |
| :---: | :---: | :---: |
| Item | Component | Loading |
| No. |  | ( $\times 100$ ). |
| 29. | You would be doing work which would have some standing in academic circles. | 51 |
| 34. | The work would be intellectually developing and stimulating. | 51 |
| 25. | You would be able to rise to a position of responsibility in a short time. | 51 |
| 37. | The starting salary would be good. | 50 |
| 18. | There would be good opportunities for promotion throughout your career. | 49 |
| 30. | There would be a congenial atmosphere in which to work. | 49 |
| 23. | The ultimate salary prospects in the career would be good. | 49 |
| 21. | Your work would have some social prestige attached to it. | 47 |
| 36. | There would be plenty of opportunity to develop outside interests. | 46 |
| 14. | Your colleagues would be interesting and stimulating. | 45 |
| 20. | You would be able to increase the specialist knowledge gained in your degree. | 44 |
| 19. | There would be good relations between all levels of staff. | 44 |
| 38. | The work would make full use of your capabilities. | 43 |
| 28. | It would be up to you to develop your work as you chose. | 43 |
| 26. | You would have the opportunity of continuing with your studies as part of your work. | 41 |
| 35. | There would be security of employment. | 39 |
| 27. | You would be able to use the knowledge gained in your degree. | 39 |
| 22. | Promotion would depend on merit and not on the class or type of your degree. | 38 |
| 41. | A job with long holidays. | 37 |
| 12. | Promotion would depend on the quality of your work and not on seniority. | 37 |
| 16. | There would be opportunities for travel on the job. | 35 |
| 13. | Work which would demand considerable initiative. | 35 |
| 17. | You would be very much your own boss. | 34 |
| 40. | You would be meeting a variety of different types of people. | 33 |
| 32. | It would be easy to get a job overseas in this field of work. | 31 |
| 24. | Your salary would depend on the amount of work you put into the job and not on fixed amounts. $\%$ of variance accounted for $=23 \%$ | 30 |

## Component II

5. Social Service-includes hospital service etc.-Not school teaching.
6. Industry-includes manufacturing, processing, public utilities.
7. You would be doing a socially useful job
8. Work in which most of your time would be spent with children or young people.
9. The ultimate salary prospects in the career would be good.
10. There would be good opportunities for promotion throughout your career.
11. Your work would be of immediatc bencfit to others.
. Business, Commerce, insurance, finance, retail.
Work in which you would spend much of your time dealing with figures.
12. General administrative, organising, managerial work.
13. You would be meeting a variety of difierent types of people.
14. The starting salary would be good.
$\%$ of variance accounted for time. $=18 \%$
from one study, together with their loadings. The first component accounts for 23 per cent of the total variance of the 34 items involved, and, as can be seen, many of the loadings are quite substantial.
From what we have said we would expect the items with high loadings to be highly correlated with each other.

However, as Table 2 shows, this is not the case. In other words, scoring people on the Ist principal component in this case is not justified because the component is defective in a basic rule of attitude measurement, namely that items purporting to measure the same thing should be moderately correlated with each other.

However, let us leave Table 2 for a moment and come back to it later, because principal components analysis, even in these circumstances, does have its uses.

Moving on to rotated factors, Table 3 shows the first three Varimax factors from

TABLE 2: MATRIX OF INTERCORRELATIONS ARRANGED AS INDICATED BY THE PRINCIPAL ANALYSIS. CORRELATIONS OR 2 AND OVER ONLY. TO NEAREST DECIMAL PLACE. DECIMAL POINT OMITTED. WITHIN PACTORS (SEPARATED BY HORIZONTAL AND VERTICALLINES)THE ITEMS ARE ARRANGED INE ORDER


the same analysis. It is clear that they look very similar to the Principal Components.
However, when we look at the Correlation Matrix, presented in Table 4 we see that we have:
(a) Some clear clusters of moderately correlated items.
(b) Some items which don't correlate with anything: they must be ambiguous, unique in content, or have poor distributions of answers (thus rendering them unsuitable for measuring anything).
(c) Some items that the computer seems to have misassigned.

At this point let's go back to the principal components presented in Table 2.
As is well known, if, in Principal Components Analysis, one sums the products of the loadings of two items across all factors one gets back exactly to the square of the original correlation coefficient between the items. Furthermore the loadings on the first principal component, if multiplied together, give the best method of predicting all the intercorrelations in the matrix from one underlying variable. If the second principal component is added on one has the best result that can be obtained from two factors, given that one wishes to retain the assumption that the first component should try to account for as much as possible of the total variance in the matrix. And so one goes on: the third component gives the best approximation that can be obtained from a model which assumes one principal component, then corrects the picture so obtained by adding a best corrective, then adds a third component to try to correct the remaining error, again by one best answer-and so on. Note the peculiarity of the sense in which it may be said that such com-

- TABLE 4: THE CORRELATION MATRLX ARRANGED ACCORDING TO THE RESULTS OF the varimax añalysis.

| $\stackrel{\text { Fectior }}{\text { No: }}$ | Variable $\substack{\text { No } \\ \vdots}$ | $\begin{array}{lllllll} \text { Factor No: } & & & 3 & 3 \\ \text { Varlable } & 6 & 11 & 20 & 26 \times 27 & 29 & 34 \\ \text { No: } & 6 & 11 \end{array}$ | $\begin{array}{\|ccc:c} \hline & 6 & & \\ & 6 & \ddots & \\ 5 & 8 & 15 & 39 \\ \hline \end{array}$ |  | $\begin{array}{\|ccc\|} \hline & 17 & \\ 14 & 19 & 30 \\ \hline \end{array}$ | $\begin{array}{lll}  & 7 \\ & 7 \\ 1 & 9 & 10 \\ \hline \end{array}$ | 9 <br> $\begin{array}{lllll}12 & 13 & 22 & 24 & 38\end{array}$ | $\begin{array}{\|cc\|} \hline & 5 \\ 16 & 31 \end{array}$ | $\begin{aligned} & .4 \\ & 4 \quad 17 \quad 28 \end{aligned}$ | $\begin{array}{r} 8 \\ 3: 7 \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{3}$ | $\begin{aligned} & 11 \\ & 10 \\ & 20 \\ & 26 \\ & 27 \\ & 29 \\ & \hline \end{aligned}$ |  |  |  |  |  | - | - . |  |  |
| 6 | $\begin{array}{r} \mathbf{5} \\ \mathbf{8} \\ \mathbf{1 5} \\ \hline \end{array}$ | $\cdots$ | $\begin{array}{\|ccc\|} \hline 10 & 10 & \\ 5 & 10 \\ 5 & 5 & 10 \\ 4 & 5 & 6 \\ \hline \end{array}$ |  | : ${ }^{\prime}$ |  | * |  |  |  |
| 2 | 18 21 23 23 33 33 37 37 41 4 |  |  | $\left\lvert\, \begin{array}{cccccccc} 100 & 10 & & & & \\ 3 & 4 & 10 & & & \\ 2 & 2 & & 10 & & \\ 2 & 4 & & 3 & & \\ 3 & 6 & 3 & 3 & 40 & 10 & \\ 2 & 3 & 2 & & 2 & 4 & -10 \\ \hline \end{array}\right.$ |  |  |  | + |  |  |
| 1 | $\begin{aligned} & 14 \\ & 30 \\ & 30 \\ & 36 \end{aligned}$ | - | $\because \begin{aligned} & 2 \\ & 3 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{array}{llll} 3 & & \\ \frac{2}{2} & 2 & 2 \\ \hline & 2 & \frac{1}{2} \\ \hline \end{array}$ | $\begin{array}{\|cccc\|} \hline 10 & 10 & & \\ 3 & 10 & 10 & \\ 5 & 5 & 10 & 10 \\ \hline \end{array}$ | - $\quad$ - | $\because \%$ |  | - |  |
| ${ }^{7}$ | 1 2 ${ }^{9}$ 10 40 40 | $-2$ | $\begin{array}{\|ccccc} -3 & -3 & -2 & -2 & 3 \\ -3 & & & & \\ 3 & 3 & 3 \\ 3 & 3 & 3 & 5 & 3 \\ \hline \end{array}$ | $\begin{array}{lllll}3 & 2 & \\ 2 & 3 & \\ 2 & \end{array}$ |  | $\begin{array}{\|lllll\|} \hline 10 & 10 & & & \\ 4 & 10 & 10 & & \\ 3 & 2 & 5 & & 10 \\ \hline \end{array}$ | " " . ${ }^{\text {c }}$ |  | $\because$ |  |
| 9 | 12 <br> 13 <br> 22 <br> 20 <br> 20 <br> 28 | $\begin{array}{\|rrrr\|} \because & \ddots & \ddots & \ddots \\ \hline \end{array}$ | $\left[\begin{array}{l} 4 \\ \hdashline \\ -2 \\ -2 \\ \hline \end{array}\right.$ | $\begin{array}{\|} 2{ }^{3} \\ -3 \\ -3 & 3 \\ - \\ \hline \end{array}$ | $\xrightarrow[2]{2}$ | - -2 | $\begin{array}{\|llllll\|} \hline 10 & & & \\ 3 & 10 & & & \\ 4 & 3 & 10 & & \\ 2 & 3 & 3 & 10 & 10 \\ \hline \end{array}$ |  | - | - |
| 3 | $\begin{array}{r} 16 \\ \begin{array}{l} 16 \\ 31 \\ \hline \end{array} \\ \hline \end{array}$ | $\cdots$ | $\square$ | . | 2.2 |  |  | $\begin{array}{\|lll\|} \hline 10 & & 10 \\ 3 & 10 & \\ \hline & 3 & 10 \\ \hline \end{array}$ |  |  |
| 4 | 17 <br> 18 <br> 28 |  $\vdots$       <br>  3 2 3 4 2 4 3 | $\because$ | ${ }^{3}$ | $\because \therefore \cdots$ | - | $\begin{array}{r} 3 \\ -\quad 3 \\ \hline \end{array}$ | $\therefore$ | $\begin{array}{r} 10101 \\ \hline \quad 3 \quad 10 \\ \hline \end{array}$ |  |
| 8 | $\frac{-3}{7-1}$ |  | 22 | $\cdots \cdots$ | $\because \therefore \because$ | $\begin{array}{llll} -2 & -2 & 2 & 2 \\ -2 & 2 & 4 \\ \hdashline & - & & 4 \\ \hline \end{array}$ |  | $2$ |  | ${ }^{10} \quad 10$ |

ponents arce independent-the components are, in fact, logically absolutely dependent on what variance has been taken out of the matrix by what has gone before. They make no sense in isolation. They are not conceptually independent. Furthermore they assume that the data one is analysing are best fitted by a model which presupposes a general factor plus a series of subsequent correctives-as may be the case, for example, in intelligence testing where one may wish to build a model which says "first assess an individual's general level of intelligence, then assess whether his level of verbal ability is higher or lower than would be expected from his level of general intelligence, then assess whether his numerical ability is higher or lower thian you would expect from these two combined, etc". The reader will no doubt find that such a theory jars with what he has previously believed to be the psychological model of the dimensions of the intellect-a jarring which should serve to illustrate the need to examine the psychological models which are associated with the use of various techniques of data analysis very carefully. It is hoped, too, that the reader is also feeling uncomfortable about the way in which we have applied a model, which was designed to tell us something about items, to an attempt to say something useful about people.

Returning to the Varimax analysis presented in Table 4 it is clear that the psychological model is quite different: here we do have conceptually distinct attitude areas. Furthermore, insofar as we do have some correlation outside our clusters it should be emphasised that this is also in line with the theory of attitude measurement which was outlined above.

To summarise this discussion: It should now be clear that both principal components solutions and Varimax solutions have their uses: the old debate about whether to rotate or not should die. For all sets of data both an unrotated and a rotated solution can be useful: one or the other is simply more appropriate to the data field and more relevant to the purposes for which we want to use it. In the case we have been discussing one could use the principal components model as an explanatory framework, although the measures of the factors would be weak. The explanation would run something like: If we wish to predict the intercorrelation between any two items from one underlying variable (a rather stupid thing to do, given the obtained matrix) the first thing to take into account is the extent to which the socially desirable response is clear on both items: if it is clear the items will tend to correlate. If, after that, one wishes to improve on the predictions we have already made, the next thing to take into account is the extent to which it is clear that the item has anything to do with industry. And so on. Note that once one has used 6 components to arrive at a reasonably accurate approximation to the original correlations one might just as well have said "to which of the 6 clusters does the item belong?" knowing that once one had an answer to that question one could predict that the item would be highly correlated with other items making up the same cluster and uncorrelated with items making up other clusters.
The interpretation will not always fall out as simply as this-for example one may still wish to use a Varimax solution in:a șituation in which all the items
correlate at least 4 with each other (owing, for example, to them all having a clear social desirability component); but superimposed on this high level of intercorrelation there are distinct clusters of itcms which are highly correlated with the other items in the same cluster but only moderately correlated with the items in other clusters.

Finally, it should once more be remarked that if the principal components solution is used then it will not be possible to use an individual's score on the second component in isolation from his score on the first component: it only makes sense in relation to that score. Furthermore, factor scores derived from a components analysis cannot be obtained by looking only at the most "saturated" items because these items are not very highly intercorrelated, with the result that a basic rule of psychological measurement, namely that all items which measure the same thing should be at least moderately intercorrelated; is broken:

We have now outlined two psychological models of possible data fields which presuppose different types of analysis. Before we move on to compare various techniques of analysis it is worth pausing to look at yet another set of data which is best fitted by yet another model and presupposes yet another form of analysis.

The example used here is taken from Rosenberg (1958) and is presented in Table 5. Rosenberg maintains that the items as arranged form a continuous order:

items close together are highly correlated with those next to them, less highly correlated with those further away, and that the two ends of the seale are nega-
tively correlated. Had he analysed his data by a routine Varimax package, without arranging the matrix as shown, he would have obtained three clusters similar to, if not identical with, the three McQuitty clusters shown in the bottom of the table. If only one underlying variable is involved this would indeed have been an inappropriate model to have fitted to the data.

The importance of looking at the correlation matrix can be stressed further by looking again at the Varimax analysis (Table 4). As mentioned above, the clusters of items produced by the Varimax analysis were much tighter than the clusters produced by the Principal Components Analysis, but they were still not perfect from the point of view of constructing attitude scales.

It appears from inspection that some items should be moved from one cluster to another in order to raise the internal consistency of the cluster, and that other items should be dropped from the analysis. Although this can be done by inspection it is clear that some numerical coefficient would assist the process. For this purpose we have found the coefficient $a$ (McKennell, 1967) to be of considerable value. Generally, removal of misassigned items serves to improve $\alpha$, and maximisation of $a$ can be used as one of the criteria to be taken into account when re-assigning items.

## Comparison of Varimax Analysis with other forms of Cluster Analysis

In the course of the studies we are discussing the results of Varimax analyses were compared with other forms of cluster analysis, namely McQuitry Elementary Linkage Analysis, Holzinger's $\beta$ Coefficient Solution, and Tryon's strip method of Cluster analysis.

Table 6 compares the Varimax and McQuitty solutions for the undergraduate data. It will be seen that the two solutions are substantially the same, even to the extent of agreeing with moves we made as a result of inspection of the matrix. However the McQuitty analysis does tend to break up the larger clusters. This is a fairly general result also illustrated by Table 7 , taken from the Plowden followup study.
Table 8 shows that the similarity of the McQuitty solution and the solution which suggests itself from inspection of a correlation matrix ordered as indicated by a Varimax analysis continues even when large general factors seem to be involved.

Table 9 compares the Varimax analysis and the Holzinger $\beta$ coefficient cluster analysis for the undergraduate data: it will be seen that they are again very similar.
Table ro compares the again very similar Varimax and Tryon strip method solutions.
In view of the similarity of the solutions the McQuitty technique is to be preferred because a comparison of the times taken to perform the analyses showed that the McQuitty analysis took about is minutes, the Holzinger $\beta$ coefficient method took about $s$ days, and the Tryon strip method took about 3 days.

TABLE 6: VARIMAX ANALYSIS COMPARED WITH McQUITTY'S ELEMENTARY LINKAGE ANALYSIS.*

*Where there are two columns of Xs the McQuitty Elementary Linkage Analysis assigned the items in the left hand column to one cluster and those in the right hand column to another cluster, but those did not overlap with other clusters ealess otherwise indicated.

TABLE 7: PARENTS ATTITUDES TO SCHOOL
Comparison of Varimax and McQuitty Solutions


Implications for Method of Calculating Factor Scores
Once one departs from computer-calculated factors it means that one has to abandon the computer-generated factor scores and return to scores based on the items with the best correlations with each cluster. In the work reported here we have used scores based on simple summation of the raw ratings on each item, having first checked that the standard deviations on each item were similar.

## Stability of Factor Patterns

We have made a number of studies of the stability of the factor patterns with which we are dealing: we have studied their stability from one survey to another, their stability as the number of factors rotated is varied, their stability from pilot to main surveys, and their stability when biased sub-samples of informants are omitted from the analysis.

Stability from One Survey to Another
Table 11 compares the Varimax factor structures obtained for the career aspiration items that were common to the undergraduate and sixth form studies; it will be seen that in spite of the different populations studied, and, it may be added, in spite of the items here discussed being supplemented by different additional items in the two studies, the Varimax factor structure of the items common to the two studies is remarkably similar.
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Closer inspection of the items which were assigned to different clusters in the two studies showed that, in most cases, the items could, with almost equal justification, have been assigned to the cluster with which they were most closely associated in the second study in the first study as well.

Inspection of Table 12 reveals that in spite of the stability of the Varimax solution in the two studies, the Principal Component solution was quite different in the two studies. One looks in vain for any component in the second study which replicates the principal component in the first study, and so on for the other components.

## Stability from Pilot to Main Studies

Although the picture painted so far generates considerable confidence in the stability of Varimax factor patterns, especially after inspection of the ordered

TABLE 10: VARIMAX ANALYSIS COMPARED WFTH TRYON'S STRIP METHOD OF CLUSTER ANALYSIS


TABLE 11: VARIMAX STRUCTURE OF CAREER ASPIRATION ITEMS IN THE SURVEYS OF UNDERGRADUATE'S ATTITUDES AND SIXTH FORM PUPILS

| Item Description U | Factor in Undergraduate Study | Factor in Sixth Form Study |
| :---: | :---: | :---: |
| 1. Theoretical Work aimed at increasing fundamental knowledge | A | A |
| 2. You would have opportunities of continuing your studies as part of your work | A | A |
| 3. The work would be intellectually developing and stimulating | A | A |
| 4. Social Service | B | B |
| 5. Work which you would spend much of your time dealing with children or young people | n $\quad \mathbf{B}$ | B |
| 6. You would be doing a socially useful job | B | B |
| 7. Your work would be of immediate benefit to others | B | B |
| 8. You would be meeting a variety of different types of people | B | D |
| 9. There would be good opportunities for promotion throughout your career | C | C |
| 10. The ultimate salary prospects in your career would be good | C | C |
| 11. There would be security of employment | C | C |
| 12. A job with long holidays | C | J |
| 13. Your colleagues would be interesting and stimulating | D | D |
| 14. There would be good relations between all levels of staff | D | D |
| 15. There would be a congenial atmosphere in which to work | D | D |
| 16. There would be plenty of opportunities to develop outside interests | 8 D | D |
| 17. Industry, manufacturing, processing, public utilities | E | E |
| 18. Business-commerce, insurance, finance, retail | E | I |
| 19. Work in which you would spend much of your time dealing with figures | s $\quad \mathbf{E}$ | E |
| 20. General administrative, organising, managerial work | E | I |
| 21. Promotion would depend on quality of your work and not seniority | F | F |
| 22. Work which would demand considerable initiative | F | F |
| 23. Promotion would depend on merit, not class or type of degree or G.C.E. | . $\quad \mathrm{F}$ | F |
| 24. The work would make full use of your capabilities | F | A |
| 25. There would be opportunities for travel on the job | G | G |
| 26. You would have opportunities to work in a field quite outside your previous experience | r G | G |
| 27. It would be easy to get a job overscas in this field of work | G | G |
| 28. Work in which you would spend most of your time talking to and dealing directly with people (adults) | d H | D |

TABLE 12: PRINCIPAL COMPONENT LOADINGS OF CAREER ASPIRATION ITEMS IN THE UNDER-

The first two columns show the loadings of the items on the first principal component in the Undergraduate Study and in the Sixth Form Study. It will be seen that the two are by no means identical. Furthermore the first Principal Component from the Undergraduate Study is not replicated in any of the components from the Sixth Form Study. Principal Component Loadings to one decimal place (decimal point omitted), (loadings below 35 omitted)

|  | PC1 PC1PC2 PC2PC3 PC3PC4 PC4PC5 PC5 |
| :--- | :--- | :--- | :--- | :--- |

correlation matrix, all the studies reported have been carried out on very large samples. It is therefore appropriate to report that when the results obtained from a pilot study of 100 informants were compared with the results obtained in a subsequent large study all the factors which emerged from the pilot, other than those which had been obtained in previous large studies, completely disappeared in the main study. It would appear that where a well established factor is fed into a small sample study it is likely to emerge in the analysis, but the reverse is not true: factors emerging from analyses of data obtained from small pilot samples are less likely to emerge in larger studies. Considerable care should therefore be observed in drawing conclusions from analyses based on small samples.

## Stability of Factor Patterns as the Number of Factors Rotated is Varied

Table 13 shows the factor structure of the career aspiration items in the sixth form study when 9,6 and 4 factors were rotated. It will be noted that the makeup of the factors and, in particular, the loadings of the items on the factors to

TABLE 13: VARIMAX SOLUTIONS FOR SIXTH FORM PUPLLS CAREER ASPIRATIONS MATERIAL

which they are assigned look reasonable in all the studies. It is important to emphasise this point in view of what is to follow: One would assume from the data presented in Table 13 that a detailed inspection of the structure of the intercorrelations between the items involved would reveal a reasonably "good" picture (for definition of "good" see the introductory discussion above).

And, indeed, in the 9 -factor solution we obtain a fairly typical picture: while it is true that some of the clusters are made up of items which are not very highly correlated with each other (in spite of their high loadings on those factors in the first part of Table 13) and some items, also with high loadings, are not correlated very highly with the clusters to which they are assigned, the picture is such that it could reasonably easily be sorted out by inspection of the correlation matrix.
However Tables IS and 16 show that the picture becomes increasingly blurred as less and less factors are rotated.
The point that the factor loadings are not, in fact, a very good guide to the items that are highly intercorrelated should be re-emphasised. As fewer and fewer factors are rotated the items are, as it were, squeezed into previously good factors. Scores based on these solutions would be even less meaningful than scores obtained

TABLE 14: CORRELATION MATRIX FOR PUPILS CAREER ASPIRATION MATERIAL WITH 9 FACTORS EXTRACTED. CORRELATIONS OF LESS THAN 2 OMITIED: DECIMAL ROINT OMITTED


TABLE 15: CAREER ASPRATIONS (6 FACTOR SOLUTION) GORRELATION MATRIX


TABLE 16: CAREER ASPIRATIONS (4 FACTORS ROTATED) CORRELATION MATRIX (CORRELATIONS LESS THAN - 2 OMITIED, DECIMAL

from the 9 -factor solution-and scores from that would be highly misleading in some cases.
The next table compares the three solutions. It will be seen that the stronger clusters recur in each analysis, even though they are obscured by the addition

TABLE 17: PUPILS CAREER ASPIRATIONS, MAIN SURVEY, 9-6-AND 4-FACTOR VARIMAX SOLUTIONS COMPARED
Note that, unlike Table 13, the item numbers have been left in the same order from analysis to analysis in order to facilitate comparison. (Factor Loadings of Items, correct to one decimal place, decimal point omitted, loadings less than -35 omitted)


of other items. Notice, too, the similarity of the 9 -factor Varimax solution and the McQuitty solution.
Detailed inspection of the factors which get broken up when fewer factors are rotated shows that they were never very good, but it is easier to exclude them as clusters than to abstract them for exclusion from analyses in which fewer factors have been rotated.

Stability When More Items are Added
One of our analyses of what the pupils wanted out of sixth form education was carried out on 80 items and another on a sub-set of 34 items drawn from the 80. Inspection of the correlation matrices for the 34 items common to both analyses reveals that the addition of extra variables, when these do not come

SCHOOL TYPE, FACTOR STRUCTURE COMPARISON OF TWO DIFFERENT SAMPLES:
(a) all schools, (b) boarding schools excluded. Factor loadings to first decimal place.

Decimal point omitted.
Loadings under . 4 omitted.

from exactly the same data field, and when the number of factors extracted is not simultaneously increased, has much the same effect as rotating too few factorsitems which do not really belong to a factor get pushed into it. In cases such as this, the insertion of extra variables, far from helping to clarify the picture, serves to obscure it.

## Stability When a Biased Sample of Information is Left Out

In order to ensure that the ways in which we classified schools made sense within one section of schools (state schools) as well as across all schools, separate analyses of school type were run for all schools and for all schools excluding Independent, Direct Grant, and Boarding schools. Since the latter types of schools are in many ways so different from other schools, it is of considerable interest to be able to report that the results of the analysis were remarkably similar in the two cases. Table 18 gives results. The two very weak factors, factors 5 and 6 , do get broken up.

## Conclusions

I. It is important to select a Principal Component (unrotated) or a Varimax (rotated) solution (or some entirely different form of analysis) in accordance with an explicit psychological model of the data field in which one is working, and not on the basis of the selective availability of computer programmes or beliefs about whether it is "best" to rotate or not.
2. It is important to look at the correlation matrices, tedious though this is.
3. It is usually possible to improve on the computer solution by inspection and to test this solution by calculating $a$.
4. Strong Varimax factors tend to be stable over time, over variations in sample size, over population changes, over rotation of varying numbers of factors, and over addition of additional items.
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