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We investigate with state of the art density functional theory the structural, electronic, and transport
properties of a class of recently synthesized nanostructures based on triarylamine derivatives. First,
we consider the single molecule precursors in the gas phase and calculate their static properties,
namely (i) the geometrical structure of the neutral and cationic ions, (ii) the electronic structure of
the frontier molecular orbitals, and (iii) the ionization potential, hole extraction potential, and internal
reorganization energy. This initial study does not evidence any direct correlation between the proper-
ties of the individual molecules and their tendency to self-assembly. Subsequently, we investigate the
charge transport characteristics of the triarylamine derivatives nanowires, by using Marcus theory.
For one derivative we further construct an effective Hamiltonian including intermolecular vibrations
and evaluate the mobility from the Kubo formula implemented with Monte Carlo sampling. These
two methods, valid respectively in the sequential hopping and polaronic band limit, give us values
for the room-temperature mobility in the range 0.1–12 cm2/Vs. Such estimate confirms the superior
transport properties of triarylamine-based nanowires, and make them an attracting materials platform
for organic electronics. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4864754]

I. INTRODUCTION

Triarylamine derivatives are well known to be an ex-
cellent hole transporting component used in organic light-
emitting diodes (OLEDs).1 Hence, understanding the be-
haviour of their radical-cation is crucial for designing efficient
materials to be included in optoelectronic devices. Over the
past decades, these derivatives have continuously stimulated
exciting research both theoretically and experimentally. This
is primarily because of the general widespread drive towards
incorporating organic semiconductors into modern electronic
devices, due to their low cost, low weight, and mechanical
flexibility. Two additional advantages of triarylamine deriva-
tives are that they are generally also chemically inert and that
their optical and transport properties can be chemically tuned.

It was recently observed by Moulin et al.2 that a number
of triarylamine-type molecules self-assemble upon stimula-
tion with light and form one dimensional (1D) nanowires. It
was suggested that the self-assembly process involves cooper-
ative phenomena, which begin with the formation of cationic
radicals induced by light and then proceed with neutraliza-
tion upon charge hopping across other molecules. This leads
to a supra-molecular polymerization of units that contain a
delocalized cationic radical. More recently, the same group
used one of those triarylamine-based nanowires as a channel
in a two-terminal device setup.3 They showed that such device
exhibits a combination of metal-like transport characteristics
and also low interface resistance, although the intrinsic trans-
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port properties of the organic nanowires, such as the mobility,
were not measured.

In this paper, we report on state of the art density
functional theory (DFT) calculations of the structural, elec-
tronic, and transport properties of such triarylamine-based
nanowires, with the aim of relating the electronic character-
istics of the triarylamine precursors to the nanowires charge
transport properties. As a byproduct of this analysis we dis-
cuss whether or not the electronic properties of the precur-
sors offer sufficient information for understanding the self-
assembly process upon illumination. We begin by looking at
the derivatives proposed in Ref. 2 in their gas phase and pro-
vide a detailed analysis of the electronic structure of these
precursors and their intramolecular interactions. As reference
material we also include calculations for the basic tripheny-
lamine (TPA) molecule, for which both theoretical and exper-
imental data are available.

We then move to investigating the intermolecular inter-
actions and the transport characteristics of the nanowires. A
first estimate of the room-temperature mobility is provided
by the semiclassical Marcus theory,4 which requires the eval-
uation of the internal reorganization energy and the trans-
fer integrals between molecules dimers. These are all quanti-
ties ready available from our electronic structure analysis and
so the mobility is estimated for all the triarylamine deriva-
tives. Notably, even though Marcus theory ignores the possi-
bility of coupling to intermolecular phonons and of medium
polarization,5 it has been used to calculate hole mobility in
oligothiophenes6 and pentacene,7 yielding reasonable values
in agreement with experimental trends. Then, for one of the
triarylamine derivatives we have used a second approach.
This consists in deriving from the ab initio calculations an
effective Hamiltonian including electron-phonon coupling to

0021-9606/2014/140(7)/074301/10/$30.00 © 2014 AIP Publishing LLC140, 074301-1
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intermolecular vibrations, and then in extracting the
temperature-dependent mobility by linear response Kubo
Formula8 augmented with Monte Carlo sampling. Such sec-
ond approach is used only for the case of the triarylamine-
based nanowires for which experimental transport data are
available.3

It is important to note here that Marcus theory and the
linear response Kubo approach based on an Hamiltonian con-
taining non-local electron-phonon coupling have two differ-
ent limits of validity. In Marcus theory language, the first is
valid when the reorganization energy is much larger than the
largest of the hopping integrals, while the second should be
considered in the opposite case, i.e., when the reorganization
energy can be neglected compared to the hopping integral.
Marcus theory then describes hopping conductance, while the
second method is designed for band-like transport. As we will
see in Sec. III, the nanowires investigated here do not fall in
neither of these limiting cases, and in fact for almost all the
derivatives the reorganization energy has a similar magnitude
than the intermolecular hopping parameter. In such a situa-
tion, one expects a crossover between hopping and band-like
transport at a certain temperature. This is for instance the case
of naphthalene.9, 10

The paper is organized as follows. In Sec. II, we will
briefly describe the system investigated and the computational
methods used in this work. Then, in Sec. III, we will present
our numerical results together with their discussion, before fi-
nally concluding in Sec. IV. More details on how to extract
finite temperature charge mobility by Monte Carlo sampling
the Kubo formula are presented in the Appendix.

II. SYSTEM AND COMPUTATIONAL METHODS

This study focuses on the set of triarylamine derivatives
synthesized in Ref. 2, whose generic structure is shown in
Fig. 1. The key difference between the various derivatives is
the possibility of choosing the three radicals, R1, R2, and R3.
In particular, eight different molecules have been synthesized
in Ref. 2 and the same are investigated here. These are listed
in Table I. Note that the various molecules are labelled as
“precursors” since they are the precursors for the synthesis of
the 1D nanowires. The table also indicates whether a particu-

N
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FIG. 1. Structure of the triarylamine derivatives synthesized in Ref. 2 and
investigated in this work. R1, R2, and R3 denote the position of three radicals.
A list of all the molecules synthesized is provided in Table I.

TABLE I. List of the nanowires precursors synthesized in Ref. 2 and inves-
tigated here. The photoactivity is established from the disappearance of the
NMR signals of the aromatic protons upon exposure to light. Photo-active
precursors lead to the formation of the 1D nanowires. P1 has been highlighted
since P1-based nanowires have been employed in the transport experiments
of Ref. 3.

Precursor R1 R2 R3 Photoactive

P1 C8H17 H Cl yes
P2 C8H17 H H yes
P3 C8H17 CH3 H no
P4 C8H17 H C6H13 yes
P5 Bn H Cl yes
P6 Bn H H yes
P7 H H Cl no
P8 CH3 H Cl no

lar precursor leads to the actual formation of the nanowire, a
process whose unique fingerprint is the disappearance of the
NMR signals of the aromatic protons upon exposure to light.2

First principles calculations are performed for all the
derivatives in the gas phase and for TPA, chosen as a refer-
ence system. Since our interest is in hole transport, we restrict
the discussion to that of the positively charged derivatives.
Their molecular geometry (in the ground and single cationic
states), the energy level of the Highest Occupied Molecular
Orbital (HOMO) and the Lowest Unoccupied Molecular Or-
bital (LUMO), the HOMO-LUMO gap, the ionization poten-
tial (IP), the total density of states (DOS), and the reorganiza-
tion energy are computed by using DFT.11 The B3LYP hybrid
functional,12 which is known to be suitable for most molecu-
lar systems is adopted together with a 6-31G∗ basis set.

In order to evaluate the intermolecular interactions to be
input in Marcus theory, we construct molecules dimers from
the B3LYP optimized monomers, we calculate their binding
energies (BE) and then estimate the transfer integral (TI) as
a function of the intermolecular distance along the nanowire
axis (z-axis). The mobilities are then computed at the opti-
mum dimer distance (the nanowire lattice parameter), which
is at the BE minimum. While B3LYP-DFT usually describes
well electronic properties such as the IP, the HOMO-LUMO
gap, and molecular geometries, it does not describe in a sat-
isfactory way weak interactions, in particular those of disper-
sive nature. These include van der Waals (vdW) and π -π in-
teractions, which in turn play an important role in determining
the structure of organic materials.5 As a test, we calculate the
BE and TI for the TPA dimer model system by using three ad-
ditional DFT functionals: the long-range-corrected version of
B3LYP (CAM-B3LYP),14 the meta-hybrid generalized gra-
diant approximation (GGA) M06-2X functional,15 and the
Grimme’s functional including vdW dispersion.16 Then, by
using the functional that returns the lowest BE for TPA, we
calculate the BE and TI for all the precursors and estimate
the values of their mobilities at the optimal intermolecular
distance.

Finally, we move to investigate in detail the charge trans-
port characteristics of such organic nanowires as a func-
tion of temperature. DFT calculations are first performed
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on a one-dimensional nanowire geometry, by using the op-
timized B3LYP monomer structure and maintaining the dis-
tance between the monomers at that of the BE minimum
for the dimer. We then obtain a complete band structure for
the organic nanowires and from the dispersion of its va-
lence band we extract an elementary tight-binding Hamilto-
nian. This includes a static term and a Su-Schrieffer-Heeger-
type interaction,13 which relates the hopping integrals with
the molecular displacements in the nanowire, i.e., it intro-
duces electron-lattice coupling. The parameters for such an
interaction term are evaluated with a simple finite differ-
ence method (see Sec. III C). The charge carrier mobility
as a function of temperatures is then calculated by using the
linear response Kubo formula, evaluated with Monte Carlo
sampling.

Ending this section we report the technical details of
the DFT calculations performed in this work. All the sim-
ulations for the single molecules in the gas phase are per-
formed with the Gaussian09 suit,17 using the 6-31G∗ basis
set. The same package is also employed to evaluate the elec-
tronic structure of the dimers, then used for the semiclassi-
cal Marcus theory. Relaxation with Gaussian09 is carried out
with the Berny algorithm18 until the forces are smaller than
2 × 10−5 Hartrees/Bohrs. After relaxation the phonon spec-
trum is computed and the vibrational frequencies are in-
spected. The absence of imaginary frequencies confirms that
the energy minima has been reached.

The Quantum Espresso19 code is used for the electronic
structure of the organic nanowires. Spin-polarized DFT cal-
culations are performed at the GGA level as implemented by
Perdew, Burke, and Ernzerhof20 and with the semi-empirical
implementation of vdW interactions by Grimme.16 In all cal-
culations we employ Vanderbilt ultra-soft pseudopotentials.21

Convergence is tested over the total energy and an accu-
racy lower than 1 mRy is achieved by a plane wave cut-off
30 Ry. A 5 × 5 × 5 Monkhorst-Pack grid with a Gaussian
broadening of 0.01 Ry is used for sampling the reciprocal
space. Additional details about our calculations will be pro-
vided later on whenever necessary. Also in this case geomet-
rical relaxation is performed by standard conjugate gradient
method.

III. RESULTS AND DISCUSSIONS

A. Single molecules in the gas phase

All the precursors and the TPA molecule have been opti-
mized in their neutral and cationic states using the B3LYP hy-
brid functional. We start our analysis by examining the energy
levels of the precursors’ frontier molecular orbitals. Table II
reports the Kohn-Sham HOMO and LUMO energy levels as
well as the HOMO-LUMO gap for all the precursors and TPA.
It is clear that, whether light active or not, there is no remark-
able difference in the energy levels of the frontier molecular
orbitals, meaning that the different radicals that uniquely char-
acterize a given precursor (R1, R2, and R3) have little effect
on that region of the quasi-particle spectrum. Note that our
calculated values for the TPA (our reference) agree well with
existing literature, for instance with those reported in Ref. 22.

Next, we calculate the IP and the hole extraction poten-
tial (HEP) of all the precursors. These are important parame-
ters to characterize the molecules hole transport ability. Both
IP and HEP are well-defined quantities obtainable by DFT
in terms of total energies differences for the molecule in dif-
ferent charging states and positions over the potential energy
surface. Thus, the vertical IP, IP(v), is calculated as the energy
difference between the neutral molecule and the cationic rad-
ical at the geometry of the neutral configuration. Likewise the
HEP is the same energy difference, but now calculated at the
geometry of the cationic state. Finally, the adiabatic IP, IP(a),
is obtained as the energy difference between the neutral and
single positively charged state, both calculated at their equi-
librium geometries.

The calculated IPs and HEP for all the precursors are
shown in Table II. We find the vertical IPs in the range 5.69–
6.01 eV, the adiabatic ones in the range 5.54–5.88 eV, while
the HEPs distribute over the interval 5.40–5.75 eV. In the
case of IP(v), as expected, we find good consistency between
our total energy calculations and the Kohn-Sham HOMO lev-
els also reported in Table II, i.e., we find that those precur-
sors showing deep HOMO energies also display a deep IP(v).
In particular, the energy order of the various Kohn-Sham
HOMOs is the same as that of the IP(v)s. Note that the cal-
culated IP(v)s are not exactly matching the HOMO levels and

TABLE II. DFT-B3LYP estimates of the Kohn-Sham HOMO, εH, and LUMO, εL, eigenvalues, the HOMO-LUMO gap, �ε, the ionization potentials, IP(v)
and IP(a), the hole extraction potential, HEP, the internal reorganization energy, λint, and the localization radius, d0, for all the precursors and for TPA. In the
case of TPA, the value reported in brackets is the experimental IP from Ref. 25. Note that we report d0 only for those precursors for which a good exponential
fit of the transfer integral as a function of the dimer distance is obtained. We remind here that P3, P7, and P8 are not photo-sensitive, i.e., they do not lead for
the nanowires formation.

Precursors Photoactive εH (eV) εL (eV) �ε (eV) IP(v) (eV) IP(a) (eV) HEP (eV) λint (eV) d0 (Å)

P1 Yes −4.55 −0.42 4.13 5.81 5.66 5.52 0.30 0.39
P2 Yes −4.44 −0.23 4.21 5.71 5.57 5.42 0.30 0.38
P3 No −4.47 −0.20 4.27 5.73 5.57 5.42 0.32 . . .
P4 Yes −4.43 −0.22 4.21 5.69 5.54 5.40 0.29 0.44
P5 Yes −4.64 −0.52 4.12 5.88 5.69 5.52 0.36 0.45
P6 Yes −4.54 −0.34 4.20 5.79 5.60 5.42 0.37 0.51
P7 No −4.66 −0.50 4.16 6.01 5.88 5.75 0.26 . . .
P8 No −4.60 −0.47 4.13 5.80 5.67 5.53 0.28 0.47

TPA . . . −4.95 −0.30 4.65 6.41(6.88) 6.35 0.12 0.60
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that the two differ by about 1 eV, with the quasi-particle ener-
gies being systematically more shallow.

In general in DFT, one expects the Kohn-Sham HOMO
energy to correspond to the system vertical IP.26 This condi-
tion however is not satisfied by approximated exchange and
correlation functionals because of the self-interaction error,
and the HOMO levels are usually much more shallow than
the true IPs. The B3LYP functional partially removes the self-
interaction error. This removal however is not complete and
the residual self-interaction is probably responsible for the
differences. In any case, the overwhelming result is that there
is almost no dependence of the charge extraction energies (IPs
and HEP) on the nature of the precursors, meaning that the
different radicals have little effect on the ability of a molecule
to transfer electrons/holes. Further support to this conclusion
is the fact that the IPs for TPA are within 0.5 eV from that
of any precursors, indicating that the TPA unit is the molecu-
lar block responsible for the charge transfer. Finally, note that
our calculated IP value for TPA is not only consistent with
other theoretical works22–24 but also close to the experimental
data.25

We then examine the DOS of the precursors in their gas
phase. Interestingly, the main characteristics of the DOS are
qualitatively similar for all the precursors, so that here in
Fig. 2 we report only the illustrative case of the P1 molecule
(the one for which transport has been measured). The figure

FIG. 2. The DOS of the P1 molecule and the P1+ radical in the gas phase, as
calculated from DFT-GGA, are shown in the top and bottom panels, respec-
tively. Charge density isosurfaces (local DOS) for the HOMO−1, HOMO,
and LUMO levels are also displayed. The quasi-particle eigenvalues are
marked by purple vertical lines, while the DOS has been artificially broad-
ened for visualization purposes (there is no natural broadening). Note that
the HOMO of both the neutral molecule and the cation radical have identical
symmetry with charge density distribution strongly localized over the N 2p
orbital of the central TPA unit. The qualitative features of the DOS and the
orbitals symmetry of all precursors are very similar.

reports the DOS for both the neutral state (top panel) and
the cation radical (bottom panel), together with the isosurface
plots of the charge density of the different molecular orbitals.
Note that the results reported here are for GGA, whose only
difference from B3LYP for this molecule is in the quantitative
position of the energy levels (the order and the symmetry is
the same). Note also that in the figure the molecular DOS has
been artificially broadened for visualization purposes.

From the DOS it is clear that the HOMOs of both the
neutral molecule and the cationic radical are highly local-
ized on the N atom of the TPA central unit. This means that
the ionization process simply involves the extraction of an
electron from such double occupied state, without affecting
much the rest of the molecule. Indeed a close analysis reveals
that the symmetry of the HOMO-1 and of the LUMO is some-
how different for the two charging states, indicating level re-
organization upon ionization. The same, however, is not true
for the HOMO, whose only difference in the two charging
states lies in the occupation. In fact, we find that the HOMO
of all the precursors investigated here is essentially the same
of that of the widely studied TPA isolated molecules,22, 23, 27

namely, it is formed by the 2p orbitals of the central N ion.
In closing this section, we wish to put our results in the

context of the photo-induced self-assembly formation of the
nanowires. The mechanism for the nanowires formation pro-
posed in Ref. 2 is that, under exposure to light, initially a small
amount of positively charged radical (6 over 1000 molecules)
is formed. Our local DOS calculations point out that the pos-
itive charge in the radical is localized on the central N atom,
as speculated in the original experimental work. According
to the mechanism proposed, the positively charged radical
comes into contact with a neutral molecule and transfers its
charge. This process continues until 1D triarylamines-based
bundles of nanowires are formed. Our first principles anal-
ysis of the energy levels and of the nature of the frontier
molecular orbitals for all the triarylamines derivatives does
not provide any evidence that may distinguish the light ac-
tive precursors (which self-assemble into supra-molecular or-
ganic nanowires) from those, which are not light active. In
other words, we do not find any fingerprint in the electronic
structure of the precursors, which can help us to identify the
conditions for the self-assembly. Thus, we conclude that the
self-assembly process may be initiated by factors not com-
pletely intrinsic to the molecular precursors. For example, it
may affected by the strength of the oxidizing agent used in
the solvent, i.e., by the interaction of the different precursors
with the solvent.

B. Charge transport properties from Marcus theory

In the weak coupling limit, charge transfer between
molecules is described by Marcus theory,4 and the calculated
charge transfer rates can be used for evaluating the mobility of
molecular crystals. Under the assumption that the temperature
is sufficiently high so that vibrations can be treated classically,
Marcus’ formula for the hole transfer rate, KCT, reads4

KCT =
(

π

λkBT

)1/2
J 2

¯
exp

(
− λ

4kBT

)
, (1)
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where T is the temperature and kB is the Boltzmann constant.
In Eq. (1), the two materials-specific quantities are the charge
reorganization energy, λ, and the transfer integral, J. Various
approaches have been put forward in literature to estimate
these parameters (see, for instance, Ref. 28).

The most popular method for evaluating the transfer in-
tegrals for a hole transporting pair of identical molecules is
rooted in Koopmans’ theorem,29 which establishes that the
HOMO of the neutral molecule is the negative of the ion-
ization potential. This, together with the assumption that the
geometry of the ground state of the neutral molecule is a
good approximation of the geometry at the point of charge
transfer,30 allows one to evaluate the absolute value of the
transfer integral, |J|, as half of the energy difference between
the HOMO and HOMO-1 levels of a dimer of molecules
in its closed-shell configuration. In practice the idea is that,
in the weak coupling limit, the energy separation between the
HOMO and HOMO-1 levels of the dimer is simply the energy
split between the bonding and anti-bonding orbitals derived
from the HOMO of the individual molecule. This quantity is
largely kinetic and as such it should be relatively indepen-
dent on the actual position of the HOMO level, i.e., on how
the specific exchange and correlation functional reproduces a
correct quasi-particle spectrum. In other words, one expects
that it should not be important how a particular exchange and
correlation functional quantitatively satisfies Koopmans’ the-
orem as long as different functionals return the same HOMO,
i.e., that the transfer integrals are calculated for the same
molecular orbitals. Because of its simplicity this approach has
been widely used in the literature to estimate J for organic
molecules,5, 30–33 although caution should be taken when the
dimer is not co-facially stacked34 and corrections should be
included.35

The reorganization energy deserves additional discus-
sion. This contains two parts, namely, an internal, λint, and an
external, λext, one. The internal contribution is intrinsic of the
two molecules exchanging charge and accounts for the change
in molecular geometry corresponding to the charge transfer,
i.e., it accounts for the different geometries of the molecule in
different charging states. In contrast, λext describes the change
in electronic polarization of the surrounding molecules asso-
ciated with the charge transfer process. Such external con-
tribution is not straightforward to calculate.28 However, for
molecular crystals λext is usually neglected since it is consid-
erably smaller than λint.33 The internal reorganization energy
can then be written as the sum of two terms:35 (1) the differ-
ence between the total energy of the neutral precursor at its
equilibrium geometry and that at the geometry of the radical
ion, and (2) the difference between the energy of the radical
ion at its equilibrium geometry and that at the geometry of the
neutral configuration. By taking the definitions introduced be-
fore we can write

λint = IP(v) − HEP . (2)

Since both IP and HEP for all the precursors are similar, we do
not expect λint to differ much across the various precursors, as
demonstrated in Table II. Also for this quantity our calculated
value for TPA compares well with those reported in previous
works.22–24

Let us now move to computing the J’s. First, we need
to calculate the equilibrium separation, deq, of the various
dimers, i.e., to compute the dimer BE as a function of the sep-
aration, d, between two identical monomers. The geometry of
each molecule in the dimer is optimized by using the B3LYP
hybrid functional and the 6-31G∗ basis set, and the dimer con-
sidered in this work has a co-facial orientation. This means
that the planes defined by the three bonds proceeding from the
central N atom on each molecule are parallel to each other,
with the two N atoms situated on a vector normal to their
planes. This simulates a wire in which the central N atoms
of the TPA unit are co-axial. Even though J may strongly de-
pend on the type of crystal packing, the co-facial orientation
is usually considered as a geometry of interest, having a high
symmetry reference point and being an upper limit for the
electronic coupling.37 Furthermore, a geometry of this type
has been suggested for the nanowires under investigation by
our reference experiments.2, 3

Note that, in the weak coupling limit, one expects the J’s
to vary exponentially with d,30

|J | ∼ exp(−d/d0) , (3)

where d0 is a constant called the localization radius. This de-
cay is well understood and attributed to the exponential decay
of the intermolecular overlap between the orbitals when the
two monomers are pulled apart. In our analysis, we will test
such property, by starting with the case of TPA.

The BE and the transfer integral of TPA calculated by us-
ing different DFT functionals are presented in Fig. 3. We note
here that the BE is obtained by neglecting the basis set super-
position error, since it has a negligible contribution.36 We first
determine the dimer optimum distance and then we examine
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FIG. 3. Variation of the (a) binding energy, BE and of the (b) charge transfer
integral of TPA calculated by using different DFT functionals. The solid line
in (b) is exponential fits of the data.
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J around this region. As expected J decays exponentially with
d with the values of d0 being 0.60 Å, 0.64 Å, and 0.57 Å,
when the BE is evaluated respectively with the Grimme, the
CAM-B3LYP, and the M06-2X functionals. The figure shows
that only Grimme and M06-2X bind the dimer, while for
CAM-B3LYP the binding energy does not present a minimum
with d. Furthermore, we notice that although the equilibrium
intermolecular distance is predicted rather consistently for the
two functional, Grimme displays a significantly larger binding
energy that M06-2X. This is in virtue of the explicit inclu-
sion in Grimme of pairwise van der Waals interactions. With
these considerations at hand we have decided to optimize the
dimer intermolecular distance for all the precursors by using
the Grimme functionals. However, we then calculate the TI’s
by using both the Grimme and the B3LYP functional (at the
geometry obtained with Grimme), so that we can compare re-
sults from functionals that satisfy the Koopmans theorem at a
different level of accuracy.

As for the TPA, also for all the nanowires precursors we
consider a co-facial arrangement of the dimers. We note that
performing a rotation of one of the two molecules in the dimer
around the axis joining the two N atoms gives approximately
the same binding energy as that of a perfectly co-facial geom-
etry. This further supports the idea that the co-facial geometry
is indeed representative for the charge transfer, which inter-
ests by large the N atoms only. In Fig. 4, we present the BE
and J’s as a function of the N-N distance for all the precur-
sors. Clearly in all cases, the dimer can form and one can
identify an equilibrium intermolecular distance. This is true
also for P3, P7, and P8, that experimentally are found not
to be photo-sensitive, i.e., they do not lead to the nanowires
formation.

Moving to the J’s we notice that for all photo-sensitive
precursors (P1, P2, P4, P5, and P6) there is a clear exponen-
tial decay of J as a function of the dimer intermolecular sep-
aration, while this is not the case for the non-photo-sensitive
ones (P3 and P7), for which the decay is linear. The precursor
P8 remains outside this picture, since it is not photo-sensitive
and yet the decay of J is exponential. As such, also the transfer
integrals do not seem to provide a clear way to differentiate
photo-sensitive from non-photo-sensitive precursors. Finally,
in Table III, our estimated J values calculated at the minimum
of the BE (Grimme) are tabulated for all the precursors using
the Kohn-Sham spectrum obtained either with the Grimme or
the B3LYP functional. Notably there is a rather good agree-
ment between the two functionals, strengthening the argument
made before about the kinetic nature of the transfer integrals.
Intriguingly, we find the largest three transfer integrals for the

TABLE III. Table comparing the estimated J values at the minimum of
the BE calculated by using the Grimme and the B3LYP functional for
all the precursors. Note that in both cases the dimer optimal geometry and
deq are that obtained with Grimme, since B3LYP does not bind the dimer.

Precursors deq (Å) JGrimme (meV) JB3LYP (meV) μ (cm2/Vs)

P1 4.8 29.54 34.03 0.13
P2 5.4 24.18 24.61 0.11
P3 5.8 132.68 134.25 3.10
P4 4.8 48.72 51.88 0.40
P5 4.8 46.99 53.92 0.17
P6 6.0 17.86 18.14 0.04
P7 5.6 97.93 99.06 3.11
P8 4.6 55.05 64.31 0.53

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

134.226.64.250 On: Fri, 16 Jan 2015 12:59:07



074301-7 Akande et al. J. Chem. Phys. 140, 074301 (2014)

three precursors known not to form nanowires, while the val-
ues for all the others are rather similar ranging from ∼18 meV
to ∼50 meV. Importantly, we do not find any particular corre-
lation between the equilibrium dimer intermolecular separa-
tion, deq, and the magnitude of the transfer integral, apart for
P6, which has the smallest J and the largest deq. This indicates
that the fine details of the electronic structure of the precursors
determine the molecule ability to exchange charges.

Finally, we are now in the position of evaluating the
nanowires mobilities. If one neglects extrinsic effects, the
charge carrier mobility, μ, can be estimated by using the fol-
lowing expression:28, 38

μ = e

kBT
d2

eqKCT , (4)

where e is electron charge. Having calculated both the λint’s
(Table II) and the J’s (Table III) for all the precursors, the
estimated mobilities at room temperature (300 K) are re-
ported in Table III. Notably, with the exception of P3 and P7,
which anyway do not form, the mobilities are all around some
fraction of cm2/Vs, with the maximum value being for P4
(0.40 cm2/Vs) and the minimum for P6 (0.04 cm2/Vs). Such
similarity between the mobilities is expected in the light of
the fact that the transport occurs through the central N atom
of the TPA unit, i.e., through a molecular orbital common to
all precursors and largely independent from the particular rad-
icals which characterize the precursors. This reflects in simi-
lar reorganization energies and, although to a smaller degree,
transfer integrals, and therefore in similar mobilities.

C. Charge transport properties from linear
response theory

As an alternative to Marcus theory, valid for band-like
transport, we now revaluate the mobility of P1 by linear re-
sponse theory with parameters extracted from DFT. The first
task consists in writing an adequate tight-binding Hamilto-
nian for the nanowires including electron-phonon coupling to
a few relevant vibrational modes. We begin by calculating the
electronic structure of the nanowires. This is obtained by plac-
ing a single molecule, whose geometry has been optimized by
DFT-B3LYP (the same of Sec. III B), in an orthorhombic unit
cell with lattice parameters a, b, and c. In particular, we take
c as the intermolecular separation for the dimer calculated in
Sec. III B and a, b � c (see Table III). We verify that further
crystal relaxation does not change significantly the value of
c (the exchange and correlation functionals used to optimize
the dimers and the 1D nanowires are the same), while con-
sidering a = b = 63.5 Å ensures that there is no interaction
between the image cells in the plane, i.e., that there is no inter-
action between adjacent nanowires. The spin-polarized DFT
calculations are performed with Quantum Espresso and the
Grimme’s exchange correlation functional16 and the internal
coordinates of atoms inside the unit cell are relaxed until the
forces are smaller than 10−4 Ry/Å.

Note that the electronic structure of the nanowires is cal-
culated for the individual molecules in a neutral configuration,
so that the wires are in an insulating state and do not develop
Peierls distortion. Actual samples, however, are hole doped
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FIG. 5. Bandstructure of a nanowire obtained by repeating periodically the
P1 unit, plotted over the 1D Brillouin zone. Here we present data for the
equilibrium lattice parameter c = deq = 4.8 Å (right panel) and for a strongly
compressed structure c = 3.18 Å (left panel). The nanowire geometry keeps
the molecules in a co-facial arrangement and the distance between the N cen-
ters is the same equilibrium distance found for the corresponding dimer (see
Table III). A single-orbital per site tight-binding Hamiltonian, where the rel-
evant orbital is the HOMO, can be extracted from the bandstructure by fitting
the HOMO-derived band (in red). The dashed horizontal line denotes the
Fermi level, which is simply placed in the HOMO-LUMO gap.

so that one, in principle, can expect a Peierls-distorted ground
state geometry. This is likely not to be relevant for the finite
temperature mobility except at very low temperatures. In fact,
the hole concentration inferred from the experiments is rather
low (six cations every 1000 molecules2), well below half-
filling, so that the Peierls distortion wavelength is long and the
associated energy gain is small. As a consequence, we expect
that Peierls distortion may play a role in these nanowires only
at rather low temperatures, a regime not investigated here.

Fig. 5 displays the bandstructure of the nanowire con-
structed from the P1 molecules (henceforth referred to as the
nanowire P1) plotted along the 1D Brillouin zone, � − Z.
In the figure, we report data for c being the equilibrium lat-
tice constant, deq = 4.8 Å, and for an extremely compressed
configuration, where c = 3.18 Å. This allows us to trace the
bandstructure as the lattice parameter changes. Importantly,
we find that the band relative to the HOMO is always well
separated from the rest of the valence manifold even at the
compressed lattice parameter. This means that there is little
interaction among the HOMO-derived band and the rest of the
valence, so that a single-site tight-binding effective Hamilto-
nian appears appropriate for the problem of hole conduction.
A different situation appears for the conduction part of the
bandstructure, which is characterized by a number of closely
spaced bands presenting crossing.

In any case, we map the HOMO-related band onto the
following tight-binding Hamiltonian

ĤHOMO =
∑
ij

[tij + α(qi − qj )](c†i cj + h.c.)

+
∑
ij

1

2
K (qi − qj )2 , (5)

where tij = t denotes the hopping integral between the
molecules in the wire and extends only to nearest-neighbour
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molecules, α is the carrier-phonon coupling, and K is the stiff-
ness constant. Here c

†
i (ci) is the creation (annihilation) oper-

ator for a charge carrier at the ith site (molecule), while qi

is a classical vector describing the displacement of the ith
molecule of the nanowire from its equilibrium position.

The magnitudes of the hopping integrals, t, can be sim-
ply obtained from the dispersion of the HOMO-derived band
(Fig. 5) as t = �/4, where � is the bandwidth. For the
P1 nanowire at c = deq (right panel Fig. 5), we extract
t = 25.0 meV, which is in close agreement with the value
calculated for the corresponding dimer (29.5 meV from
Table III).

The parameters of HHOMO related to the coupling to the
vibrations, namely α and K, can be evaluated from finite dif-
ference. In practice, we displace the molecule along a par-
ticular direction r (the phonon mode displacement vector)
and then compute αr̂ = δt

δr and K = 1
r

δE
δr , where E is the

DFT total energy. In order to estimate the mobility we con-
sider a single acoustic phonon mode constructed by displac-
ing the molecules along the nanowire axis with respect to
each other. This is illustrated in Fig. 6 and referred to as the
C-I mode. We expect such particular phonon mode to be the
most significant in governing charge transport through the or-
ganic nanowire. In fact, the motion of the molecules along the
nanowire axis facilitates the overlap between the density of
the localized carriers thereby enhancing the charge transfer,
a mechanism proposed in the original experimental work2 to
justify the excellent transport properties measured. For the P1
nanowire and the C-I mode we obtain α/t = 1.585 1/Å and K/t
= 1.530 1/Å2.

FIG. 6. Schematic illustration of the molecular displacement of the different
phonon modes for which the carrier-phonon coupling, α, and the stiffness
constants, K, have been calculated. The picture is for the P1 nanowire. The
various modes are labelled as C-I to C-V and only the C-I mode is considered
when estimating the charge carrier mobility.

TABLE IV. Table showing the calculated values for α/t along the various
phonon modes for the P1 nanowire. The labels for the phonons are those
introduced in Fig. 6. In the table, we also report the result for the rubrene
crystal40 as reference.

Mode α/t (1/Å)

C-I 1.585
C-II 0.000
C-III 0.067
C-IV 0.501
C-V 0.370

Rubrene 0.047

Together with the C-I mode we have also evaluated α/t
for other relative molecular displacements, as depicted in
Fig. 6 (C-II to C-V). The results are listed in Table IV. In
the same table, we report as a comparison also α/t for the
mode most relevant to the longitudinal transport in rubrene,40

the organic crystal displaying the overall highest mobility. In
general, we find the electron-lattice coupling along the C-I
displacement to be significantly larger than that of all the oth-
ers, and also of the analogous longitudinal mode in rubrene.
This justifies our approximation of considering only the C-I
mode when evaluating the mobility. It also tells us that the
electron-lattice coupling in such nanowires is strong so that
the mobility should display a rather strong temperature de-
pendence.

We finally turn our attention to the mobility. This is cal-
culated as a function of temperature using the linear response
Kubo formula evaluated over a Monte Carlo sampling. The
dynamical quantities entering the Monte Carlo scheme are the
longitudinal displacements of the molecules (tight-binding
sites), which are treated as a continuous variable.39 After equi-
libration the charge carrier mobility is evaluated using the
Kubo formula8 averaged over 100 000 Monte Carlo config-
urations. For a detailed description on how to evaluate the
charge carrier mobility for a particular Monte Carlo config-
uration we refer the reader to the Appendix.

Fig. 7 shows the statistical distributions of the trans-
fer integral t + α(qi − qj) evaluated both at low and high
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FIG. 7. The statistical distributions of the transfer integral t + α(qi − qj)
are shown at two different temperatures. The distributions are obtained from
Monte Carlo simulations. For both temperatures the transfer integral fluc-
tuates by about 100% of its magnitude as a result of the large value of α

obtained for the phonon mode C-I.
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FIG. 8. Our ab initio estimate for charge carrier mobility, μ, as a function
of temperature for the P1 nanowire. The mobility drops drastically with
temperature (note the double logarithmic scale) as a consequence of the
very large value of carrier-phonon coupling calculated. At room temperature
(T = 300 K) the mobility is found to be 11.6 cm2/Vs.

temperature. As expected the fluctuations in the transfer inte-
grals are larger at a higher temperature. This can be quanti-
tatively observed in the full width at half maxima (FWHM)
of the distribution, which is 71.3 meV and 44.7 meV, respec-
tively, at 380 K and 58 K. Also important is to note that, based
on the statistics, the fluctuation in the hopping integral is al-
most 100% of the static value at both temperatures. Such large
fluctuations observed in the hopping integral are also finger-
print of the fact that the transport in these nanowires is dom-
inated by dynamic disorder.41, 42 In this limit charge localiza-
tion over a general band-like transport is created as the result
of large fluctuations of the charge transfer integral.

Finally, Fig. 8 shows the calculated mobility, μ, of the P1
nanowire as a function of temperature. We find an extremely
severe dependence of μ over T, which is evident in its reduc-
tion by almost two orders of magnitude when T goes from
10 K to 500 K (note the double logarithmic scale). This is due
to the rather strong carrier-phonon coupling, together with a
general softness of the nanowires. Note in fact that here K
= 0.03825 eV/Å2, while for the longitudinal mode of rubrene
one has K = 0.06612 eV/Å2.40 Therefore it appears that, along
the most relevant vibrational modes, the P1 nanowire appears
to be significantly softer than rubrene. Our results thus point
to a transport mechanism dominated at high temperature by
dynamic disorder,41, 42 where the degree of charge localiza-
tion increases with temperature, as expected by an increas-
ing spread of the statistical distribution of the hopping pa-
rameters. At T = 300 K, we estimate a charge carrier mo-
bility of 11.6 cm2/Vs. This is a rather large value for any
one-dimensional object (except for carbon nanotubes). Thus
our theoretical analysis confirms the experimental results,
which attribute to the nanowires exceptional charge transport
properties.

In concluding this section, it is important to note that
for the P1 nanowire the room temperature mobility eval-
uated from Marcus theory and that calculated from linear
response with non-local electron-phonon coupling differ by
two orders of magnitude, with the former being the smaller.
This is not surprising since the two theories are applicable in

rather different limits, namely, hopping and band-like trans-
port. As mentioned before the fact that the reorganization en-
ergy is comparable to the hopping integral does not allow
us to conclude with certainly in favour of any of the two
transport mechanisms, and in fact it is likely that in actual
nanowires there is a crossover between the two regimes as
the temperature increases, similarly naphthalene.9, 10 In prin-
ciple, such crossover temperature can be calculated, by refin-
ing our model to include both local and non-local phonons.
This will however require extremely detailed information on
the phonon structure of the nanowires, which in turn requires
an accurate knowledge of their crystal structure. Unfortu-
nately, such a knowledge is not available to us. By using
the learning acquired with naphthalene we speculate that the
room-temperature behaviour of the nanowires is likely to be
hopping-like. However, providing that we do not know the
crossover temperature between the two regimes, a conserva-
tive estimate positions the mobility in between that obtained
by Marcus theory (assuming hopping conduction up to room
temperature) and that calculated with the Kubo approach and
non-local phonons (neglecting local vibrations).

IV. CONCLUSIONS

We have reported on a detailed first principles study of
the structural, electronic, and transport properties of a class of
triarylamine derivatives recently synthesized.2 Our aim was
that of gaining insights in the self-assembly process lead-
ing to 1D nanowires and in the charge transport character-
istics of such nanowires. The basic electronic structure of the
molecules in the gas phase is rather similar for all the pre-
cursors with a HOMO mainly localized around the N atom
of the triarylamine unit. As a consequence, all the precur-
sors appear to have rather similar ionization potentials. These
first calculations suggest that the criterion for the formation
of supramolecular self-assembled organic nanowires in triary-
lamine derivatives is independent of the precursor chemistry.

Next the electron transport properties of the nanowire are
explored. First, we evaluate the hole mobilities of all the pre-
cursors by using Marcus theory, with the transfer integrals
evaluated from the electronic structure of molecular dimers
and the reorganization energy from the ionization potential of
the single molecules. Then, for the P1 precursors, we also per-
form linear response mobility calculations by considering the
most relevant phonon mode. As expected we find the mobility
calculated from Marcus theory to be about two orders of mag-
nitude smaller than that extracted from linear response, which
reaches 12 cm2/Vs at room temperature. These two values can
be realistically taken as the lower and upper bonds for the
nanowire mobility. Our results thus prove that triarylamine-
based nanowires are indeed good hole conductors. Their abil-
ity to self-assembly in situ in a device geometry3 makes them
interesting candidates for organic electronics devices.
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APPENDIX: CHARGE-CARRIER MOBILITY
FROM KUBO’S FORMULA

The frequency, ω, dependent conductivity calculated in
the diffusive limit for a Monte Carlo configuration character-
ized by the set of atomic displacements {qi} is given by the
Kubo’s linear response formula

Re[σ (ω; {qi})] = (ea)2

¯

2π

V ω

∑
λ,λ′

(fλ − fλ′)|〈λ|J |λ′〉|2

× δ(Eλ − Eλ′ + ω) , (A1)

where fλ is the Fermi function for the carrier eigenstate with
quantum number λ and energy Eλ,

fλ = 1

exp[(Eλ − μo)/kBT ] + 1
. (A2)

In Eqs. (A1) and (A2) e is the electronic charge, a is the
equilibrium distance between neighbouring sites (molecules),
V = La is the system volume with L being the length of the
nanowire and μo is the chemical potential. The matrix ele-
ments in Eq. (A1) are those of the current-correlation opera-
tor, which can be rewritten in terms of the unitary matrix U
which diagonalizes HHOMO (Eq. (5)),

〈λ|J |λ′〉 =
∑
ij

τij [U (i, λ)U (j, λ′) − U (j, λ)U (i, λ′)] .

(A3)
Here τ ij = tij + α(qi − qj). Finally, the δ-function can be
written as a Lorentzian with broadening η (η → 0),

δ(Eλ − Eλ′ + ω) = πη

(Eλ − Eλ′ + ω)2 + (η)2
. (A4)

Thus the charge-carrier mobility of a particular configu-
ration, μi, can be written as

μi = 1

ρe
lim
ω→0

Re[σ (ω; {qi})] , (A5)

where ρ is the carrier density. In the calculations presented
here we emulate an organic field effect transistor setup with
low carrier density (ρ = 1/L).

The final mobility, μ, is the average of all the μi calcu-
lated at the molecular displacements generated by the Monte
Carlo scheme,39 after it has reached equilibrium.
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