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Summary

The main drivers of space weather, solar flares and coronal mass ejections,

are thought to originate from active regions on the surface of the Sun. The

mechanisms by which active regions produce these eruptive events remains

unclear. In this thesis, numerous mathematical methods are developed to

characterise the complexity of active region magnetic fields on the Sun.

In the first section of the thesis, a box-counting method was used to mea-

sure the temporal evolution of the multifractal parameters of a sample of

active regions. These results are compared to other multi-scale methods

and changes in the temporal evolution of the multifractal spectrum are

found to be associated with a regions flaring potential. As an expansion of

the box-counting method, a wavelet-based multifractal method, the wavelet

transform modulus methods (WTMM), was similarly used to characterise

the changing properties of active region magnetic fields. A study of the

multifractal properties of active and quiet Sun magnetic fields showed them

to be statistically distinct and separable in wavelet transform space. As

such, a segmentation procedure was developed to accurately recover the

multifractal parameters of active region magnetic fields from the surround-

ing quiet Sun. Additionally, the temporal evolution of the fractal dimension

and Hölder exponent of active regions were examined for a possible relation

to flaring.

The complexity of the coronal field was investigated using extrapolation



techniques. A linear force-free extrapolation method was developed to ex-

amine the changing topology of active region magnetic fields. Comparisons

were made to EUV observations of the solar corona so as to constrain the

extrapolations. Using the twin perspectives of the Solar TErrestrial REla-

tions Observatory (STEREO) spacecraft the 3D topology of a coronal loop

was identified and modelled with time. Changes in the amount of twist, free

energy and connectivity of the loop were related to magnetic flux emergence

in NOAA 10956.
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Introduction

Humankind has studied the Sun since the dawn of civilisation. As the source of all

life on the Earth is has often been worshipped and studied. Since the Irish Celts

built Newgrange as a place of burial and worship 5,000 years ago, mankind has been

willing, at a great expense and effort, to understand our nearest star. Each epoch of

man has studied the Sun to better understand and harness its power. The Celts and

early man strove to gain a better understanding of the seasons. Accurate calendars

were necessary for the growth and cultivation of crops and therefore the survival of

the human race depended on their existence. The aurora borealis (the northern and

southern lights) have left many a man in a state of awe. While the aurora are a

beautiful sight to behold, they and the Sun represent an ever present danger to modern

telecommunication systems and power grids. The energetic particles that bombard the

Earth on a daily basis, also have the potential to disrupt satellite communications,

electromagnetic networks and explorations of space (National Academies Press, 2008).

These events are collectively known as space weather. An ever increasing number of

scientists are trying to understand and ultimately forecast the effect space weather has

on the Earth and all electronic based infrastructure. The importance this research has

on the future of the human race can be measured in the collective efforts of the world
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governments, and the funds they have made available for the study of the Sun and

space weather.

The purpose of this thesis is to study the formation and evolution of solar active

regions or sunspots. Active regions are the source of the majority of space weather

events that affect the Earth. Active regions are regions of intense magnetic fields on

the surface of the Sun. They are highly dynamic and complex structures as shall be

shown. This work presents my own contributions to the study of our nearest star. It is

my hope that it shall advance our ability to better understand and hopefully predict the

events on the Sun and understand their interaction with the Earth. I shall begin with

an introduction to the structure and atmosphere of the Sun, as both play important

parts in the formation, evolution and study of sunspots.

1.1 The Sun

1.1.1 Facts and Figures

The Sun is one of many billions of stars that make up our galaxy. However, given its

close proximity to the Earth, it is interesting to study the Sun as it is the primary

source of energy to our planet. Furthermore, it provides us with an insight into stellar

structures and astrophysical plasmas.

As a star, the Sun is rather mundane. It is a standard medium-sized star and

at 4.6 × 109 years old, it is already half way through its lifetime. Its total mass is

1.99× 1030 kg, of which 74% of the mass is hydrogen, 24% helium, and small traces of

large elements such as oxygen, iron, magnesium, and silicon. Every second, 4.26×109 kg

of the Sun, is converted into energy by the nuclear fusion reactions taking place inside

its core. The radius of the Sun (R�) is 696 Mm, where 1 Mm is 106 m. Mega-meters

are a commonly used length scale on the Sun (a photospheric granule is typically

1 Mm across). 1.3 million Earths would fit into its volume. At its equator, it rotates
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1.1 The Sun

approximately every 26 days, with the rotational period increasing with latitude to

about 35 days near the poles. This effect is know as differential rotation and occurs

due to the Sun being a gaseous ball of plasma and not a solid body.

1.1.2 Structure

The standard model of the Sun is shown in Figure 1.1. The Sun has a dense core,

where temperatures reach ∼ 13 MK. These temperatures and densities are sufficient to

support nuclear fusion. The core is surrounded by a dense radiative zone. It is so dense

that the individual photons created in the core take ∼ 106 years to reach the surface.

Surrounding the radiation zone is the convective zone, where energy is transported by

large scale convective cells driven by the temperature difference between the inner and

outer layers of the Sun. The surface of the Sun is known as the photosphere and is the

boundary between the solar interior and atmosphere. The solar atmosphere consists of

the chromosphere, transition zone, and corona.

1.1.3 Interior

As the Sun is observed to be neither contracting or expanding, it can be assumed that

it is in a state of hydrostatic equilibrium. Therefore, at every depth inside the Sun

the weight of the overlying material is balanced by the outward pressure. Starting

with the equation of motion and assuming that the plasma in the Sun is in a state

of hydrostatic equilibrium, we can derive that the pressure at the centre of the Sun is

Pc = GM2/8πR4
� = 4.4 × 1013Nm−2, where Pc is the pressure at the centre of the

Sun, G the gravitational constant, M the mass of the Sun and R� its radius (Prialnik,

2000). As such the plasma at the centre of the Sun is under extreme pressure and

highly compact, with temperatures reaching 13 MK. These are ideal conditions for the

production of helium under nuclear fusion. The dominant process of nuclear fusion in

the core is known as the proton-proton (pp) chain. The pp chain involves the fusion

3



1.1 The Sun

Figure 1.1: Cartoon view of the structure of the active Sun. The core is the source of
energy, where fusion heats the plasma to ∼15 MK. Energy is transported away from the
core by radiative diffusion in the radiative zone, which extends to 0.75R�. The convection
zone is heated from the base at the tachocline, allowing convective currents to flow to the
photosphere. Strong magnetic fields inhibit convection and appear as dark sunspots on the
photosphere. These strong magnetic fields extend into the upper atmosphere of the Sun.
Closed field lines are seen as coronal loops and open fields are visible as coronal holes (near
the poles; courtesy of eu.spaceref.com).

of four protons to form a helium nucleus through a series of nuclear reactions and is

outlined as follows:

1H +1 H → 2D + e+ν (1.1)

2D +1 H → 3He+ γ (1.2)

3He+3 He → 4He+1 H +1 H, (1.3)
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where 1H denotes a proton, 3He a helium nucleus with one neutron, 4He one with two

neutrons, e+ a positron, ν a neutrino and γ a gamma ray. Every complete pp chain is

accompanied with the release of energy, approximately 4.3 × 10−12J . The luminosity

of the Sun is 3.85×1026W , therefore we estimate that 9.2×1037 fusion reactions occur

every second in the core. The solar core extends to 0.25 R� above which lies the

radiative zone.

The radiative zone extends from 0.25 to 0.75 R�, with a temperature range of

10MK - 5MK. Due to the high densities in the core and radiative zone the gamma

rays produced by the pp chain continuously scatter when they encounter free electrons,

protons and atomic nuclei. Those absorbed by atomic nuclei are quickly stripped

away, resulting in no net increase in energy or particle motion within the plasma. The

resulting random walk through the radiative zone under this process means protons

from the core take on average ∼ 106 years to reach the surrounding convective zone,

compared to the 8 minutes it takes protons to reach the Earth.

The convective zone starts at 0.7 R� and extends to the Sun’s surface which is

known as the photosphere. Lower temperatures in the convective zone allow for the

recombination of electrons and ions. This recombination allows for the absorption of

photons, resulting in the localised heating of plasma elements and the formation of

convective cells below the solar surface. The convective cells carry the hot gas from the

tachocline to the photosphere where it cools. Upon cooling, the material is transported

back and the process continues. These convective cells are visible on the solar surface

as super-granules.

These convective cells are thought to be the cause and/or the sustaining power

behind the solar magnetic field. The solar magnetic field can be pictured as a dipole

magnetic field, similar to the magnetic field of the Earth. Unlike the terrestrial magnetic

field the solar field varies on an 11-year cycle. The non-uniform differential rotation in

the convective zone realigns the global dipole field into a toroidal field (Figure 1.2; Bab-
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Figure 1.2: The Sun’s changing magnetic field. Differential rotation drags the dipole
magnetic field of the Sun. The combined effects of the Coriolis force and magnetic buoy-
ancy, twist and lift magnetic field lines towards the surface. The resulting Ω-like structures
emerge as active regions on the Sun (O’Neill, 2006).

cock 1953). Turbulent motion in the convective zone causes the magnetic field to be-

come buoyant and rise to the photosphere. These magnetic elements or flux tubes

emerge as dipole pairs and appear as dark spots on the photosphere. The magnetic

field restricts the convective motions near the photosphere lowering the temperature

of the sunspots compared to the surrounding plasma. Over time, these magnetic el-

ements approach the equator where they eliminate each other and the magnetic field

orientation flips, and the processes is repeated again.

1.1.4 Atmosphere

Figure 1.3 shows the temperature and density variations between the photosphere and

the interplanetary medium. From this it is easy to see the distinct regions of the Sun’s

6
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Figure 1.3: A model of electron density and temperature model in the chromosphere
and lower corona. In the chromosphere, the plasma is only partially ionised. The plasma
becomes fully ionised at the sharp transition from chromospheric to coronal temperatures.
ne indicates the electron density, nHo

the neutral hydrogen density (courtesy of Gallagher
1999).

atmosphere, the photosphere, chromosphere, transition region, and corona.

The photosphere is where the Sun radiates the majority of its energy, in the form of

visible and infrared light. The distribution of photospheric radiation closely follows that

of a black body at 6,000 K, which can be taken as the temperature of the photosphere.

Absorption lines along the solar spectrum allow us to analyse the structure of the

photosphere in great detail. Due to the Zeeman splitting of magnetically sensitive lines

measurements of the local magnetic field can be inferred. The magnetic field of the

photosphere can be separated into three classes, quiet sun, active sun and the polar

fields. Quiet Sun magnetic fields are ephemeral regions which rise with the convective

flows and rest along the intra-granular network. Active regions are several orders of

magnitude larger in both terms of area and magnetic field strength. Their number and

strength follows the 11-year cycle of the solar dipole field. Under dynamo theory the

polar magnetic field is a consequence of the rise and decay of active regions. As the

number of active regions increases, flux is transported from the equatorial regions to
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Figure 1.4: A close up view of the top of the Sun as seen in profile shows thousands of
little spurts, know as spicules. Image courtesy of the STEREO science mission.

the poles by the meridional flow. This process weakens the polar field over time. At

solar maximum the polar field is at a minimum. The transfer of flux from the equator

to the poles eventually causes the polar fields to switch polarity and increase in strength

as the number of active regions starts to decrease.

High resolution observations of the photosphere reveals its dynamic and chaotic

granular structure. Analysis of waves within this granular structure allow helioseismol-

ogists to investigate the interior of the Sun. Observations taken closer to the solar limb

allow for the analysis of different heights within the thin photosphere. This is due to

an increase in the line-of-sight (LOS) emission and is the cause of the observed limb

darkening, as higher altitudes are cooler by up to 2,000 K.

The chromosphere lies above the photosphere. Visible at the precise moment when a

total eclipse begins, it is a dynamic structure characterised by a rise in temperature with

height (Phillips, 1998). Special observational filters are required to analyse the structure

of the chromosphere in the absence of an eclipse. Observations of the chromospheric

limb show numerous narrow columns known as spicules, which are seen to fade in and

out of view as they oscillate or rotate, Figure 1.4.
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The outer atmosphere of the Sun is know as the corona. The corona is an extremely

hot and tenuous region, with temperatures in the region of 2 MK and hotter in regions

associated with sun spots. It becomes visible in white light during a solar eclipse or

with the use of an artificial occulting disk. Such high temperatures fully ionise the

mostly hydrogen gas resulting in the emission of X-rays, extreme ultraviolet and radio

radiation.

The dominating force in the corona is described by the plasma β , which is the ratio

of gas pressure to magnetic pressure, (β = 16πξnKBT/B2 ). In the corona B = 10 G,

n = 109 cm−3 and T = 3 × 106 K, giving a plasma β of 0.2 (Gary, 2001). Therefore

the magnetic field is the dominant force in the corona.

There are two distinct magnetic zones in the corona: Open and closed magnetic

field regions, each with different magnetic topologies. Open magnetic fields always exist

in the polar regions and can extend towards the equator in the form of coronal holes.

These regions of open magnetic flux connect the solar surface to the interplanetary field

and are the source of the fast solar wind (≈ 800 km/s). Closed-field regions consist of

closed field lines that reconnect to the solar surface and produce the slow solar wind

(≈ 400 km/s).

The hot, tenuous corona is separated from the cooler chromosphere by the transition

region. The transition region marks the boundary between the neutral matter of the

chromosphere and the ionised corona. The energy required to power the corona must

pass from the photosphere, through the chromosphere and heat the solar matter across

the small length scale of the transition region. It is therefore a highly dynamic interface

layer (Gallagher, 2000)
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Figure 1.5: Left: Full disk MDI intensity image of the Sun, showing two Jupiter-sized
sunspot groups on the face of the Sun. Right: Close-up of a large sunspot group. The
central dark part of the large sunspot in the middle of the right hand image is about 14,000
km. Images courtesy SOHO (NASA & ESA) and the Royal Swedish Academy of Sciences.

1.2 Active Regions

Active regions, also known as sunspots, appear within ±40o of the solar equator and

can grow to cover 1% of the solar disk (Zirin, 1988). Sunspots are regions of kilo-Gauss

magnetic fields which emerge from the sub-surface of the sun and expand rapidly into

the solar atmosphere. Their global structure and evolution is governed by photospheric

and sub-surface flows. As already mentioned the strong magnetic fields present in active

regions inhibit the convective flows causing a reduction in temperature compared to

the surrounding regions. The dark interior of a sunspot is known as the umbra and the

lighter area surrounding this is known as the penumbra. The penumbra consist of finer

filaments which point radially away from the umbra in simple sunspots. Figure 1.5

shows the detailed structure of active regions.

Solar active regions are traditionally classified using one of two systems, the Mount

Wilson and McIntosh classification systems (Hale et al., 1919; McIntosh, 1990). At

present these two main methods are currently applied to all active regions by eye. This
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Table 1.1: Mount Wilson Sunspot Magnetic Classification (SpaceWeather, 2006)

Class Description
α A unipolar sunspot group
β A bipolar sunspot group with a clear, simple division

between the polarities
γ A complex region of positive and negative polarities, a salt and

pepper distribution, too complex to classify it as a β
δ A qualifier to magnetic classes indicating that the umbrae

separated by less than 2 degrees within one penumbra
have opposite polarity.

results in a non-repeatable and highly subjective classification. The Mount Wilson

method, introduced in 1919, outlines the classification of sunspot groups based on the

sunspot configuration and characteristics. Each region is coded with a combination of

designations which are based on the unipolar(α), bipolar(β) or multipolar(γ) nature of

the spots, see Table 1.1.

The McIntosh classification system is a 3-component system, which uses a modified

Zurich Sunspot classification for it’s first entry. The second component is descriptive

of the largest spot in the group and the last entry details the degree of spottiness in

the interior of the sunspot group. In all the system has 60 distinct types of sunspot

groups. The classification system is outlined in Figure 1.6.

Current prediction techniques of extreme solar events such as solar flares and CMEs,

are based on a regions classification and the historical likelihood of these events orig-

inating from such regions. Each classification technique attempts to characterise the

complexity of active regions into sub-groups. Much work has been done to couple these

classifications with physical parameters (area, total magnetic field, ...) to increase the

accuracy of the historical prediction methods (Qahwaji & Colak, 2007). However, given

that 85% of active regions do not flare these methods require increased accuracy.

Figure 1.7 shows the evolution of active regions on the surface of the Sun. As can be
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1.2 Active Regions

Figure 1.6: The three component McIntosh classification system, with examples of each
category.

seen the number and position of active regions follows an 11-year cycle. Active regions

emerge at higher latitudes and this emergence gradually migrates towards the equator

during the 11-year cycle. Another feature of active regions is the difference in polarity

of the leading spot between the northern and southern hemisphere. As one cycle draws

to a close and the new one begins the polarity of the leading spot in both hemispheres

is observed to flip. As such, the 11-year cycle is in fact periodic over 22-years.

An additional feature of the 11-year cycle is the field strength of the polar magnetic
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1.2 Active Regions

Figure 1.7: This diagram shows the abundance of sunpots at different solar latitudes as
a function of time. The shape of the pattern gives rise to the name butterfly diagram.
(http://solarscience.msfc.nasa.gov/SunspotCycle.shtml).

field. The strength of the polar magnetic field is observed to mirror the number of

sunspots. When the sunspot cycle is at its maximum the polar field is at its minimum

and vice versa. Additionally, the polarity of the leading spot in active regions are

opposite to the polarity at the pole in each hemisphere. It is thought that the decaying

elements of active region magnetic fields migrate along the meridional lines with the

polarity of the leading spot heading to the pole and the opposite polarity to the equator.

It is this process that is thought to reduce the strength and eventually flip the polarity

of the polar field over the course of the 11-year sunspot cycle.

From the mid 17th to early 18th century there were no notable sunspots on the

solar surface. The cause of this is still unknown but it’s effect is known as the Maunder

Minimum. This reduction in the number of sunspots is associated with a climatic

event known as the little ice age. During this period rivers at lower latitudes that were

normally ice free, froze and snow fields remained all year round. The analysis of ice
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1.2 Active Regions

cores taken from the poles indicates that these minima in solar activity are common.

As such, the relation between solar activity and the terrestrial climate is still ongoing.

The process by which sunspots are formed was already shown in Figure 1.2. Shear-

ing between the solid-like radiative zone and the differentially rotating convective zone

causes a winding-up of the global magnetic dipole field of the Sun into a toroidal (east-

west) field. The continuous shearing of the magnetic field eventually cause a build-up

of magnetic field in the azimuthal direction. The magnetic pressure associated with

these azimuthal field lines (B2/8π) forces out the infused plasma in order to maintain

a pressure balance with the surrounding plasma (p0):

pi +
B2

8π
= p0. (1.4)

This loss of plasma gives rise to a buoyancy force within the field-lines, causing them

to rise through the turbulent convective zone (Abbett & Fisher, 2003). During their

rise, these flux tubes interact with the convective flows and develop into twisted and

fragmented Ω-shaped structures which emerge through the Sun’s surface (Figure 1.8).

As the solar cycle reaches its end these field-lines approach the equator where it is

thought that through a combination of flux-cancellation and convective flows the global

dipole is restored.

As magnetic flux emerges through the photosphere, the physical constraints at

the surface force the flux tubes to spread out, increasing in size and volume. As the

magnetic flux tubes expand and rise into the solar atmosphere they interact with the

existing magnetic flux. A combination of magnetic flux emergence and turbulent foot-

point motions causes a build-up in the amount of stress and strain along magnetic

field lines in the corona. As such, the magnetic fields on the Sun are thought to be

responsible for the transfer of energy from the turbulent convective zone into the corona.

The shearing and twisting of magnetic field lines pushes the coronal magnetic field
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Figure 1.8: Snapshot of an emerging Ω-shaped flux tube (Abbett & Fisher, 2003).

from a stable configuration to an unstable state. The difference in energy between

this potential-like state and the strained state is know as free-energy. Upon reaching

an unknown critical level the system will undergo self re-organisation to a preferred

stable state. Active regions are thought to achieve this through a series of topological

changes, known as magnetic reconnection (Aschwanden, 2005). Magnetic reconnection

allows for the conversion of the stored magnetic energy. The released energy heats and

expands the coronal plasma, producing high energy X-rays and bright, intense loop
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structure (solar flares). Under certain conditions the reconfiguration of magnetic field

lines in the solar corona can result in the ejection of material into interplanetary space

as coronal mass ejections (CMEs).

The launch of the Solar and Heliospheric Observatory (SOHO) in 1995 marked

a milestone in the study of active regions and extreme solar events. SOHO ’s LOS

observations of the photospheric magnetic field of active regions have a cadence of 96

minutes and a resolution of 2”. Their availability coupled with the other instruments

on SOHO have expanded our understanding of the structure and evolution of active

regions. For the first time SOHO offered modellers data of the necessary resolution and

cadence which assisted their predictions of extreme solar events. Authors have studied

the mathematical properties of solar magnetogram data in order to detect precursors to

solar events using a variety of methods (Abramenko, 2005b; Georgoulis, 2008; McAteer

et al., 2005a). Numerous potential field extrapolation techniques have been developed

to model the coronal field using SOHO LOS observations as their boundary conditions.

The potential field source surface (PFSS) is one such model and can be used to identify

the global structure of the coronal field over a solar rotation. The PFSS method can

also be used to model the evolution of coronal holes and the structure of the solar dipole

neutral line (Wang & Sheeley, 1992).

Recent advances in ground based observations and the launch of Hinode have given

modellers the opportunity to study vector magnetogram observations of active regions,

although with limited field of view and cadence. The ever increasing resolution of vector

magnetogram data allows for the use of more advanced methods that more accurately

model the coronal field of active regions. Non-linear force-free (NLFF) extrapolation

methods are more advanced and allow the structure of active regions to be modelled

in greater detail (Metcalf et al., 2008). Local correlation tracking methods have been

developed to extract velocity information from LOS and vector magnetogram data

sets (Welsch et al., 2007). These methods have been tested and shown to accurately
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1.3 Solar Flare Theory

recover the velocity field of simulated active regions. Time series magnetogram data

coupled with velocity information can be used to run magnetohydrodynamic (MHD)

models of solar active regions. Both MHD and NLFF methods can be used to calculate

the helicity of active regions. Helicity is a conserved quantity in the magnetic fields

of active regions. As such, it can only be injected into or ejected from active regions.

Changes in the helicity of active regions provided insight into the build-up of twist and

the release of CMEs and other eruptions in the corona.

The Solar TErrestrial RElations Observatory (STEREO) is a twin spacecraft mis-

sion, one spacecraft orbits the Sun ahead and the other behind the Earth. STEREO

allows the three dimensional structure of the solar corona to be studied (Aschwan-

den et al., 2008b). Additionally, as the reconstruction methods are independent of

magnetic field observations they may provide a check on extrapolation methods (As-

chwanden et al., 2009). These advanced methods allow a more detailed understanding

of the formation and evolution of active regions.

While these instruments and observations have furthered our understanding of ac-

tive regions a lot is still left unanswered. The precise mechanisms by which active

regions produce solar flares and CMEs is still unknown but it thought to be some

form of magnetic reconnection. While some mathematical methods have been shown

to be sensitive to changes in the structure of active regions, none have been shown with

sufficient certainty to detect changes indicative of solar flares or CMEs. Additionally,

current extrapolation methods are restricted to single observations and as such, cannot

provide detail into the evolution of active regions.

1.3 Solar Flare Theory

There are two major types of energy release on the Sun, namely solar flares and CMEs.

Solar flares are sudden, rapid and intense variations in brightness (Gordon Holman,
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Figure 1.9: 2D model of a magnetic reconnection process. Two oppositely directed
magnetic flux systems are driven together by external forces. A diffusion region forms at
the boundary (B = 0), creating horizontal outflows (Aschwanden 2005,pg. 409).

1990), which usually originate from large concentrations of magnetic fields on the Solar

surface. Large gradients within the magnetic fields of sunspot groups can cause mag-

netic reconnection in the solar corona (Gallagher et al., 2002). These reconnections

heat and accelerate the surrounding plasma. Magnetic reconnection is believed to be

the main driver for solar flares and CMEs.

Theoretical models for magnetic reconnection provide an insight into the likely pro-

cesses involved in the release of magnetic free energy. The driving force of all magnetic

reconnection models is the convergence of two oppositely directed magnetic flux sys-

tems, as outlined in Figure 1.9. Therefore, the magnetic field across the boundary is

zero. In this region of strong gradients the frozen-in condition of the corona breaks

down and the plasma is able to diffuse across the magnetic field lines. Strong vertical

inflows into the diffusion zone create horizontal outflows. As plasma is ejected horizon-

tally from the diffusion zone, it joins newly created field-lines of a different connectivity

and the frozen in-condition is restored. The newly created field-lines are highly pointed.
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1.4 Space Weather

The curvature of these new field-lines creates a magnetic restoring force. It is this sling

shot effect which converts the magnetic energy to kinetic energy (Aschwanden, 2005;

Priest & Forbes, 2000).

The two main MHD theories for magnetic reconnection are Sweet-Parker and Petschek.

The Sweet-Parker model assumes that the diffusion zone is much longer than it is

wide (Parker, 1957; Sweet, 1958). As the problem is essentially a boundary layer prob-

lem the reconnection rate can be estimated. According to the Sweet-Parker theory, this

boundary layer analysis results in the release of energy over a period of time several

orders of magnitude larger than that observed on the Sun (Kulsrud, 2001). Petschek

(1964) developed a modification of the Sweet-Parker topology to increase the reconnec-

tion rate. By shortening the length of the diffusion region significantly, a very rapid

reconnection rate can be achieved. A by-product of the shorter diffusion region is the

creation of slow mode shocks that accelerate the horizontal plasma flows. The con-

troversy over which theory is correct is ongoing, however recent computational models

have favoured the Sweet-Parker theory (Biskamp, 1986).

1.4 Space Weather

Solar activity can have a direct influence on the Earth. The stream of high energy

particles from the Sun, is known as the solar wind. It constantly buffers the Earth’s

magnetic field and atmosphere. Luckily, the Earth’s atmosphere and magnetic field

defect or absorb most of the harmful radiation from the Sun. Figure 1.10 shows the

protective umbrella of the Earth’s magnetic field. Extreme solar events such as solar

flares and CMEs can reduce the stand-off distance of the Earth’s magnetic field. This

reduction in the stand-off distance between the Earth and the stream of particles from

the Sun allows radiation to reach further into the atmosphere. These events can be

harmful to space based electronics and human explorations.
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1.4 Space Weather

Figure 1.10: Artistic rendering of the Earth’s Magnetopause, shown here in the magne-
tosphere between the magnetosheath and the magnetotail (http://en.wikipedia.org/
wiki/Magnetopause).

Numerous adverse effects on technology have been associated with fluctuations in

solar activity (Jansen et al., 2000). CMEs represent a particular danger to satellites

as they are held together by strong magnetic fields and carry a large voltage differ-

ence. Solar flares are the sudden release of high energy particles from the Sun. They

emit a stream of high energy particles into the solar wind and are a radiation haz-

ard to spacecraft and astronauts. Their associated X-rays increase the ionisation of

the upper atmosphere of the Earth. They cause an interference in short wave radio

communications and increase the drag of low orbit satellites. These effects have real

term economic impact on the global economy. Examples include, the diversion of polar

flights, the degradation of GPS positioning, and the shortening of satellite missions.
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1.5 Thesis Outline

The work presented in this thesis strives to understand and predict the release of energy

in solar flares using a number of mathematical methods to characterise and model the

changing properties of the photospheric and coronal magnetic fields. Descriptions of

the instruments, their associated data products, and analysis techniques are outlined

in Chapter 2. A detailed description of the mathematical methods and theories used

and their interpretations are given in Chapter 3 and Chapter 4.

Solar flares have often been associated with active regions that can be best described

as being big, bad, and ugly. In an attempt to accurately characterise big, bad, and ugly

McAteer et al. (2005a) undertook a large statistical study of active region fractal prop-

erties and related them to flaring. A result of this study was that a fractal dimension of

D> 1.2 was a necessary but not sufficient condition for flaring. As an expansion of this

idea, multifractal analysis was applied to a sample of active regions and is presented in

Chapter 5. Following the results of this work, a much improved and accurate wavelet

based fractal and multifractal analysis package the wavelet transform modulus maxi-

mum method (WTMM), was applied to the study of solar magnetic fields. As shown

in Chapter 6, the analysis of solar active regions using the WTMM method highlighted

the need for the segmentation of active region magnetic field information from that of

the surrounding quiet sun. The introduction of the segmentation procedure increased

the accuracy and reliability of the WTMM method. The returned fractal properties

of the WTMM method reinforced the power of fractal properties to predict conditions

favourable to flaring in active regions. Given that solar flares originate in the corona a

extrapolation method was developed to examine the 3D structure of the corona, and

is presented in Chapter7. In Chapter 8 a summary of this thesis is presented and a

discussion of the major points and outstanding questions is given.
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2

Instrumentation

In the course of this thesis numerous data products from space-based observatories

were used to analyse solar active regions. A short description of SOHO, TRACE, and

STEREO follows. The combined coverage of these satellites provide a complete picture

of the changing structure of active regions.

2.1 SOHO

For the purpose of this thesis data from the Solar and Heliospheric Observatory (SOHO)

was used to observe the Sun. SOHO is a joint European Space Agency (ESA) and

National Aeronautics and Space Administration (NASA) mission. It was launched on

2 December 1995 and was designed to study the interior structure of the Sun and the

solar atmosphere (Domingo et al., 1995). It is located in a stable orbit at the inner

Lagrangian between the Earth and the Sun some 1.5× 106 km from the Earth. This is

a point of equilibrium where it remains at rest relative to the Sun and Earth. Here it

has an uninterrupted view of the Sun, except for a brief period in 1998 when contact

was lost with the spacecraft due to the effects of space weather.

The SOHO satellite has twelve instruments on-board which are roughly divided
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2.1 SOHO

Figure 2.1: Payload diagram of the SOHO satellite (courtesy of SOHO ESA/NASA).

into three areas of research. Three helioseismological experiments have been providing

highly accurate measurements of solar oscillations. Three more instruments investigate

the solar wind around SOHO, measuring mass, ionic charge states, densities, energies

and velocities of the low and high speed solar wind. The other six instruments include

telescopes and spectrometers which provide data on the dynamics of the solar atmo-

sphere in and above the chromosphere. A schematic diagram of the SOHO satellite and

instruments is shown in Fig 2.1. During the course of this thesis work data from the

Michelson Doppler Imager (MDI; Scherrer et al. 1995) instrument and the Extreme-

ultraviolet Imaging Telescope (EIT) were used to analyse the magnetic photosphere

and structure of the solar atmosphere.
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Figure 2.2: The Zeeman effect. (a) Structure of levels giving the simplest Zeeman triplet.
(b) Polarisation of the Zeeman components viewed parallel and perpendicular to the mag-
netic field. Along the magnetic field, we can only see the σ1 and σ2 components, with the
opposite circular polarisations while perpendicular to the field we see the π component
polarised parallel to the field and the σ components linearly polarised in the perpendicular
direction (Gallagher, 2000).

2.1.1 The Michelson Doppler Imager

MDI consist of a 1024 × 1024 CCD camera, providing magnetogram images of the

photosphere with a cadence of 90 minutes. To date, MDI has produced about ninety

million images, of these about fifteen million raw data images were sent to ground based

stations.

MDI works by filtering the light from the Sun through a series of narrowing filters.

The final filtering stage is a pair of tunable Michelson interferometers, enabling MDI

to record filtergrams of the Sun. These filtergrams are used to calculate the velocity
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Figure 2.3: The basic operation of a Babcock type magnetograph (Babcock, 1953). The
potassium dihydrogen phosphate (KDP) electrooptic cell converts the circularly polarised
light into plane polarised light shifter by 90 according to the sign of the KDP voltage.
These components are then selected by the Polaroid (Gallagher, 2000).

and continuum intensity with a resolution of 4” over the whole disk. In another mode

MDI can use 10 filtergrams on a smaller region to gain a resolution of 1.25”.

MDI utilises the principles of the Zeeman effect to transfer the filtergrams into

magnetograms. The Zeeman effect is the splitting of lines in a spectrum when the

source of the spectrum is exposed to a magnetic field. In the normal Zeeman effect a

single line is split into three if the field is perpendicular to the light path or two lines

if the field is parallel to the light path.

The energy levels are then split according to the quantum number Mj , which is

the projection of the total angular momentum J along the direction of the magnetic

fields. An example of the normal zeeman effect is the transition from 1P →1 S is given

in Figure 2.2. In the absence of a magnetic field the energy levels of the atom remain

unperturbed and a single spectral line is observed. When there is a magnetic field we

find that the energy levels of the 1P level split into three states given by Mj = −1, 0,+1.

The 1S level remains unaffected as it has no orbital or spin angular momentum. The

unshifted line is called the π component and is only observable perpendicular to the

magnetic field. The two shifted components are called σ1 and σ2 and are shifted to the
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right and left of the unperturbed line by:

∆λH = 4.7× 10−13gλ2H, (2.1)

where H is the field strength in Gauss and g is the Landé factor of the spectral line,

and λH and ∆λH are in Å units.

For weak magnetic fields the splitting of spectral lines can be impossible to detect

even with high resolution spectrographs. The polarisation properties of the Zeeman

components are then used to measure the magnetic field strength. The σ1 and σ2

components are shifted in wavelength and oppositely circularly polarised. Therefore

choosing the right or left polarised light entering the telescope corresponds to the σ1

and σ2 components.

In the standard Babcock design, Figure 2.3, the σ components are separated using

an electrooptic crystal (Babcock, 1953). Passing the correct voltage through the crystal

produces a retardation of λ/4 which converts the circularly polarised σ components into

two linearly polarised beams at right angles to each other. A linear Polaroid then allows

only one beam to pass through. A retardation in the opposite sense can be achieved

by applying an opposite voltage to the crystal, thus allowing both σ components to be

calculated. The difference in intensity of the signal in each of these states is then used

to infer the longitudinal magnetic field strength.

2.1.2 The Extreme-ultraviolet Imaging Telescope

Figure 2.4, shows a schematic drawing of EIT. EIT provides full-disk images of the

solar transition region and inner corona up to 1.5 R� above the solar limb using normal

incidence multilayer optics and an EUV sensitive 1024 × 1024 CCD camera. A Ritchey-

Chretien design telescope, EIT images in four narrow passbands with a field of view of

45” square and a spatial resolution of 2.6”. The four quadrants of both the primary and
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Figure 2.4: Schematic of the EIT indicating its major subsystems (Delaboudinière et al.,
1995).

secondary mirror are coated in four different multilayers (Table 2.1). The passbands

are selected through interference effects arising in the multilayer coatings. A rotating

mask allows a single multilayer-coated quadrant of the telescope to be illuminated by

the Sun at any given time. The images from each quadrant are then focused onto a

back-illuminated CCD which is cooled to about -80 C.

Table 2.1 shows the four passbands available from EIT observations. The 304 Å

band is centred on the He ii emission line which is formed in the upper chromosphere at

a temperature of 8× 104 K. The other lines are centred on the Fe ix/x (171 Å), Fe xii

(195 Å) and Fe xv (284 Å) emission lines, and are all designed to study the structure

of the solar corona in the 1.3 × 106 K to 2 × 106 K range. EIT data must first be

properly calibrated using a variety of techniques, all of which are available in the EIT

branch of the idl based solarsoft analysis tree. For the purpose of this work, data

from 171 Å observations was used. The 171 Å passband has fewer contributions from

the diffuse higher temperature emission lines compared to the 195 Å passband (Phillips

et al., 2005).
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Table 2.1: Details of the eit bandpasses, temperatures and observables.

Wavelength Ion Peak Temperature Observational Objective

304 Å He ii 8.0 × 104 K chromospheric network, coronal holes
171 Å Fe ix/x 1.3 × 106 K corona/transition region boundary
195 Å Fe xii 1.6 × 106 K quiet corona outside coronal holes
284 Å Fe xv 2.0 × 106 K active regions

2.2 STEREO

STEREO is a NASA mission that was launched on the 25 October 2006 aboard a single

Boeing Delta II rocket from Cape Canaveral Air Force Station. The primary objective

of the STEREO mission is to study the properties and causes of CMEs. STEREO

comprises of two identical spacecraft that orbit the Sun, one ahead of the Earth and

the other behind. The twin spacecraft offer a unique view of the Sun and allow, for

the first time, a three dimensional view of the Sun. For the purpose of this thesis

EUV observations from the Extreme UltraViolet Imager (EUVI; Wuelser et al. 2004)

on-board STEREO were used to constrain the choice of α in LFF extrapolations. The

twin views of EUVI enabled a double check on the scientific results of the magnetic

field extrapolations.

2.2.1 Extreme UltraViolet Imager

EUVI was developed at Lockheed Martin Solar and Astrophysics Lab and is similar in

design to EIT. EUVI observes the solar atmosphere in four narrow passbands with a

field of view of 45” square and a spatial resolution of 2.6”. The four quadrants of both

the primary and secondary mirror are coated in four different multilayers (Table 2.2).

The passbands are selected through interference effects arising in the multilayer coat-
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Figure 2.5: The EUVI telescope prior to integration into the SECCHI suite (Wuelser
et al., 2004).

ings. A rotating mask allows a single multilayer-coated quadrant of the telescope to

be illuminated by the Sun at any given time. The images from each quadrant are then

focused onto a back-illuminated CCD which is cooled to about -80 C.

It is a normal-incidence telescope with thin metal filters, multilayer coated mirrors

and a back illuminated CCD detector. Figure 2.5 shows one of the EUVI telescopes

during set-up. The four EUVI passbands are the same as those in EIT and their

properties are outlined in Table 2.2.

While similar in design to EIT, the twin spacecraft of STEREO allows for the 3D

reconstruction of coronal loops as observed by EUVI. Aschwanden et al. (2008b) first

outlined a method by which the 3D structure of coronal loops could be recovered from

EUVI observations. As a continuation of that initial study Aschwanden et al. (2008a,

2009), examined the temperature and electron density along observed coronal loops.
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Table 2.2: Properties of the EUVI multilayer coating.

Principal emission lines Centre wavelength

Fe ix, Fe x 172 Å
Fe xii, Fe xiv 194 Å

Fe xv 284 Å
He ii 304Å

2.3 TRACE

Transition Region and Coronal Explorer (TRACE; Handy et al. 1999) is a space-borne

solar telescope which observes emissions from solar plasma in three EUV wavelengths

and several UV wavelengths, covering temperatures from 6,000 K to 10MK (Handy

et al., 1999). It orbits in a polar trajectory roughly following the day-night terminator.

It has uninterrupted solar viewing for nine months of the year. Normal incidence

multilayer optics allow TRACE to observe UV and EUV emissions from the photosphere

to the corona. A schematic diagram of the satellite is shown in figure 2.6.

Pointing is achieved through a guiding telescope on the top of the satellite and

limb finding algorithm. Wavelength selection is determined by a quadrant selector

located just behind the entrance filter chamber, similar in design to EIT and EUVI.

The bandpass is defined by multilayer coatings on the primary and secondary mirrors.

Focused images with a resolution of 1” are projected onto a phosphor-coated CCD

sensitive to UV and EUV wavelengths.
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Figure 2.6: An isometric diagram of the TRACE telescope (Handy et al., 1999).
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3

Magnetohydrodynamic Theory

In this chapter, we outline the basic equation and theory behind the structure and

evolution of plasma in the solar atmosphere. The set of equations which govern the

magnetised plasma on the Sun are known as magnetohydrodynamics (MHD) and the

foundations of MHD theory is outlined. Additionally, the theory of turbulence is ex-

amined and shown to apply to all systems on the Sun across a range of spatial scales.

Finally the method used to extrapolate the coronal magnetic field from photospheric

observations is outlined.

3.1 Introduction

The evolution and structure of the solar atmosphere is governed by the interaction of

the solar plasma with the magnetic field (Osterbrock, 1961). These interactions are

governed by a set of equations known collectively as magnetohydrodynamics (MHD).

They are a combination of the equations of electric and magnetic fields and those of

fluid dynamics. This chapter contains a brief summary of these equations and the

approximations used to model the changing structure of the solar atmosphere as part

of this study.
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3.2 Fundamental Equations

The starting point of any study into the interaction of magnetic fields in a dynamic

system are Maxwell’s equations.

3.2.1 Maxwell’s Equations

Maxwell’s equations govern the inter-relationship of the magnetic and electric fields in

a system. They are given by:

∇×B = µj +
1
c2
∂E
∂t

(3.1)

∇ ·B = 0 (3.2)

∂B
∂t

= −∇×E (3.3)

∇ ·E =
1
ε
ρ, (3.4)

where B is the magnetic field, E is the electric field, j the current density, µ the magnetic

permeability in a vacuum, ρ the charge density, ε the permittivity of free space and c

the speed of light in a vacuum.

Assuming that the typical plasma velocity is much less than the speed of light c,

we can neglect the second term on the right hand side of Equation 3.1. Ampère’s Law

then becomes:

∇×B = µj (3.5)

In addition to the four Maxwell equation we have Ohm’s Law:

j = σ(E + v ×B), (3.6)

where σ is the electrical conductivity and v is the plasma velocity. Ohm’s law couples
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the plasma velocity to Maxwell’s equations.

3.2.2 Fluid Equations

The mass continuity equation states that plasma is neither created or destroyed as

such:
∂ρ

∂t
+∇ · ρv = 0, (3.7)

where ρ is the plasma density and v the velocity. If the plasma is incompressible

(Dρ/Dt = 0), then, with the use of vector identities, the mass continuity equation

(Equation 3.7) reduces to:

∇ · v = 0. (3.8)

The equation of motion, F = ma, is given by:

ρ
Dv
Dt

= −∇P + F, (3.9)

where P is the pressure and F the external forces. D/Dt is the convective time deriva-

tive:
D

Dt
=

∂

∂t
+ v · ∇ (3.10)

The external forces that govern our system are the magnetic (Lorentz), the gas pressure

and the gravitational forces. The equation of motion is then:

ρ
Dv
Dt

= −∇P + j×B + ρg. (3.11)

3.2.3 The Induction Equation

Rearranging Ohm’s Law (Equation 3.6) and Ampère’s Law (Equation 3.5) gives:

E = −v ×B +
1
µσ
∇×B, (3.12)

34



3.2 Fundamental Equations

This can be used to remove E from Faraday’s law (Equation 3.3) to give the Induction

Equation:

∂B
∂t

= −∇×E, (3.13)

= −∇× (−v ×B +
1
µσ
∇×B), (3.14)

= ∇× (v ×B) + η∇2B, (3.15)

where η = 1/µσ is the magnetic diffusivity.

3.2.4 The Magnetic Reynolds Number

The magnetic Reynolds number is defined as the ratio of the advection and diffusion

terms in the induction equation:

Rm =
∇× (v ×B)

η∇2B
(3.16)

=
v0B/l0
ηB/l20

(3.17)

=
l0v0
η

(3.18)

where v0 is a typical velocity and l0 a typical length scale. As Rm is a dimensionless

quantity, it provides us with a means to simplify the induction equation. The magnetic

Reynolds number is a measure of the relations between the flow and the magnetic field.

For a sunspot the typical parameters are l0 = 107m, v0 = 103ms−1 and η = 103m2s−1,

therefore the magnetic Reynolds is Rm = 107103/103 = 107 � 1.

If Rm � 1 then the induction equation can be simplified to become:

∂B
∂t

= ∇× (v ×B). (3.19)

As such, the coupling of the flow and the magnetic field is strong. However if Rm � 1
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3.2 Fundamental Equations

then the induction equation becomes:

∂B
∂t

= η∇2B. (3.20)

In this case any irregularities in the magnetic field will diffuse away on the time scale

of τdiffusion ≈ l20/η. Typically values for a sunspot give a diffusion time of 1011s.

Therefore diffusion cannot be the main method of particle motion in sunspots, unless

large gradients are present or processes occur over small length scales.

3.2.5 Frozen Flux Theorem

Knowing ∇ · B = 0, the total time derivative of the magnetic flux through a surface

that moves with velocity u is given by (Goossens, 2004):

d

dt

∫
S
B · ndS =

∫
(
∂B
∂t
−∇× (u×B)) (3.21)

As already mentioned a consequence of the large magnetic Reynolds numbers found

on the Sun is ∂B/∂t − η∇2B = 0. As such, assuming the surface S moves with the

plasma, u = v, the total time derivative of the magnetic flux is:

d

dt

∫
S
B · ndS = 0 (3.22)

As a result, the magnetic flux that moves through a plasma is conserved, or the magnetic

field and plasma are frozen together. This means that motions parallel to the magnetic

field have no effect but motions perpendicular to the field carry the flux with it.

An additional consequence of the large magnetic Reynolds numbers on the Sun is

the conservation of magnetic helicity:

d

dt

∫
VB

B ·AdV = 0, (3.23)
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3.2 Fundamental Equations

Figure 3.1: Magnetic field lines behave like elastic bands frozen into the fluid (Davidson,
2004).

where VB is a volume that encloses all the magnetic field, and A is the vector potential

of B = ∇×A (Davidson, 2004). The proof of Equation 3.23 follows from Equation 3.19

in the form:
∂A
∂t

= u×B +∇φ. (3.24)

As such, the magnetic field is frozen to the plasma and impulsive forces perpendic-

ular to the magnetic field will cause distortions in the magnetic field, see Figure 3.1.

The resulting curvature of the field-lines causes a restoring force. The restoring force

is known as Faraday tension and is a results of the Lorentz force:

F = J×B = (B · ∇)[B/µ]−∇[B2/2µ]. (3.25)

The second term on the right hand side is known as the magnetic pressure. The restoring

force is a result of the first term, which can be rewritten in curvilinear coordinates as:

(B · ∇)[B/µ] =
B

µ

∂B

∂s
êt −

B2

µR
ên, (3.26)
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3.3 Turbulence

where B = |B|, êt and ên are the unit vectors tangential and normal to the magnetic

field, R is the radius of curvature of the field line and s is a coordinate measured along

the field line.

As such, plasma motions that distort the magnetic field are resisted by the magnetic

tension force until such a time as the fluid comes to rest. The tension force then moves

to restore the field-lines to their original position. However, the inertia of the plasma

causes the field-lines to overshoot and the processes continues. This is the basis upon

which Alfvn waves move along magnetic field lines.

3.3 Turbulence

Turbulent flows are ubiquitous in nature. Virtually all fluid have an extremely low

viscosity and, as will be shown below, this results in turbulent flows. Common themes

of turbulence include:

• A randomly fluctuating velocity field in both time and space.

• A wide range of length scales.

• Small perturbations in the initial conditions giving rise to large differences in the

velocity field.

In order to understand turbulence it is first important to understand how it is

formed. Newton’s second law (Equation 3.9) can be written as:

ρ
Dv
Dt

= −∇p+ F, (3.27)

where F is all additional forces. Coupled with the continuity equation (Equation 3.7)

and assuming we are dealing with an incompressible Newtonian fluids, Newton’s second
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3.3 Turbulence

law for viscous fluids can be rewritten as:

ρ
Dv
Dt

= −∇p+ µ∇2v (3.28)

This is known as the Navier-Stokes equation. Expanding the equation as follows:

ρ
Dv
Dt

= ρ

(
∂v
∂t

+ (v · ∇)v

)
= −∇p+ µ∇2v, (3.29)

∂v
∂t

+ (v · ∇)v = −1
ρ
∇p+

µ

ρ
∇2v, (3.30)

highlights the non-linear or quadratic nature of the Navier-Stokes equation. The non-

linear term ((v · ∇)v) in the equation is the cause of the resulting chaotic behaviour.

The Navier-Stokes equation can be rewritten in its non-dimensional form as follows:

V 2

L

(
∂v′

∂t′
+ (v′ · ∇)v′

)
= −V

2

L
∇

(
p′

ρ′

)
+
µ

ρ′
V

L2ρ
∇2v′, (3.31)

where L is a characteristic length scale, V is a characteristic velocity, ρ is a characteristic

density and the characteristic pressure P = ρV 2 and the ′ variables are dimensionless.

The Reynolds number is defined as:

Re =
ρV L

µ
=
V L

ν
, (3.32)

where ν = µ/ρ. This allows us to rewrite the Navier-Stokes equation as:

∂v
∂t

= ∇

(
p′

ρ′

)
− (v · ∇)v +

1
Re
∇2v, (3.33)

where the ′ notation has been dropped for ease of reading. As can be seen the Reynolds

number relates the inertial forces to the viscous forces.
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3.3 Turbulence

At low Reynolds numbers the viscous force is large compared to the inertia force.

Therefore, small disturbances in the velocity field caused by small roughness or pressure

perturbations, will be damped out and not allowed to grow. As the Reynolds numbers

increases the viscous forces become less significant and at a critical point small scale

perturbations are allowed to grow. At this point the system will experience a transition

to a turbulent state where large variations in the velocity field are possible. Figure 3.2

outlines the transition from a low Reynolds number system to one with a high Reynolds

number. As the smoke rises the plume accelerates and the local Reynolds number

increases. Instabilities set-in at a given Reynolds number and the velocity of the plumes

becomes chaotic.

As already mentioned most fluids have extremely low viscosity and the Navier-

Stokes equation can be written as:

∂v
∂t

= ∇

(
p′

ρ′

)
− (v · ∇)v. (3.34)

A characteristic of a turbulent process is the range of scales over which structures ex-

ist. It is thought that energy is injected into the system at large length scales (typically

the length scale of the mean field). Turbulent process then transfer energy to smaller

length scales through some means, most likely the distortion and break-up of eddies

or vortices. Eventually a scale is reached at which viscous forces become dominant

and the energy is dissipated. Figure 3.3 outlines this cascade of energy in a turbulent

system. Hewett et al. (2008) used a wavelet based method to study the evolution of

such an energy spectrum for active region NOAA 10488. They found evidence for an

inverse cascade during the formation of the active region. An inverse cascade is the

movement of energy from small scales to large scales. The inverse cascade found by

Hewett et al. (2008) is most likely due to the initial emergence of small scale magnetic

elements within the active region. Over time these elements coalesce and form larger
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3.3 Turbulence

Figure 3.2: Cigarette smoke as it rises develops turbulent characteristics (photo credit:
Cigarette smoke, Pal & Basu).

magnetic elements. As such, energy is transported from small to large scales during

the formation of active regions.

Kolmogorov (1941) formulated a theorem which states that:

When Re is large, and in the range µ � k � l, the statistical properties

of [∆v](k) have a universal form which is uniquely determined by k and

ε =< 2µSijSij > alone and is given by:

< [∆v]2 >= βε2/3k2/3, (3.35)
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3.3 Turbulence

Figure 3.3: Idealised energy spectrum in a turbulent shear flow. Arrows indicate the
energy flow. The length-scales lM and Id correspond to the top of the inertial range and
the top of the dissipation range (Lesur & Longaretti, 2005).

where k is the wave number as shown in Figure 3.3, µ = 1/lM is a lower limit and

l = 1/ld an upper limit in k-space. Therefore, a sub-range exists in the inertial dominant

part of the spectrum governed by the above equation. It is known as “Kolmogorov’s

2/3 law” and is a characteristic of fully developed turbulence.

In the late 1960s Mandelbrot (1974a); Mandelbrot & Van Ness (1968) observed that

in infinite cascade models, the energy dissipation generally concentrated on a set of non-

integer (fractal) Hausdroff dimensions. This is not surprising when one considers that

turbulence is characterised by a cascade of energy across a broad range. The continuous

breakup of eddies or vortices from the larger to smaller scales produces a self-similar

structure. These self-similar structure are ideally modelled by fractal structures.
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3.4 3D Extrapolation Methods

In the mid 1980s the fractal formalism was expanded to provide a more com-

plete understanding of the fluctuations of the singular measures found in chaotic sys-

tems (Halsey et al., 1986; Parisi & Frisch, 1985). This work founded the theory of

multifractals. Multifractals as will be discussed later, have a range of scaling expo-

nents which characterise their structure. Both methods along with other self-similar

statistical tools are used extensively to model and characterise turbulent systems.

3.4 3D Extrapolation Methods

Observations of the solar corona show that the field remains stable and essentially static

for multiple observations. In this case the magnetohydrostatic solution to the MHD

equations can be used. Assuming the magnetic fields are stationary and neglecting

flows, v = 0, the equation of motion becomes:

0 = −∇P + j×B + ρg, (3.36)

where P is the plasma pressure term, B the magnetic field, ρ the plasma density and g

the gravitational force. Examining features with length, l0, less than the gravitational

scale height we can neglect the gravitational term. Given that the solar corona is a

low β plasma and neglecting velocity variations less than the Alfvn speed, the equation

of motion can be reduced to the force-free approximation (Aschwanden, 2005; Gary,

2001):

j×B = 0, (3.37)

where j is the current density and B is the magnetic field. The force-free approximation

requires that the current must be proportional to the magnetic field:

j = αB. (3.38)
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3.4 3D Extrapolation Methods

Table 3.1: Possible choices of α

α = 0 Potential field
α = constant Linear force-free field (LFF)
α = constant along each field line Non-linear force-free field (NLFF)

As such, Equation 3.5 can be rewritten as:

∇×B = µj = α(r)B. (3.39)

The choice of α is not arbitrary. Coupling the vector identity ∇ · (∇ × B), with the

divergence-free Maxwell equation (∇ ·B = 0) results in:

∇ · (∇×B) = ∇ · (αB) = α(∇ ·B) + B · ∇α = B · ∇α = 0. (3.40)

As such there are three choices of α as outlined in Table 3.1

3.4.1 Non-linear Force-Free Fields

Potential and LFF methods are unable to reconstruct the complex topology of active

region cores. Therefore, NLFF methods are required to investigate their changing

topology. In the case of NLFF fields, α = α(r), the governing equation is:

∇×B = α(r)B. (3.41)

Calculations of the NLFF field are possible provided all boundary conditions are fully

known. Therefore vector magnetogram data is required. While NLFF methods offer

the possibility of better accuracy, they require costly computational power.
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3.4 3D Extrapolation Methods

Taking the curl of the current density, j = αB = ∇×B gives:

∇× (∇×B) = ∇× αB = α(∇×B) +∇α×B = α2B +∇α×B. (3.42)

Additionally, vector identities give:

∇× (∇×B) = ∇(∇ ·B) = ∇2B. (3.43)

Combining these two expressions for the curl of the current density and making use of

the divergence-free condition leads to the following:

∇2B + α2B = B×∇α(r), (3.44)

B · ∇α(r) = 0. (3.45)

As such, we have two coupled equations for B and α(r) that need to be solved together.

Many other solutions to the NLFF field have been developed and can be grouped into

the following categories:

• Finite Element Modeling,

• Euler Potential Methods,

• Full MHD,

• Potential Grad-Rubin,

• Magneto-frictional,

• Evolutionary methods.

In general, these methods are numerical approximations to the governing set of coupled

equations. They are relaxed to a stable state which is assumed to accurately model the

coronal field defined by the boundary conditions given.
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3.4 3D Extrapolation Methods

A non-linear force-free field working group has been working together to advance the

modelling of the coronal magnetic field using the existing methods already discussed.

The group has developed a series of metrics by which each method can be compared

to each other and the true field, if it is known. Figure 3.4 shows the ability of existing

NLFF methods to recover the magnetic field from theoretical boundary conditions. As

reported in Schrijver et al. (2006) the group found that all the methods tested were

able, within reasonable error bounds, to reconstruct the theoretical fields in question.

Energy calculations for all methods were within 4% of the true value.

Following on from this study much work has been done to test NLFF methods

with solar data sets. The STEREO satellite mission allows, for the first time, the true

structure of the corona to be compared to extrapolations. Figure 3.5 shows the ability

of a selection of NLFF methods to recover the coronal field. As can be seen, for real

solar data sets the recovered field varies depending on the NLFF method. As such, the

methods are unable to fully overcome errors induced by the limited field of view and

inaccuracy of present vector magnetogram data. However, the methods still provide

insight into the energy budget and global topology of active regions (DeRosa et al.,

2009; Metcalf et al., 2008; Schrijver et al., 2008).

3.4.2 Potential Fields

Forcing α = 0 results in the current free (J = 0) solution to the coronal magnetic field:

∇×B = 0. (3.46)

A result of the current free solution is that the force-free field can be expressed as the

gradient of a potential scale function φ(r), such that:

B(r) = ∇φ(r). (3.47)
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3.4 3D Extrapolation Methods

Hence, the current free solution is also known as the potential solution.

As the magnetic field must remain divergence free, ∇ · B(r) = 0, the potential

magnetic field also satisfies the Laplace equations:

∇ ·B = ∇(∇φ) = ∇2φ = 0. (3.48)

The potential field solution represents a first order approximation to the coronal

magnetic topology. Given its reduced complexity, only measurements of the line-of-

sight magnetic field are required as boundary conditions, to form a solvable set of

equations (Gary, 1989). Green’s functions can be used to solve this boundary problem.

Green’s functions were first proposed as a solution to calculate the solar magnetic

field by Schmidt (1964) and were further developed by Sakurai (1982). These methods

require knowledge of the magnetic field at the surface of the Sun. As the solar wind

is radial, they additionally assume that the magnetic field is radial at a distance of

two or three solar radii. Figure 3.6 shows some potential field extrapolations using this

method. As can be seen, the potential solution recovers the global structure of the

coronal magnetic field and is often used in the identification of coronal holes.

3.4.3 Linear Force-Free Fields

The third and final class of solutions to the force-free equations are LFF fields, where

α = constant and ∇×B = αB. As such, Equation 3.44 reduces to:

∇2B + α2B = 0, (3.49)

which is the Helmholtz equation.

The method used as part of this study to solve the LFF fields starts from ∇×B =

αB. As α is constant for all field lines a closed set of equations can be formed, with

only the knowledge of the LOS magnetic field (Alissandrakis, 1981).
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In order to use line-of-sight magnetograms to model the solar corona (z > 0), the

magnetic field is assumed to decay exponentially with z:

B = exp(−kz)B(x, y, 0), (3.50)

where k is the scale height (Alissandrakis, 1981).

With these assumptions Equation 3.50 can be further simplified with the use of

Fourier transforms. Taking the Fourier transformation (FT) of both sides of Equa-

tion 3.50 with respect to the variables x and y gives:

αB̂x − kB̂y − i2πvB̂z = 0 (3.51)

kB̂x + αB̂y + i2πuB̂Z = 0 (3.52)

i2πvB̂x − i2πB̂y + αB̂Z = 0, (3.53)

where B̂x(u, v, z) is the FT of Bx with respect to variables x and y, similarly for

B̂y(u, v, z) and B̂z(u, v, z). u and v are variables in the FT domain. Solutions exist

when the determinant of the coefficients is zero. Giving the scale height k as:

k = ±(4π2q2 − α2)
1
2 , (3.54)

where q2 = u2 + v2.

We can then express B̂x, B̂y and B̂z in terms of the FT of the normal component

of the field at the photospheric boundary, B̂z(u, v, 0):

B̂(u, v, z) = Ĝ(u, v, z)B̂z(u, v, 0). (3.55)
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Real solutions of Ĝ exist for q ≥| α | /2π and are:

Ĝx = −i(uk − vα)exp(−kz)/2πq2 (3.56)

Ĝy = −i(vk + uα)exp(−kz)/2πq2 (3.57)

Ĝz = exp(−kz). (3.58)

For q < |α|/2π, k is imaginary. Taking a linear combination of solutions with

positive and negative values of k and requiring that the components be real, gives the

following solution for the large scale spatial components of the field:

Ĝx = −i{uγsin(γz)− vαcos(γz)− C(uγcos(γz) + vαsin(γz))}/2πq2, (3.59)

Ĝy = −i{vγsin(γz) + uαcos(γz)− C(vγcos(γz)− uαsin(γz))}/2πq2, (3.60)

Ĝz = cos(γz) + Csin(γz), (3.61)

where γ = (α2 − 4π2q2)1/2 and C is a real constant. These equations provide a full set

of solutions to the force-free field based on our assumptions.

For a potential force-free field α = 0 and the equations become:

Ĝx = −iukexp(−2πqz)/2πq2 (3.62)

Ĝy = −ivkexp(−2πqz)/2πq2 (3.63)

Ĝz = exp(−kz). (3.64)

Thus, LFF field solutions introduces deviations from the potential field due to the

introduction of current into the system.

LFF methods are a special class of force-free extrapolation methods. While not

as accurate as NLFF methods, they require sufficiently less computational time and

for large scale coronal structure they provide an accurate reconstruction of the field
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3.4 3D Extrapolation Methods

provided the choice of α is correct.

Previous methods have made use of EUV and X-ray observation of the coronal

structure to constrain the choice of α in the LFF extrapolations (Burnette et al., 2004).

Other authors have developed methods that minimise the separation between the field

lines calculated from observations and extrapolations as a constraint on the choice of

α (Lim et al., 2007).
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Figure 3.4: Magnetic fields for theoretical data set and extrapolated fields based on
boundary conditions of the same the data set. NLFF models are: (a) Low and Lou input
model; (b) Wiegelmann; (c) McTiernan; (d) Valori; (e) Wheatland; (f) Rgnier; (g) Liu;
(h) LFF field; (i) potential field (Schrijver et al., 2006).
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3.4 3D Extrapolation Methods

Figure 3.5: Representative eld lines in the central portion of active region NOAA 10953
for each a section of NLFF field models. The cubes shown here comprise the same 160 ×
160 × 160 pixel sub-volumes excerpted from the full 320 × 320 × 256 pixel computational
domain. The starting locations for the integration of the eld lines are the same in each
case, and form an array of regularly spaced grid points located near the lower boundary of
the volume. Black eld lines indicate (closed) lines that intersect the lower boundary twice,
and red and green eld lines represent eld lines that leave the box through either the sides
or top, with colour indicative of polarity (DeRosa et al., 2009).
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3.4 3D Extrapolation Methods

Figure 3.6: Potential field models of the global corona calculated from a source surface
model during 6 different phased of the solar cycle. Each display shows 500 potential
magnetic field lines, computed from simulated magnetograms that mimic the flux dispersion
during the solar cycle (Schrijver & Aschwanden, 2002)
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4

Complexity Measure

In this chapter the theory of fractal and multifractal analysis is examined and inter-

preted for use in the characterisation of magnetic fields on the solar surface. A brief

overview is given of existing multiscale methods, along with their relative strengths and

weaknesses. A detailed overview is given of the box-counting and wavelet transform

modulus maximum methods. These methods are used in later chapters to examine the

changing structure of solar active regions. Examples of parameters used are provided

to allow for interpretation of later results.

4.1 Introduction

Active regions are formed by turbulent motion deep in the convective zone. Power-law

indices of active regions magnetic properties and energies suggest that they are self-

similar across a range of scales. The relationship between turbulence and fractal scaling

was first suggested by Mandelbrot (1974b). Fractal and multifractal analysis has been

used extensively in the study of turbulence and complexity in a wide and varied range

of interdisciplinary fields (Mandelbrot, 1977; Schroeder, 1991).

The methods of Euclidean geometry can be used to describe the shape and integer
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dimensions of a geometric object (e.g., perimeter, area and volume). Complex features

such as those found in nature, cannot be adequately described using these traditional

methods. Fractals and multifractals are mathematical techniques which can used to

describe the complex nature of a system. Fractals relate the detail across scale for

self-similar objects. In order to calculate the fractal dimension of any object a relation

between detail and scale must be established. For example, by taking meter sticks of

various lengths ε, the number of sticks that is needed to measure a length is N(ε).

Relating these two terms we find the scaling law,

N(ε) ∝ ε−D, (4.1)

where D is the fractal dimension. Fractals are a mathematical tool that give us insight

into complexity of systems, something that Euclidean geometry does not offer.

In order to perform the box-counting method on a line, cover the line in line seg-

ments of length ε. N(ε) = L/ε of them are needed, where L is the length of the line.

From this we would find that N(ε) ≈ ε−1, where the fractal dimension is then 1. When

performing the box-counting method on a cube, cover the cube with smaller cubes with

sides of length ε. N(ε) = L3/ε3 cubes are required to over the cube. The relation is

then N(ε) ∝ ε−3, where the fractal dimension is 3. For general geometric objects the

fractal dimension is the dimension of the objects themselves.

As an example, in order to calculate the fractal dimension of the coast line of

Norway, boxes of varying length ε are used to cover all the detail, see Figure 4.1. It

is found that at the different scales, more or less boxes are needed to cover the detail

than in the case of Euclidean objects. It is this non-linear scaling that produces the

non-integer fractal dimensions. The fractal dimension for the coastline of Norway is

1.52. As such, it is has more detail than that of a line with dimension 1, but less than

a square with dimension 2.
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Figure 4.1: The southern coast of Norway (courtesy of Pro Software), fractal dimension
of 1.52.

Figure 4.2, shows a number of different theoretical fractals and their fractal dimen-

sions. From this, it can been seen that the fractal dimension gives greater insight into

the structure and complexity of systems.

Fractals give insight into the layout of an object across a length of scales. Fractals

assume that the object is uniformly distributed. Fractals cannot tell us how the mag-

nitude of a feature changes within its structure. In nature, objects are not black and

white, as such, more advanced methods are required to accurately characterise their

complexity and structure.
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Figure 4.2: Left: Koch snowflake, fractal dimension D = 1.26. Right, 2D percolation
cluster, fractal dimension D = 1.89.

Figure 4.3: Left: Brownian motion image with Hölder exponent of -1.0. Centre: Same
but with Hölder exponent of 0.0. Right: Same but with Hölder exponent of 1.0

Multifractals were developed as an expansion of the fractal theory in the mid-

eighties. They provide us with a complete description of the fluctuations of singular

measures found in chaotic dynamical systems (Mandelbrot, 1974a) or in modelling the

energy cascading process in turbulent flows (Frisch, 1995; Meneveau & Sreenivasan,

1991). Multifractal objects have a spectrum of fractal dimensions each with varying

degrees of importance and contributions to the overall system or design.

Specifically, the multifractal spectrums, which are plots of f(α) versus α or D(h) vs

h provide an intuitive way of characterising the changing physical properties of a system.
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For a fractal, a Dirac δ-like spectrum is expected. For a multifractal, the spectrum takes

the form of a parabola. The peak of the singularity spectrum corresponds to the fractal

dimension of the object. A broadening of the spectrum results in an increase in the

complexity or the injection of complexity at different scales. Results can be related

between the different spectra as follows:

f(α) = D(h),

h = α− 1,

for a two dimensional image. h is known as the Hölder exponent and is a measure of

roughness in the data. h = −1 corresponds to Dirac white noise, h = 0 a step function-

like features and h = 1 smooth continuously differentiable function, as outlined in

Figure 4.3.

The self-similar and turbulent nature of active regions suggest that fractal and

statistical methods may be able to accurately characterise complexity and structure

within active regions. Furthermore, they may assist in the prediction of space weather

events. The fractal and multifractal properties of solar magnetic fields have been studied

by many authors (e.g., Lawerence et al. 1993,Abramenko 2005b,Conlon et al. 2009).

Most recently, (McAteer et al., 2005a) used the box-counting methods to analyse the

fractal dimension of a large sample of active regions (104). They concluded that large

complex regions which produced significant flares had larger fractal dimensions. In this

body of work both multifractal spectrums are used to study the changing properties of

active region and detect any correlations with extreme solar events.

4.2 Multifractal Algorithms

Many multifractal algorithms exist to extract the singularity spectrum and other rel-

evant spectrums. The box-counting and structure function methods are by far the
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easiest to understand and implement. Other methods use wavelet transformations to

extract power spectrums and scaling for calculating the multifractal (Daubechies, 1992;

Hewett et al., 2008). A comparison of some of these methods is given in Turiel et al.

(2005), a brief description of the main methods follows.

4.2.1 Box-counting

The box-counting algorithm is particularly suited to obtaining the fractal and multi-

fractal properties of a system. The basic method involves covering the image in a grid

with inter grid spacing ε and counting the number of locations that contain part of the

detail (Mandelbrot, 1983). Modification to the standard box-counting algorithm are nu-

merous, and their effects on the results vary considerably (Pontrjagin & Schnirelmann,

1932). One modification is to randomly sample the image and re-normalise the calcu-

lations (Cadavid et al., 1994) .

Figure 4.4 shows the results of a large statistical study into the relation of active

region flaring and the calculated fractal dimension. As can be seen for the 104 active

regions studied, the range of fractal dimensions is broad and their is no clear distinction

between flaring and non-flaring regions. The authors conclude that a fractal dimension,

D(h) > 1.2 is a necessary but not sufficient condition for flaring.

4.2.2 Structure Functions

Abramenko (2005b) describes structure functions as:

“statistical moments of the increment of a field, ... very useful non-traditional

tools to study multifractality and intermittence.”

Mathematically, they are defined as :

Sq(r) =< |B‖(x + r)−B‖(x)|q > (4.2)
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Figure 4.4: Top: The q = 8 fractal dimension of the entire data set is plotted against
are productivity ( are of at most this type occurred in a 24 hr window) according to the
colour bar displayed. More, and larger, ares are evident at larger fractal dimensions. A
lower threshold of 1.2 (1.25) is necessary to produce M-class ( X-class) ares. Bottom:
Probability of a region producing C-, M-, and X-class ares is presented at three fractal
dimension bins. At small fractal dimension (1.0 1.05) there is only a small chance of any
ares. At larger values (1.2 1.25), C-class ares are possible, while at 1.4 1.45 the chances
of M- and X-class ares increase (McAteer et al., 2005a).

Where x is all the points in the image and r a separation vector and q is the moment as

described before. The angular brackets denote an averaging over the image, for fixed r

and q. q is known as the moment and as r acts across a range of spacial scales, q acts

across a range of scales in intensity. Structure functions are linear within a given range

on a log-log plot. The slope of these plots is given by ζ(q), if ζ is flat then the image

is a fractal and for multifractal samples the curve tends to be concave.
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Figure 4.5: Temporal multifractal analysis of the aring NOAA AR 10030. (a)The struc-
ture functions S3(r), for q = 3,for various times before and after the X3 are (solid lines
and dashed lines, respectively). (b)The temporal evolution of the inertial-range scaling
exponents ζ(q) for various selectors q. The onset times of the two ares triggered in the AR
are indicated by the two parallel dashed lines (Georgoulis, 2005).

Georgoulis (2005) analysed the predictive ability of a range of fractal, multiscale

and structure function methods for their flare prediction ability. The main conclusions

are that:

• “The calculation of the fractal dimension is not a particularly fruitful way to

discriminate flaring from quiescent active regions”.

• “Structure functions Sq(r) and their inertial-range exponent ζ(q) provide some

forecasting clues, but not without limitations”.

• The temporal evolution of ζ(q) may have “specific flare-predictive value” but it

remains to be confirmed.

Figure 4.5 shows the temporal evolution of ζ for a range of q values for a flaring active

region. As can be seen, there are significant changes in the values of ζ(q) for large values

of q prior to flaring. These are thought to be due to a decrease in the intermittence in

the active regions magnetic field during the pre-flare phase followed by an increase in

the post-flare phase. Abramenko (2005a) reports similar changes in both the level of
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Figure 4.6: Time variations of the measure of multifractality, 4h (left axis), and GOES
soft X-ray flux (right axis, dashed lines) plotted for 6-h time intervals for the two active
regions. Data for NOAA 9077 (black lines) were obtained between 17:00 and 23:00 UT on
13 July 2000. The arrow marks the M1.2 flare that occurred in NOAA 9077 whereas other
peaks of the GOES flux are associated with other active region on the solar disk. Data
from NOAA 0061 (gray lines) refer to an interval between 11:00 and 17:00 UT on 9 August
2002 (Abramenko, 2005a).

multifractality present in flaring and non-flaring regions and temporal changes during

flaring periods (Figure 4.6).

While the structure functions do give insight into the behaviour of regions as they

evolve and flare, they fail to resolve the small scale elements of the system (Abramenko,

2005a,b; Georgoulis, 2005). Additionally, they are ill defined for negative values of q.

4.2.3 Wavelet Transform Modulus Maximum Method

The wavelet transform (WT) is similar to the Fourier transform in its application

to signal processing and other areas. It has a major advantage as it characterises

the signal onto a set of functions that vary in both scale and location. This makes
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the WT an excellent tool for the analysis of the scale-invariance properties of fractal

and multifractal signals. Muzy et al. (1995) described the WT as a “mathematical

microscope”.

The wavelet transform modulus maxima (WTMM) method was introduced by Ar-

neodo et al. (1995b). It is a wavelet-based method that uses the different dilations of

the mother wavelets as “generalised oscillating boxes”(Khalil et al. 2006 and references

therein). The use of the wavelets instead of boxes removes any possible errors due to

smoothing or discritisation of the data. The WTMM method has shown promising re-

sults in many areas. Examples include the study of cloud structures with images from

Landsat satellite images and the concentration of Hydrogen in galactic arms (Khalil

et al., 2006; Roux et al., 2000a).

4.3 The Box-counting Method

Although fractals are useful for describing the complexity of images and regions, it

has been found that most systems are a convolution of different fractal processes. To

accurately characterise such systems, the idea of a multifractal was introduced. Multi-

fractals, like fractals, relate the number of boxes N(ε) to the size of each box ε and are

characterised by a similar equation to Equation 4.1:

N(ε) ∝ ε−f(α), (4.3)

where instead of a single exponent, there is a spectrum of exponents f(α) each with a

relative strength or significance α.

Information about the f(α) spectrum is calculated using a scaling exponent q.

During the calculation of each α, f(α) pair q is used to extract a different moment

scale. q, acting as a microscope, allows for a detailed examination of the range of scales

that exist within the measure of the system. In the case of active region magnetogram
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images the measure of the system is the magnetic flux. When q is positive it magnifies

the larger measures, dwarfing the smaller ones. The opposite occurs when q is negative;

it inverts the measure, thus enhancing the smaller measures and dwarfing the larger

ones.

The measure of the line-of-sight magnetograms is given by:

Bε(i) = |
∑

B(k,m)| ∀ k, m ∈ i of size ε, (4.4)

as such oppositely signed magnetic flux elements are allowed to cancel within each

box (Cadavid et al., 1994; Lawerence et al., 1993). Thus Bε(i) is always positive and

contains information about the mixing of oppositely signed flux elements (i.e. neutral

lines). The range of box sizes examined was from 5 to 47 Mm. This allowed the

examination of small scale neutral lines and structures and restricted the analysis of

larger bipolar regions that could have skewed the results.

The normalised flux B̂ε(i) is then given by:

B̂q
ε (i) =

Bq
ε (i)∑N(ε)

i=1 Bq
ε (i)

=
Bq
ε (i)
zε(q)

, (4.5)

where zε(q) =
∑N(ε)

i=1 Bq
ε (i) is known as the partition function.

The strength or significance of a measure is then:

α(q) = lim
ε→0

N(ε)∑
i=1

B̂q
ε (i) logεBε(i), (4.6)

= lim
ε→0

N(ε)∑
i=1

B̂q
ε (i)αε(i), (4.7)

where Bε(i) = εα. α(q) measures the concentration strength of the range of measure

scales given by q (Chappell & Scalo, 2001). For α = 2 we have a two-dimensional

image, for a sharp spike α = 0.
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The distribution (fractal dimension) of all the points in the image of a given con-

centration strength is then given by f(α):

f(q) = lim
ε→0

N(ε)∑
i=1

B̂q
ε (i) logε B̂ε(i). (4.8)

Inserting Equation 4.5 gives:

f(q) = lim
ε→0

N(ε)∑
i=1

B̂q
ε (i) logε

Bq
ε (i)
zε(q)

. (4.9)

Rearranging the logε allows:

f(q) = lim
ε→0

N(ε)∑
i=1

B̂q
ε (i)(logεB

q
ε (i)− logε zε(q)). (4.10)

Taking down the power of q gives:

f(q) = lim
ε→0

N(ε)∑
i=1

B̂q
ε (i)q logεBε(i)− lim

ε→0

N(ε)∑
i=1

B̂q
ε (i) logε zε(q), (4.11)

f(q) = q lim
ε→0

N(ε)∑
i=1

B̂q
ε (i) logεBε(i)− lim

ε→0

N(ε)∑
i=1

B̂q
ε (i) logε zε(q), (4.12)

(4.13)

Using Equation 4.6:

f(α) = qα− lim
ε→0

N(ε)∑
i=1

B̂q
ε (i) logε zε(q), (4.14)

= qα− τ, (4.15)

where τ = limε→0 logεE(zε(q)). E(zε(q)) is the expectation value of the partition func-

tion. The Hausdroff, or fractal, dimension is given by f(α(q = 0)). This corresponds to

the peak of the f(α) versus α curve. Positive q corresponds to the left side of the f(α)
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versus α curve and the larger measures. The right side corresponds to negative values

of q and smaller measures. Smaller measures have larger values of α as they occupy

and contribute to more of the image.

4.4 The Wavelet Transform Modulus Maximum Method

The multifractal formalism was introduced in the mid 1980s (Halsey et al., 1986; Parisi

& Frisch, 1985). It provides a statistical description of the fluctuations of the regularity

of singular measures that are found in chaotic dynamical systems (Halsey et al., 1986)

or in the modelling of the energy cascading process in turbulent flows (Mandelbrot,

1974a; Meneveau & Sreenivasan, 1991). A self-similar monofractal system can be well

characterised by a single global scaling quantity like the Hurst exponent H. Multifrac-

tals display a complex geometrical structure best described by a spectrum of fractal

dimensions, either the so-called [D(h) or f(α)] singularity spectrum or the generalised

fractal dimensions Dq (Badii & Politi, 1985).

In the mid 1990s, the ability of the continuous wavelet transform to look at signals

through position and scale was shown to provide a natural way of performing a unified

multifractal analysis of both singular measures and multi-affine functions. As an illus-

tration of the interest in using wavelets, a singular behaviour at x0 of a function f can

be described by:

|f(x)− f(x0)| ∼ |x− x0|h(x0), (4.16)

can be seen in the wavelet transform coefficients under a power law:

Tψ[f ](a, b) =< f,ψa,b >= 1/a
∫ +∞

−∞
dx f(x)ψ∗(x− b/a) ∼ ah(x0), (4.17)

where ψ is the analysing wavelet and h(x0) is the Hölder exponent. The different dila-

tions of the analysing wavelet act as “generalised oscillating boxes” that reveal quanti-
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tative information at every scale considered. The wavelet transform modulus maxima

(WTMM) method is a wavelet based multifractal formalism designed for studying self-

similar properties of 1D signals (Arneodo et al., 1995b; Muzy et al., 1991, 1993, 1994).

The method avoids some of the drawbacks of both the box-counting multifractal for-

malism and the structure function approach (Conlon et al., 2008). This method was

later generalised to 2D (Arneodo et al., 1999; Arnéodo et al., 2000), 3D (Kestener

& Arneodo, 2003) scalar functions and finally to vector-valued functions (Kestener &

Arneodo, 2004, 2007).

In astrophysics, the 2D WTMM method was adapted and used to characterise the

anisotropic structure of atomic hydrogen gas (HI) in the Galactic disk (Khalil et al.,

2006). From the analysis of very large mosaics taken from the Canadian Galactic Plane

Survey (Taylor et al., 2003), directional roughness exponents were introduced to show

that the HI in the Galactic spiral arms has a scale-dependent anisotropic signature

while the HI in the inter-spiral-arm regions exhibits scale-independent anisotropy.

4.4.1 Basics Of The 2D WTMM Method

The 2D WTMM method provides a way to estimate the D(h) singularity spectrum

(i.e. the fractal (Hausdorff) dimension of the set of points in the 2D image that are

characterised by a specific local roughness (Hölder) exponent h, or, in the case of a

monofractal (isotropic) signature, by a global Hurst exponent; Arnéodo et al. 2000).

Let us in brief recall the main steps of the WTMM method (details can be found in

Arnéodo et al. 2000):

1. Computation of the 2D continuous wavelet transform of the input image (function

f(x, y)) with analysing wavelet defined as the partial derivatives of a smoothing
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kernel φ (Gaussian):

Tψ[f ](b, a) =

(
Tψ1 [f ] = a−2

∫
d2x ψ1(a−1(x− b))f(x)

Tψ2 [f ] = a−2
∫
d2x ψ2(a−1(x− b))f(x)

)
,

= ∇{Tφ[f ](b, a)}

= ∇{φb,a ∗ f},

(4.18)

where ψ1 = ∂φ/∂x and ψ2 = ∂φ/∂y.

2. For each scale a, extract the WTMM edges defined as the locations b where the

WT modulus Mψ[f ](b, a) = |Tψ[f ](b, a)| is locally maximum in the direction

of the WT vector Tψ[f ](b, a). These WTMM points lie in connected maxima

chains.

3. Extract the WT skeleton which is the set of maxima lines Lx0 defined as the lo-

cation b where the WT modulus Mψ[f ](b, a) is a local maximum along a maxima

chain. It is important to recall here that these lines contain all the information

about the local Hölder regularity properties of the function f under considera-

tion and that along a maxima line Lx0 that points to x0 in the limit a→ 0+, the

wavelet transform modulus behaves as a power law with exponent h(x0):

Mψ[f ][Lx0(a)] ∼ ah(x0), (4.19)

4. From the WT skeleton compute the partition functions:

Z(q, a) =
∑

L∈L(a)

Mψ[f ](x ∈ L, a)q, (4.20)

which allows to define the τ(q) scaling exponents as Z(q, a) ∼ aτ(q), a→ 0+.

One can optionally compute the companion partition functions and define the
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corresponding scaling exponents when a→ 0+

h(q, a) =
∑

L∈L(a)

ln |Mψ[f ](x, a)| Wψ[f ](q,L, a) ∼ ah(q), (4.21)

D(q, a) =
∑

L∈L(a)

Wψ[f ](q,L, a) ln(Wψ[f ](q,L, a)) ∼ aD(q). (4.22)

5. Compute the τ(q) spectrum by performing linear regression fits of the Z(q, a)

partition functions and finally compute the D(h) singularity spectrum from the

scaling exponents h(q) and D(q).

Note that recently, an alternative method based on the discrete wavelet transform

was proposed, namely the Wavelet Leaders (Abry et al., 2004). We think that the

continuous WT better suits our goal to provide a selective multifractal analysis of

multi-component images, i.e the ability to quantify multifractal properties of an object

embedded into a complex texture such as active region magnetic fields surrounded by

the quiet Sun texture.
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5

Complexity Of Active Region

Photospheric Fields Using The

Box-counting Method

Magnetohydrodynamic turbulence is thought to be responsible for producing complex,

multiscale field distributions in solar active regions. Here we explore the multiscale

properties of the magnetic field of a number of evolving active regions. The multi-

fractal spectrum was obtained using a modified box-counting method to study the

relationship between the magnetic field multifractality and the region’s evolution and

activity. The initial emergence of each active region was found to be accompanied by

characteristic changes in the multfractal spectrum. Additionally, the method was found

to be responsive to changes in the structure of active regions prior to flaring. This is

based on research published in Conlon et al. (2008).
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5.1 Introduction

Fractal and multifractal methods give insight into the changing structure of natural sys-

tems. Given the self-similar and power-law distribution within the magnetic structure

of active regions these mathematical tools can be used to characterise their complexity

and structure. Several authors have investigated the self-similar nature of solar active

regions (Abramenko, 2005b; Abramenko et al., 2002; Georgoulis, 2005; Lawrence et al.,

1996; McAteer et al., 2005a). Numerous methods have been used to extract param-

eters associated with the turbulent properties of active regions and some have found

a relation between multifractal parameters and flaring (Abramenko, 2005a). A more

extensive statistical study by McAteer et al. (2005a) found that flaring activity was

only weakly related to a region’s fractal dimension. Our work expands on the methods

of McAteer et al. (2005a), by using a box-counting method to extract the multifractal

spectrum of evolving active regions.

Multifractal methods are sensitive to changes across a range of scales and are excel-

lent tools for characterising the complexity of active region magnetic fields. This allows

for the detection of topological changes in the distribution of active region magnetic

fields during region evolution. Georgoulis (2005) concluded that fractal and multifractal

parameters have a limited ability in the prediction of space weather events. Although,

Georgoulis (2005) concluded that the temporal evolution of fractal and multifractal pa-

rameters may have some flaring predictive powers. Additionally, Abramenko (2005b)

has shown the power of multifractal methods to detect the difference between flaring

and non-flaring regions.

This work investigates the potential of box-counting multifractal methods to detect

characteristic changes in the magnetic field of active regions and their association if

one exists with flaring activity.
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5.2 Data Pre-Processing

For the purpose of this work, four active regions were analysed as they evolved on the

solar disk. NOAA 10727 emerged as a β region on 24 January 2005 and experienced

significant flux emergence on the 29th, before rotating off disk on 3 February 2005.

NOAA 10763 rotated onto the disk on 11 May 2005 as a βγ region. It subsequently

formed a δ in its trailing portions and went into decay from 16 May 2005. The most

active region in the sample was the rapidly emerging active region, NOAA 10488. This

region emerged on 26 October 2003 to become a βγδ region on the subsequent day.

The final region in the sample was NOAA 10798, which emerged on 15 August 2005

and slowly grew in size and complexity over a ten-day period.

Flux densities were corrected using the algorithm suggested by Berger & Lites

(2003) and implemented in Green et al. (2003). Magnetic field projection effects were

corrected by assuming a radial field at each point on the solar disk and implementing a

cosine-correction algorithm. Image projection effects were corrected using an equal-area

cylindrical projection method (Bugayevskiy & Snyder, 1995; McAteer et al., 2005b).

5.3 Application Of The Box-counting Algorithm

The algorithm used was a modified box-counting method as developed by Mach &

Mas (1997). The basic method involves covering the image with a grid of inter-grid

spacing ε and counting the number of locations that contain part of the detail (Mandel-

brot, 1983). A modification of this is to randomly sample the image and re-normalise

the calculations (Cadavid et al., 1994).

A number of modifications were made to the basic box-counting method in order

to increase the accuracy of the method. These included the “fuzzy ball” method. This

involves shaking the boundary of the box to increase the accuracy of the result (Alber,

1997).
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Due to errors in the calculation of the multifractal spectrum for negative q, we

decided to characterise the changing complexity by only using the results for positive

q (the poor resolution of the fine scale structures being enhanced by the discrete and

numerical nature of the method (Alber, 1997). The following terms were to used

describe changes in the multifractal spectrum, contribution diversity and dimensional

diversity (Chappell & Scalo, 2001) defined as:

Cdiv = αmax − αmin, (5.1)

Ddiv = f(α)max − f(α)min, for q > 0. (5.2)

This allows us to parameterize changes in the system over time. A broadening of

the spectrum would result from a decrease in the contribution of larger measures to an

active region. While the region grows, the larger measure will become more significant

and the contribution diversity will increase.

The program was designed in the C programming language, as the final goal of the

project is a real time analysis package. The code was developed in a segmented manner

and is outlined as follows:

1. Read in the FITS images.

2. Calculate physical parameters (image size, active region area and magnetic field

strength).

3. Perform box-counting over the desired range of scales.

4. Calculate the multifractal parameters.

5. Perform regression across scales.

The CFITSIO library (a subroutine library for reading and writing fits files) was

implemented to read in the fits formatted images (Pence, 1999). The multifractal code
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is a modified version of the MFRAC v2.0 algorithm, as developed by (Mach & Mas,

1997). The regression method used was a bi-weight function developed by Mostelle &

Tukey (1977), this is a modified robust regression method.

5.4 Testing: Theoretical Fractals

The method described in Section 4.3 was tested using a known fractal and multifractal.

The Sierpinski carpet was chosen as the fractal for testing. This was constructed by

covering the domain with a 3 × 3 grid and setting the middle section to zero. This

process was continued until the smallest scale was reached (one pixel). This created a

self-similar image with a fractal dimension of D = log(8)/log(3) ≈ 1.8928. The top left

of Figure 5.1 shows an image of the Sierpinski carpet with its corresponding theoretical

singularity spectrum below. Using the methods outlined in the previous section, a

point-like singularity spectrum with a fractal dimension of D or f(α) = 1.89±0.01 was

obtained with a corresponding value of α = 1.87 ± 0.01. A monofractal has the same

fractal dimension at all scales with equal strength.

A multifractal image and its theoretical singularity spectrum was created using the

methods of Cadavid et al. (1994). The multifractal image is shown in the centre-top

panel of Figure 5.1. Its corresponding theoretical spectrum (dashed lines) is given in

the panel below. Also shown is the spectrum obtained using our methods. It can

be seen that there is strong agreement between the theoretical and calculated spectra

for q > 0 (i.e., the left-hand side of the spectrum). Results for the right side of the

spectrum (q < 0) deviate due to errors in the discretization of the data and numerical

issues with small measures. The final set of panels on the far right of Figure 5.1 show

an MDI magnetogram for NOAA 10030. Its singularity spectrum is shown in the panel

below. Due to the errors already mentioned, only the left side of the spectrum (q > 0)

could be reliably calculated.
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Figure 5.1: (Top) A monofractal image, multifractal image, and magnetogram of NOAA
10030. (Bottom) The corresponding f(α) spectra. Dashed lines in the bottom left image
centre on the fractal dimension of the monofractal. Dashed lines in bottom cent panel
present the theoretical multifractal spectrum (Conlon et al., 2008).

5.5 Active Regions

5.5.1 NOAA 10488

The evolution of the NOAA 10488 is shown in Figure 5.2 and Figure 5.3. The region

emerged rapidly over three days, starting on 26 October 2005. From Figure 5.2, the

emergence was characterised by a significant change in the region’s f(α) spectrum.

Most notably, the contribution and dimensional diversities became smaller as the region

formed a large-scale coherent structure. This is due to large field measures becoming

more significant (i.e., moving to higher α) and more complex (i.e., moving to larger

f(α)).
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Figure 5.2: The emergence of NOAA 10488 on 26 – 30 October 2003. (Top) MDI mag-
netograms. (Bottom). The corresponding f(α) spectra.

Figure 5.3: The evolution of NOAA 10488. (Top) Contribution diversity. (Second)
Dimensional diversity. The total field strength (Gauss) and area (Mm) of the region are
shown in the third and fourth panel respectively. Associated C-class flares are indicated
by thin arrows, bolder arrows indicate M-class flares.
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Figure 5.3 shows the evolution of NOAA 10488’s area, total flux, and contribution

and dimensional contributions over five days, from 27 October to 1 November 2007.

The initial flux emergence is characterised by a small increase in the multifractal param-

eters on 27 October 2005. This results from the emergence of isolated small-scale flux

elements which subsequently coalesce to form a number of large-scale structures with

reduced significance. The multifractal properties of the region then remain constant

for a number of hours as the region continues to grow in size and total flux.

At the end of 27 October 2003, the multifractal nature of the region again begins to

change. Although the region continues to evolve rapidly, the contribution and diversity

dimensions shows a continued decrease, until reaching a plateau on 29 October 2005.

This gradual decrease in Ddiv and Cdiv results from an increase in the significance and

fractal dimension of larger scales as the region becomes a large-scale coherent active

region. This gradual evolution of the region’s multifractal properties is accompanied

by an increase in the flaring activity of the region. The region then remains relatively

stable from 29 October 2003 to 1 November 2003, during which its fractal properties

do not change significantly.

5.5.2 NOAA 10798

The emergence of NOAA 10798 is seen in Figure 5.4 and Figure 5.5. The initial

emergence of flux is characterised by an increase in the contribution and dimensional

diversity, due to the “dust” nature of the large flux elements at this time. Similarly

to NOAA 10488, the contribution diversity and dimensional diversity decreases as the

region develops a coherent structure. The region is observed to flare at 10:06 UT on

21 August 2005. This corresponds to an increased fractal dimension at larger scales.
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Figure 5.4: (Top) MDI magnetogram images of NOAA 10798 on 18 August 2005 04:47
UT, 18 August 2005 14:23 UT, and 19 August 2005 09:35 UT. (Bottom) The corresponding
f(α) spectrum for each date.

Figure 5.5: NOAA 10798: (top) contribution diversity, (second) dimensional diversity,
(third) total field strength (Gauss) and (fourth) area (Mm). Associated C-class flares are
indicated by thin arrows, bolder arrows indicate M-class flares.
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Figure 5.6: (Top) MDI magnetogram images for NOAA 10763 on 14 May 2005 19:15 UT,
15 May 2005 09:39 UT, and 16 May 2005 12:47 UT. (Bottom) f(α) spectra for each date.

5.5.3 NOAA 10763

The emergence of large flux measures in NOAA 10763 is shown in Figure 5.6 and

Figure 5.7. As the region grows from 19:15UT on 14 May 2005, an increase in the

significance of the larger scales is seen (αmin). The dimensional diversity decreases

over this time as the complexity of the larger scales increases from a dust like nature

(f(α) � 1.0) to a line like nature (f(α) ≈ 1.0). The region flares on 15 May 2005

17:35 UT. This corresponds to the formation of a coherent structure with increased

fractal dimensions across all scales. An M3.5 flare is observed on 15 May 2005 22:27 UT.

Unlike the emergence of flux in NOAA 10488 and 10798, an increase in the multifractal

parameters was not present. The emergence in this case occurred in the centre of an

already developed region. With this there was no initial increase in the contribution

and dimensional diversity. Instead the multifractal parameters decrease steadily as the
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5.5 Active Regions

Figure 5.7: NOAA 10763. Contribution diversity (top) and dimensional diversity (sec-
ond). Total field strength (Gauss) and area (Mm) are shown in third and fourth panels.
Associated C-class flares are indicated by thin arrows, bolder arrows indicate M-class flares.

larger scale flux elements grow in significance and complexity.

5.5.4 NOAA 10727

The formation of NOAA 10727 is shown in Figure 5.8 and Figure 5.9. As flux elements

emerge and form on the surface, the peak of the singularity spectrum (q = 0) can be

seen to move to the right (Figure 5.8). This is due to the increased significance of

the medium scales across the domain of interest. Similarly to the formation of NOAA

10488, the initial emergence is characterised by an increase in the contribution diversity

(Cdiv) and dimensional diversity (Ddiv). This is followed by a decrease in same as the

region forms a coherent structure. The emergence of additional large scale flux on 24

January 2005 is shown in Figure 5.9. The fractal dimensions of larger scales (f(αmin))

are seen to decrease as the regions grow, a characteristic which differs from NOAA
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10488. NOAA 10727 failed to flare during the time of observation, which may be due

to the small fractal dimension of the larger scales (f(αmin)).

5.6 Discussion And Conclusions

The methods of Section 4.3 have been shown to characterise changes in the distribu-

tion of active region magnetic fields during the formation and flaring periods. The

multifractal spectrum allows for the monitoring of complexity and significance across

different scales. The emergence of small flux measures causes a change in the singu-

larity spectrum, as the significance of larger flux measures is reduced. A decrease in

the fractal dimension is also seen in the αmin region of the f(α) spectrum. As such,

sudden changes in the multifractal parameters are an excellent mathematical tool for

detecting characteristic changes in active regions.

A correlation between region flaring and decreases in the breadth of the multifractal

parameters was evident. This corresponds with the results of Abramenko (2005b),

where a significant difference in the multifractality, (∆h), was found between flaring and

non-flaring regions. For non-flaring regions, the larger moments of magnetic flux have a

significantly lower fractal dimension (f(α)), corresponding to a reduced complexity or

fill-factor at this scale. A sudden change in the structure of active regions, as evident in

the increased fractal dimensions across all scales, might represent a critical transition

for an active region as it begins to flare. This further indicates that active regions have

to grow in complexity and size before flaring, corresponding with the SOC nature of

active regions.

The work of McAteer et al. (2005a) found a weak correlation between active re-

gion flaring and mono-fractal scaling. As shown active regions are highly complex

structures, with several processes across a spectrum of scales contributing to their

multifractal structure. By using multiscale/multifractal methods we can separate the
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different process within the range of scales given by q. Mono-fractal analysis of ac-

tive regions returns only the Hausdroff dimension within this multifractal structure.

Therefore the previous study of McAteer et al. (2005a) was restricted in its analysis by

looking at only one scale. We plan to preform a similar study to McAteer et al. (2005a),

on the correlation between active region flaring and multifractal properties. Such large

scale statistical studies are needed to justify the inclusion of any parameter of solar

active regions in space weather predictions.

We have shown that multifractal methods have the ability to detect character-

istic changes in active regions. Coupling this technique with the results of Hewett

et al. (2008), into power law spatial scaling, would provide a more complete analysis

tool for the detection of extreme solar events.
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Figure 5.8: (Top) The emergence of NOAA 10727 MDI magnetogram on 24 January
2005 06:27 UT, 24 January 2005 03:11 UT, and 25 January 2005 22:23 UT. (Second panel)
The corresponding f(α) spectra for each image. (Third panel) MDI magnetogram on
29 January 2005 03:12 UT, 29 January 2005 11:15 UT and 30 January 2005 06:24 UT.
(Bottom) The f(α) spectra for each magnetograms.

83



5.6 Discussion And Conclusions

Figure 5.9: The evolution of NOAA 10727: Contribution diversity (top) and dimensional
diversity (second). Total field strength (Gauss) and area (Mm) are shown in the third and
fourth panels. There was no flares associated with NOAA 10727
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6

Complexity Of Active Region

Photospheric Fields Using The

WTMM Method

In this chapter we study the multifractal nature of magnetic features on the solar

surface using a wavelet transform modulus maxima method (WTMM). This is based

on research published in Conlon et al. (2009); Kestener et al. (2009). The WTMM

method provides an adaptive space-scale partition of the fractal distribution, from

which one can extract the τ(q) and D(h) multifractal spectra. The multifractal nature

of magnetic features for both quiet and active regions on the Sun is obtained. We

describe the implementation of an image processing segmentation procedure in the

wavelet skeleton space which allows the separation of the information corresponding to

the multifractal spectrum of an active region from the surrounding quite Sun texture.

The use of a segmentation procedure allows us to accurately study the evolution of

active region multifractal parameters for a possible correlation with flaring events. It is

shown that prior to an active region flaring the magnetic field undergoes restructuring
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as Dirac-like features (h = −1) coalesce to form step-functions (h = 0). The resulting

configuration has a higher concentration of gradients along a single neutral line and is

a more favourable environment for flaring.

6.1 Introduction

The WTMM method replaces the boxes from the traditional box-counting method

with wavelets, which act as fuzzy boxes and are defined for both finite and discrete

domains and are better suited for real data sets. Application of the so-called WTMM

method to 1D signals have already provided insight into a wide variety of problems

e.g. fully-developed turbulence, financial markets, meteorology, physiology, and DNA

sequences (Arneodo et al., 1995a; Bunde et al., 2002). The WTMM method has been

generalised to 2D for multifractal analysis of rough surfaces and associated physical

systems (Decoster et al., 2000; Kestener et al., 2001; Roux et al., 2000b) and to 3D

turbulence dissipation data (Kestener & Arneodo, 2004).

In order to examine the self-similarity and complexity of active regions many au-

thors have used the box-counting technique to examine the fractal dimension of active

regions (Conlon et al., 2008; McAteer et al., 2005a). McAteer et al. (2005a) examined

104 active regions and found a low threshold for M/X-class flares as a necessary but

insufficient signature of flare production. Conlon et al. (2008) similarly used a mod-

ified box-counting technique to examine the multifractal properties of evolving active

regions. They found that as a region developed towards a state favourable to flaring,

there was a decrease in the breadth and height of the multifractal spectrum. An addi-

tional method used to examine the fractal and multifractal properties of active regions

is the structure function (Abramenko et al., 2008; Abramenko, 2005a). A structure

function is defined as a statistical moment of the increments of a field and measures its

associated intermittence. Abramenko et al. (2008) have shown that their is a relation
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between systematic changes in the ratio of certain powers of the structure function at

both the photospheric and chromospheric level. Georgoulis (2005; 2008) examined the

ability of these methods to predict solar flares and the eruption parameters of solar

active regions. They highlighted the problems such methods have as predictive tools

but support their use as analytical tools for the understanding of the fundamental pro-

cesses involved in the formation and evolution of active regions. The authors add that

the multifractal analysis of Abramenko (2005a) shows a greater sensitivity to flaring

regions. Each method faces several problems when dealing with the data presently

available. Box-counting methods are threshold-dependent and numerical errors com-

bined with poorly resolved data can result in enlarged errors for large and negative q

values (Conlon et al., 2008; Georgoulis, 2005). The structure function by definition is

unable to examine the multifractal nature of active regions for negative q values. In

order to overcome these problems the more stable and reliable wavelet transform mod-

ulus maxima (WTMM) method is used in this paper to examine the fractal properties

of solar magnetogram data.

This work expands the WTMM method to the study of magnetic features on the

Sun. A theoretical example of segmentation in wavelet-transform space is presented.

The distribution of gradients across scale is analysed for both quiet Sun and active

region type magnetic features to determine an accurate threshold for the segmentation

procedure. Additionally, the multifractal properties of the quiet Sun are analysed. The

WTMM method is used to analyse a series of magnetogram images of various active

regions, so as to investigate any possible relation between the fractal and multifractal

properties and flaring potential.
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6.2 Observations

For the purpose of this work a series of magnetograms have been analysed to examine

the difference in fractal properties between quiet and active solar regions. A series of

magnetograms, twenty nine in total, representative of the quiet Sun were taken from

the 21 to the 22 December 2006 and a similar series of 28 images representative of the

active Sun were taken from the 27 to the 29 October 2003.

A series of magnetograms have been analysed to examine the differences in fractal

properties between flaring and non-flaring active regions. A total of six active regions

were analysed as they evolved on the solar disk, National Oceanic and Atmospheric

Administration (NOAA) 10488, 9878, 10763, 10942, 10954, and 10956. Pre-processing

was not performed on these magnetograms so as not to adversely affect the results

of the multifractal analysis. Additionally, following an MDI data set upgrade the

redistribution of magnetic flux densities as suggested by Berger & Lites (2003) were no

longer needed. However, for the calculation of an active regions physical parameters a

number of methods were applied to each magnetogram to reduce the projection effects

on magnetic field strength and area (Conlon et al., 2008; McAteer et al., 2005a).

6.2.1 A Complete Example Of Segmentation Using The WTMM Method

Applied To Theoretical Data

In the study of biomedical images, the 2D WTMM method was adapted and used in cell

biology to perform a rigorous and automatic segmentation of chromosome territories

from the cell nucleus background (Caddle et al., 2007; Khalil et al., 2007). For the study

of digitised mammograms, the 2D WTMM method was used to develop a fractal-based

segmentation of micro-calcification clusters from breast tissue background (Kestener

et al., 2001). This latter approach is perfectly suited for the present analysis. This

section shows how the space-scale partitioning provided by the WT skeleton enables
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Figure 6.1: (a) The fractal Dragon curve (1024×1024). (d) The Dragon curve embedded
into a fractional Brownian noise with a Hurst exponent H = −0.7. Note that the noise
amplitude is twice the Dragon curve amplitude. (b) (resp. (e)) WTMM lines at smallest
scales in a small 100×100 region for the dragon curve (resp. Dragon curve with a fractional
Brownian noise background). (c) and (f) same as in (b) and (e) for scale a = 2σW . In (b)
and (e) the background image is the smooth-convoluted image φb,a ∗ f at scale a = σW .
The black arrows represents the WT vectors Mψ at the WT skeleton locations.

us to separate the information corresponding to different fractal objects in an image.

This allows the self-similar properties of an active region to be separated from the

surrounding quiet Sun texture, which has a different roughness and fractal dimension.

Consider an academic example:the fractal Dragon curve 1 with a fractional Brown-

ian noise. The fractal Dragon curve is a self-similar curve defined as the limit set of an

iterated function (the Lindenmayer system). It is the same type as the functions used to

generate the Sierpinski gasket and the Koch curve. A sample Dragon curve is shown in

Figure 6.1(a). Figure 6.1(b) shows the same Dragon curve surrounded by the fractional

Brownian noise. The two components have known mono-fractal type self-similar proper-
1http://en.wikipedia.org/wiki/Dragon curve
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Figure 6.2: Histograms of the values of the wavelet transform modulus Mψ[f ](b, a)
at the smallest scale for the images shown in Figure 6.1(a) and (d). These histograms
are constrained with using points that belong to a vertical line of the wavelet transform
skeleton. The connected curve is the histogram corresponding to the fractional Brownian
noise used to generate image shown in Figure 6.1(a) and the dashed curve to image Figure
6.1(d).

ties, i.e. a singularity spectrum degenerated to a single point: (h = −0.7, D = 2) for the

fractional Brownian noise and (h = 0, D = log2(1 + 3
√

73− 6
√

87 + 3
√

73 + 6
√

87/3) '

1.5236) for the boundary of the Dragon curve. The roughness H = −0.7 of the frac-

tional Brownian noise was chosen to reflect the texture of the quiet Sun images as

discussed in section 6.3. Figure 6.1(b) and (e) illustrate the results of the computations

of the WT maxima chains at the smallest scale; the arrows correspond to the WT

vectors Mψ at the WT skeleton locations. Figure 6.1(c) and (f) show the maxima lines

at a scale twice as large as in Figure 6.1(b) and (e).

In Figure 6.2 the histograms of the values of the WT modulus Mψ[f ](b, a) at the

smallest scale for the images shown in Fig. 6.1(a) and (d) are presented. These his-

tograms are computed only with locations from the corresponding WT skeletons. The

dashed curved histogram, computed from the noisy Dragon image shows two popula-

tions: modulus values below 0.1 are mainly associated with the noise structures whereas

above 0.1 the modulus values represent step-like structures of the Dragon boundary.
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Figure 6.3: Multifractal analysis of the fractal Dragon curve (◦) and the noisy Dragon
curve (•) after the segmentation step. (a) h(q, a) vs log2 a for different values of q; the
solid lines are the linear regression lines over the range of scales [0, 4] (resp. [0.5, 3.5]) for
the Dragon curve (resp. the noisy Dragon curve after segmentation). The (�) curve is the
h(q = 0, a) partition function of the noisy Dragon curve without any segmentation. (b)
D(q, a) vs log2 a. (c) τ(q) vs q. The dashed horizontal line is the theoretical τ(q) spectrum
of the boundary of the Dragon curve. (d) D(h) vs h, the dashed lines have the same
meaning as in (c). Only error bars on D are shown.

Investigating the shape of the WT modulus histograms at the smallest scale provides

a threshold value to separate the maxima lines of the WT skeleton into two populations

and then analyse the corresponding self-similar properties.

The application of the segmentation procedure, at a threshold of 0.12, allows for the

recovery of the true multifractal parameters, as outlined in Figures 6.3(a) and (b). A

smaller threshold value does not completely remove the noisy structure as highlighted

in Figure 6.4. Figure 6.3(a) shows that even after the segmentation procedure, the

partition function h(q, a) of the noisy Dragon image is still curved below a scale of

log2 a = 1. However, a well defined scaling behaviour over three octaves is displayed,
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compared to the four octaves for the dragon curve data alone. The h(q = 0, a) partition

function of the noisy Dragon without the application of the segmentation procedure is

plotted with the symbol (�) for comparison.

As has been shown, without the segmentation procedure the partition function is a

mixture of different self-similar behaviours. As such, reliable quantitative information

cannot be extracted without the use of the segmentation procedure. Figure 6.3(c)

and (d), show the τ(q) and D(h) spectrum. The slight departure from monofractality

displayed by the D(h) curve for the segmented noisy Dragon data, can be understood as

an effect of the smaller statistics. Indeed this can be seen in the fewer lines that remain

in the WT skeleton after the segmentation procedure, see Figure 6.2. Even with fewer

WT maxima lines a good estimate of the fractal dimension of the segmented Dragon

curve, DF = 1.57± 0.03, is obtained at the top of the D(h) curve. Finally, Figure 6.4

is a 3D visualisation of the maxima chains in (x, y, scale) space of the noisy Dragon

after removing maxima chains that do not contain at least one maxima line with a

WT modulus at smallest scale above the threshold. Thus the removal of small scale

features that would otherwise adversely affect the multifractal analysis is achieved using

the proposed segmentation method.

6.3 Quiet Sun Multifractal Properties

An example of the quiet and active MDI magnetograms analysed is shown in Figure 6.5

(top), with a histogram of the wavelet transform modulus Mψ[f ](b, a) at the smallest

scale (bottom). Active regions result from an increased proportion of large magnetic

elements of opposite polarity forming in close proximity to each other. The resulting

neutral or magnetic inversion lines can be detected using standard wavelet-based tech-

niques (Ireland et al., 2008). As such, active regions should contain a greater number

of higher magnitude WT gradients. This is shown in Figure 6.5 (bottom), which sug-
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Figure 6.4: 3D visualisation in the space-scale (x, y, scale) representation of the WTMM
edges computed from the image shown in Figure 6.1(d) after the segmentation procedure
with two different values of the WT modulus threshold. The segmentation consists in
removing all the maxima lines such that the WT modulus at the smallest scale is above
a given threshold. Here are displayed all the multiscale edges containing at least one
maxima line belonging to the resulting skeleton. On the left (resp. right) are shown
the WT multiscale edges with a threshold value on WT modulus of 0.1 (resp. 0.12). The
values of the threshold are chosen to extract at best a sub-skeleton specific to the embedded
dragon curve. See Fig. 6.2 for the histogram of the WT modulus values at smallest scale.

gests that moduli with strengths larger than 40 are unlikely in quiet Sun magnetograms.

Due to the different self-similar behaviours of active regions and their surrounding quiet

Sun, we segment the selection of WT skeletons above a threshold of 40. As outlined

in Section 6.2.1, this will allow for the study of the multifractal properties of active

regions in a quantitative manner.

The results of the computation of the multifractal spectra when averaging the par-

tition functions over a set of 30 (505 × 505) quiet Sun images without applying the

segmentation are shown in Figure 6.6. As shown in Figure 6.6(a) and (b), h(q, a) and

D(q, a) (Equations (4.21) and (4.22)) display scaling behaviour over almost four oc-

taves, when plotted versus log2 a, for q ∈ [−2, 3] (symbol ◦). Linear regression fits of

the data yields the non-linear τ(q) spectrum shown in Figure 6.6(c). This multifrac-

tal diagnosis can also be observed in Figure 6.6(a) where the slope h(q) of partition

function h(q, a) versus log2 a depends on q. The corresponding multifractal spectrum
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Figure 6.5: (Top, Left) MDI magnetogram taken 20 December 2006, (Top, Right) MDI
magnetogram taken 28 October 2003. (Bottom) Histogram values of the wavelet transform
modulus Mψ[f ](b, a) at the smallest scale for MDI magnetogram images of a quiet Sun
(solid) and active Sun (dashed).

D(h) is shown in Figure 6.6(d) (symbol •)). From the top of the D(h) curve, we can

see that quiet Sun images are everywhere singular (D = 2 at the top) with an av-

erage Hölder exponent of h ∼ −0.75. The multifractality can be quantified by how

large the D(h) curve is; when using the log-normal model, D(h) can be fitted with a

parabola D(h) = C0 − (h+C1)2/2C2, where C0 ∼ 2, C1 ∼ −0.75 and C2 ∼ 0.22 is the

intermittency coefficient.

In order to understand the source of this intermittency, a threshold was imposed

on each MDI magnetogram of the quiet Sun Figure 6.7. The threshold operation has

the effect of removing large magnetic features resting on the super-granular structures

of the Sun. In Figure 6.6(d), we can see that the multifractality of the threshold

quiet Sun image set is strongly reduced but not cancelled. We can also note that the
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Figure 6.6: Multifractal analysis of a set of 30 quiet Sun images (505×505) (◦) and the
thresholded images (•). (a) h(q, a) vs log2 a for different values of q; the solid lines are
the linear regression lines over the range of scales [0, 3.7]. The (�) curve is the h(q = 0, a)
partition function of the threshold quiet Sun images. (b) D(q, a) vs log2 a. (c) τ(q) vs
q. The dashed straight line is the theoretical linear τ(q) = −0.75q − 2 spectrum of the
boundary of Brownian motion images with Hurst exponent H = −0.75. (d) D(h) vs h,
the dashed lines locate the position of the top of D(h) curves. Error bars on D and h are
shown.

average Hölder exponent is slightly shifted from −0.75 to −0.82, and the intermittency

coefficient is reduced to C2 ∼ 0.06.

Without the super-granular magnetic structure the quiet Sun multifractal spectrum

is shown to be more noise-like (Hölder exponent close to −1) and more monofractal

(reduced C2). Therefore it can be assumed that the magnetic features resting on

the super-granular structure are the cause of the quiet Sun multifractal spectrum.

Additionally the quiet Sun multifractal signature is distinct from that of active regions,

with a fractal dimension or D(h) of 2 and a Hölder exponent no greater than −0.75.

These results demonstrate that the photosphere is a combination of two distinct
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Figure 6.7: 256×256 Quiet Sun images. Image on the right is a thresholded version of
the left one. Pixels with large absolute magnetic flux are shrinked down. Multifractal
properties of quiet Sun images and the corresponding thresholded versions are shown in
Figure 6.6.

fractal processes. Current models for the solar dynamo use information on the fractal

dimension of solar disk as a whole (Pontieri et al., 2003). As such, the additional

information on the fractal and multifractal processes evident on the photosphere and

the characteristic make-up of the quiet Sun should be incorporated into any further

theoretical work.

6.4 Evolving Active Regions

The results presented here are for an active region fractal dimension and its associated

Hölder exponent. These present a single point, q = 0, on the multifractal D(h) versus

h curve. This was done as an initial investigation into the power and ability of the

WTMM method to characterise changes in the magnetic structure of active regions.
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Figure 6.8: The evolution of NOAA 10488. (Top panel) MDI magnetogram image for
NOAA 10488 on 25 October 2003 at 19:11 UT, 27 October 2003 at 07:59 UT, 28 October
2003 at 11:11 UT and 29 October 2003 at 12:51 UT. (Second panel) D(h) for q = 0. (Third
panel) h for q = 0. (Fourth panel) The total unsigned magnetic flux (Mx). (Bottom panel)
Total area (Mm2). Associated C-class flares are indicated by thin arrows; bolder arrows
indicate M-class flares. Vertical dotted lines indicate the time of MDI magnetograms in the
regions evolution. Dashed horizontal line in the first panel highlight a previously proposed
threshold for flaring (McAteer et al., 2005a). Dashed horizontal line in the second panel
shows our proposed threshold.

6.4.1 NOAA 10488

NOAA 10488 emerged onto the solar disk on the 26 October 2003 and continued to

grow rapidly until the 29 October 2003. The ability of the segmentation methods to
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detect the presence of active regions in quiet Sun data is highlighted by the rise in

D(h) and h prior to the increase in the other physical parameters, Figure 6.8. Prior

to the regions emergence only a limited number of WT moments exceed the threshold,

resulting in D(h) and h values that would characterise poorly resolved dusty data.

As the region forms and develops into a coherent structure the fractal dimension and

Hölder exponent rise steadily.

While on disk NOAA 10488 underwent two flaring periods. The first occurred over

an eighteen hour period starting at 14:02 UT on the 27 October 2003 and contained

five C-class flares and a M1.9 flare. The second started at 18.10 UT on the 29 October

2003, lasted for two days and resulted in 8 C-class flares and two M-class flares. As

the region evolves the D(h) or fractal dimension is seen to grow as the region forms

large two-dimensional like structures. In addition flaring periods are associated with

an observably higher Hölder exponent and a fractal dimension exceeding the threshold

proposed by McAteer et al. (2005a). An increased Hölder exponent suggests a reor-

ganisation of the underlying magnetic field1. As the Hölder exponent of the region

increases, Dirac-like gradients are replaced by more structured step function-like gra-

dients. The formation of large structured gradients in the region allows for the storage

and release of large amount of free magnetic energy.

6.4.2 NOAA 10763

NOAA 10763 came into view on the 12 May 2005. On disk it experienced an increase

in both area and magnetic flux from the 15 May 2005 until the 16 May 2005. Around

this time the region began to flare with the release of twelve C-class and four M-class

flares. Similarly to NOAA 10488 the regions flaring period is associated with a fractal

dimension greater than 1.2 for all M-class flares and the majority of the C-class flares.

The most significant changes are again seen in the regions Hölder exponent (h). The
1h = −1 corresponds to Dirac white noise, h = 0 a step function and h = 1 a smooth differential

function.
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Figure 6.9: The evolution of NOAA 10763. (Top panel) MDI magnetogram image for
NOAA 10763 on 15 May 2005 at 04:51 UT, 15 May 2005 at 16:35 UT and 17 May 2005 at
20:47 UT. (Second panel) D(h) for q = 0. (Third panel) h for q = 0. (Fourth panel) The
total unsigned magnetic flux (Mx). (Bottom panel) Total area (Mm2). Associated C-class
flares are indicated by thin arrows; bolder arrows indicate M-class flares. Vertical dotted
lines indicate the time of MDI magnetograms in the regions evolution.

increase in h towards the start of the 16 May 2005 are accompanied by the majority of

the regions flares. Two C-class flares occur during a period of a relatively low Hölder

exponent. After which the Hölder exponent increases again to accompany the release

of an M-class flare. This dip in the Hölder exponent can be understood as a reduction
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in the amount of magnetic free energy in the region, or the loss of a coherent structure

among the gradients present in the region. The subsequent rise in the Hölder exponent

or clustering of the gradients in the region into a coherent structure, accompanies the

release of a M-class flare.

6.4.3 NOAA 9878

NOAA 9878 rotated onto the solar disk on 22 March 2002 already fully developed. A

stable region, with little fluctuations in its area or magnetic flux. This is supported by

the near constant fractal dimension which remains above the threshold for flaring until

early on the 27 May 2002. The region produced one C-class flare on the 23 March 2002

at 03:13 UT, followed by 4 C-class flares starting at 10:31 UT on the 25 March 2002.

Similarly to NOAA 10763 and NOAA 10488 flaring is seen to be associated with a

fractal dimension greater than 1.2 and an increase in the Hölder exponent above −0.7.

After flaring the Hölder exponent is seen to decrease to quiet Sun levels accompanying

the release of magnetic free energy from the region.

6.4.4 NOAA 10954

NOAA 10954 emerged on the 28 April 2007, and moved across the disk before decaying

on the 5 May 2007. A small region with a maximum area of ≈ 1.4 × 103 Mm2 and

total magnetic field strength of ≈ 5 × 1021 Mx, Figure 6.11. The region emerged

with a large fractal dimension, which decreased while the region decayed. The Hölder

exponent approached zero during its initial emergence before decaying to a quiet Sun

level. While NOAA 10954 had fractal properties that so far would indicate a possibility

of flaring, the region produced no noticeable flares. This would indicate that fractal

properties alone are not reliable for the prediction of flares and should be taken into

account with other physical properties, such as area and total magnetic field strength.
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Figure 6.10: The evolution of NOAA 9878. (Top panel) MDI magnetogram image for
NOAA 9878 on 24 March 2002 at 22:24 UT, 25 March 2002 at 08:00 UT and 27 March 2002
at 03:12 UT. (Second panel) D(h) for q = 0. (Third panel) h for q = 0. (Fourth panel)
The total unsigned magnetic flux (Mx). (Bottom panel) Total area (Mm2). Associated
C-class flares are indicated by thin arrows; bolder arrows indicate M-class flares. Vertical
dotted lines indicate the time of MDI magnetograms in the regions evolution.

6.4.5 NOAA 10942

NOAA 10942 is another small region which emerged on 17 February 2007. It had a

maximum area of around 2×103 Mm2 and a field strength of 4×1021 Mx, Figure 6.12.

The region fractal dimension is relatively small, only exceeding the proposed threshold
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Figure 6.11: The evolution of NOAA 10954. (Top panel) MDI magnetogram image for
NOAA 10954 on 1 May 2007 at 22:27 UT, 2 May 2007 at 09:36 UT and 3 May 2007 at
04:47 UT. (Second panel) D(h) for q = 0. (Third panel) h for q = 0. (Fourth panel) The
total unsigned magnetic flux (Mx). (Bottom panel) Total area (Mm2). Vertical dotted
lines indicate the time of MDI magnetograms in the regions evolution. Dashed horizontal
lines indicate proposed thresholds for flaring.

for a short time. During this time however the Hölder exponent was very close to the

proposed threshold. As with NOAA 10954, it would seem that this region was too

small in area and strength to produce flares even when favourable conditions existed.
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Figure 6.12: The evolution of NOAA 10942. (Top panel) MDI magnetogram image for
NOAA 10942 on 19 February 2007 at 04:51 UT, 19 February 2007 at 16:03 UT and 21
February 2007 at 16:03 UT. (Second panel) D(h) for q = 0. (Third panel) h for q = 0.
(Fourth panel) The total unsigned magnetic flux (Mx). (Bottom panel) Total area (Mm2).
Vertical dotted lines indicate the time of MDI magnetograms in the regions evolution.
Dashed horizontal lines indicate proposed thresholds for flaring.

6.4.6 NOAA 10956

NOAA 10956 rotated onto the solar disk on the 15 May 2007. Apart from two C-

class flares while on the limb, the region produced no flares. The regions magnetic
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6.4 Evolving Active Regions

Figure 6.13: The evolution of NOAA 10956. (Top panel) MDI magnetogram image for
NOAA 10956 on 17 May 2007 at 22:27 UT, 19 May 2007 at 00:03 UT and 19 May 2007 at
23:59 UT. (Second panel) D(h) for q = 0. (Third panel) h for q = 0. (Fourth panel) The
total unsigned magnetic flux (Mx). (Bottom panel) Total area (Mm2). The associated
C-class flare is indicated by the thin arrow. Vertical dotted lines indicate the time of
MDI magnetograms in the regions evolution. Dashed horizontal lines indicate proposed
thresholds for flaring.

field strength reached a peak of 1 × 1022 Mx and the area peaked at 3 × 103 Mm2,

Figure 6.13. Given the amount of magnetic flux present in the region it is not possible

to rule out flaring based on the regions physical parameters. At no time during the
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regions time on disk, did neither the fractal dimension of Hölder exponent exceed the

proposed thresholds for an extended period of time. This suggests that the field was

not structured in a flaring favourable manner during the period analysed.

6.5 Conclusions

Many physical systems analysed using fractal and multifractal techniques are sur-

rounded or embedded in a background or surrounded by instrumental noise. As such

these systems are a combination of two statistically distinct structures. This work ad-

dressed the need to accurately calculate the multifractal parameters of such complex

systems. The presence of multiple structures can result in an inaccurate or skewed

calculation of the fractal and multifractal parameters when studied as a whole. Using

the segmentation method presented here, it is possible to separate these two processes

and accurately recover the fractal or multifractal structure of the system in question. A

theoretical example for this method is provided in Section 6.2.1. Figure 6.3, highlights

the ability of the WTMM method to allow the accurate recovery of the parameters in

question. The removal of information relating to the background noise is highlighted

in Figure 6.4.

Multifractal analysis of the quiet Sun data has shown that it is similar in nature to

Brownian motion and exhibits a Hölder exponent of −0.75, Figure 6.6. This represents

additional information that can be used in the modelling of quiet Sun magnetic fields.

Additionally, the histogram plot of WT modulus, shown in Figure 6.5, highlights the

statistical difference of active region magnetic fields from that of the quiet Sun. This

allows for the separation of active region and quiet Sun features through the application

of a threshold in the WT modulus space. The use of a threshold to separate the images

in modulus space allows for the study of complexity in active regions separate from

the embedded quiet Sun. As such, our results are significantly more stable and robust
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when compared to previous fractal and multifractal methods. The analysis of solar

magnetogram data as a single process would result in the appearance of multifractal

features, where there was none, see Section 6.2.1. Along with a limited range of scales

over which regression was valid. This work represents a preliminary analysis of solar

data using the WTMM method, and has shown it to be a stable and accurate mathe-

matical tool for the analysis of magnetic fields on the solar disk. The results presented

here for the analysis of active regions represent one data point in the multifractal spec-

trum, the so-called fractal dimension or q = 0. It should be noted that the WTMM

method allows for the calculation and analysis of the full multifractal spectrum and it

is planned to examine this in future work.

The results presented in this chapter show a strong correlation between changes in

the fractal properties of active regions and their evolution on disk. Similar to the results

of McAteer et al. (2005a), a lower threshold in of D(h) > 1.2 is found to be a necessary

but insufficient signature of flaring. Also the Hölder exponent has been shown to detect

the restructuring of active regions from a field representing Dirac-like gradients towards

one closer to step-function-like gradients. Analysis of the quiet Sun magnetogram data

has shown that the quiet Sun magnetic fields have a Hölder exponent of −0.7. As

such, we propose that a Hölder exponent of no less than −0.7, is an indicator of the

conditions favourable towards flaring. Thus if a region is sufficiently large in both area

and magnetic field strength, and has a sufficiently high fractal dimension and Hölder

exponent the possibility of the region producing high energy flares is greatly increased.

The results presented here are supportive of previous results which have highlighted

the ability of multi-scale methods to detect characteristic changes in magnetic elements

on the photosphere of the Sun (Abramenko, 2005b; Hewett et al., 2008). In particular,

those characteristics associated with a regions ability to produce flares, such as:

• Changes in the flatness of structure functions (Abramenko, 2005a).
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• The Dimensional and Contribution diversity of the multifractal spectrum (Conlon

et al., 2008).

• Active region fractal dimension (McAteer et al., 2005a).

The work presented here is an improvements on each of these methods and allowed for

a more detailed analysis of the processes involved in the evolution of active regions.

Taken together with other physical parameters, the multifractal parameters dis-

cussed here may make it possible to detect the restructuring of active region magnetic

fields prior to flaring. Further work is needed on a larger set of active regions to fully

access the capability of the WTMM method to detect the conditions favourable for

flaring and further constrain any thresholds that may or may not exist.
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7

Complexity of Active Region

Coronal Fields Using

Extrapolation Techniques

The 3D magnetic topology of NOAA 10956 is reconstructed using a linear force-free

extrapolation. EUVI observations of coronal loop structures are used to constrain

the value of α used in the extrapolations. The values of α were used to investigate

changes in the connectivity and energy of the magnetic field within the region during

its evolution. An emergence of magnetic flux in the region was found to result in

significant changes in the region’s twist (α), free energy and connectivity. This is based

on research published in Conlon & Gallagher (2009).

7.1 Introduction

Extreme solar events such as solar flares and coronal mass ejections (CMEs) originate

in the corona of active regions (e.g. Gallagher et al. 2007). Flares and CMEs are

known to originate in regions of intense magnetic fields as active regions. The structure
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and evolution of the solar corona is governed by the magnetic field, as it is a low-

β plasma (Gary, 2001). An increased understanding of the coronal magnetic field is

required to study the dynamics involved in the release of these high energy events.

The methods described in this chapter allow for the 3D structure of the magnetic

field of an active region to be recovered and a detailed analysis of its evolution. Ob-

servation and the transformation of co-ordinates between reference frames are outlined

in Section 7.2. Details of the extrapolation method and cost function are given in Sec-

tion 3.4. Results of the constraint of α using EUVI are presented in Section 7.6, along

with the detailed analysis of the evolution of NOAA 10956. Conclusions and future

work are discussed in Section 7.7.

7.2 Observations

NOAA 10956 produced a GOES class B9 flare on 2007 May 19. Associated with this

flare was a CME and a globally propagating disturbance within the solar corona (Long

et al., 2008). Extrapolations of the region’s coronal magnetic field were constrained

at the lower boundary with LOS magnetic field measurements obtained by the MDI

on-board SOHO.

Images from EUVI were used to constrain the choice of α within the LFF extrapo-

lation of the corona (Howard et al., 2000). In particular, 171 Å images from EUVI were

used as this passband has fewer contributions from diffuse higher temperature emission

lines compared to 195 Å images (Phillips et al., 2005). This results in more defined

loops which are easier to compare by the methods described in Section 7.3.

7.2.1 Observation Alignment

An undefined offset in the spacecraft pointing aboard the TRACE telescope and the

instruments small field of view can cause inaccuracies in the coordinates of TRACE
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Figure 7.1: Left: Unaligned TRACE with MDI contours overlaid at -1500, -1000, -500,
-100, 100, 500, 1000 and 1500 Gauss. Right: Aligned TRACE image with same contours.
The TRACE image was observed at 15:59 UT on 2002 March 26, the MDI magnetogram
was taken at 16:00 UT on the same day.

observations. Therefore observations from TRACE and SOHO need to be aligned in

order to compare the MDI extrapolated field with TRACE observations. This is ensured

by cross-correlation of the EIT and TRACE images. An example of the alignment is

shown in Figure 7.1 (Gallagher, 2002).

7.2.2 Co-ordinate Transformations

The evaluation of each LFF extrapolation required the transfer of points between the

SOHO and STEREO reference frames. Following the methods of Aschwanden et al.

(2008b) a similar transformation procedure was implemented. The independent points

and different resolution of the SOHO and STEREO spacecraft requires an accurate

co-alignment procedure. In order to achieve this each MDI image was paired with its

corresponding EUVI image, resulting in two SOHO/STEREO image pairs for the A
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and B spacecrafts. The co-alignment of each image pair required the following steps:

1. Centring the images to Sun centre.

2. Re-binning to equal pixel size (reciprocal to the distance from the Sun).

3. Rotating into a plane such that image north is the normal to the plane connecting

the two spacecraft positions and Sun centre.

This is done based on the information in the FITS headers of each image.

The geometry of the transformation of points between each frame of reference is

then based on the following set of equations:

αA = (xA − xcen)(∆x/3600)(π/180) (7.1)

δA = (yB − ycen)(∆y/3600)(π/180) (7.2)

t2 = tan(αa)2 + tan(δa)2 (7.3)

z = dat
2 ± (r)2(1 + t2)− d2

at
2/(1 + t2) (7.4)

x = (dA − z) tan(αa) (7.5)

y = (dA − z) tan(δa) (7.6)

xB0 = dB sin(αsep) (7.7)

zb =
√
d2
B − x2

B0 (7.8)

γb = tan−1(zb− z/xB0 ± x) (7.9)

αb = π/2− γb − αsep (7.10)

δb = tan−1(y/(dB − z)) (7.11)

q = (dB/dA) (7.12)

xB = xAcen ± qαb(3600/∆x)(180/π) (7.13)

yB = yAcen + qδb(3600/∆y)(180/π) (7.14)

zB = z × radpix (7.15)
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Figure 7.2: Geometry of co-aligned plane of two spacecrafts

where xA and yA are the x and y co-ordinate of a point in image A, r is the height

given in terms of the solar radius, xcen and ycen are the y and y co-ordinates of the

Sun centre in each image, ∆x and ∆y are the arc-seconds per pixel in both the x and

y direction, and radpix is the radians per pixel. Other variables are as outlined in
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Figure 7.3: Field lines overlaid on emission with a Gaussian profile. Left panel: Bright
Gaussian ridge, with three overlaid field lines A, B, and C. Field line A crosses the ridge, B
rest along the ridge, and C oscillates along the ridge. Right panel: Intensity as measured
along each field line.

Figure 7.2, which gives a graphical overview of the geometry. In the equation for γb

and xB the positive sign is for transformations in the clockwise sense and negative

for anti-clockwise transformations (e.g transformation from STEREO A to MDI are

clockwise, while those from STEREO B to MDI are anti-clockwise).

An additional transformation is required to convert MDI extrapolation co-ordinates

(Heliographic) into the co-ordinate system of the co-aligned image pairs. This is easily

done using the transformation matrix used to convert the original MDI image into the

co-aligned image.

7.3 Method

For linear force-free field extrapolations α is an additional free parameter. Small

changes in α result in large changes to the extrapolated field. Comparing extrapolated

field-lines with EUV observations provides a method of restricting α and improving the

accuracy of our results.

It is then possible to systematically determine the value of α that provides the best

possible comparison with the EUV observations using the following steps:
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1. Compute the linear force-free field.

2. Calculate a large number of possible magnetic field lines.

3. Project field lines onto the EUV observation.

4. Calculate the cost function along each field line.

5. Repeat for each value of α.

6. Compare the cost of the best matched field lines for each α.

In order to do this accurately it is first important to define what a good field-line

is. Figure 7.3 shows the path and resulting intensity for three different ideal field lines.

Field line A crosses the bright emission only once and has a small spike in emission

along its length. Field line B rests along the field line and has a smooth bright intensity

profile. Field line C oscillates on and off the bright emission and the resulting profile

has a series of spikes in the intensity. With this in mind a number of methods have

been developed to systematically extract loop profiles from EUV images of the solar

corona (Carcedo et al., 2003; Wiegelmann et al., 2005). Including this information in the

definition of a cost function used to constrain the choice of α removes the intermediate

step of extracting coronal loop profiles. Additionally, any associated errors due to

multiple loops are removed as the method looks at the emissions along each loop. For

the purpose of this research, modifications to the Wiegelmann et al. (2005) method were

studied to find the most computationally efficient and best performing cost function.

A small sample of the various cost functions studied are:

CW =
∫
∇I(l)dl/l(

∫
I(l)dl)2,

CEW =
∫
∇I(l)dl/l

∫
I(l)dl,

CB = 1/
∫
I(l)dl,
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where I(l) is the intensity of emission along a loop and l is the loop length, CW and

CEW are the standard and equal weight cost functions as defined by Wiegelmann et al.

(2005), and CB is a modified cost function for the brightest field lines.

7.4 Testing: NOAA 9878

NOAA 9878 was close to disk centre on 26 March 2002 and began the release of a GOES

C3.0 flare at 15:00 UT (Raftery et al., 2009). Two MDI observations at 14:24 UT and

16:00 UT allow for the testing of the accuracy of the method and its ability to recover

the observed coronal loop restructure.

Figure 7.4 shows a selection of field-lines as calculated by the CEW and CB cost

function, based on TRACE and MDI observations at 14:24 UT. As can be seen both

cost functions fail to completely recover the true geometry of the field. It is thought

that the true value of α for the loop system in question was outside the range of α

values examined here. The range could not be extended however, as errors would be

introduced into the system from the complex solution to the LFF equations.

For the post flare configuration as observed at 16:00 UT, the comparison is better

able to recover the geometry of the coronal field. Figure 7.5, shows a selection of field-

lines as selected by the CEW and CB cost functions as been the best representative of

the observed TRACE emission. As can be seen the CB cost function performs the best.

The brightness of the post-flare loops modelled is better suited to the CB cost function

compared to the CEW .

As can be seen the method is able to recover the geometry of some coronal loop

structures, provided an appropriate cost function is used and the level of twist in the

loop is within an examinable range. As an additional check on the results, the twin

perspectives of STEREO were used to doubly constrain the choice of α.

115



7.4 Testing: NOAA 9878

Figure 7.4: Top: TRACE 171 Å observation of NOAA 9878 at 14:24 UT on 26 March
2002. Overlaid are the best field-lines as selected by the CEW cost function for a range of
α values. Bottom: Same for CB cost function.

116



7.4 Testing: NOAA 9878

Figure 7.5: Top: TRACE 171 Å observation of NOAA 9878 at 16:00 UT on 26 March
2002. Overlaid are the best field-lines as selected by the CEW cost function for a range of
α values. Bottom: Same for CB cost function.
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Figure 7.6: (a) 15 field-lines with the smallest cost as selected using the CEW cost function
with EUVI STEREO A images of NOAA 10956. (b) Same but for STEREO B images, for
α = 8.7× 10−3 Mm−1.

Figure 7.7: 3D view of field lines shown in Figure 7.6

7.5 STEREO Constrained Method

Using the LFF method from Alissandrakis (1981), field lines are extrapolated from

user-defined foot-points. Field lines are then transformed to the desired perspective of

each STEREO spacecraft, and the emission along each field line and associated cost is
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calculated. Small-scale loops are compact in nature and consist of multiple overlapping

loops. As a result, the comparison method is restricted to large scale loops with clearly

defined strands. Additionally, the infinite number of possible field line paths within the

region can result in numerous invalid field lines with low costs. In order to overcome

this the comparison of field lines was restricted to the 15 lines with the lowest cost for a

given value of α. Field lines were restricted to start and end at user defined foot-points

and the benefit of including user defined paths (e.g. circles which field lines must pass

through) was also examined. Figure 7.8 shows the ability of the three cost functions

to recover the geometry of the active region loop. As can be seen the inclusion of the

user-defined path (Figure 7.8, bottom panels) greatly increases the accuracy of all the

cost functions. The CEW cost function was used in this work to select the value of α

for the LFF extrapolations due to its ability to select more valid field lines.

Using the CEW cost function it is possible to compare the cost function for various

values of α and determine the value that most closely resembles the observed field.

More than 5,000 field lines are plotted for each value of α and the cost along each is

calculated. In order to enhance the sensitivity of the method to changes in the values

of α only the total cost of the 15 best field lines are compared. As shown in Figure 7.8,

this is a sufficient number of field lines to accurately recover the topology of the region.

The contrast of the cost for each value of α was increased further by normalising the

returned values and setting the cost to 1 for values of α with no field lines that match

the already mentioned requirements.

Figure 7.6 shows the best field lines as selected by the method for STEREO EUVI

images from both the A and B spacecrafts. The field lines returned by the method are

not the same for each spacecraft. However, the general geometry defined by the field

lines is very similar. Figure 7.7 shows the field lines from both perspectives plotted

together in 3D.
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Figure 7.8: (Top): Left; Field lines with lowest cost functions using the Wiegelmann
method. Centre; Field lines with lowest cost functions using the Equal Weight Wiegelmann
method. Right; Field lines with lowest cost functions using the Bright method. (Bottom)
Same as top with the added restrictions of field lines passing through users defined regions
of interest and foot-points.

The magnetic energy within the active region was calculated as follows:

EPot =
∫

B2
PotdV, (7.16)

ELFF =
∫

B2
LFFdV, (7.17)

Efree =
∫

B2
LFF −B2

PotdV, (7.18)

where BPot and BLFF are the potential and LFF magnetic fields, dV is a volume within

the computational domain, and EPot, ELFF , and Efree are the magnetic energy of the

potential field, LFF field and the free energy, respectively.

As a precautionary warning, it should be noted that LFF extrapolations have a

maximum value of α that can be studied before oscillatory signals from the complex
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solution of the governing set of equations begin to dominate the systems (Gary, 2001).

We have investigated this effect for the data set studied here and found that for α

values up to 0.03 Mm−1 the oscillatory signal from the complex solutions is negligible

up to a height of 100 Mm, the maximum height of loops studied here.

7.6 NOAA 10956

Using the method previously described in Section 3.4, the value of α in the LFF ex-

trapolations that provides the best match to the observed loop structures can be found.

Figure 7.9 shows the evolution of the cost function for various values of α at the times

studied. At all times there is a strong correlation between both the STEREO A and B

cost functions. At 09:35 UT there is a distinct minimum in the cost at 5×10−3 Mm−1.

The cost for the STEREO B observations is seen to decrease for larger values of α, as

the STEREO A cost does not follow this trend it is assumed false. At 11:11 UT the

minimum has increased to around 1×10−2 Mm−1, the relatively high cost returned for

α = 5× 10−3 Mm−1 reinforces this increase. From 12:47 UT onwards the minimum in

α or twist along the loop is seen to decrease to levels seen at 09:35 UT.

The evolution of magnetic flux within each sub-region was examined in order to

more fully understand these changes in α. Each magnetogram image of NOAA 10956

was thresholded at the ±100G level to identify the main regions of magnetic flux in

the global structure. Figure 7.10 shows the main positive and negative sub-regions

within the active region, ranked by area from largest to smallest. From the correspond-

ing STEREO/EUVI image it is clear that the large loop structure studied above is

associated with field lines connecting 1− and 3+. Table 7.1 summarises the changing

magnetic properties of the region (some negative regions are excluded due to changes

in ranking during the time studied).

There was a significant emergence of flux into the region during the time analysed.
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Figure 7.9: Top to bottom panels: cost function as calculated for a range of α values
and MDI magnetogram at 09:35 UT, 11:11 UT, 12:47 UT, and 14:27 UT. Solid and dashed
lines represent comparisons with STEREO A and B EUVI observations respectively.

While there was little or no change in the mean and maximum flux contained in each

sub-region, there were significant changes in the total flux contained in each sub-region.

From 09:35 UT to 11:11 UT, the total flux in regions, 1+, 1−, and 2+ decreased by 3,

6, and 5 kG respectively. During this time the other regions saw little or no change

in the total flux. From 11:11 UT to 12:47 UT, there was a 3 kG increase in the total
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Figure 7.10: Sub-regions of active region. Left panel: Positive regions identified by
thresholding, ranked in order of area. Centre panel: Same for negative regions. Right
panel: Corresponding STEREO/EUVI Image. The smaller volume centred on the observed
loop used for the energy calculations is illustrated by the box shown.

magnetic flux in region 1+. This was accompanied by a 1 kG increase in region 2+ and

1.4 kG decrease in region 3+. From 12:47 UT to 14:27 UT, there was total magnetic

flux increase of 3 kG. 1 kG, 8.7 kG and 2.3 kG in region 1+, 2+, 3+ and 1− respectively.

There was an additional decrease in the total flux contained in region 4+ of 4.5 kG.

Knowing the values of α, it is now possible to study changes in the connectivity

within the region. As region 1− is the common foot-point for most of the loops in

the active region it was selected as the source for all the extrapolated field-lines used

to examine the changing connectivity, as presented in Table 7.2. From 09:35 UT to

11:11 UT the major changes in connectivity are associated with the transfer of flux

from a closed to open configuration and a 2% increase in flux connecting region 1− to

4+. From 11:11 UT to 12:47 UT, there is a decrease in the amount of open flux and an

increase in the connectivity from region 1− to regions 1+, 2+, and 3+ by 4.8%, 0.8%,

and 2.3% respectively. Additionally, the amount of flux joining region 1− to region 4+

decreases by 3%. From 12:47 UT to 14:27 UT the amount of open flux continues to

decrease and there is no flux left connecting region 1− to region 4+. The amount of flux

connecting to region 1+ increases by an additional 9%. There are marginal changes in

the flux connecting region 1− to regions 2+ and 3+.
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Table 7.1: Evolution of magnetic properties of major sub-regions contained within NOAA
10956. Results are reported in kG.

Region Property 09:35 UT 11:11 UT 12:47 UT 14:27 UT

1+
Mean 0.426 0.410 0.410 0.407
Total 167.9 164.9 168.2 171.9
Max 1.78 1.79 1.804 1.860

1−
Mean 0.394 0.384 0.372 0.371
Total 387.9 381.8 381.5 383.8
Max 1.80 1.866 1.904 1.904

2+
Mean 0.212 0.223 0.228 0.232
Total 62.1 57.1 58.4 59.7
Max 0.749 0.782 0.857 0.696

3+
Mean 0.209 0.206 0.222 0.211
Total 35.8 35.5 34.1 42.8
Max 0.749 0.858 0.806 0.816

4+
Mean 0.202 0.190 0.175 0.209
Total 16.23 16.8 15.3 10.8
Max 0.629 0.710 0.694 0.794

Table 7.2: Connectivity matrix for field lines starting at negative region 1, with threshold
of ±50 G. All results are a percentage of total flux leaving negative region 1.

1− 09:35 UT 11:11 UT 12:47 UT 14:27 UT
Open 13.9 20.6 15.9 12.9
Closed 31.9 24.3 23.8 23.6

1+ 24.5 25.1 29.8 38.9
2+ 11.1 10.8 11.6 11.2
3+ 9.8 9.7 12.0 12.3
4+ 7.4 9.3 6.2 0.00
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Table 7.3: Changes in the magnetic energy contained within different volumes in NOAA
10956. The small region is a box centred on the the loop structure connecting 1− and 3+.
The full volume in the whole computation domain. All values for energy are reports in
units of 1032 ergs.

Size Parameter 09:35 11:11 UT 12:47 UT 14:27 UT
Small Region Pot 4.46 4.44 4.44 4.48

LFF 4.48 4.50 4.46 4.49
Free 0.013 0.061 0.021 0.01

Full Volume Pot 6.51 6.38 6.33 6.23
LFF 6.53 6.49 6.37 6.24
Free 0.021 0.109 0.037 0.018

Knowing the increase of magnetic flux in the region and the significant changes in

connectivity, it was decided to investigate the amount of free energy available in the

region over time. Table 7.3 shows the energy calculations for two volumes: one centred

on the loop structure connecting 1− and 3+ (see region outlined in Figure 7.10), the

other being the full computational volume. From this it is clear that there is a significant

buildup in free energy within both volumes from 09:35 UT to 11:11 UT. At 12:47 UT,

the amount of free energy has significantly decreased and is only marginally higher than

that at 09:35 UT, while at 14:27 UT the free energy is lower than at 09:35 UT.

7.7 Conclusions

NOAA 10956 rotated onto the solar disk on 15 May 2007 and on 19 May 2007 the

region produced a B9 class flare, starting at 12:34 UT, peaking at 13:02 UT and ending

at 13:19 UT. The flare location suggests that the source of the flare was the loop

structure connecting region 1− to 2+ in our analysis. According to the SOHO LASCO

CME Catalogue, the region had an associated CME which first appeared at 13:24 UT

in the C2 field of view. In addition, a disappearing solar filament was observed erupting

from the lower right section of the regions beginning at 12:31 UT (Long et al., 2008).

Our analysis has highlighted a number of physical changes within the magnetic
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structure of the active region around this time. These are:

• Emerging magnetic flux elements.

• An increase in the amount of α or twist along the observed loop.

• Significant changes in the free energy of the region.

• Changes in the connectivity between sub-regions.

The increase in the amount of twist or α along the observer loop from 09:35 UT

to 11:11 UT, was accompanied by a decrease in the total magnetic flux within sub-

region 1+, 1−, and 2+ and an increase in the amount of free energy within the volume.

The increase in free energy can be explained by the increase in α used to calculate

it. However, as α is obtained from a comparison to EUV observations this increase is

taken as real. Following the increase in α at 11:11 UT, the amount of twist along the

observed loop decreases to 09:35 UT levels by 14:27 UT. During this time period the

total magnetic flux in sub regions 1+, 1−, 2+, and 3+ increases by 2-7 kG and there

is a 6 kG decrease in flux in 4+. Additionally, the free energy decreases to 09:35 UT

levels over the same time period. Changes in the connectivity from region 1− can be

associated with the changes in α prior to 11:11 UT. However, by 12:47 UT the amount

of flux connecting to regions 1+ and 3+ rose significantly.

From 09:35 UT to 11:11 UT the free energy increased from 1.3×1030 to 6.1×1030 ergs

in the small volume centred on the observed loop and from 2.1×1030 to 10.9×1030 ergs in

the full computational domain. By 12:47 UT the free energy in the system had dropped

by a factor of 3 and by 14:27 UT had decreased below the energy at 09:35 UT. The

build-up and subsequent decrease in free energy in the system is correlated with the

mechanisms thought to be responsible for the release of the B9 flare at 12:30 UT. The

calculated energies and free energies of the region are several orders of magnitude lower

than previously reported values (Gary, 1989; Metcalf et al., 1995, 2005; Régnier, 2007).
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This is thought to be a combination of the smaller active region size, lower magnitude

flare produced and the smaller volumes analysed.

The above investigation of magnetic properties of NOAA 10956 has shown that

from 09:35 UT there was a significant amount of flux cancellations within the region,

accompanied by an increase in the amount of twist and free energy along the observed

loop. Following the onset of the flare at 12:34 UT, the amount of twist and free

energy in the loops decreased. This was accompanied by the decrease in open flux

leaving region 1− and an increase in the magnetic flux in the region. It is suggested

that the sudden decrease and subsequent increase in magnetic flux within the active

region and the changes in twist and free energy caused small changes in the observed

connectivity between sub-regions, Table 7.2. The emergence of magnetic flux within

the region and resulting increase in magnetic free energy could have resulted in the

region passing a critical threshold, passed which it was in an unstable configuration.

Under the theory of self-organised criticality this would have resulted in a series of events

returning the region to a stable configuration (Vlahos & Georgoulis, 2004). Whether the

mechanism responsible for passing this critical threshold is the unbalanced emergence

of flux within the region or the resulting non-potentiality of the flux ropes remains

unknown. The decrease in both α and free energy and increase in connectivity of the

loop connecting region 1− to 3+ suggests that the loop had room to expand and relax

into the neighbouring sub-region following the flare and eruption in the neighbouring

sub-region.

It has been shown that the method is able to detect changes in the amount of twist

(and hence current) within coronal loop structures. The additional analysis of a sub-

region’s magnetic properties provided great insight into the evolution and driving forces

within the active region. Future work is needed to improve the method and remove the

need for user input. Expanding the method for the analysis of multiple loop structures

in active regions would greatly increase the diagnostic power of the algorithm.
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8

Conclusions and Future Work

This thesis has sought to increase the understanding of the mechanism thought to be

responsible for solar flares and CMEs. A summary and interpretation of these findings

are presented here along with possible directions for future work.

8.1 Principal Results

The primary objective of this study was to further the understanding of active region

evolution and detect possible precursors for solar flaring. Two independent methods

were used to achieve this. The mathematical analysis of active region magnetic fields,

as observed at the photospheric level, were interpreted using fractal and multifractal

techniques. Additionally, the coronal magnetic field was analysed using an extrapo-

lation technique. The main results arising from these studies can be summarised as

follows:

1. The adaptation of the MFRAC box-counting multifractal package for the analysis

of MDI solar magnetogram images.

2. The box-counting multifractal package was shown to detect sudden changes in

the structure of active region magnetic fields. As such, the method is responsive
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to the emergence of flux elements and changes in the internal configuration of the

magnetic field.

3. The multifractal spectrum, as returned by the box-counting method, was shown

to decrease in width and breadth for a sample of flaring active region. The increase

in both f(α) and α for the higher values of q, or higher moment magnetic flux

elements, suggests that as an active region reconfigures to a flaring favourable

state the high moment flux elements occupy a greater proportion of the active

region.

4. A wavelet based modulus maximum method was successfully adapted for the

analysis of SOHO MDI magnetogram data. The WTMM method offers increased

stability and accuracy over the box-counting method.

5. Using the WTMM method the fractal and multifractal properties of the solar

magnetic field were studied. The fractal properties of the quiet and active Sun

magnetic fields were found to be distinct from each other in wavelet modulus

space. As such, a segmentation procedure was developed to remove the active re-

gion magnetic field from the surrounding quiet Sun structures. As shown with the

theoretical data set the segmentation procedure allows for the accurate recovery

of the active region fractal and multifractal properties.

6. The quiet Sun magnetic field, as measured by SOHO MDI, was found to be

multifractal in nature. The quiet Sun spectrum peaked at a fractal dimension of

2 and hölder exponent of −0.75. Further analysis of the quiet Sun multifractal

spectrum revealed the super-granular magnetic features as the source of the quiet

Sun’s multifractality.

7. As with the box-counting method the WTMM method was suitable for detecting

changes in the structure of the active Sun’s magnetic fields. The segmentation
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procedure allows for the detection of flux emergence with a quicker rise time than

the traditional indicators of area and magnetic field strength.

8. From the sample of active regions studied a fractal dimension greater than 1.2

was a shown to be a possible threshold for detecting active regions in a flaring

favourable state.

9. Similarly, from the analysis of active regions using the WTMM methods a Hölder

exponent greater than −0.75 may be an indicator of active region in flaring

favourable states.

10. The development of an LFF extrapolation technique to recover the 3D topology

of coronal loops, as constrained by STEREO EUVI images of the corona.

11. Using the STEREO constrained LFF method changes in the amount of twist or

α along the observed loops can be studied.

12. Topological and photospheric analysis tools were developed and used to analyse

the changing properties of NOAA 10956 during its evolution.

13. Changes in the magnetic flux within NOAA 10956 were shown to occur simulta-

neously with changes in the amount of twist, free energy and connectivity along

the observed loop and within the active region.

8.2 Outstanding Problems

While the methods used in this study have been shown to enhance our understanding of

active region evolution, they are not without their limits. The following points highlight

the main areas of concern with each of the methods:

1. Box-counting algorithms are designed for discrete data sets and defined for con-

tinuous domains. As solar magnetogram data is continuous in nature and finite in
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size, numerical errors are enhanced during calculations. This leads to significant

errors in the spectrum for negative values of q.

2. Both the WTMM and box-counting methods involve regression over a range of

measurements and scales. The range of scales in each active region is not constant.

As such, the range of scales for the regression is different for each calculation.

While the best effort is made to select a suitable range of scales for all regions,

for large studies, errors cannot be avoided with existing regression techniques.

3. The threshold level used in both the segmentation procedure, box-counting method

and analysis for the photospheric magnetogram is fixed for all the images anal-

ysed. The strength of the quiet Sun magnetic field varies during the solar cycle

and having a fixed threshold for the analysis of magnetic properties introduces

some errors although they are not thought to be significant. The effect of this

variation on the threshold used in the segmentation procedure is unknown. The

nature of the solar 11 year cycle inhibits the analysis of both full disk quiet and

active Sun magnetograms. As such, the errors associated with a fixed threshold

in the segmentation procedure may remain unknown.

4. The LFF extrapolation method developed here is limited to the analysis of one

observed coronal loop structure. Furthermore, it is restricted through the use

of user-defined guiding paths. This restricts the method ability to automatically

select the best comparison if that differs from the initial guess.

5. The field lines selected by the LFF extrapolation method are dependant on the

cost function used in their calculation. Different cost function may perform better

for coronal loops during different phases of their evolution (e.g. pre-flare vs post-

flare).
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8.3 Future Work

During the development and analysis of these methods, limitations on the code and

scope of these projects were inevitable. Further work is required before a complete

understanding of active region evolution can be achieved. The following points outline

some areas of improvement and further study:

1. As fractal and multifractal methods are based on the self-similar nature of active

regions, all analysis would benefit from increased resolution of images. Alter-

natively, increased cadence would allow for averaging over a greater number of

images, therefore increasing the statistics of the calculations.

2. Fractal and multifractal methods have been shown to detect changes in the inter-

nal structure of active regions and shown to be correlated with extended periods

of flaring. However, a large statistical study is required to confirm any thresh-

old found. A large statistical study would provide forecasters with a range of

thresholds depending on their individual requirements.

3. As already mentioned, the range of scales over which regression is performed is at

present fixed in the methods discussed here. An automated regression method, if

implemented, would further increase the accuracy of the results presented here.

4. The box-counting method showed a relationship between changes in the width and

breadth of the multifractal spectrum with flaring over time. While the WTMM

method is able to calculate the multifractal spectrum of active regions only results

for the peak of this spectrum were investigated here. Therefore the shape of the

D(h) versus h spectrum may provide an additional insight into the changing

structure of active regions. The range of scales over which the regression is valid

is susceptible to changes in the value of q. This may restrict the analysis of the

full D(h) versus h spectrum until increased resolution images are available or the
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cadence of magnetogram observations is increased.

5. All the methods studied as part of this thesis require photospheric measurements

of the solar magnetic field. As chromospheric measurements of the solar mag-

netic field become available, the methods used in this thesis could be used to

analyse their properties. A comparison of the photospheric and chromospheric

measurements may give an insight into the structure of the solar atmosphere.

6. In the course of this study we made use of LFF extrapolation techniques. While

we presented a novel method of constraining α with STEREO EUVI observa-

tions, our extracted topology remains an approximation to the real field. Only

through the use of more advanced methods such as NLFF extrapolations or MHD

modelling can the true nature of the coronal magnetic field be known. However,

such a method requires more detailed knowledge of the boundary conditions on

all sides of the computational domain.

7. It has been shown that the methods developed here provide an insight into the

evolution of active regions and may prove useful in the prediction of solar flares.

From a practical point of view, it can be envisioned that these parameters alone

would not be sufficient in predicting solar flares. It is essential that other factors

such as area, total magnetic field strength, and number of spots should be utilised

with these methods in order to ensure accurate predictions. Personally, I believe

that with a combination of physical parameters, the fractal and multifractal pa-

rameters discussed here would be of assistance when predicting active regions in

flaring favourable states.

8. The ultimate goal of this thesis was to provide some mechanism upon which real-

time space weather predictions could be made. Due to time constraints, this is

unfeasible. With the completion of a large statistical study, the power of these

methods should be known and their incorporation into a space weather suite
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8.3 Future Work

such as SolarMonitor.org or the Heliophysics Integrated Observatory (www.

helio-vo.eu) could be possible.
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