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Abstract

The amount of content provided in different languages on the Web is growing every day. The
best answer to a user's querry may not necessarily be available in his/her own language, but may
reside in the diverse, mulltilingual corpora of the Web. Furthermore, as Internet penetration
increases around the world, the number of multilingual users who seek and interact with
information on the Web iis also increasing. Personalised Information Retrieval (PIR) aims to
help users in satisfying their information needs in a more accurate and less time-consuming
manner. The user's search can be personalised by keeping track of his/her personal information
and interests, and using this information for query adaptation and result-list adaptation.
However, current search piersonalisation approaches do not pay adequate attention to the effect
of multilinguality (of both: the users and the content). This has a significant impact on the way
PIR services should be delivered and evaluated. The study reported in this thesis argues that
users’ searches are influenced by language. For example, a multilingual user, whose native
language is not English, nnay prefer to use his/her native language when seeking certain types
of content on the Web (e.g. news), yet choose to use English when seeking other types of
content (e.g. technical comtent). Furthermore, in multilingual search, the user may choose to
click on documents origimating from certain languages depending on the type of information
sought. The study reporte:d in this thesis shows that taking multilinguality into consideration
significantly affects PIR. The study therefore introduces the notion of Personalised
Multilingual Information Retrieval (PMIR) and proposes a novel framework for the delivery
and evaluation of PMIR siervices. This entailed designing, implementing, and evaluating a set
of algorithms for multilingual user modelling, multilingual query adaptation, and multilingual
result-list adaptation. Furthermore, this entailed designing and implementing a framework that
enables evaluating the compartmentalisation and the combination of PMIR elements. The
evaluation shows the success of the multilingual approach to search personalisation and
highlights the benefits of the PMIR framework. The methodology undertaken for this study
involved: theoretical inviestigation, amn industry case study, user studies, and empirical
evaluation. The PMIR framework and the personalisation approaches proposed in this study
contribute to the areas of Personalisation and Information Retrieval as they advance research
concerning how to model Web users, how to retrieve information that adequately satisfies their

information needs, and how to make this information accessible to them.
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Chapter 1: Introduction

This chapter presents the motivation for this Personalised Multilingual Information Retrieval
(PMIR) study and states the research question raised in this thesis. Furthermore, the chapter
presents the objectives of the study and the research approach taken to meet these objectives. It
also identifies the contributions and the deliverables of this thesis. Finally, the chapter provides

an overview of the structure of the thesis.

1.1 Motivation

Today’s Web is becoming increasingly multilingual'. Nearly half of the content available on
the Web is provided in languages other than English, such as Russian (6%), Spanish (5%),
Chinese (4%), Japanese (4%), and Arabic (3%). The best answer to a user's query may not
necessarily be available in his/her own language, but may reside in the diverse, multilingual
corpora of the Web. While English remains the dominant language in terms of the amount of
content on the Web, several other languages are witnessing a significant increase in Web
content, such as Chinese, Spanish, German, French, and Russian’. Moreover, with the rising
development in countries such as Brazil, Russia, India, and China (a.k.a. the BRIC countries)
(Wainer et al., 2009, Jain, 2007), more information is being published on the Web that is not
originally authored in English. Therefore, as the Web community is growing to a situation
where multilinguality is becoming an important aspect of users’ daily interactions with
information, solutions are needed to assist users in overcoming the barrier between the

languages that the users can comprehend and the languages in which relevant information is

available.

Web content can be generally divided into two categories: Professional Content (i.e. content
that is authored by service providers) and User-Generated Content (i.e. content that is authored
by service users). Professional content (e.g. enterprise content) is produced in a variety of
languages by many service providers and enterprises with the aim of reaching a wide user or
customer base. Moreover, with the advent of Web 2.0 technologies, users are encouraged to
publish their own content and interact with other users’ content as opposed to the passive
viewing of content that is solely published by service providers. As a result of this, the Web is

witnessing a huge increase in User-Generated Content (UGC) (Obrist et al., 2008) which is

naturally authored in a plethora of languages.

" http://www.internetworldstats.com/
? http://en.wikipedia.org/wiki/Languages used on the Internet



Localisation has become a core part of the business process of many enterprises. Localisation
aims to adapt information, in terms of content and presentation, to culture, locale, and linguistic
environment (van Genabith, 2009). Personalisation can be thought of as a continuation along
the same trajectory as Localisation; Localisation focuses on adaptation for a region or identified
population, whereas personalisation takes it to the extreme of an individual person (O'Connor et
al., 2009). Personalisation makes use of a range of user and usage information to tailor services
and content according to the needs of the user with the aim of facilitating the process of finding,
accessing, and comprehending information (Steichen et al., 2011, Vallet et al., 2010, Teevan et

al., 2009, Gauch et al., 2007, Brusilovsky and Millan, 2007).

Personalised systems have been demonstrated in several areas in the literature, such as Web
search (Vallet et al., 2010, Stamou and Ntoulas, 2009, Teevan et al., 2009, Agichtein et al.,
2006a), eLearning (Brusilovsky and Millan, 2007, Conlan et al., 2003, De Bra et al., 2003), and
news dissemination (Katakis et al., 2009, Billsus and Pazzani, 2007). A key component in
personalised systems is the user model (Kobsa, 2007a, Gauch et al., 2007). User models are
used to represent a variety of information about the user, such as: the user’s prior knowledge,
interests (likes and dislikes), personal preferences, and demographic data (e.g. location,
language, age, etc.). Moreover, user models may also store information about the user’s
preferred modality, content delivery mechanism, and the context surrounding the use of the
system. The information in the user models is then employed to adapt both the type of content
presented to the user and the way in which content is presented to the user, with the aim of

increasing user satisfaction when interacting with the system.

Multilinguality (with respect to both content and users) and Personalisation are the two key
foundational aspects of the study reported in this thesis. Specifically, this study falls within two
research areas: (1) Multilingual Information Retrieval, with a focus on multilingual search on
the Web; and (2) Personalised Information Retrieval, including personalised search and

personalised access to online content (e.g. customer support content, digital library archives, or

open Web content).

The current situation with information consumption is that more and more multilingual users
are interacting with content on the Web. Therefore content and service providers are under
more pressure to find ways to accurately satisfy the information needs of those multilingual
users. With respect to search systems, one of the ways of accurately satisfying a user’s query is
by employing personalisation. With multilinguality becoming an important dimension of the

information seeking/consumption process, personalised search, in turn, has to be extended into
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the multilingual dimension. Therefore, this study is concerned with: personalised multilingual
search and multilingual personalised search. The former notion specifically entails studying
approaches to personalising a multilingual search service and the latter notion generally entails
studying how multilinguality affects search personalisation, including the studying of how to

model multilingual users and cater for their multilingual search interests.

The remaining part of this section presents a brief account of the research conducted in the area
of Multilingual Information Retrieval and in the area of Personalised Information Retrieval, and
then highlights the challenges associated with the fusion of the two areas and how this thesis

addresses them.

Multilingual Information Retrieval (MIR) and Cross-Language Information Retrieval (CLIR)
are subfields of Information Retrieval (IR) that are concerned with retrieving documents from
document collections that are not limited to the query’s language (Peters et al., 2012, Oard,
2010, Nie, 2010). The terms CLIR and MIR are used interchangeably in some parts of the
literature. However, this thesis distinguishes between them using the following distinction from
the literature: in CLIR, documents are retrieved from one target language to satisfy a query in a
source language, and the result list is often presented without translation. On the other hand,
MIR involves the retrieval of documents from one or more languages, including the source
language. Furthermore, MIR may involve translating the results to the language of the source
query and merging the retrieved result lists into one list (Tsai et al., 2008, Si and Callan, 2005,
Chen and Gey, 2004). Translation plays a crucial role in MIR and CLIR, where either the
source query is translated into the target language (at runtime), or the documents are translated
into designated languages a priori (offline) (McCarley, 1999, Oard, 1998). The query
translation approach has gained wider recognition in the literature (Hefny et al., 2011, Chen and

Gey, 2004, Gao et al., 2007), and therefore it is the approach used in this study.

Many studies have investigated improvements in retrieval effectiveness in MIR and CLIR by
developing techniques that enhance query disambiguation and query translation. For example,
in (Gao et al., 2007), the authors proposed an algorithm for cross-lingual query suggestion
based on multilingual search logs (query logs). The authors in (Ambati and Uppuluri, 2006)
developed multilingual search systems using bilingual dictionaries and information from
monolingual search logs. In (Cao et al., 2007) the authors suggest a Markov Model that

combines query translation and expansion in one process.

Although adaptation in the abovementioned studies is performed on multilingual search, it is

not performed at the level of the individual user. In other words, these studies adapt
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multilingual search on a macro level (based on collective information from search logs), rather
than personalise the search on an individualised level. The research reported in this thesis aims
to develop adaptation algorithms that cater for individual user needs in multilingual search and

aims to construct user models that represent attributes and interests of multilingual users.

Personalised Information Retrieval (PIR) has gained significant attention in the literature
(Steichen et al., 2011, Teevan et al., 2010, Mulwa et al., 2011, Micarelli et al., 2007, Agichtein
et al., 2006a). Providing a personalised service to Web search users helps them in satisfying
their information needs (Vallet et al., 2010, Speretta and Gauch, 2005, Teevan et al., 2005).
Textual Information Retrieval systems have become wide-spread across the Web community,
being used in search engines (Agosti and Melucci, 2001, Kobayashi and Takeda, 2000), digital
libraries (Agosti, 2011, Chowdhury and Chowdhury, 1999), or local search facilities provided
on numerous websites (i.e. site-specific search). A typical search process would involve users
submitting queries, often in the form of a set of terms, to a retrieval system and receiving a
ranked list of results in return. A natural characteristic of traditional IR systems is that if
different users submit the same query, the system would yield the same list of results,
regardless of the user. PIR systems, on the other hand, include the user in the equation
(Micarelli et al., 2007, Brusilovsky and Tasso, 2004, Silvestri, 2010). In other words, a PIR
system does not retrieve documents' that are relevant to the query alone, but ones that are also
relevant to the user; thus, different users may actually receive different results for the same
query. This can be done by keeping track of the user’s personal information and interests and
then using this information to adapt the query (e.g. query expansion) or adapt the results (e.g.

result re-ranking).

A key component of PIR systems is the user model (Hu and Chan, 2008, Gauch et al., 2007,
Sugiyama et al., 2004, Brusilovsky, 2001). A user model keeps track of the user’s information
such as demographic data and search interests. PIR systems employ various mechanisms to
gather user and usage information. For a PIR system to obtain user information, it could either
request that users explicitly supply this information or it could implicitly gather this
information in an unobtrusive manner from the users’ search history. Gathering information
from search history entails analysing objects that are exhibited in search logs including queries,
clickthrough data and, documents. An important aspect of PIR systems is how each system
stores and represents the gathered information. Some systems store this information in an

individualised manner (Zhang et al., 2007, Speretta and Gauch, 2005, Pretschner and Gauch,

' The terms document and result are used interchangeably in this thesis to denote any object in the
result list retrieved in response to a query



1999, Psarras and Jose, 2006), while other systems maintain an aggregate view of usage
information across the cohort of system users (Agichtein et al., 2006b, Smyth and Balfe, 2006).
The user models in the aforementioned studies represented the users’ search interests in a
monolingual fashion. It is not an uncommon case in today’s world to have users who are
familiar with multiple languages. For example, many internet users from various countries are
familiar with English in addition to their native language. Moreover, some countries, such as
Switzerland, South Africa, Canada, and USA are naturally multilingual (by law or by
population preference). The research reported in this thesis argues that taking the aspect of
multilinguality into consideration significantly affects the way user information is gathered,

modelled, and employed for the delivery of a personalised service on the Web.

The research reported in this thesis shows that users’ searches are influenced by language. For
example, a multilingual user, whose native language is not English, may prefer to use his/her
native language when seeking certain types of content (e.g. news), yet choose to use English
when seeking other types of content (e.g. technical content). Furthermore, in multilingual
search, the user (whether a monolingual or a multilingual user) may choose to click on
documents originating from certain languages depending on the type of information sought.
This behaviour suggests that a user has multiple behavioural personas' when seeking
information on the Web, dependent on the combination of their language capabilities, and the
availability and variety of content in various languages. Therefore, a key element in this
research is realising that users may browse documents from multiple languages (whether in the
original form or a translated form) and that they may be capable of submitting search queries in
multiple languages as well. Thus, the personalisation approach in this research is focused on the

fact that both users and content can be multilingual.

In summary, this study argues that there is a need to investigate Personalised Multilingual
Information Retrieval in order to define the elements and the workflow of the PMIR process
and to evaluate approaches to multilingual search personalisation. In particular, there is a need
to examine the effect of introducing multilinguality to the search personalisation process and to

investigate how to evaluate that effect.

" The term persona refers to the mode of behaviour of a user when interacting with a service or
system. Thus, multiple user personas refers to the multiple representations which identify different facets
of the same user.



1.2 Research Question

The main research question posed in this study is: What are the key considerations for

evaluating the effect of a multilingual approach to search personalisation?

This research question encompasses the following challenges:

Challenge #1: What are the key components of the search personalisation process and how can
the process accommodate a personalised multilingual search service?

Challenge #2: Are there certain behavioural patterns or differences that can be observed for
users in multilingual search?

Challenge #3: Can the use of user models that encompass the aspect of multilinguality improve
retrieval effectiveness in PMIR?

Challenge #4: How should query adaptation and result adaptation algorithms be extended in
order to incorporate the aspect of multilinguality?

Challenge #5: What is the users’ perception of using a system that offers personalised search

across multiple languages?

In light of the identified research challenges, this study aims to improve personalised search
through a better understanding of how users seek and interact-with content within the context of
multilinguality. Therefore, the scope of the study includes: the investigation of how users
behave when searching for information, the investigation of user modelling and personalisation
approaches, and the investigation of users’ perception of multilingual search services. However,
investigating how to improve the quality of the content or the quality of translation is outside of

the scope of this thesis. Furthermore, studying IR models is also outside of the scope of the

thesis.
1.3 Research Objectives and Approach

The study reported in this thesis aims to fulfil the following objectives:

1. To gain insight into users’ search behaviour in light of multilinguality.

2. To investigate user modelling approaches that account for the aspect of multilinguality.

3. To establish a framework for evaluating the compartmentalisation and the combination of

PMIR elements.
4. To improve retrieval effectiveness in MIR by means of personalised query adaptation and

result adaptation algorithms.



The methodology adopted to address these objectives involved the following:

e Theoretical investigation: review, analysis, and classification of existing approaches in
the literature.

e A case study: demonstrating the need for and the usefulness of MIR in a realistic
scenario.

e User studies: analysis of patterns and differences in users” search behaviour.

¢ Empirical evaluation: quantitative and qualitative evaluation of PMIR. This is achieved
by the use of proven evaluation methodologies, from the fields of Information Retrieval

(IR) and Adaptive Hypermedia (AH), applied in a technical framework.

The following points represent a step-by-step approach to address the objectives:

12

Investigate the state of the art in PIR and PMIR: this theoretical investigation involves
the identification of points of strength and weakness in existing personalisation
approaches. It serves as a basis for understanding the key components of the search
personalisation process.

Evaluate the usefulness of MIR in realistic scenarios: this involves evaluating the
effectiveness of multilingual search in a realistic customer support scenario (industry case
study), which is an important step prior to the investigation of personalised multilingual
search.

Analyse users’ search behaviour: this entails carrying out an analysis that contributes
towards understanding how the presence of multilinguality, whether on the user’s side or
the content’s side, affects the process of seeking and gaining access to information. Thus,
the analysis provides guidelines regarding how user models should be represented in order
to be well-suited for PMIR.

Evaluate the effect of adapting search results based on the attribute of language: this
comprises an initial evaluation to explore the potential of performing search adaptation
based on the search language (i.e. query language) and the language of the content.
Establish a framework that defines the components and workflow of the PMIR
process: this entails defining of the elements of PMIR and the inter-communication
between these elements in order to develop a comprehensive framework for the delivery
and evaluation of PMIR services.

Investigate various user model representations: this comprises the investigation of
alternative approaches to representing the user’s attributes and search interests. This
involves investigating different techniques and structures for constructing multilingual

user models and maintaining the user’s multilingual search interests.



7. Develop search personalisation algerithms that cater for multilinguality: this involves
developing algorithms for query adaptation and result adaptation in PMIR.

8. Evaluate the multilingual approach to search personalisation: this involves
quantitative evaluation of the effectiveness of the proposed adaptation algorithms which
operate in conjunction with the proposed user models. This also involves qualitative

evaluation of the usability and perceived usefulness of PMIR with respect to the users.

1.4 Contribution and Deliverables

This study introduces and evaluates a novel approach to multilingual search personalisation and
shows that factoring multilinguality into the search personalisation process introduces
significant changes to the components and workflow of the process. It also affects the way user

models, query adaptation algorithms, and result adaptation algorithms are designed,

implemented, and evaluated.

The findings of this study contribute to the areas of Personalisation, User Modelling,
Information Retrieval, and Digital Libraries. Specifically, the deliverables of the study are as
follows:
e PMIR Framework: the main deliverable is a clearly defined process and workflow for
PMIR, and a system for the delivery and evaluation of PMIR services.
e PMIR Approaches: the second deliverable takes the form of a set of approaches for
multilingual search personalisation. These approaches comprise multilingual user

models and adaptation algorithms that operate in conjunction with these models.

Parts of the research reported in this thesis have been published in the following international
conferences, workshops, and journals of repute:

e User Modeling and User-Adapted Interaction Journal (UMALI).

e Cross-Language Evaluation Forum (LogCLEF)'.

e Conference on Theory and Practice of Digital Libraries (TPDL).

e Conference on User Modeling, Adaptation and Personalization (UMAP).

e Conference on Research and Development in Information Retrieval (SIGIR) [Doctoral

Consortium].
e  Workshop on Personalised Multilingual Hypertext Retrieval (PMHR).

e  Workshop on Semantic Media Adaptation and Personalisation (SMAP).

" CLEF is now known as: Conference and Labs of the Evaluation Forum.
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1.5 Thesis Overview

This chapter presented the motivation for this research and stated the research question and
challenges addressed in this study. The chapter also presented a set of objectives that this study
aims to meet in order to address the challenges. Finally, the contribution and deliverables of the

study were presented.

A state-of-the-art survey of the literature is presented in Chapter Two. The survey features a
critical review and classification of the stages and components of Personalised Information
Retrieval (PIR); thus, it addresses the first challenge stated in Section 1.2. The review covers a
variety of personalised experimental systems and commercial systems in the fields of
monolingual IR, multilingual IR, and a number of closely related fields. The survey presents
novel classifications of PIR systems. These classifications provide new insights on how
information gathering and modelling approaches affect the design of PIR services with respect
to the scope of personalisation addressed. The survey also provides a discussion of general
issues related to the research areas of IR, MIR, Personalisation, User Modelling, and AH. The
chapter ends by summarising the findings of the survey, drawing conclusions about the current
state of the art in PIR, and highlighting the open research directions that are to be addressed in

this thesis.

Chapter Three presents the design of the research conducted in this study. The chapter builds on
the lessons learnt from the state-of-the-art survey and outlines the design of the theoretical
approach proposed to meet the objectives of the thesis. The chapter discusses the elements of
the solution which involves designing user models that reflect the aspect of multilinguality and
search personalisation algorithms that cater for multilinguality. The chapter then proposes a
framework for the delivery and evaluation of PMIR which harnesses all the elements of the
solution. This involves a discussion of the PMIR process and workflow, and a discussion of

design considerations for the framework.

In Chapter Four, an implementation of the PMIR framework and the personalisation algorithms
proposed in this thesis is discussed. The discussion of the framework involves explaining
implementation details concerning its various components and highlighting how the design
requirements stated in Chapter Three guided the implementation process. The discussion of the
algorithms involves the pseudo-code and the details of user-model construction, query

adaptation, and result adaptation algorithms.



Chapter Five presents the evaluation carried out for this study. The chapter discusses the setup
and the outcomes of the experiments. The chapter first presents the results of the industry case
study which shows the usefulness of MIR in realistic customer support scenarios. It then
discusses the findings of the investigation of users’ search behaviour which involved analysing
a dataset of multilingual search logs. Following from the preliminary investigation, the chapter
presents the outcome of an exploratory experiment that demonstrates the efficacy of
incorporating the attribute of language (user’s language and content’s language) in the process
of personalising search results. The chapter then discusses a set of experiments for quantitative
evaluation of the effectiveness of a number of proposed PMIR algorithms applied in
conjunction with various user model representations. The experiments compare the
improvements achieved by the various personalisation approaches with respect to users coming
from different linguistic backgrounds. Finally, the chapter reports qualitative evaluation of the
usability of the PMIR system and the users’ perception of the multilingual search results

presented to them (in terms of relevance and quality of translation).

This thesis is concluded in Chapter Six which provides a summary of the key contributions of
this study, a discussion of how the objectives are met and how the research question is

answered, and a discussion of future work that may be carried forward from the thesis.

Each chapter, and the sections thereof, address one or more of the research challenges stated in

Section 1.2. Figure 1 shows a layout of the challenges and where they are addressed in the

thesis.

Chapter 2
Chapter 3

Chapter 5 (sections 5.2 & 5.4) 3|

Chapter 3 (section 3.4)
Chapter 4 (section 4.2) N
Chapter 5(sections 5.3 & 5.4)

Chapter 3 (section 3.5)
Chapter 4 (sections 4.3 & 4.4}  f—————nu-—-3| Challenge#4
Chapter 5 (sections 5.3 & 5.4)

Chapter 5 (section 5.5) [ ls s s

Figure 1: addressing the research challenges in the thesis
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Chapter 2: Background and State-of-the-Art

This chapter provides a state-of-the-art survey and classification of PIR literature. The review
covers a variety of personalised experimental systems and commercial systems in the fields of
monolingual IR, multilingual IR, and a number of closely related fields. The chapter also
provides a discussion of general issues related to the research areas of IR, MIR, Personalisation,
User Modelling, and AH. Finally, the chapter presents a summary of the findings of the survey

and highlights the open research directions which this thesis aims to address.

2.1 Introduction

With the enormous increase in the amount of information on the Web, there is a growing need
for systems that offer personalised services to Web users, where information is adapted to the
user’s needs in terms of content and presentation (Brusilovsky, 2001, Jameson, 2008).
Modelling user and usage information, whether on an individual user scope or community
scope, is an essential process in personalised systems. Significant research is being carried out
concerning how to gather, represent, and make use of such information for providing
personalised services on the Web (Gauch et al., 2007, Micarelli et al., 2007, Brusilovsky and
Tasso, 2004, Brajnik et al., 1987).

PIR assists users in satisfying their information needs (Micarelli et al., 2007, Steichen et al.,
2011, Agichtein et al., 2006a, Vallet et al., 2010, Teevan et al., 2010). For example, assume a
certain user is interested in critical reviews of works of literature (e.g. novels or plays) and
submits the query “A Tale of Two Cities” to a search engine. The retrieval system will then
attempt to retrieve all documents that are relevant to the query terms from the document
collection. This will return diverse documents as results for this search, such as: text excerpts
from the body of the novel, information about the film that was created based on the novel,
websites that offer to sell the novel or the film, critical reviews of the novel, information about
the author Charles Dickens, and perhaps a number of irrelevant documents or documents that
are related to another article or object that shares the same name. Therefore, users who are
specifically interested in critical reviews or analysis of the literature will have to respond by
either one of two actions: either they will have to sift through the many results that are not
relevant to their information needs in order to find the ones that are relevant to them, or they
will have to reformulate the query in order to specify their intent (e.g. submit a new query: “A
Tale of Two Cities Analytic Review”). Now if the system “knows” that a particular user is

interested in reviews of works of art, then it can adapt the result list with respect to this inferred



interest. Results that represent analytic reviews about the novel would therefore be moved to
the top of the ranked list where they would be more easily accessible to the user. This process is
referred to as result re-ranking, or more generally as result adaptation. Furthermore, the system
can adapt the original query itself, for example by automatically adding some terms to it, such
as “critique”, “criticism”, “analysis”, “analytic”, or “review”, so that more specific results could

be retrieved in the first place. This process is known in the field of IR by many terms: query

expansion, query augmentation, query modification, or more generally query adaptation.

PIR systems generally undertake three stages in order to provide their personalised service
(Gauch et al., 2007). The first stage is information gathering, where a set of mechanisms are
put in place to collect information about the users. The second stage is information
representation, where user modelling approaches and data structures are used to represent the
information that was gathered about the user. The third stage is the implementation and
execution of personalisation, where re-composition, adaptation, and recommendation

algorithms are employed to adapt the queries or the results to the users, based on their models.

This survey features a review and critical analysis of the three PIR stages. Furthermore, the
survey classifies existing PIR systems according to the various approaches exhibited in each

stage. The survey also provides a review of the different methods used to evaluate PIR systems.

The objectives of carrying out this critical review of the literature are:
1. To investigate points of strength and weakness in current approaches to PIR so as to
guide the research activity of this study.
2. To highlight open challenges in the field of PIR and why it makes sense to carry out
research that addresses those challenges.
3. To gain an insight into the whole PIR process and classify the approaches exhibited in
PIR stages in order to formalise a framework for implementing, delivering, and

evaluating PMIR services in an adequate manner.

A number of papers in the literature have carried out state-of-the-art surveys of some aspects of
PIR systems (Micarelli et al., 2007, Gauch et al., 2007, Kelly and Teevan, 2003). The survey
presented in this chapter extends existing surveys as follows:

e A novel classification of PIR systems is presented in this chapter. Systems are
categorised with respect to the scope on which personalisation is performed, namely as:
individualised personalisation, community-based personalisation, or aggregate-level
personalisation systems. Individualised personalisation is when the system’s adaptive

decisions are taken according to the information about each individual user as exhibited
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in his/her user model (Stamou and Ntoulas, 2009, Speretta and Gauch, 2005).
Community-based personalisation takes a step further from individualised
personalisation where the system’s adaptivity is performed in a collaborative manner
(Teevan et al., 2009, Sugiyama et al., 2004). This involves systems in which a model is
also constructed on a per-user basis, but where sharing of information between models
can take place. Aggregate-level personalisation refers to the notion of a system that
does not explicitly make use of a user model to represent each individual user; in which
case personalisation is guided by aggregate usage data as exhibited, for example, in
search logs (Agichtein et al., 2006b, Sun et al., 2005). This may be considered as a
special case (a wider scope) of the community-based type, but the difference is that no
user model exists per se. An in-depth discussion of this classification is provided in
Section 2.4.2.2.

e This survey comprises a review of both monolingual and multilingual PIR systems, as
opposed to other surveys that only covered monolingual systems.

* A novel classification of user models, according to their underlying data structure and
the nature of their content, is presented in Section 2.3.2.2.

e An extensive discussion of query adaptation and result adaptation techniques is
provided in Section 2.4. Furthermore, a novel classification of query adaptation
techniques is presented in Section 2.4.2.3 where the techniques are divided into user-
Socused vs. non-user-focused (i.e. personalised techniques that involve user information
in the process and non-personalised techniques that only involve information from the
queries and the document collection) and implicit vs. explicit (i.e. techniques that do
not require user intervention and ones that require a specific user action).

e This survey features a dedicated section for reviewing evaluation approaches in PIR
systems (Section 2.5), where the most important quantitative and qualitative evaluation
techniques from the fields of Information Retrieval and Adaptive Hypermedia are

discussed.

The rest of this chapter is organised as follows. Section 2.2 discusses the information gathering
stage of PIR systems where various techniques and sources are used to acquire the necessary
information on which personalisation is based. Section 2.3 discusses the information
representation stage where different data structures are used to maintain user and usage
information in PIR systems. Section 2.4 discusses the personalisation implementation and
execution stage where a variety of techniques are used for search personalisation. Section 2.5

discusses the different evaluation approaches and metrics used to evaluate PIR systems in terms



of effectiveness and usability. Finally, Section 2.6 presents the summary and conclusion of the

state-of-the-art survey.

2.2 Information Gathering

2.2.1 Overview

This section of the survey is concerned with the first stage of personalisation, which is

information gathering. A discussion is provided regarding the different sources and types of

information on which personalisation can be based, and also regarding the different approaches

to obtaining this information. The importance of discussing the information gathering stage

stems from the idea that the nature of information available for a personalised system

determines the way that the system can implement personalisation at later stages. The analysis

is carried out over three criteria: the information gathering approach, the type of information,

and the source of information. An overview of these three criteria is as follows:

Information gathering approach: the first criterion is the approach to gathering the
information. Information can be gathered in an implicit manner where it is obtained
without any extra effort from the user or in an explicit manner where the users have to
explicitly supply information to the system.

Type of information: the second criterion is the type of information gathered about the
users and their usage behaviour when interacting with the system. User information is
information collected about users themselves, such as their personal information,
demographic information, or search interests. Usage information, on the other hand, is
information recorded about the users’ interactions with systems on the Web; for
example, in the scope of Web search, this includes submitted queries, browsed pages,
annotated content, bookmarked pages, and tags. User information is traced back to a
certain user, whereas usage information may be aggregated across many users.

Source of information: the third criterion considered in this part of the analysis is the
information source. Usage information can be gathered at the server-side or at the
client-side. In addition, this criterion is also concerned with where the information is

maintained, and highlights related privacy concerns.

The following section provides a detailed review and analysis of different approaches exhibited

in PIR systems. The analysis focuses on the information gathering stage of the surveyed

systems, guided by the three criteria outlined above.



2.2.2 Review
2.2.2.1 Information Gathering Approach

Information can be gathered in an implicit or an explicit manner (Gauch et al., 2007). In the
implicit method, information is gathered unobtrusively, without any additional effort from the
user. This is typically the case when a system keeps track of the user’s search history in terms
of submitted queries and clicked results (Stamou and Ntoulas, 2009, Gao et al., 2007, Smyth
and Balfe, 2006, Speretta and Gauch, 2005). This also includes processing any stored user
documents or items (e.g. emails, calendar items, etc.) (Chirita et al., 2007, Agichtein et al.,
20064, Teevan et al., 2005), or harvesting information from the user’s interactions with social
applications (e.g. social networks, social tagging applications, blogs, etc.) (Vallet et al., 2010,
Carman et al., 2008). The implicit method attempts to automatically infer user’s interests or

context of use from the processed logs or user items.

In the explicit method, the users themselves have to supply information to the system, whether
positive or negative. This can take the form of a user providing the system with an initial
specification of interests or “non-interests™ (Micarelli and Sciarrone, 2004), providing positive
or negative relevance feedback about retrieved documents (Chen and Sycara, 1998, Asnicar and
Tasso, 1997, Harman, 1992b), or scrutinising (inspecting and modifying) the information that
the system has learnt about the user so far (Psarras and Jose, 2006, Micarelli and Sciarrone,
2004, Pitkow et al., 2002). Concerns regarding the explicit method are that users may not wish
to exert the extra time or effort to supply the information to the system and that users may
sometimes input inconsistent or incorrect information (Budzik and Hammond, 2000, Carroll
and Rosson, 1987). Some systems, such as the Outride system presented in (Pitkow et al.,

2002), gather user and usage information in a mixed approach of implicit and explicit methods.

A good example of systems that depend on the explicit approach for gathering various
information is the WIFS system (Micarelli and Sciarrone, 2004), which is a PIR system that
operates on the domain of computer science literature. In WIFS, the system initially learns the
user’s interests through an interview form that is used when the user first registers with the
system. The form allows the user to explicitly specify his/her degree of interest in different
computer science topics on a scale from -10 to +10 (i.e. very irrelevant to very relevant).
Moreover, the user can provide explicit relevance feedback about viewed documents on the
same scale. Upon the user’s feedback, the terms in the rated document are processed by the
system which affects the user model by the alteration of interest weights, the removal of

interests, or the insertion of new interests in the user model. Finally, the user model can be

15



scrutinised where the user is allowed to inspect and modify the inferred interests and their

weights.

It is necessary, at this point in the chapter, to clarify the notion of what is deemed an implicit
method and what is deemed an explicit method. To a certain extent an implicit method partially
entails an action on the user’s behalf, such as clicking on a result’s link (in the case of learning
from clickthrough history). However, this type of gathering user information is deemed as
implicit because it does not require that users perform any additional activities other than the
ones they would normally carry out during a search session. Likewise, an explicit method
partially entails some form of automatic processing either before or after the user’s action. For
example, if the user is asked to provide explicit relevance feedback to the system by marking
one of the results as relevant, then the next step would be that the system automatically
processes the document to extract its keywords and append them to the user’s interests.
Nevertheless, this would still be deemed as an explicit method because it involved some extra

activity by the user that is specifically carried out for obtaining information that would assist in

the personalisation process.

2.2.2.2 Type of Information

The type of information gathered by a system, whether user or usage information, influences
how a system can personalise its service. User information is usually in the form of personal or
demographic information such as the user’s name, age, language, or country. User information
may also include the user’s job title, job description, or competency. Usage information exists
in many forms, including queries that the user submitted to the search system, clicked results
and their snippets (titles and summaries of documents), full browsing activity', and dwell time’
on clicked documents. User and usage information also include information that can be
obtained from external resources (i.e. from resources other than the search system itself), such

as the user’s emails, calendar items, and stored desktop documents on the user’s machine.

A number of systems in the literature only keep track of clickthrough behaviour, which
comprises submitted queries and clicked documents (Smyth and Balfe, 2006, Stamou and
Ntoulas, 2009, Cui et al., 2003, Qiu and Cho, 2006). Other systems extend this information by
also logging the text from the snippets (titles and summaries) of clicked results (Yin et al.,

2009, Psarras and Jose, 2006, Ruvini, 2003, Shen et al., 2005). Snippets are regarded by several

' Browsing activity comprises URLs clicked from the result list and any pages followed afterwards,

along with other browsing-related information
2 Dwell time is the estimated time that the user has spent viewing a document
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studies as query-focused summaries of documents and are therefore used to extract interest
terms that are relevant to the context of the query. For instance, the MiSearch system (Speretta
and Gauch, 2005) maintains snippet information with the aim of comparing the effectiveness of
a user model where terms are obtained only from submitted queries to one where terms are

obtained from snippets of clicked documents.

The majority of PIR systems maintain monolingual search logs, and relatively few operate on a
multilingual level. An example of multilingual PIR systems is the cross-language search system
described in (Gao et al., 2007) where the authors extend the logged information by keeping
track of queries submitted in different languages. They are motivated by the idea that in the
same period of time, many users from different language backgrounds will share similar
information needs. Thus, similar queries in different languages will exist in the logs, which can
be used for personalised cross-language search. This kind of personalisation, however, is
performed on the aggregate-level (macro level) of the cohort of user queries and not in an

individualised manner (i.e. not per user).

A number of systems in the literature gather a richer set of information about usage behaviour.
For example, in the OBIWAN system (Pretschner and Gauch, 1999) cached Web pages on the
user’s machine and their estimated dwell time are analysed in order to determine the user’s
interests. Another example is (Teevan et al., 2005) where the authors gather information about
the user’s queries, visited Web pages, emails, calendar items, and stored desktop documents.
These studies are motivated by the notion that a richer set of user information contributes

towards a more complete view of the user’s context, which will improve personalisation.

2.2.2.3 Source of Information

The amount of information available for PIR systems varies depending on the sources or
repositories from which information is obtained. Moreover, where the gathered or processed
information is maintained also has an effect on the personalisation process in terms of when
and where the information is available to be employed for personalisation. Furthermore,
privacy concerns are raised concerning where the information will be stored and how it will be

used (Kobsa, 2007b).

Usage information can be obtained from the server-side where the user’s interactions with the
system are logged. Several research studies (Yin et al., 2009, Qiu and Cho, 2006, Psarras and

Jose, 2006, Speretta and Gauch, 2005, Liu et al., 2004) and numerous live systems on the Web,



such as Google', Bing?, Yahoo', Facebook', and del.icio.us”, maintain and process the history of
users’ interactions with the system at the server-side. One drawback of this approach, however,
is that it may sometimes raise privacy concerns for the users. Nevertheless, this approach is

used by the majority of commercial systems on the Web and these systems have managed to

attract a large user base.

A number of studies in the literature, while maintaining information at the server-side, took into
consideration the privacy aspect. For example, in the [-SPY system (Smyth and Balfe, 2006),
the authors argue that no user identification or personal details should be logged among the data
at the server in order to preserve the anonymity of the user. This is believed to provide a certain
comforting degree of privacy to the users of the system. The authors call this kind of
personalisation anonymous personalisation. However, the problem with this anonymous
approach is that it limits the possibilities of individualised personalisation, as it has to be

performed at the aggregate level of behaviour of the search users.

Usage information can also be gathered at the client-side. The advantage of gathering
information at the client-side, compared to server-side logging, is that it allows for a richer set
of information to be collected about user interactions and behaviour. For example, the
exploration of information at the client-side gives opportunity for analysing the full browsing
activity of the user which extends to pages that the user viewed after abandoning the search
interface. This is done by accessing the browser’s cache or by using software tools that are
installed on the client’s machine (e.g. browser plug-ins). Examples of such systems are (Stamou

and Ntoulas, 2009, Chirita et al., 2007, Teevan et al., 2005, Shen et al., 2005, Pretschner and
Gauch, 1999).

Another advantage of systems that maintain information at the client-side is that they offer a
certain degree of privacy to their users by guaranteeing that user information will not be
submitted to a remote server. However, some client-side systems lack this advantage as they
submit the collected information to the server for further processing. Examples of such systems

are presented in (Agichtein et al., 2006a, Sugiyama et al., 2004, Stefani and Strapparava, 1999).

" http://www.google.com

? http://www.bing.com

? http://www.yahoo.com

* http://www.facebook.com
* http://www.delicious.com



2.2.3 Summary and Discussion of Information Gathering

The previous section reviewed existing approaches to information gathering in PIR systems.

Table 1 offers a summarised view of these approaches along with publication examples.

Table 1: summary of information gathering approaches

InfoRREe Source of Example
g;g‘rz';:g Aypeotintaimation Information Publications
Yin et al. 2009, Smyth
’ d and Balfe 2006, Qiu and
Implicit S:ienié %';Ccklfcigg‘;‘é@f;t; O | Serverside | Cho 2006, Speretta and
PP Gauch 2005, Cui et al.
2003, Ruvini 2003
Implicit Quc;r;edscllr:ccli(léf:rdegctdﬁs:gges Server-side Gao et al. 2007
e Queries, clicked documents, or : : Stamou and Ntoulas
Impleit snippets of clicked documents s 2009, Shen et al. 2005
Queries, clicked and cached Chirita et al. 2007,
o web pages, dwell time on pages, ; : Teevan et al. 2005,
Ll desktop documents, emails, or Client-side Pretschner and Gauch
calendar items 1999
. . Client-side Agichtein et al. 2006
Queries, clicked and cached : . ; ;
Implicit web pages, dwell time on pages, (mformatuon Suglyama gual200%
or other usage features submitted to | Stefani and Strapparava
server) 1999
. Vallet et al. 2010, Carmel
Implicit | 1298 asnodcgfg"m,ig‘t?o%’; online | server-side |  etal 2009, Xu et al.
PP 2008, Carman et al. 2008
Queries, clicked documents, and :
Implicit & user supplied information S:rr]\éelrj—ssge Ejaertr:: 3%%“:0;?”(2 o?A(/JGe,t
Explicit (e.g. user can scrutinise model ; : i 2
or specify categories) intervention al. 2002
User's categorical interests, and
user supplied information Client-side Micarelli and Sciarrone
Explicit (e.g. user can provide explicit and user 2004, Chen and Sycara
relevance feedback or scrutinise | intervention 1998
the model)

It should be noted that there is a high tendency in more recent literature towards the use of
implicit methods for information gathering. Three reasons may be given for this tendency. The
first is that users have shown to be generally reluctant to provide explicit feedback to systems
(Gauch et al., 2007, Carroll and Rosson, 1987). In other words, it has been shown that users
dislike the idea of having to exert the extra time or effort required to explicitly supply
information to a system; they would prefer to see that the system is correctly “guessing” what
kind of information they need instead of them having to specify their needs or clarify their
intentions to the system explicitly (Budzik and Hammond, 2000). The second reason is that
some studies, such as (White et al., 2002), have shown that personalised systems can equally

benefit from implicitly gathered information as from explicitly gathered information. The third



reason is that implicit feedback generates masses of data, far more than could be gathered by
explicit feedback. All this has encouraged many systems to make use of search history for IR
personalisation. The PMIR framework proposed in this thesis mainly uses the implicit
approach to information gathering (i.e. analysing search history) and, in addition, also

gathers basic demographic information about the users when they sign-up with the

system.

The controversial decision of whether systems should collect and maintain information at the
server-side or at the client side has two dimensions: the functional dimension and the privacy
dimension. With respect to the functional dimension, the advantages of client-side monitoring
are: (1) the availability of a richer set of information that is beyond the reach of a server-side
system; and (2) part of the system’s burden of processing information (computing resources) is
taken away from the server. However, the drawbacks of client-side systems are: (1) they
usually require the installation of a certain application or plug-in at the client’s machine, either
to monitor or to process data, which some users may reject; (2) logged information is not
available or not complete if the user uses the system from multiple machines; and (3) it would
not be possible for the system to perform any collaborative or collective processing over all the
user models and usage information, which is the kind of processing that many search engines
need to do in order to draw conclusions about popular and high quality pages that receive many
hits (views). The PMIR framework proposed in this thesis collects and maintains search
logs at the server-side; in addition to the aforementioned advantages of the server-side
approach, the nature of the experiments carried out in this study mandates that the usage

information be available for analysis for the sake of evaluation and research.
2.3 Information Representation

2.3.1 Overview

This section is concerned with the second stage of PIR systems, which involves the storage and
representation of the information that was gathered in the first stage. In many systems, a user
model is constructed in order to represent the user’s interests in an individualised manner.
However, some personalised retrieval systems maintain an aggregate representation of users’
preferences and general usage behaviour. This kind of collective information is used for
personalisation across the cohort of aggregated users. In this survey, both kinds of systems are
covered, with a more in-depth analysis of the former systems (i.e. the ones involving an

individualised user model). Moreover, this section also discusses systems where a thesaurus or
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a knowledge source was used to organise the representation of the gathered information.

Finally, this section discusses the different mechanisms that are used to update the information

maintained by PIR systems.

Gaining an insight into the information representation stage is important because it explores the

nature and structure of user models that are a core part of many personalised systems.

Furthermore, it gives way to understanding how query and result adaptation are performed, as

both are closely dependent on the type of information maintained by the system (details of

query and result adaptation will be discussed in Section 2.4).

The analysis presented in this section is carried out over the following three criteria:

Existence of an individualised user model and scope of interests: the first criterion
examined in this part of the analysis is concerned with systems which make use of an
individualised user model and the scope of user interests maintained by the model (i.e.
short-term or long term interest). Hereafter, the term individualised user model will be
used to refer to the notion of the explicit existence of a user model in a system,
regardless of the approach by which the model’s information was gathered (be it
explicitly or implicitly).

Usage information / user model representation: the second criterion, which can be
regarded as the most important criterion of this section, is concerned with how user and
usage information is represented. This involves both systems which make use of
individualised user models and systems that represent information on an aggregate
level.

Dynamism of user model and information update scheme: the third criterion over
which systems are discussed in this section is the degree of dynamism of the
information stored in the user model and the mechanisms in place for updating this
information. The information stored in the user model could be static, such as personal
characteristics or demographic user information (which are rather permanent), or

dynamic, such as the user’s interests (which usually evolve with time).

The literature analysis presented in the following section goes through the information

representation stage of the surveyed systems according to the three criteria outlined above.

21



2.3.2 Review
2.3.2.1 Existence of an Individualised User Model and Scope of Interests

A key component in many PIR systems is the user model which maintains the user’s
information on an individualised level, especially the terms that represent the user’s search

interests. These interests could be long-term or short-term interests.

In the context of IR systems, long-term interests are regarded as persistent interests that can be
exhibited in the user’s search history on the long run. Inferring these interests from past
searches can help in enhancing similar future searches (Qiu and Cho, 2006, Speretta and
Gauch, 2005, Psarras and Jose, 2006, Liu et al., 2004, Pretschner and Gauch, 1999). This is
done by analysing the text of the user’s queries and the clicked documents (or their snippets)
and extracting key terms from them, for example by selecting the most frequently appearing
terms. Interest terms are then used for adapting future queries or their results so that documents
that are more relevant to the user are retrieved and displayed to the user at higher ranks. Besides
harvesting interest terms from queries and clicked documents, some systems infer the users’

long-term interests from their desktop documents, emails, or calendar items (Chirita et al.,

2007, Teevan et al., 2005).

Short-term interests are regarded as ephemeral interests that are usually satisfied by a few ad-
hoc searches in a relatively shorter period of time (typically, one search session). Short-term
interests are usually harvested from submitted queries and retrieved documents within one

search session and used to personalise the search immediately within that search session

(Ruvini, 2003, Shen et al., 2005).

Some systems perform personalisation based on both long-term and short-term interests
(Stamou and Ntoulas, 2009, Sugiyama et al., 2004). A good example is (Sugiyama et al., 2004)
where the user’s full browsing activity is monitored in a live manner. This enables the system
to deduce both short-term and long-term user interests from terms available in the browsed
Web pages. The two scopes of interests are stored separately in the user model. The TF.IDF'
weighting scheme (Baeza-Yates and Ribeiro-Neto, 2011) is used to assign weights to the terms
in order to depict different degrees of user’s interest. The short-term interests are implicitly
updated whenever the user clicks on a document and are thus immediately employed for

personalisation in the current search session. Long-term interests, and their weights, are also

' Term frequency multiplied by inverse document frequency
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updated when the user clicks on documents, but the difference is that long-term interests are
subject to a periodic weight-decaying mechanism that reduces term weights over time. This
leads, in the long-run, to preserving only persistent interests that frequently appear in the user’s
browsing history. Mechanisms for updating user models are discussed in more detail in

subsection 2.3.2.3.
2.3.2.2 Usage Information / User Model Representation

Various techniques and data structures can be used to represent user and usage information in
PIR systems. This section starts by providing a discussion of the techniques used in systems
that made use of an individualised user model. The discussion also involves knowledge sources
that are sometimes used as the basis for representing users’ interests. The section then moves on
to discussing systems where usage information was represented at an aggregate level (i.e.

without the use of an individualised user model).

In this study, user models which represent the user’s interests are classified with respect to two
dimensions: data structure and content. The data structure dimension is concerned with the
underlying storage mechanism used to represent interest terms in the model. This can either be
a vector-based model or a semantic network-based model. The content dimension is concerned
with the nature of the terms maintained in the user model. The terms can either be words that
are mined from user/usage information or conceptual terms (categorical terms) that are drawn
from a knowledge source. The following review discusses the details of each of these types of
user models and a summarised classification is shown in Table 2. This classification is an

extension to the classification reported in (Gauch et al., 2007).

Table 2: classification of user models

Content: Terms Conceptual Terms
Structure
models where user’s interests models where user’s interests
Vector-based are maintained in a vector of are maintained in a vector of
weighted keywords weighted concepts
models where user’s interests Models where user’s interests
Semantic network- are maintained in a network are maintained in a network
based structure of terms and related structure of concepts and
terms related concepts

A vector-based user model is made up of a feature vector, which is a vector of terms and
associated weights. The weights can be determined, for example, using a term weighting

scheme such as TF, TF.IDF, or BM25 (a.k.a. Okapi BM25) (Baeza-Yates and Ribeiro-Neto,
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2011, Robertson et al., 1995). One way to represent the terms in the model is by using words or

phrases that are mined from user or usage information.

Vector-based user models may be composed of one or more vectors. For example, in (Shen et
al., 2005) and (Ruvini, 2003) only one vector was used to store the user’s short-term interests.
In (Sugiyama et al., 2004), two vectors were used; one for short-term and one for long-term
interests. Gathering interest terms together in one vector may be appropriate for maintaining
short-term interests, but perhaps not for long-term interests. This is because a short-term vector
would naturally comprise fewer terms than a long-term vector as it is usually created for one
search session. This is in contrast to a long-term vector where terms are continuously
accumulated with every new search that the user performs. This may eventually lead to a noisy
ocean of terms (i.e. a single vector that contains a wide variety of un-clustered terms) which
may be ineffective to use for personalisation. To avoid this effect, some systems such as the
systems described in (Psarras and Jose, 2006) and (Chen and Sycara, 1998) represented the
user’s long-term interests using multiple vectors; one vector per interest cluster. In such a case,

terms are usually grouped together under un-labelled clusters using unsupervised text clustering

techniques (Witten et al., 2011).

An example of how words or phrases are harvested from search history and how they are used
to populate a vector-based user model is illustrated in (Chen and Sycara, 1998). The system
builds a vector-based user model which comprises multiple vectors of interest. The terms in the
vectors are weighted using the TF.IDF scheme. Interest terms are extracted from documents
which the user has explicitly marked as relevant, where each vector in the model corresponds to
important keywords obtained from a single document. The full text of the document is not
actually used for term extraction, rather only terms which are in the query's context'. If a certain
maximum number of vectors in the model is exceeded, then the terms from the two most
similar vectors are combined together in one vector. The benefit of this approach is that, over

time, similar terms will become clustered together in the model.

Another way to represent the terms in a user model is by using conceptual terms. When
conceptual terms are used in a vector-based user model it is commonly known as a concept-
based user model. In this kind of model, the user’s interests are represented by categorical

terms that are drawn from some sort of knowledge source. Knowledge sources could be in the

form of any of the following:

! Terms that surround the query terms in the document, extending for example to five words before
and five words after each query term
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e Domain models that are developed by human domain-experts such as databases of
domain-specific terminologies.

e General knowledge repositories developed by human contributors such as Wikipedia'.

e Web taxonomies or concept hierarchies such as ODP’.

e Rich ontologies such as SUMO".

e Thesauri such as WordNet' (although thesauri might not be regarded as knowledge
sources in the formal meaning, they are considered as rich sources of linguistic and
semantic language knowledge, and therefore are sometimes used to organise the terms
in the model).

The use of conceptual or categorical terms in concept-based user models serves to organise the
user’s interests with respect to the common terms used in a domain. The combination of a
knowledge source with a user model is also known as an overlay model (Brusilovsky and

Millan, 2007).

In MiSearch (Speretta and Gauch, 2005) two alternative vector-based user models are proposed
to represent the user’s long-term interests. The first comprises concepts extracted from the
user’s queries, and the second comprises concepts extracted from the snippets of clicked
documents. Each user model is made up of multiple vectors; one per interest category. Both
user models represent their categories and concepts based on the ODP hierarchy. The study
concludes that the two kinds of user models are equally capable of modelling the user’s
interests. A number of other systems also represented their vector-based user models using

concepts from the ODP hierarchy (Qiu and Cho, 2006, Liu et al., 2004, Pitkow et al., 2002).

Another example of concept hierarchies that were used for constructing user models was the
Magellan® concept hierarchy which was used in the OBIWAN system (Pretschner and Gauch,
1999) to represent the user’s long-term interests. The TF.IDF weighting scheme was used to
weight the concepts stored in the user model and the document terms from which the concepts

were extracted. Similarities between documents and the user model were computed using

cosine similarity.

User models can be represented using a semantic network structure. In this case the model is

made up of nodes and associated nodes that capture terms and their semantically-related or co-

" http://www.wikipedia.org/
? Open Directory Project: http://www.dmoz.org
* Suggested Upper Merged Ontology: http://www.ontologyportal.org/

* http://wordnet.princeton.edu/
* Magellan was a project associated with the Excite search engine. According to (Gauch et al., 2007),

when Magellan ceased to exist, the authors of OBIWAN switched to ODP
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occurring terms respectively. Weights can be assigned to the nodes, their associated nodes, and
the links between them. A key feature of semantic network-based models is that they can model
the relationship between a key term or concept and its associated terms (e.g. synonymous terms
or co-occurring terms in a document collection). The mapping between terms and related terms
can be achieved using a thesaurus or a domain model. For example, the SitelF system (Stefani
and Strapparava, 1998) uses WordNet to obtain semantic similarity between words (e.g.
synonyms). A main node holds a weighted term that represents a user’s interest. The terms
come from documents that were clicked by the user. Moreover, semantically related terms to
the main term are obtained from WordNet and stored into associated nodes. The associated
nodes are connected to the main nodes using weighted links. The link weights represent the
frequency of appearance of the associated terms with the main term in a document. Another
example is the user model used in the WIFS system (Micarelli and Sciarrone, 2004) which is, in

part, based on a semantic network representation.

Some studies performed search personalisation on an aggregate level. Aggregate
personalisation involves the utilisation of usage information in a collective manner where the
search process is adapted to the needs of the many rather than the specific needs of the
individual. In these studies, no user model is used for storing interests; rather, a general
representation of usage information is used. For example, the I-SPY system (Smyth and Balfe,
2006) keeps track of all users’ queries and their clicked documents in a matrix called the hit
matrix. The rows of the matrix represent the queries and the columns represent the documents
(document identifiers). A cell in the matrix holds the number of times that the designated
document was clicked for the corresponding query. This representation can be thought of as
storage of query-document pairs along with their click frequency (hits). Click frequencies are

used by the system for assigning higher ranks for frequently clicked documents in the list of

retrieved results to a common query.

Similarly, in (Agichtein et al., 2006a) aggregate usage information was maintained in the form
of query-document pairs in a model called the Implicit Feedback Model. However, the model
stored a richer set of information about each pair. The model, which is represented in a vector-
based manner, comprised a wide range of query-document aspects, such as clickthrough
information (e.g. tracking the document’s click frequency in relation to the click frequency of
other documents that appeared higher or lower in the ranked result list), browsing information
(e.g. average page dwell time), and textual information (e.g. overlap between the query terms

and the terms of the document’s URL, title, and snippet).
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The authors in (Gao et al., 2007) also process pairs of queries and documents but with the aim
of deducing the degree of similarity between queries of different languages. The goal is to
improve cross-language search by keeping records of queries and candidate similar queries

from other languages that could be used for cross-lingual query suggestions.

The work reported in (Yin et al., 2009) is also motivated by the idea that query logs reflect the
wisdom of the crowds, where users may seek the same information using different queries.
Queries and clicked documents are represented using a Query-URL graph. The Query-URL
graph is a bipartite graph where the first set of vertices represents the queries and the second set
represents the documents. The edges connecting the vertices of the two sets represent
clickthrough information. The random walk algorithm is applied on the graph, which generates
probabilities between queries, where higher probabilities reflect higher query similarities. These
similarities are then used to improve future searches by query adaptation. A limitation that was
addressed in the study was that the random walk algorithm does not work well with queries for
which no results were clicked. This challenge was overcome by textually comparing such
queries with all other queries in the logs (using cosine similarity) to find ones that can be

deemed similar.
2.3.2.3 Dynamism of user model and information update scheme

Some user models are static, while others are dynamic in nature (Golemati et al., 2007, Hothi
and Hall, 1998, Rich, 1983). Static user models are ones that maintain user information that is
less likely to change over time and are therefore not subject to continuous updates. Examples of
static information are personal characteristics, background knowledge, and demographic
information. Maintaining static information allows PIR systems to group users into stereotypes
and make high-level personalisation decision (e.g. localise the system’s GUI based on the
user’s language, or adapt some of the services based on the user’s geographic location).
Dynamic user models, on the other hand, are ones that keep track of information that evolves
over time. For example, models that maintain short-term user interests are usually created on-
the-fly and are updated frequently over the span of the user’s search session. Long-term
interests can be considered as dynamic information as well if the system has a revision or
update mechanism for them in place (e.g. increasing or decreasing the weights of the interests
on a periodic basis, or adding new interests). More user-focused personalisation decisions can

be made when the system maintains dynamic information; decisions that cater for the current

user’s context and interests.
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Many PIR systems implement update mechanisms in order to ensure that they maintain
accurate and up to date information about the user. This mechanism can be triggered upon a
certain user action, such as a click on a document or the provision of explicit relevance
feedback about a document (Shen et al., 2005, Sugiyama et al., 2004, Ruvini, 2003, Chen and
Sycara, 1998); at which point, information can be updated on-the-fly and the newly available
information may be immediately employed for personalisation in the current search session.
Update procedures can also be invoked by configuring the system to periodically revise the
weights of learnt interests; a mechanism known as decaying or aging (Micarelli and Sciarrone,

2004, Stefani and Strapparava, 1998, Asnicar and Tasso, 1997).

In systems where personalisation is based on short-term interests, the update mechanism may
be invoked several times within the same search session. This is to ensure that any new piece of
information that becomes available, following a user action, would reflect in the model and
would be immediately employed for personalisation. For example, in (Ruvini, 2003) the model
only keeps track of the user's current interests for a given query and the results browsed for it.
That is, for every new query submitted by the user a new user model is created and is
continuously updated as the user clicks on results. An insight into this updating mechanism can
be gained by having a closer look at the system; the personalised search system is wrapped
around the Google search engine and is mainly intended for use on limited-display devices (e.g.
mobile phones) where only a small number of results can be displayed per page. A supervised
machine learning approach (Support Vector Machines) is used to construct and update the
model where a text classifier is trained on features extracted from the snippets of clicked result.
The classifier operated under the assumption that clicked results are positive examples (of what
is relevant to the user) and unclicked results are considered negative examples. When the user
clicks on a result from the displayed page of results, the positive and negative examples are
passed to the classifier to form a model of user's interests. Then, behind the scenes, the same
query is re-submitted to Google and the top-N retrieved results are passed to the classifier to be
labelled. Two groups of results are then formed; one for relevant result and one for non-relevant
results. The ranking of Google is preserved for the results within each group. The user then
actually avails of personalised results when s/he clicks to view the next result page. On the new

page, a set of previously unseen results is displayed, where relevant results are displayed above

non-relevant ones.

An example of updating schemes implemented in systems where usage information was
maintained at an aggregate level can be found in the I-SPY system (Smyth and Balfe, 2006). In
I-SPY, where a matrix was used to represent hits with respect to query-document pairs, two

update issues were discussed by the authors: (1) documents that were indexed by the system at
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earlier times will tend to have higher click frequencies than more recent ones, which may cause
their rank to be higher even if more recent documents are more relevant to a given query; and
(2) documents could be removed from the Web, thus leaving erroneous entries in the
documents index. These issues were addressed by implementing two update schemes: first, the
hit values (click frequencies) are reduced over time, and second, a garbage collection

mechanism is run periodically to verify that indexed documents still exist on the Web.

2.3.3 Summary and Discussion of Information Representation

The previous section provided a review and analysis of how information is represented in
different PIR systems. Table 3 provides a condensed view of the approaches discussed in this

section.

Table 3: summary of information representation approaches

Existence of . Use of Dynamism of
User Model Usalg:;r:f;gg::lon Thesaurus or | User Model and Example
and Scope Hettaanctetion Knowledge Information Publications
of Interests p Source Update Scheme
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Yes, long- Web page that is
term and Vectorr-nb:dseld il N browsed by the Sugiyama et
short-term ” ?d o user. al. 2004
interests (SyCs) & Periodic
decaying of
interests.
Static+Dynamic:
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e Chirita et al.
relevance 2007
Yes, long- Vector-based user feedback for a !
Teevan et al.
term model No document, or
int t ’ d b S 2005, Chen
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construction
1998
process can be
repeated when
needed
Qiu and Cho
‘ e 20086,
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and Gauch
1999
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The literature analysis reveals that relatively few PIR studies performed personalisation based

only on short-term user interests. The benefit of keeping track of the user’s short-term interests

is that it accounts for the user’s ad-hoc information needs and allows systems to perform

personalisation on-the-fly (Ruvini, 2003, Shen et al., 2005). To this end, the authors in (Shen et

al., 2005) argue that the majority of the user’s searches come from ad-hoc information needs

which are usually satisfied by a small number of searches. Thus, they conclude that

personalisation should target the scope of short-term user interests.

However, a concern that is associated with performing personalisation based only on short-term

user interests (i.e. operating only on information obtained from the current search session) is

that very little information is available to base the personalisation decisions on. For example,
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the analysis carried out in (Jansen et al., 2000) gives an idea of how limited the information
from one search session could be. The analysis shows that the average number of queries per
session is 1.6 queries and that the average number of results clicked in a session is
approximately 2.4 results. Following on this, the large-scale PIR study conducted by (Teevan et
al., 2005) shows that the amount of user and usage information available indeed affects the

degree to which personalisation can be effective.

The success reported by the rather contradicting studies in the literature (concerning the use of
short-term vs. long-term interests) may actually suggest that a good practice would be to
combine evidence from both scopes of interests to personalise the user’s searches. This can be
achieved by partially basing personalisation decisions on short-term interests, yet relying on
long-term interests when it makes sense to do so. This combined approach was shown to be

useful in a number of studies such as (Stamou and Ntoulas, 2009) and (Sugiyama et al., 2004).

The PMIR framework proposed in this thesis follows on the combined approach that
keeps track of both the short-term and long-term search interests in the user model. This
is achieved by continuously updating the user model in the framework with evidence from
every new search that the user performs. Furthermore, the PMIR framework adopts the
technique of representing the user’s interests as keywords using multiple clusters of interests.
Thus, the vector-based representation is used as the underlying structure of the user model. The
user models proposed in this thesis are partially based on the user models presented in (Speretta

and Gauch, 2005) and (Chen and Sycara, 1998).

It should be noted that the use of individualised user models in PIR was mostly investigated for
monolingual PIR systems (especially for English, probably due to its inherent popularity). In a
multilingual world, information that is relevant to the user’s information need may exist in
languages other than the language that the user used to query the system. With the advent in
automatic translation techniques, users can access documents that are beyond their native
language. Furthermore, a proportion of the users may very well be familiar with multiple
languages and are able to comprehend documents in those languages. A key contribution of
the study carried out for this thesis is taking into consideration that both the users and/or
the content can be multilingual. The study investigates the effectiveness of the
multilingual approach to search personalisation, and especially how to construct user

models that depict the attributes and interests of a multilingual search user.
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2.4 Personalisation Implementation and Execution

2.4.1 Overview

This section focuses on the implementation and execution of the personalisation process.
Personalisation in PIR systems is generally performed by adapting the query and/or the results.
Adaptation can either target specific individualised user needs, or target common needs of

groups of users. This section also discusses the types of services provided by the reviewed

systems.

As this section explores the details of how personalisation is implemented and executed in
different systems, it can thus be regarded as the core part of this state-of-the-art survey. The
analysis presented in this section is carried out over three criteria: the system’s type, the
personalisation scope, and the personalisation approach. The following is an overview of these
three criteria.

e Type of service: the first criterion is concerned with the domain or the type of IR
service that a system offers, such as monolingual Web search, multilingual Web search,
personalised news, eLearning, etc.

e Personalisation scope: the second criterion is the scope on which personalisation is
performed. This survey classifies PIR systems according to the scope of personalisation
into three categories: individualised scope, community scope, and aggregate scope.

e Personalisation approach: the third, and most important, criterion in this part of the
analysis is how personalisation is performed. This can be by query adaptation, result

adaptation, or both.

2.4.2 Review

2.4.2.1 Type of Service

This section discusses the types of services provided by a variety of PIR systems, and shows

how the aspects of personalisation offered by these systems differ based on the services they

provide.

Textual search is a prominent application of IR. Many systems presented in academic literature
and ones which are currently deployed on the Web offer search services (Vallet et al., 2010,

Stamou and Ntoulas, 2009, Yin et al., 2009, Speretta and Gauch, 2005). Some systems extend
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this to cross-language search, where a translation mechanism is used to translate the query or
the document in order to allow the retrieval of documents that are not necessarily in the same
language as the query (Nie, 2010, Oard, 2010, Gao et al., 2007, Ambati and Uppuluri, 2006,
Cao et al., 2007).

Since this section entails discussions of personalisation in cross-language search systems, it is
important at this point to give a brief account of the commonly used translation techniques.
Translation techniques generally fall under three categories: Bilingual Dictionaries, Example-
based (ak.a. Corpus-based), and Machine Translation (MT). Bilingual Dictionaries are
machine readable dictionaries that can be used to obtain multiple suggestions of translations for
a given word in a source language into a certain target language. The idea of Example-based
translation techniques is to apply statistical analysis on words or phrases in parallel or
comparable corpora in different languages to obtain probabilities of translations between them.
MT software is optimised for translating whole sentences while maintaining proper
grammatical rules and well-formed sentences in its output. Several studies have investigated
means of improving Machine Translation (MT) systems, which are widely used in the industry
and in recent research in the fields of IR and localisation (Magdy and Jones, 2011, Stroppa and

Way, 2006).

In personalised search, personalisation is often implemented by adapting the query (e.g.
automatically or semi-automatically modifying the query terms to obtain a better description of
the user’s information need), adapting the results (e.g. re-ranking the list of results so that more

relevant results are displayed higher in the list), or both. A detailed discussion of these

approaches is provided in subsection 2.4.2.3.

Some systems study the provision of a personalised search service on hand-held devices (e.g.
mobile phones). In these cases, the study considers several HCI (Human-Computer Interaction)
factors in the adaptation process. For example, in addition to investigating how to adapt the
results with respect to the user, the authors in (Ruvini, 2003), also investigate the adaptation of

result lists with respect to the limited display offered by mobile devices.

In most search systems, results are typically presented to the user in the form of a ranked list of
results. To this effect, if result adaptation takes place, it mainly involves altering the ranks of
these results in the list. However, the authors in (Steichen et al., 2009) present a different
approach to result adaptation and presentation. The authors propose a search system that
operates in an elLearning environment, where instead of displaying a typical ranked list of

results, the content of the results is dynamically re-composed to generate a tailored hypertext
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presentation. The search is performed over a closed corpus of domain-specific Web pages that
were harvested from the Web. Furthermore, the harvested Web pages were manually annotated
to indicate the level and nature of the content presented in them (e.g. introductory level
information, advanced level information, theoretical/conceptual content, technical
illustration/example, etc.). The user model contained information about the user’s prior
knowledge with respect to the learning domain and the level of the user’s experience in that
domain. This information, together with the document annotations, provided adequate

information to an adaptive engine so that it can re-structure the content of documents and

display it in a presentation-style format that suits the user.

Moreover, the authors extend the work and evaluate its application in the customer support
domain (Steichen et al., 2011). They propose a search system that is intended to assist users
who are searching for solutions to technical problems concerning a certain product. The system
performs adaptive composition of a personalised hypertext presentation based on technical
support content from heterogeneous data sources (open corpora, closed corpora, social
networking, etc.). This content comprises technical information obtained from the product's
manuals as well as user-generated content related to that product (e.g. discussion forums on the
Web). Personalisation is based on the user’s level of expertise with respect to individual
product features and the user’s query intent (e.g. “find out about product features™ or “get a
how-to”). In order to compose the result presentation, multiple versions of the query are
submitted to the retrieval component. The queries are expanded using different terms and meta-
data information obtained from the domain and content models. The results retrieved for these

queries are then re-composed according to the user information and query intent.

A number of systems offer personalised news services. In such systems, personalisation is
concerned with “guessing” which pieces of news would be of interest to a particular user. For
example, the PersoNews system described in (Katakis et al., 2009) disseminates RSS-feed news
items to users based on their interests. Machine learning techniques are used to learn the users’
interests based on the kind of news feeds that they subscribe to and the news items that they
explicitly mark as relevant. The learnt interests are used to filter out news that is not relevant to
the user. Another example is the WebMate system (Chen and Sycara, 1998) which also
operates on the news domain. WebMate offers two services to its users: searching on news

corpora (retrieval of information) and filtering news items according to the user’s interests

(filtering of information).
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The area of Information Filtering (IF) (Belkin and Croft, 1992, Oard, 1997) is closely related to
IR. Yet, there are a number of differences that distinguish between the two areas (Hanani et al.,
2001, Belkin and Croft, 1992, Brusilovsky and Tasso, 2004). First, IR systems are generally
intended for ad-hoc information needs, while IF systems are intended for persistent information
needs that are exhibited on the long-run. Second, in IR, information needs are represented as
queries, while in IF, the user models themselves can be considered as the representation of the
user’s information need. Third, the purpose of IR systems is to locate information, while the

general purpose of [F systems is to disseminate information.

It may be deduced from the argument above that PIR based on user’s long-term interests is
essentially IF. Yet, with respect to the analysis and scope of this survey, the thin line that
separates the two is how information is sought. The analysis in this PIR survey is concerned
with search systems where the initial action in the information seeking process is the user
submitting a query to the system with the aim of satisfying an information need (be it
ephemeral or persistent). On the other hand, IF systems are regarded as systems where there is a
dynamic flow of unsolicited information that needs to be disseminated to users. The initial
action in the IF process is thus the arrival of an incoming document. This distinctive feature
was stated in (Belkin and Croft, 1992, Hanani et al., 2001) as one of the features which
generally differentiate between IR and IF. However, given the gray area between PIR (with
long-term interests) and IF, a number of systems, such as (Chen and Sycara, 1998) provided a
combination of both services in a unified interface (i.e. a system that supports both an

information-initiated approach and a user-initiated approach to the provision of information).

The WIFS system (Micarelli and Sciarrone, 2004) is another example of systems which offered
both, a search service and a filtering service. WIFS operated on domain-specific corpora, where
the system allowed users to search for academic publications in the field of computer science,

as well as recommend publications to them based on their exhibited interests in the user model.

2.4.2.2 Personalisation Scope

Various approaches to personalisation are exhibited in PIR systems. A key distinguishing
aspect of these approaches is the level of information detail on which they operate. Some
systems operate on aggregate usage information as exhibited in search logs, while other
systems take a more fine-grained approach by operating on the scope of individual user
information. This section discusses the three scopes on which personalisation is performed,

which are individualised, community-based, and aggregate-level personalisation.
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Individualised personalisation is when the system’s adaptive decisions are taken according to
the information about each individual user as exhibited in the user model (Steichen et al., 2011,
Stamou and Ntoulas, 2009, Speretta and Gauch, 2005, Shen et al., 2005). The advantage of this
approach is that the system becomes truly personalised as it addresses the needs of a specific
user; taking into consideration this user’s individual characteristics, interests, prior knowledge,
language, country, and so on. This approach may lead to higher satisfaction degrees for the
user. Yet, one of the issues associated with the individualised approach is the fresh start
problem (a.k.a. cold start) where it is the case that a new user has just registered with the

system and there is very little or no information available about him/her to work with at that

point.

Among the challenges facing individualised personalisation, and personalisation in general, are
the effect of getting it wrong and risk vs. reward (Wade, 2009, Vassiliou et al., 2003, Espinoza
and Hook, 1995, de La Passardiere and Dufresne, 1992). As personalisation may sometimes
“go astray”, PIR systems have to take into consideration that delivering an inaccurate
personalisation service can have a profound negative effect on the user’s perception of the
system. In other words, inferences made by personalised system about their users are
essentially a “guess”; the harm of getting it wrong can be greater than the benefit of getting it
right. Moreover, some personalised systems may attempt to perform a limited form of
personalisation based on a limited, yet reliable, set of attributes and information available about
the user. In spite of such limitation, the reward of such cautious form of personalisation may be
considered sufficient —to a certain degree— to satisfy the users of the personalised service.
Performing a more aggressive form of personalisation entails a higher degree of risk, yet it
might not produce huge transformations in the personalised service; in which case, the reward
may not be worth the risk. Thus, it is important for PIR systems to investigate successful
tradeoffs for delivering the right amount of personalisation in a careful manner. It is also
important for PIR systems to take into consideration the effects that personalisation introduces
to the interface of the system; users should not be surprised or disoriented by the changes
incurred by the adaptive service. Therefore, designers of PIR systems should provide adequate

balance between the usability of the interface and the potential effectiveness of the system.

Community-based personalisation takes a step further from individualised personalisation as
information can be shared between the user models (Teevan et al., 2009, Sugiyama et al., 2004,
Mei and Church, 2008). The system’s adaptive decisions are then based on a wider scope of
users, and not just a single user. This may be the case when a system groups the users into
stereotypes (Brajnik et al., 1987) according to certain similarity criteria between their user

models; at which point the system can judge the relevance of a certain document or item to a
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user based on the information of other users who belong to the same group in a collaborative
manner. It can also be the case when information from some user models is used to determine
or alter the weights of interests in other user models. Community-based personalisation is more

prominently used in the area of Recommender Systems (Schafer et al., 2007).

The main consideration in community-based systems is how users are grouped together. This
can be done in the following ways:

e Manually pre-defining labelled groups in which users can join when they sign up with
the system. These groups can be related to topics of interests (e.g. music, sports, etc.).

e Using machine learning techniques (e.g. clustering techniques) to automatically form
clusters of users based on similarity features between their user models (e.g. textual
similarity of interest terms).

¢ Including content information, in addition to user information, when processing user
models for similarity. This is, for example, the case with content-based
recommendation systems (Pazzani and Billsus, 2007).

e Grouping users based on their demographic information (e.g. language, location, line of

work, etc.).

The authors in (Mei and Church, 2008) argue that too much personalisation may sometimes
degrade retrieval effectiveness just as severely as no personalisation at all. The authors suggest
that personalisation should sometimes “back off”' to a larger number of users, rather than a
single user, when not enough individual user information is available. To this effect, the authors
in (Teevan et al., 2009), investigated how a user’s model can be augmented with information
from groups of similar users with the aim of improving retrieval effectiveness. Different ways
to form groups of users were investigated, including demographic information. The authors

called their approach “groupisation” (as opposed to personalisation).

Aggregate-level personalisation refers to the notion of a system that does not explicitly make
use of a “per-user” model to represent users; in which case personalisation is guided by
collective usage data as exhibited in search logs (Agichtein et al., 2006b, Gao et al., 2007, Sun
et al., 2005, Smyth and Balfe, 2006). For example, this is the case when a system ranks Web

pages in a result list based on the number of times each Web page was browsed by users.

" (Mei and Church, 2008) used the term “back off” to refer to the notion of broadening the scope of
the number of users on which personalisation decisions are based.
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It may be argued that systems which perform personalisation at an aggregate level should not
be regarded as “personalised” systems, since they do not make use of a user model and thus do
not tailor their service to a specific “person”. However, when considering search
personalisation in a broader sense, the objective is retrieving documents that satisfy users’
information needs; this may indeed start at the higher level of adapting to the needs of the
majority of users. Adapting to the needs of the majority can give some kind of guidance as to
what an individual user may need. For example, a common information need can be inferred if
at some point in time a large number of users issued the same query and clicked the same
results for it. Therefore, drawing on this inferred common need may serve in adapting similar
future searches. Yet, the success of aggregate level systems is reliant on their capability of

accurately analysing and interpreting aggregate usage information so that they could deduce the

true needs of the majority.

The classification of PIR systems in the manner presented in this section can be regarded as a
way to identify the scope on which each system operates, rather than an attempt to define
completely distinct categories. In this sense, the three introduced scopes may be regarded as
special (or more generalised) cases of each other, where the individualised scope indicates that
personalisation is performed per “only one user”, the community-based scope indicates “more

than one user”, and the aggregate-level scope indicates “all users treated as one”.

2.4.2.3 Personalisation Approach

Personalisation in PIR systems can be achieved by query adaptation, result adaptation, or a
combination of both. In other words, adaptation can be performed over the information that
users submit or the information that they receive. In systems that offer a multilingual service to

the users, the adaptation process may also include query and result translation (Oard, 2010,

Oard and Diekema, 1998).

Query Adaptation:

Studies, such as (Furnas et al., 1987), show that users may not always be successful in using

representative vocabulary when locating objects in a system. Therefore, query adaptation
attempts to expand the terms of the user’s query with other terms, with the aim of retrieving
more relevant results (Manning et al., 2008). In some cases, source query terms may be
completely replaced by other terms. Query adaptation also involves altering the weights

(significance) of the query terms when submitting them to the retrieval component of the

system.
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Six techniques are mainly used for obtaining terms for query expansion, which can be classified

in terms of whether they are user-focused or not and whether they are implicit or explicit:

1.

Processing the user model: this involves the implicit selection of expansion terms from
the user model (Chirita et al., 2007, Psarras and Jose, 2006, Shen et al., 2005).
Processing aggregate usage information: this involves implicitly obtaining expansion
terms from the query logs and/or their associated clicked documents under the
assumption that the majority of user clicks would be on documents that are relevant to
the queries they submitted (Yin et al., 2009, Gao et al., 2007, Cui et al., 2003,
Billerbeck et al., 2003).

Pseudo-Relevance Feedback (local analysis): this involves performing an initial
retrieval round (that takes place behind the scenes) using the source query and then
implicitly selecting expansion terms from the top N retrieved documents (or their
snippets) under the assumption that most of them would be relevant to the source query
(Leveling and Jones, 2010a, Ogilvie et al., 2009, Cao et al., 2008, De Luca and
Niirnberger, 2006).

Global analysis: this involves the implicit selection of expansion terms from a
thesaurus (e.g. WordNet), a knowledge source (e.g. Wikipedia), or a large corpus
(based on co-occurrence statistics in this corpus) (Callan et al., 1995, Xu and Croft,
1996, Nguyen et al., 2008).

Relevance feedback (a.k.a. explicit relevance feedback): this requires that the user
explicitly provide relevance feedback about a number of documents from an initial set
of retrieved results where documents marked as relevant are processed to obtain
expansion terms (Ruthven and Lalmas, 2003, Harman, 1992b, Salton and Buckley,
1990).

Interactive Query Expansion: this involves GUI (Graphical User Interface) that allows
the user to explicitly select expansion terms from a candidate list of terms suggested by

the system (Bast et al., 2007, Ruthven, 2003, Efthimiadis, 2000, Harman, 1988).
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Table 4 shows a summarised classification of query expansion techniques. Furthermore, details

of these techniques are analysed across a number of example systems below.

Table 4: classification of query expansion techniques

User-focused
Not user-focused

Individualised Aggregate

Pseudo-relevance

Usage Information Feedback

Implicit User Model (Search Logs) (Local /;nalysis)
Global Analysis

Relevance

Explicit Feecéback

Interactive QE

Processing the user model. The work presented in (Chirita et al., 2007) is an example of
systems where query expansion terms are obtained from the user model. The user’s interests are
inferred from his/her Personal Information Repository, which is the collection of their desktop
documents, emails and cached Web pages. The first step towards the selection of terms for
expansion involves identifying documents in the user’s repository which contain the source
query terms. Second, these documents are sorted in descending order with respect to the source
query terms, based on a modified term frequency (TF) weighting scheme. Third, query-focused
summaries of the top K documents are produced. Fourth, all the terms of the summaries are
extracted and are sorted according to document frequency (DF) weighting based on the number
of summaries they appeared in. Finally, the top four terms are used as expansion terms for the
source query. The authors also conducted a set of experiments to determine the adequate
number of terms to use for expansion. They suggested that the decision should be dynamically
based on query features such as query length (number of terms in the query), query scope (IDF
score of the query), or query clarity (query ambiguity). The use of such features in dynamic

decisions for query expansion is an emergent approach that is known as selective query

expansion.

In (Koutrika and loannidis, 2004) query adaptation is performed by re-writing the whole query
based on a set of rules maintained in the user model. The rule-based query re-writing process is
used for personalising structured search across a database of movie information. The system
substitutes the submitted query with multiple queries using a set of rules that govern the
process. These rules are based on the user’s individual movie preferences. The queries are
connected together in a disjunctive manner using the “OR™ operator. For example, if a certain

user, who is known to prefer comedy movies, enters a source query that requests a list of
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movies in a certain year, then the system will replace the source query with a query that seeks a

list of movies of the comedy type from that year.

Processing aggregate usage information. The study carried out by (Yin et al., 2009) is an
example of performing query adaptation based on aggregate usage information as exhibited in
search logs (submitted queries and snippets of clicked results). The authors are motivated by
the idea that users may seek the same information but using different queries. The authors use
machine learning techniques to learn the similarities between queries in the logs, and employ
these similarities for query adaptation. They argue that traditional pseudo-relevance feedback
has two drawbacks: (1) processing the full text of feedback documents (as opposed to
processing only the snippets) obtained in the initial retrieval round is considered an overhead to
the system; (2) not all feedback documents are guaranteed to be relevant, thus, some “bad”
terms might be extracted from them (i.e. terms that may be harmful to retrieval effectiveness).
The authors address these two issues by: (1) using the text of snippets instead of documents,
which is further supported by the idea that, before clicking on results, users actually examine
the result snippets in order to get a hint of how far a document is relevant to their information
need; and (2) only selecting snippets that exceed a certain score threshold, where scores are
assigned to snippets based on their rank and their similarity with the source query and similar

target queries in the logs.

Query adaptation based on usage information is also investigated in (Gao et al., 2007).
Furthermore, the authors extended into the multilingual dimension. Given a source query in a
certain language, the system obtains related queries from other languages by analysing
multilingual search logs. This technique is also known as Cross-Lingual Query Suggestion
(CLQS). CLQS can be viewed as a technique that combines query translation and adaptation
into a single process, where the formulation of the source query is expanded (or replaced) with
common formulations of similar queries exhibited in the multilingual logs. The authors use
machine learning algorithms in order to learn a cross-lingual similarity function that determines
the degree of similarity between a query in the source language and another query in the target
language. The process of determining cross-lingual similarity between two queries involves

several features of monolingual similarity between the first query and the translation of the

second query.

Pseudo-Relevance Feedback (PRF). Query expansion using PRF techniques (a.k.a. local
analysis or blind relevance feedback) was subject to wide research in the field of IR. The main
issue with PRF is that the process is prone to noise caused by the fraction of feedback

documents that are not relevant to the query, which may degrade retrieval effectiveness. This
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issue was addressed by a number of studies in a non-user-focused manner (Leveling and Jones,
2010a, Teevan et al., 2008, Cao et al., 2008, Amati et al., 2004). For example, the research
reported in (Cao et al., 2008) and (Leveling and Jones, 2010a) carried out selective query
expansion by investigating how automatic classification techniques can be used to identify
good and bad terms for query expansion. Several features were used for the classification
process, such as term distribution (the frequency of terms appearing in the feedback
documents), term specificity (the number of documents in which the term appears in the entire
collection), term co-occurrence (appearance of query terms with candidate expansion terms in
the collection or in a thesaurus), term proximity (the number of terms separating co-occurring

terms), and term string distance (the Levenstein distance between terms, which may detect

terms that are morphological variants of each other).

In multilingual search systems, the PRF approach is often used to expand the query in two
ways, namely: pre-translation query expansion and post-translation query expansion. Pre-
translation expansion involves expanding the source query (in its source language) by terms
obtained from a retrieval round performed over documents of the source language. Afterwards,
the source query is translated into one or more target languages using a translation mechanism
(e.g. bilingual dictionaries or machine translation systems). Post-translation expansion is then
applied to expand the translated query (in its target language) by terms obtained from another
retrieval round that involves documents of the target language. The authors in (McNamee and
Mayfield, 2002) discussed this process and mentioned that pre-translation expansion helps in
improving translation by increasing the terms that are used as input to the translation module.
This helps in overcoming any limitations in the translation method or limitations caused by Out
of Vocabulary (OOV) terms'. The authors also mentioned that post-translation expansion helps
in overcoming any output errors that may be exhibited in the terms produced by the translation
module. Moreover, a comparison between the two approaches was carried out and the authors
concluded that combining both approaches significantly improved retrieval effectiveness more
than using any one of them alone. It was also concluded that pre-translation expansion

contributed more than post-translation expansion towards the observed retrieval improvement.

The work reported in (Cao et al., 2007) is another example of studies which performed non-
user-focused query expansion in a multilingual fashion. In the study, Markov Chains was used
to combine query translation and query expansion. Similar to the abovementioned CLQS work

of (Gao et al., 2007), the process involved expanding the source query with semantically related

" Out of vocabulary terms are emerging words that existing translation systems may be unaware of.
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terms in a different language. However, this was based on global analysis rather than local

analysis.

Some other systems, such as the system presented in (Ambati and Uppuluri, 2006), investigated
improving CLIR by analysing search logs but with a different focus; instead of search

personalisation, the main objective of the system was to improve translation methods.

Global analysis. An example of systems where expansion terms were implicitly obtained using
global analysis techniques is the INQUERY system (Callan et al., 1995). In INQUERY, query
terms can be expanded with other semantically related terms. This is achieved by grouping all
terms in the collection into noun groups, where each noun group consists of a phrase (up to
three adjacent terms), along with all the terms that co-occur with that phrase in a pre-defined
window size (e.g. within the distance of three sentences). TF and IDF are then used to weight
the importance of the terms in the noun groups. Whenever a query is submitted to the system,
the query terms are used to identify the appropriate noun groups. Then, related terms that
exceed a certain weight threshold are selected from those noun groups and are used for

expanding the source query.

Local and global analysis techniques are implicit (automatic) techniques, but are not user-
focused. Opposite to those two techniques are relevance feedback and interactive query
expansion, which are explicit feedback techniques that are user-focused (since the user is

involved in the process).

Relevance feedback. In the relevance feedback approach to query expansion, users are asked
to provide feedback about the relevance of result documents to their information need (Ruthven
and Lalmas, 2003, Harman, 1992a, Salton and Buckley, 1990). This feedback can either be
positive or negative, for example by marking documents on a binary scale of relevant vs.
irrelevant. The system then analyses the feedback documents and modifies the source query
accordingly. The new query is then used to retrieve documents that are similar to the positive

examples, or filter out documents that are similar to the negative examples.

Relevance feedback is an iterative process, where users can keep providing feedback for every
new result list provided to them. The process may eventually converge after a number of

iterations (i.e. no more significant enhancements in the precision of the retrieved result list).

Although in relevance feedback there is no user model created (in the formal sense), the process

can be considered personalised because the user is involved in specifying what is relevant and
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irrelevant to him/her. Furthermore, in a search session, the adapted query itself can be roughly
regarded as a representation of the user’s short-term (ad-hoc) interests with respect to the

current information need.

Interactive Query Expansion (IQE). The IQE approach encompasses more involvement for
the user (Bast et al., 2007, Ruthven, 2003, Efthimiadis, 2000, Harman, 1988). In IQE, the
system suggests a set of terms, from which the user can select the ones to be used for expanding
the query. An important initial step for IQE is that the system automatically produces a ranked
list of candidate terms, a subset of which is presented to the user. These terms can be obtained

from documents which have been marked relevant by the user or from a thesaurus, where terms

that are semantically related to the query terms are identified.

Several studies conducted comparative evaluations between interactive and automatic query
expansion (i.e. IQE vs. explicit relevance feedback) (Ruthven, 2003, Magennis and van
Rijsbergen, 1997). It was shown that interactive techniques can sometimes be more effective
than automatic techniques. However, it was also concluded that this is not always the case
because IQE depends on other human factors like the degree of user’s prior knowledge of the

domain and the GUI of the application used to present the terms to the user.

Result Adaptation.

The other common approach to search personalisation is result adaptation. Adaptation of result
lists can be performed by result scoring, result re-ranking, or result filtering. Result re-ranking
takes place after an initial set of documents have been retrieved by the system, where an
additional ranking round is performed to re-order documents based on certain adaptation
aspects (e.g. displaying certain documents at higher ranks in the result list based on the user’s
interests) under the assumption that users are more inclined to click on results further up the
list. Result filtering can be considered as a special case of (or a step further from) result re-
ranking, where, after the result list is sorted in descending order of relevance scores, results that
fall below a certain threshold are not displayed to the user. Result scoring involves

incorporating adaptation features directly in the primary scoring function of the retrieval

component of the system.

Result re-ranking and result filtering. The result re-ranking approach is commonly used in

many PIR systems. A good example is the MiSearch system (Speretta and Gauch, 2005), which
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is wrapped around Google search. Following a user’s search, the results and snippets' retrieved
from Google are passed to the result re-ranking component. The snippets are then analysed
using text classification techniques. This is performed in order to deduce their conceptual
content so that they can be assigned under appropriate ODP categories. After the concepts of
the snippets have been deduced, they are compared to the concepts in the user model using
cosine similarity. The results are then re-ranked in descending order of the conceptual similarity
score. Several modes of result re-ranking were tested in MiSearch, where the conceptual
similarity ranking was combined with the original ranking of Google. An alpha factor was used
to specify a certain weight for the conceptual ranking in relation to the original ranking. The
value of alpha ranged between zero and one, where a value of zero led to completely ignoring
the conceptual ranking (i.e. no adaptation applied), and a value of one led to completely
ignoring the original ranking. Experiments with different values of alpha showed that a value of
one achieved the highest improvements for retrieval effectiveness. Therefore, it was concluded

that result re-ranking can be an adequate tool for adapting to the user’s information needs.

Several systems, in which the retrieval components were wrapped around well-known search
engines, do not apply the result re-ranking process on the full set of results retrieved from the
search engine (which could be hundreds or thousands of documents). In fact, the process is
often limited to the top N documents from the result list. For example, the authors in (Speretta
and Gauch, 2005) decided to limit the re-ranking process to the top ten retrieved documents.
This decision was based on an experiment that they carried out which involved a number of
users using a non-personalised search system. The results of that experiment showed that 94%
of users’ clicks occurred on the top three results in the result list. To this end, the authors
further investigated the effect of the position bias phenomenon’. The phenomenon was
investigated by randomising the ranks of the top ten results retrieved from Google before
displaying them to the user. The results of the investigation showed that the top three results of
Google search only received 46% of the users’ clicks when they were presented in a
randomised order within the list of ten displayed results. The authors concluded that users are
affected by the presentation order of the results and thus continued to randomise the top ten

results retrieved from Google in their baseline system.

" Snippets, as discussed earlier, are a form of summary or surrogate of a document and are therefore
regarded by several studies in the literature as query-focused document space representations. Thus,
several studies opt to process the text of snippets instead of the full text of documents when personalising

result lists.
? Position bias phenomenon (a.k.a. trust bias) is the tendency of users to “trust” the ranking of a search

engine and thereby click on the higher ranked documents even though more relevant documents may
sometimes exist at lower ranks.
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The authors in (Stamou and Ntoulas, 2009) also propose a system where personalisation is

performed by re-ranking results that are retrieved from Google. However, a notable aspect

about their re-ranking process is that the weights of user interests are not only based on

historical evidence (long-term interests) but also on evidence from the current search at hand

(short-term interests). The authors implement this through a number of steps:

1.

The user’s past conceptual preferences are identified by examining past queries and their
corresponding clicked documents and then mapping them to concepts.

The user’s current conceptual preference is identified by examining the current query (i.e.
the system attempts to determine the user’s current information need from the new query
that has just been submitted to the system).

If a query that is similar to the current query was found to exist in the logs, then the
conceptual preferences that were determined for the existing query in the first step are
used. Otherwise, the system attempts to determine the similarity between the query and the
documents listed under each of the ontology concepts (pre-classified).

It might make sense to perform the re-ranking process only according to the identified
conceptual interests of the current query (since it is the given evidence of the current
information need); however, the evidence from the current query is weak evidence to some
extent because it was supported only by a few terms in a single query. Therefore, the
authors determine the degree of user’s interest in conceptual topics by computing a
combined value of historical evidence and current evidence. To do this, an alpha value is
used to explicitly specify weight for historical evidence in relation to current evidence.
Lower values of alpha indicate a conservative approach that favours historical evidence
(from past queries), while greater values of alpha indicate an aggressive approach that
favours current evidence (from the current query at hand).

The retrieval process then takes place, where the current query is submitted to Google and
corresponding results are retrieved.

The conceptual topics present in the documents are determined with respect to the
ontology, and are assigned weights.

Finally, for each document, a relevance score is computed. The computed score involves
the value obtained from the third step (user’s conceptual interests) and the value obtained
from the fifth step (documents’ conceptual weights). The results are then re-ranked in

descending order of the computed score.

Social information has also been used for result re-ranking in PIR. For example, the authors in

(Vallet et al., 2010) investigated how the ranking of search engine results can be improved with

respect to users if the users’ interactions with social applications are taken into consideration.

This was achieved by re-ranking results retrieved from the Yahoo search engine based on a user
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model comprising tags extracted from the user’s participation on the del.icio.us social
bookmarking website. Users and documents were both represented by associated tags, where
the tag distribution across 2000 users and about 160,000 documents were considered. A similar
approach was also explored in (Noll and Meinel, 2007) where the system performed re-ranking
of Google search results based on social bookmarks and tags harvested from del.icio.us. An
advantage stated in both studies is that this approach is independent of a specific search engine,
and thus any search engine can be used. However, the data sparsity problem poses a challenge
to this approach, as not all Web pages returned by search engines are tagged in the del.icio.us

dataset.

Result filtering can be considered as an additional step that takes place after re-ranking the
results with respect to the user’s interests. An example of systems which employ result filtering
is the WIFS system (Micarelli and Sciarrone, 2004). WIFS offers two services to its users: Web
search and Web filtering. The filtering service autonomously retrieves Web pages and filters
them according to the user’s interests. The pages are first sorted in descending order of

relevance scores and then pages that fall below a certain threshold are discarded.

The aforementioned result adaptation systems operated on an individualised scope. Opposed to
this, are other approaches where result adaptation is performed on an aggregate-level scope. For
example, in the I-SPY system (Smyth and Balfe, 2006), personalisation is collectively based on
the deduced interests of the majority of users as exhibited in search history. As briefly
discussed earlier, usage information in I-SPY is represented in a matrix that keeps track of each
query and the number of times a corresponding document was clicked for that query. In order
to re-rank results for a new search, the current query is checked for similarity against all the
past queries recorded in the matrix. The similarity between queries is computed using term-
based similarity measures which determine the degree of textual similarity between them. The
outcome of this procedure is a list of candidate queries (ones which passed a certain similarity
threshold). The click frequencies of the documents that were associated with the candidate
queries are obtained from the matrix. For each document, the multiple frequencies that come
from considering the multiple candidate queries are combined using a normalised weighted
relevance metric which combines relevance scores for document-query pairsl. The new

relevance scores are then used to re-rank the documents for the current query at hand.

' The relevance scores were combined by calculating the weighted sum of each relevance score, and
then obtaining the average. The weighing was based on the degree of similarity between the source query
and candidate queries.
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An innate characteristic of the result re-ranking process is that two rounds of computation take
place. In the first round a function is used to score the relevance of the documents with respect
to the query in a pure IR manner. In the second round, another function is used to score the
documents (or the top N documents) with respect to the user. Research studies which depend on
an external retrieval component (i.e. where a search engine other than their own is used, such as
Google, Bing, or Yahoo) are obliged to work with the extra round of re-ranking, since they

have no control over the factors of the first scoring function.

Result scoring. A number of other systems for which a retrieval component was implemented
(i.e. they did not depend on one of the existing search engines) followed another approach for
result adaptation: result scoring. In result scoring, only one round of scoring is performed. The
adaptive factors (variables) that are used to score the documents according to the users’ needs
are combined together with the IR factors in the original scoring function. For example, in
(Agichtein et al., 2006a) result re-ranking and result scoring were both implemented and
compared to each other. The two approaches operated on the scope of aggregate usage data. In
the first approach, the one based on result re-ranking, the authors used machine learning
algorithms to learn a function for relevance weighting based on implicit feedback features from
the search logs. However, the rank orders that were obtained from the original scoring round
were not totally ignored as they were combined with the ranks produced by the new learnt
function. In other words, the first approach “honoured” the original scoring method by using an
additional re-ranking function that combined the rank orders obtained from both the original
method and the new method. Furthermore, a factor was used to specify a certain weight for the
ranks obtained from the new implicit feedback method in relation to the original method. This
allowed control over the degree of bias towards the new method. In the second approach, which
is based on result scoring, the authors included the implicit feedback features together with the
original features in the main scoring function of the retrieval component. This allowed avoiding
the extra scoring round. The experiments carried out by the authors showed that the second

approach was more effective, thus they recommended performing personalisation by result

scoring, rather than by result re-ranking.

Another technique for result scoring is the topic-sensitive PageRank algorithm (Haveliwala,
2002). In this algorithm, the system assigns multiple PageRank scores (Brin and Page, 1998) to
each document, where each score is calculated with respect to one of ODP categories. In other
words, each document is given multiple scores derived from its popularity and from its
similarity with each ODP category. This information comes into play when a query is
submitted, where the query's topic is used to identify which category score for a document will

be used when ranking the documents. This work was extended by (Qiu and Cho, 2006) where
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the authors incorporated individual user interests into the process. This was done by using
clickthrough information to construct user models that are based on concepts from ODP. The
evidence from these user models (i.e. the conceptual interests) was then factored into the
equation, together with evidence from the deduced query's topic, to select the most appropriate

document score to use in the ranking process.

Query Adaptation and Result Adaptation:

Some systems employ both query adaptation and result adaptation. For example, in the UCAIR
system (User Centred Adaptive Information Retrieval) presented in (Shen et al., 2005), the
authors argue that the two main aspects of personalised search are: the user's interests and the
search context (i.e. query disambiguation). The authors focus on modelling the user's short-term
interests, in an approach called eager implicit feedback. In this approach, the current query’s
context is deduced using evidence from the immediate previous query (within the search
session) and the results clicked for it. To determine if two successive queries are related, the
system performs two searches; one with the previous query and one with the current query. The
retrieved result lists for the two queries (50 results for each) are then compared to each other by
checking how many terms are common between the titles and snippets of the two lists. If the
two queries are related (based on a textual similarity threshold), the current query is expanded
using terms from the short-term user model created for the previous query. Following the
submission of the adapted query to the retrieval component, the retrieved result list is re-ranked
based on the user model. The user model is updated in a live manner whenever the user clicks
on a result from the displayed list. Based on the updated model, further result re-ranking takes
place if the user clicks on the next link (i.e. live re-ranking is performed when the user requests

to see the next results page).

A rather different approach for query and result adaptation was presented in (Liu et al., 2004).
In one of the proposed systems, a vector-based user model of conceptual terms was maintained.
The conceptual interests were based on Google Directory', which is a Web taxonomy that is
based on ODP. Google Directory provides a facility to specify the category to which a query is
to be submitted. Query adaptation was not performed by expanding the query terms, but rather
by specifying the category of the query (e.g. Health, Arts, etc.). In other words, the system
attempts to infer the concepts related to the submitted query and then use these concepts to
provide context information to the retrieval system when submitting the query. An automatic
and a semi-automatic approach were used to deduce candidate conceptual categories to which

the query may belong. In the automatic approach the query terms were mapped into candidate

" http://www.google.com/dirhp
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concepts and then these concepts were scored against the concepts in the user model. The top N
categories (up to three) related to highly scored concepts are then identified and specified when
the query is submitted. In the semi-automatic approach, an additional step takes place, which is
that candidate categories are shown to the user (three at a time). The user is then allowed to
select the appropriate categories related to the query. After the categories are identified, the
query is actually submitted multiple times for retrieval; once without specifying any categories,
and one time for each of the identified categories. This leads to the retrieval of multiple result
lists. The system then performs result adaptation by ranking and merging the results into a

single list. A weighted voting based algorithm was used, where results that appeared on more

than one list were favoured.

The advantage of this technique, besides catering for the user's long-term interests, is that it also
accounts for the possibility of ad-hoc queries. This is because the fact that multiple result lists
are sought by the system, one of which is based on the non-adapted version of the query, allows
for some diversification in the kind of results presented to the user. This is opposed to other
systems where only one result list is sought based on an inferred user interest; an approach
where if the system’s guess about the query’s topic is wrong, the result list might be dominated
by results that are irrelevant to the user’s current information need. This approach is related to
an approach in the IR field known as result diversification, where retrieval systems deliberately
diversify the set of results presented to the user, especially on the first page of results (Santos et
al., 2010, Minack et al., 2009, Gollapudi and Sharma, 2009). The rationale behind this approach
is to guarantee that users with random or different intents will find at least one relevant
document to their information need in the result list. Furthermore, this approach encourages

users with explorative behaviour to learn more about diverse topics, which they may have not

learnt about otherwise.

2.4.3 Summary and Discussion of Personalisation Implementation and Execution
The previous section provided an analysis of the personalisation approaches exhibited in
several existing systems. The analysis focused on the core process of executing personalisation

using different techniques for query adaptation and result adaptation. Table 5 presents a

summary of the analysis, along with some example systems.
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Table 5: summary of personalisation approaches

Personalisation Personalisation Example
Approach Scope System Type Publications
Query Adaptation .
(query expansion using Individualised Web search Psgrhr;gaaitiajbigg()’OS
terms from user model)
Query Adaptation
(query expansion using Aggregate-level Wab sedreh Yin et al. 2009, Cui et al.

terms from query logs or
generated thesaurus)

2003

Query Adaptation
(query suggestions using

Aggregate-level

Cross-language

Gao et al. 2007, Ambati

similar queries from query Web search and Uppuluri 2006
logs in other languages)
Vallet et al. 2010, Noll
and Meinel 2007,
Speretta and Gauch
Result Adaptation by A 2005, Stamou and
(result re-ranking) IndRidualiss Websearch | \ioulas 2009, Teevan et
al. 2005, Ruvini 2003,
Pretschner and Gauch
1999
Search and
Result Adaptation . : recommendations Micarelli and Sciarrone
(result re-ranking) igigwiialicsa on computer 2004
science literature
Result Adaptation .
e h ; Katakis et al. 2009, Chen
(result filtering and re- Individualised News ;
ranking) and Sycara 1998
Result Adaptation Community- Wab searck Teevan et al. 2009,
(result re-ranking) based Sugiyama et al. 2004
Result Adaptation Adareaitedevel ok sedich Smyth and Balfe 2006,
(result re-ranking) i s = Sun et al. 2005
Result Adaptation N . !
(result scoring) Individualised Web search Qiu and Cho 2006
: Web search and -
Result Adaptation ) 3 Stefani and Strapparava
: Individualised document
(result scoring) D 1999
Result Adaptation
((1)result scoring & Aggregate-level Web search Agichtein et al. 2006
(2)result re-ranking)
Result Adaptation (es ;Z?;?}'Z%

(re-structuring and

domain-specific

tailoring content of results Individualised Steichen et al. 2009
into a hypertext Ceoéﬁg:i;zr
presentation)
purpose)
: e : Shen et al. 2005, Liu et al.
Query & Result Adaptation Individualised Web search 2004 Pitkow et al. 2002
Customer support
(search on
Query & Result Adaptation Individualised domain-specific Steichen et al. 2011

corpora for
technical support)
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The analysis above shows that individualised user models in PIR systems were mostly used for
result adaptation compared to relatively much fewer systems where individualised models were
used for query adaptation. Personalised query adaptation was often based on aggregate usage
information as exhibited in search logs. A broader consideration of IR literature reveals that the
majority of studies which investigated query expansion were based on approaches that are not
user-focused; mainly PRF. The study carried out for this thesis furthers PIR research in
the direction of investigating the effectiveness of query adaptation based on individualised

user models. Moreover, a contribution of this study is extending this investigation to MIR

systems.

As discussed earlier, the selective query expansion technique, used in conjunction with PRF,
has shown success in detecting, and therefore avoiding, cases where query expansion would
harm retrieval effectiveness (Leveling and Jones, 2010a, Cao et al., 2008). However, this
technique is not personalised as it only depends on information drawn from the document
corpus. A contribution of the study carried out for this thesis is performing personalised
selective query expansion by basing the dynamic decision of whether or not to expand a

query on evidence from the user model itself.

The authors in (Cui et al., 2003) compared query expansion based on search logs to query
expansion based on PRF and showed that the former leads to higher retrieval effectiveness. A
mixed approach of the two was used in (Shen et al., 2005) and showed improvements over a
baseline that was wrapped around Google search. The system inferred the user’s current
information need in a search session and expanded the query based on the inferred short-term
interest. This was done by examining the snippets of the top result retrieved in an initial
retrieval round using the given query (as in typical PRF), as well as examining the immediately
preceding query in the same session and snippets of the clicked results associated with it (recent
search history). The PMIR framework reported in this thesis builds on this successful

approach and further extends it into the area of multilingual search.

Although a number of systems used both query adaptation and result adaptation, no study
attempted to compare the improvements achieved by the two approaches or investigate which
one of them contributes more to the improvement of retrieval effectiveness. Part of the
research carried out in this study involved evaluating retrieval effectiveness based on each

approach individually as well as based on the combination of the two.
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2.5 Evaluation Approaches

2.5.1 Overview

This section discusses the various approaches to evaluating PIR systems. Although evaluation
is not literally a stage in the personalisation process itself, it was nonetheless important to
include it in the review. This is because it shows the effectiveness and the efficacy of the
different personalisation approaches and techniques discussed in the previous sections.
Moreover, as the study reported in this thesis is associated with the areas of IR, Personalisation,
and Adaptive Hypermedia, surveying existing evaluation approaches in these areas helps in
selecting the most appropriate approaches to evaluating the PMIR framework proposed in this

thesis.

Four criteria are used to derive the discussion in this section: the aspect of evaluation targeted
by the system, the evaluation metric or instrument used for evaluation, the datasets used in the
experiments, and the experimental setting for evaluation. An overview of these four
classification criteria is given below.
e Aspect of evaluation: the first criterion in this section is concerned with what is being
evaluated in the system. Two aspects of a PIR system are subject to evaluation:

1. System performance, which is usually concerned with measuring retrieval
effectiveness (Yin et al., 2009, Chirita et al., 2007, Smyth and Balfe, 2006,
Teevan et al., 2005). The advantage of evaluating PIR systems in terms of
retrieval effectiveness is that it stands out as a well-defined quantitative
comparison across different systems. However, a concern regarding this kind
of evaluation is that it is more system-focused than user-focused.

2. Usability, which is concerned with the user’s perception of, and satisfaction
with, the system. As personalisation is concerned with adapting to the user’s
needs, the benefit of evaluating usability of a personalised system is that it pays
attention to these needs and measures the degree of user satisfaction with
respect to the adaptive service. A weak point in this type of evaluation,
however, is that it is hard to standardise across different systems and that it is
subject to user bias.

e Evaluation metric or instrument: the second criterion is concerned with the
quantitative and qualitative metrics or instruments used for evaluation. Respectively
following on the aspects of evaluation discussed in the previous criterion, the metrics

are as follows:
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1. Retrieval effectiveness, which can be quantitatively measured in a number of
ways using well-known metrics in the IR community (Baeza-Yates and
Ribeiro-Neto, 2011, Manning et al., 2008):

1. Precision: the number of retrieved relevant documents over the total
number of retrieved documents.

2. Recall: the number of relevant documents that are retrieved over the
total number of known relevant documents in the document collection.

3. Precision at K: the fraction of retrieved relevant documents within the
top K retrieved documents.

4. Recall at K: the fraction of retrieved relevant documents within the top
K documents over the total number of relevant documents in the
document collection.

5. Mean Average Precision (MAP): a single-valued metric that serves as
an overall figure for directly comparing different retrieval systems. It is
the average Precision at K values computed after each relevant
document has been retrieved for a query, where the mean of all these
averages is calculated across all the test queries.

6. Normalised Discounted Cumulative Gain (NDCG): a precision metric
that is designed for experiments where documents are judged using a
non-binary relevance scale (e.g. highly relevant, relevant, or not
relevant). It is usually used in the evaluation of result re-ranking as it
gives higher scores for more relevant documents being ranked higher
in the ranked list of results.

7. R-precision: measures precision with respect to a given number of
documents that are known to be relevant:

8. 11-point Precision: the precision of retrieved results at 11 fixed values
of recall.

9. F-Measure: the weighted harmonic mean of precision and recall.

10. Break-even Point: determines the point at which precision equals
recall.

2. Usability, which can be qualitatively evaluated using usability questionnaires
(Brooke, 1996, Harper et al., 1997) or quantitatively evaluated by measuring
the user’s performance in fulfilling certain tasks using the system, for example
by keeping track of the time and number of actions needed to complete the
task.

e Datasets: the third criterion is concerned with the datasets used in the experiments. In

PIR, two kinds of datasets are used: document collections and search logs. Document
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collections (corpora) are datasets that comprise a large number of documents in one or
more languages. Examples of these are the collections provided by TREC', CLEF?, and
NTCIR’, which are widely used in the IR community. These collections, together with
a set of manually selected information needs’, are used as a test-bed for comparing
retrieval and adaptation algorithms developed by researchers in the community. Not all
experiments in PIR are conducted on standard test collections; experiments can also be
conducted on open Web corpora using retrieval components that are wrapped around
live Web search engines. The advantage of this approach, over the use of standard test
collections, is that the experiments are usually not over-fitted on the domain or
characteristics of a specific document collection. However, a concern associated with
this approach is that it is hard to perform “apples-to-apples” comparisons between the
results of different studies. Search logs, as discussed earlier, are datasets that comprise
the history of user interactions with a system over a period of time. Search logs serve a
very important role in PIR experiments since they hold usage information (aggregate or
per user) which is a crucial element in search personalisation. When this information is
analysed and represented in user models it becomes the basis of user-focused
adaptation algorithms.

e Experimental setting: the fourth criterion in this section is concerned with the
experimental setup put in place for evaluation. Some studies conduct experiments in a
controlled setting that involves a relatively small number of users and tasks (Stamou
and Ntoulas, 2009, Steichen et al., 2009, Speretta and Gauch, 2005). The advantage of
this setting is that it allows the establishing of control groups and conducting a richer
evaluation of usability aspects. On the other hand, other studies base their evaluation on
a large amount of data drawn from a realistic setting (e.g. well-known Web search
engines) (Yin et al., 2009, Gao et al., 2007, Agichtein et al., 2006a). Large-scale
experimental settings contribute towards more conclusive results. However, it is
increasingly becoming difficult for the academic research community to gain access to
search logs of major search engines (e.g. Google, Bing, Yahoo, etc.) because major
companies are reluctant to release these logs and they use it for their own research and

development.

The following section presents a collective review of the evaluation carried out by several

systems in the literature.

' TREC: Text REtrieval Conference: http:/trec.nist.gov/

? CLEF: formerly known as the Cross-Language Evaluation Forum: http://www.clef-campaign.org/
P NTCIR: NII Test Collection for IR Systems: http://research.nii.ac.jp/ntcir

¥ Test queries that are associated with each collection

35



2.5.2 Review

The discussion in this section starts with systems where experiments targeted the evaluation of
the system’s performance in terms of retrieval effectiveness (i.e. IR-style evaluation of retrieval
precision or recall). The discussion then moves on to systems where experiments targeted the

evaluation of other usability aspects of the system (i.e. AH-style evaluation, which is more

user-focused).

In the area of IR research, a common quantitative evaluation approach is to compare the
effectiveness of a proposed search system to a baseline search system. For example, for the I-
SPY system (Smyth and Balfe, 2006), the authors evaluated the precision and recall of their
experimental PIR system against a non-personalised version of the system. The underlying
retrieval component in both systems comprised a meta-search engine that performed search
over open Web corpora by collating results from several well-known search engines. The
experiments were conducted in an in-lab experimental setting that involved 92 users. The users
were divided into two groups; one for training (45 users) and one for testing (47 users). In the
first group (i.e. the training group), each user was assigned 25 information needs to satisfy
using a Web search interface (live meta search engine). The users were free to formulate any
number of queries that described the given information need. The interactions of the first group
with the baseline Web search system were logged and used for training I-SPY. The logs
contained the submitted queries and the clicked results. The logged information was then used
in two ways: (1) to create ground-truth relevance judgements, where the relevance of clicked
documents with respect to the queries was manually assessed on a binary scale (i.e. relevant vs.

irrelevant); and (2) to generate the hit matrix (i.e. to train the personalised system based on

click frequencies on result documents).

Users in the second group (the test group) used the personalised Web search system and were
also given 25 information needs to fulfil using any number of queries. It is to be noted here that
the approach of dividing the users into two groups was applicable because the baseline system
did not perform personalisation in an individualised manner, but rather in an aggregate manner
based on general usage history. Thus, it was not a must that the same group of users be
subjected to both systems. Several IR metrics were used for retrieval evaluation based on the
ground-truth relevance judgements generated earlier. The results show that the I-SPY system
achieved significant improvements between 117% and 266% over the baseline system using the
Precision at K metric, where K varied between 5 and 30. The results also show improvements

between 138% and 280% using the Recall at K metric with the same range of values for K.
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Moreover, the F-measure metric was also used to evaluate the personalised system where the

results showed improvements up to 380% over the baseline system for K = 30.

It is worth mentioning here that majority of studies in the PIR field report precision or recall
improvements between 10% and 50% over a baseline; it is not very common to achieve
improvements over 100% such as in the [-SPY study. Besides the possibility that their proposed
system was a very successful one, another viable possibility is that the baseline system used in
the comparisons was a weak one. A major challenge that faces researchers in the PIR field is
user expectation; it is not easy for researchers to achieve improvements over major search
engines, which are considered to be very good by the users and stand out, to many users, as the

standard of how a search service should operate and deliver.

In (Teevan et al., 2005) an in-lab experimental setting was also used to compare a personalised
system to a baseline system. The retrieval component was wrapped around MSN Search.
Relevance judgements were performed in a non-binary manner, where documents were judged
on a three-level scale: highly relevant, relevant, or not relevant. The NDCG metric was used to
evaluate retrieval effectiveness. The experimental results showed that their personalised system

significantly outperformed the baseline system with a 24% improvement.

As discussed earlier, systems which implicitly infer users’ search interests can harvest terms
from the queries that the users submitted, the documents that they clicked on, or the snippets of
the clicked documents. With respect to these different sources, an interesting study was
reported in (Speretta and Gauch, 2005) where a system in which terms are extracted from
queries was compared to a system in which terms are extracted from snippets of clicked
documents. The retrieval effectiveness of the experimental systems was evaluated against a
non-personalised system. All systems used a retrieval component that was wrapped around

Google.

The experiments involved six users who used the baseline system for their own daily searches
(i.e. users’ own information needs) over a period of six months. The baseline system
randomised the top ten Google results before displaying them to the user. All the users’
interactions with the system were logged. From the logs, 47 queries per user were extracted,
where 40 queries were used for training the personalised systems (i.e. for constructing the user
model either from the text of the queries or the text of the snippets), S queries were used for
testing a number of parameters of the system (fine tuning), and 2 queries per user were used for
validating the system. A notable difference between this study and other studies is that

relevance judgments were not based on manual assessments. Rather, an implicit approach was
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used where documents that were clicked by users while using the baseline system were deemed
as relevant. However, this approach only produced a very small number of judged documents
with respect to test queries. A simple rank scoring measure was used to evaluate retrieval where
each system was evaluated according to the rank it assigned to the relevant documents of the
query (i.e. in which position in the list the system placed the few documents that were
implicitly judged as relevant). The results showed that both proposed systems were equally
capable of improving retrieval effectiveness over the baseline system, with a very slightly

higher improvement (statistically significant) for the snippet-based system (34%) compared to

the query-based system (33%).

A number of studies, especially ones that were carried out by research teams who are affiliated
to major search engine companies, conducted their experiments on large-scale datasets. This is
compared to the relatively smaller datasets that are generated by in-lab experimental settings.
For example, in (Agichtein et al., 2006a) a realistic experimental setting was arranged, where a
dataset of usage data was obtained from a well-known search engine'. The dataset comprised
search logs recorded for user interactions with the search engine over a period of eight weeks.
The dataset contained over 1.2 million unique queries and over 12 million user interactions
(post-search actions, including clicking on results). A random sample of 3,000 queries was
drawn from the dataset and was used for the experiments. For each of the queries, 30 result

documents on average were manually judged for relevance.

The authors noted that one of the characteristics of a realistic experimental setting is that
implicit feedback can be noisy (e.g. inconsistent or incomplete). Nevertheless, they argued that
this characteristic actually counts towards the reliability of the experimental results. Several
personalised systems, in addition to the baseline system, were tested against each other.
Personalisation was performed on an aggregate usage level where the systems made use of part
or the entire evidence of implicit feedback. The systems mainly involved two personalisation
approaches: result scoring and result re-ranking. Three metrics were used for retrieval
evaluation: Precision at K, NDCG, and MAP. The experiments showed that: (1) making use of
implicit feedback information is useful in realistic Web search environments, despite the
existence of noise in the recorded logs; (2) result scoring, where implicit feedback features are
incorporated into one scoring function together with other existing scoring features, is more
effective than result re-ranking; (3) using several implicit feedback features leads to better
results than just using clickthrough features (i.e. it is recommended to make use of additional

pieces of evidence of implicit feedback such as dwell time on a page).

' The study was conducted at Microsoft Research, but the name of the underlying search engine was
not specified.
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The experiments carried out by (Gao et al., 2007) were also conducted in a large-scale setting.
As discussed earlier, the authors proposed a Cross-Lingual Query Suggestion (CLQS) system.
Given a source query in a certain language, the system obtained related queries from other
languages by analysing multilingual search logs. The proposed CLQS method was intended to
be used as a method that combines query expansion with query translation instead of the typical
use of a translation component in CLIR. The experiments were conducted on large datasets of
English and French search logs. The first dataset included 7 million unique English queries,
obtained from MSN Search logs over a period of one month. The second dataset included 5000
randomly selected French queries out of 3 million queries from a French query log. The TREC-
6 CLIR document collection and its 25 information needs were used in the experiments. The
cross-lingual retrieval effectiveness of the proposed CLQS system was evaluated using the 11-
point Precision metric against three systems: a monolingual system, a system that used Google
French to English machine translation, and a dictionary-based query translation system using
co-occurrence statistics for translation disambiguation. The proposed CLQS system achieved
7.4% improvement over the machine-translation-based system and 25% improvement over the
dictionary-based system. It was able to achieve 88% of the monolingual system performance. A
rather similar setting was also used in (Yin et al., 2009) where the experiments were conducted
on a dataset of search logs obtained from Microsoft Live Search over a period of ten months.

The dataset contained 12 million unique queries.

Evaluation in the area of Adaptive Hypermedia (AH), especially in the educational domain, has
often focused on the efficacy of the adaptive service within the given domain (Conlan and
Wade, 2004, De Bra et al., 2003, Brusilovsky and Peylo, 2003). This type of evaluation reflects
the two-fold challenge of evaluating adaptive systems: how to uniformly test a system which
changes in response to the user and how to evaluate a complex user experience with an
unbiased measure. This gives rise to the use of measures such as task time completion and user

satisfaction as a basis for testing the adaptive experience.

For example, the authors in (Conlan and Wade, 2004) proposed an adaptive eLearning system
based on the content of an undergraduate-level SQL (Structured Query Language) online
course. The course was divided into two parts, a database theory part (given as face-to-face
lectures) and a practical part (online) concerning the learning of SQL. Only the SQL part was
presented via an adaptive eLearning course and was evaluated in large-scale experiments. The
experiments involved a total of over 500 students, spanning a period of four years. The
experiments aimed at evaluating the effectiveness of the course provided by the adaptive
system by examining the students' performance over a number of years in exams specifically

related to SQL topics. This included exam scores over the period of the evaluation (four years)
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and also the two preceding academic years when an online non-adaptive version of the course
was used. Evaluation was concerned with comparing how the students performed using the
non-adaptive online course (before the introduction of the adaptive one) to how they performed
using the proposed adaptive system. The results of the experiments demonstrated the success of
the proposed adaptive system where an average of 13% increase in students' exam scores was
reported for the adaptive system over the non-adaptive one. Furthermore, analysis of

differences in student capabilities across the years was performed to ensure no natural bias

between years.

The authors in (Steichen et al., 2009) carried out an assessment of the knowledge gain of the
students in a domain-specific eLearning environment. The knowledge gain was assessed by
comparing the students’ initial knowledge, measured in a pre-test, with their answers to task-
based questions in the adaptive system. The experimental setting involved 12 students who
were asked to complete 3 learning tasks that were randomly selected from a pool of 6 tasks.
The knowledge gain was calculated by scoring the students' answers in the pre-test on a scale
from 0 to 5 (where 0 indicated that the student had no prior knowledge of the task area, and 5
indicated that the student had the knowledge needed to carry out the task) and by assessing the
students' answers to the given tasks on the same scale (where 0 represented complete failure to
solve the task and 5 represented complete success). The average knowledge gain of the 12
students using the system was 4.25, which reflected the educational impact of the proposed
adaptive system. Moreover, the students were also asked to fill questionnaires to evaluate the
usefulness and the usability of the system. The results suggested that students were satisfied
with the relevance of the presented content to their information needs and that they liked the

presentation of results in the form of adapted hypertext presentations (dynamic composition of

results and eLearning content).

Task-based evaluation was carried out in (Pitkow et al., 2002) where the system recorded the
time and number of actions that the users needed in order to successfully complete a number of
given search tasks. The experiments were carried out in an in-lab setting that involved 48 users
using two systems: the experimental personalised search system (which was wrapped around
Google) and any of the following well-known search engines: AOL', Excite’, Yahoo, or
Google. Each user was given 12 search tasks and a maximum time of 3 minutes to complete it.
The results showed that the proposed personalised system enabled users to complete their tasks
in less time and a smaller number of actions compared to the use of one of the search engines. It

should be noted that the proposed system offered a rich user interface that comprised a number

" http://www.aol.com/
? http://www.excite.com/
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of special additional features that are not present in other search engines. Thus, the authors
argue that a bias towards their system in the experimental results may be observed because
some of the tasks were tailored to make use of those special features which enabled users to use
them and finish their tasks faster and with fewer actions. A notable drawback in the evaluation
process was that, due to experimental limitations, a default user model (i.e. the same user
model) was used for all the users. The default user model contained information mined from
browsing history of documents that are related to the search tasks. The users were given the
chance to view the content of the user model prior to the experiment. Such use of a default user

model is not a common approach in PIR studies and may render the experimental results

doubtful with regards to the efficacy of the personalised service.

2.5.3 Summary and Discussion of Evaluation Approaches

Several evaluation approaches were discussed in the previous section. Table 6 presents a brief

summary of these approaches and gives some example publications of each approach.

Table 6: summary of evaluation techniques

Scope of E;;ae'tl:_ia:':" Batssiita Experimental Example
Evaluation Inabdnhent Setting Publications
Quantitative st Ehis:
System (P@K, Recall@K, : Smyth and Balfe
Performance F-measure, open Wveb In-lab setting 2006, Teevan et
(retrieval Break-even point, L °°r99r"’|" b (6 to 47 users) al. 2005, Speretta
effectiveness) NDCG, R- o8 |n-|a and Gauch 2005
precision) generated logs.
Large-scale
i setting
System DocT;L:?n::_%nts. (largg number of
Perf Quantitative llecti live user Yi
erformance . collections. . e : in et al. 2009,
(retrieval (MQP, 1.1.—P0|nt Logs: search mtevr\:/:\ ctt)lc;nsazlrt‘h e Gao et al. 2007
effectiveness) bl engilne query eng(iene: g to 12
- million unique
queries)
Large-scale
System HoslIoRts: (Iarges (ra\tltjir?\%er of
Performance Suint&?)t'éec; opern e live user Agichtein et al.
(retrieval (R@s, : co‘pora. interactions with a 2006
effectiveness) il Logs. el Web search
eigineiags. engine: 1.2 million
queries)
Quantitative Documents:
User (time and number open Web y
Evaluation of actions needed corpora. In(-‘iasbussztrt;r)\g Pitkow et al. 2002
(task-based) to complete Logs: in-lab
search tasks) generated logs.
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Uier Quantitative & Corpora:
. Qualitative domain-specific : y
B e e | PR | Seime g
Usagilit usability harvested from
y questionnaires) the Web
Quantitative &
User s Corpora:
Evaluation Pualistive domain-specific Lageseale Conlan and Wade
(exam scores & i setting
and System " elLearning 00 2004
Usability usability corpus (0D SHE)
questionnaires)

A key challenge that faces academic researchers in the field of PIR is obtaining realistic search
logs that can be used to infer users’ behavioural patterns and search interests. Major search
engines do not prefer to release their search logs to the public or even to the academic
community. This may be attributed to two reasons: privacy concerns and competitive business

or technological advantage. Thus, the alternative for researchers becomes in-lab-style

experiments.

Although an in-lab experiment would not yield a relatively large dataset of search logs, it has a
number of advantages (Borlund, 2000, Teevan et al., 2005, Speretta and Gauch, 2005). Among
these advantages are: (1) more focused user studies and usability evaluations can be conducted
by providing questionnaires to the users or by directly interviewing them; and (2) the
experiments can be repeated with different settings using the same test group of users, and

therefore comparisons can be conducted between different experimental runs.

The evaluation carried out in this thesis uses an in-lab experimental setting and employs
proven quantitative and qualitative evaluation techniques from both areas: IR and AH.
On the IR side, the evaluation comprises measuring the effectiveness of the proposed
personalised systems against a baseline system and against each other (individually and in
combination). A distinctive advantage of the relevance judgments carried out in the
experiments in this thesis is that the users themselves are the ones who judged the results.
This truly captures the notion of relevance as the judgments reflect the opinion of the users
themselves (i.e. personal judgments as opposed to assigning other users to judge the relevance
of the results on behalf of the original users —an approach that is commonly used in IR studies).
On the <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>