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Abstract

The development of the new field of spin electronics depends upon the existence of materi

als and structures that may be used as effective spin-polarised current injectors, transmitters, 

manipulators and detectors. Potential high-efiiciency injection structures include tunnel, Schot- 

tky, hetero and p-n junctions, barriers employing ferromagnetic metals (ideally half-metals) and 

magnetic or semimagnetic semiconductors. As media with long carrier mean free path and spin- 

coherence length, an eventual transmitter, few possibilities are currently explored. These are 

classical IV, III-V, II-VI semiconductors, and semimetals such as bismuth and graphite. Various 

means are used to manipulate and detect spin-polarised currents - optical (optical pumping, 

magnetic circular dichroism and Kerr effect), electrostatic (FET with spin-orbit coupling) and 

galvanic (different types of Hall effect and magnetoresistive devices).

The experiments described in this thesis are devised to explore the first two bits in the 

above ‘spin chain’. They include the possibility to use Schottky barriers as efficient spin- 

injectors, including the more fundamental aspect of spin-polarisation measurement employing 

Schottky barriers; the modelling of the electronic transport through tunnel junctions with high 

magnetoresistive ratios; the possibilities for direct magnetic detection of spin polarisation in

jected through metal-metal junctions; the fundamental transport and magnetisation properties 

of graphite (a good example of a semi-metal) and the magnetic properties of multi-walled car

bon nanotubes; and the magneto-transport through Co:ZnO (a candidate for room temperature 

semimagnetic semiconductor).

In the first chapter, the theory of Schottky junctions is presented. The standard results of 

essentially all available theoretical approaches are discussed with extensions for spin-polarised 

metals and/or semiconductors. The magnetic field effects on Schottky junctions axe stud

ied systematically. Experimental results on various approaches towards the detection of spin- 

polarisation using Schottky barriers axe then presented. A novel effect - the magneto-photo

voltaic effect in ferromagnetic Schottky junctions, is envisaged, modelled and illustrated exper

imentally.

In the second chapter, the theory of tunnelling to and from normal metals and ferromagnets 

via insulators is provided. Particular aspects, like coherent and incoherent tunnelling are looked 

at from a magnetic standpoint. The bias and temperature dependence of the tunnelling current



are treated in detail. Inelastic tunnelling is also considered, in order to complement the adia

batic tunnelling picture and explain the fine details of the derivative spectra of real junctions. 

Micromagnetic effects are also considered. Here again a novel effect - the high-field anisotropy 

of the tunnelhng magnetoresistance, is envisaged, modelled and illustrated experimentally.

In the third chapter, the problem of direct magnetic detection of injected spin polarisation in 

all-metal junctions is considered. The measurement capabilities, of a commercial SQUID mag

netometer system, to perform the measurement are analysed in detail. Concurrently occurring 

effects, like adiabatic depolarisation, and some measurement artefacts are also considered. Ex

perimental limits are set on the observability of the injected polarisation and the associated 

spin diffusion length, a t low tem perature in aluminium.

In the fourth chapter, the magnetic and m agneto-transport properties of highly oriented 

graphite and multi-walled carbon nanotubes are considered. Extensions of the existing transport 

data  on graphite are performed in the high-field, low-temperature, quantum regime. A simple 

model of the novel non-linear diamagnetism of ensembles of carbon nanotubes is developed.

In the fifth chapter, the magnetic and m agneto-transport properties of Co-doped ZnO, 

co-doped with Al, are investigated. No evidence th a t the system is intrinsically a magnetic 

semiconductor is found. Experimental evidence is established, th a t the system is two-phase 

with Co precipitates. A novel anisotropy of the magnetoresistance is characterised in detail and 

scaling is suggested.

In the interest of readability, appendixes are associated with each of the chapters, and 

contain pieces of information, which is either supplementary, and unnecessary for the flow of 

ideas in the main text, or are im portant, but too heavy (either in terms of size or complexity) 

for the main text.
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Chapter 1 

Introduction

Spin electronics is, by idea, a borderline activity. It combines ideas, concepts, methods, ma

terials and devices between the fields of magnetism and electronics. This is, however, not a 

mechanical mixture of the two sciences. Even though it may appear as an attractive possibil

ity to simply double the capacity of modern day conventional digital electronics, by somehow 

adding a spin degree of freedom, it is practically impossible, and also commercially unjustifiable. 

Because of the “Moore’s Law” - the exponential increase of the capacity of practical CMOS^ 

technology, with an average doubling time of about 18 months, by the time a simple spin- 

doubling of a conventional electronic technology has taken place, the conventional technology, 

itself, would have multiplied far more effectively.

Spin electronics, however, promises more than simple capacity doubling. It offers new 

magnetic functionality, namely devices ranging from magnetic field sensors to magnetic on- 

chip actuators. The ‘icon’ of magnetism - the hysteresis loop, offers alternatives to  existing 

technologies for memory devices. The intrinsically weak interaction of the electron spin with its 

surroundings naturally leads to  the concept of ‘dissipationless’ spin currents and therefore the 

possibility of realising computation, essentially limited in dissipation by thermodynamic entropy 

production (a particularly attractive idea, since even the best modern laptop computers can 

hardly survive a long-haul flight, without recharging).

Spin electronics is, also, not a new science. I t ’s first ‘child’ - the Giant MagnetoResistance 

(GMR) stack has already proven to be a commercially-viable device, through its application 

in hard-drive read-heads. In recognition of the m aturity of the field and the seminal character 

of the early work on giant magnetoresistance, this year’s Nobel prize (2007) has been awarded 

to Prof. Albert Fert from Universite Paris-Sud, Prance (an honorary Doctor of Sciences of the

 ̂Complementary Metal-Oxide-Semiconductor

1



1. INTRO DUCTIO N

University of Dublin), and Prof. Peter Griinberg from Forschungszentrum Jiilich, Germany, for 

“for the discovery of Giant Magnetoresistance” .

The GMR stack, is however, a two-terminal device, passive from the electronic standpoint. 

Even its improved-performance successor, the Tunnel MagnetoResistance (TMR) stack is still 

nothing but a tunnelling resistor (for most practical applications). Spin triode devices (i.e. 

spin transistors), have long been touted for the next generation spin electronics, as they are the 

building blocks for the physical realisation of almost all logic elements, and thus would provide 

the key towards true digital spin circuitry.

In order to realise three (or more) terminal devices utilizing spin polarised electronic cur

rents, materials and structures have to be found to act as effective spin-polarised current in

jectors, transmitters, manipulators and detectors. Potential high efficiency injection structures 

include tunnel, Schottky, hetero and p-n junctions, barriers employing ferromagnetic metals 

(ideally half-metals) and magnetic or semimagnetic semiconductors. As media with long car

rier mean-free path and spin-coherence length - an eventual transmitter - a few possibilities are 

currently explored, including classical IV, III-V, II-VI semiconductors, and semimetals as bis

muth and graphite. Various means are used to manipulate and detect spin-polarised currents - 

optical (optical pumping, magnetic circular dichroism and Kerr effect), electrostatic (FET' with 

spin-orbit coupling) and galvanic (different types of Hall effect and magnetoresistive devices).

The dominant part of what follows is a description, albeit an incomplete and deformed one, 

of the experimental and analytical efforts of the author and his collaborators, on investigating 

different routes for improving the efficiencies of primarily the first two building blocks - spin 

injectors and spin-transmitting media.

As the coherent generation and control of spin populations in bulk non-magnetic materials 

(for example conventional semiconductors like Si and GaAs), is normally associated with exter

nal action, external magnetic fields and polarised photo-illumination among others, the source 

of which is in most cases difficult or impractical to integrate on a chip, the most promising 

approach spin manipulation is spin injection through various types of interfaces (junctions). 

Various possibilities are present.

One is to take a ferromagnetic metal and realise a Schottky junction via intimate contact 

with a semiconductor. There are several major disadvantages of such an approach, which are 

described later in the text. Probably the most pertinent is the impossibility to realise substantial 

current densities through structures which, by necessity, involve at least two rectifying diodes 

in opposition. The possibility still exists, of course, to realise structures where only one of the 

end elements (either the spin-injector or the spin-detector) is a Schottky barrier.

 ̂Field Effect Transistor
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1. INTRODUCTION

The above problem is slightly alleviated by the use of tunnel junctions, which have far 

more (anti)symmetric current-voltage characteristics, allowing for comparable magnitudes of 

the injection and detection currents. Tunnel junctions though, have several other disadvantages: 

they are more difficult and expensive to  produce, more difficult to control and generally permit 

relatively small current densities to flow safely.

Even ferromagnetic/paramagnetic metal junctions are not free from spin-injection problems, 

with the efficiency of the injection depending on the matching of the electronic structure of the 

two materials. And though relatively large current densities are permissible through such 

junctions, they impose an all metal construction, thus making it difficult to  say control spins 

electrostatically (i.e. via gating the device).

A possibility still remains of injection (detection) of spin populations via hetero or p-n junc

tions between a ferromagnetic semiconductor and a non-magnetic one. The problem in this 

case lies in the difficulty of finding a suitable candidate for magnetic or semimagnetic semicon

ductor. Most well-established candidates like EuS and (Ga,Mn)As, have Curie points far below 

room tem perature, thus being disqualified for widespread practical application. New poten

tial candidates like, for example, Co and Fe doped ZnO and Sn02, among many others, have 

not yet been proved, to be intrinsically magnetic, without being highly degenerate, of a single 

carrier type, exhibiting rather low mobilities and little useful magneto-transport properties at 

and above room tem perature. Aspects of all four possibilities mentioned above are treated in 

chapters 2, 3, 4 and 5, of this thesis.

The other two remaining steps, the transmission and manipulation of spins, would in prin

ciple, pose very different requirements on the materials aspects of the problem. An efficient 

spin transm itting medium must obviously have a large, preferably macroscopic spin-diffusion 

length, and be spin-ballistic on the mesoscopic or microscopic scales. Therefore a light material 

(in term s of atomic number), with small effective mass, high mobility, and small carrier concen

tration is necessary, in order to minimise the spin-orbit scattering, the phonon scattering and 

make electrostatic control possible. Good potential candidates are graphite and other carbon 

polymorphs like carbon nanotubes and whiskers. While their basic m aterial properties are well 

established, some details of their transport and magnetism reman a subject of open scientific 

debate and research. An account of these is given in chapter 5 of this thesis.
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Chapter 2

M agnetic and N onm agnetic  
Schottky Junctions

2.1 M ain results o f th e theory  o f Schottky junctions

2.1.1 Introduction to spin injection in sem iconductors

2 .1 .1 .1  G en era l p o in ts

Spin electronics is a quickly growing field at the border between magnetism and semi-conductor 

physics, which is trying to exploit the spin-degree of freedom of the electron (or any other quasi

particle in the solid) to realise new devices with fundamentally novel or enhanced properties. 

Ziese & Thornton (2001) While, spin-electronics is primarily focused on exploiting normal and 

magnetic semiconductors, the first and the most common two terminal spin electronic device, 

the spin valve, consists of at least two ferromagnetic layers (usually metals) the magnetisation 

of which can be switched independently, ideally changing the resistance of the device. The 

magnitude of the to tal current at a given bias is thus dependent on the mutual orientation of 

the magnetisations of the ferromagnetic layers, provided th a t the current flowing through the 

layers is at least partially spin-polarised. The actual static a® or current polarisation close 

to the Fermi level are given by:^

n-[ - I -  ri[
^  jn v̂h) -

where n j are the concentrations of up spin up/down electrons at the Fermi level and upj are 

the spin up/down Fermi velocities. For an arbitrary number of electronic bands crossing the 

^The notation is explained in the nomenclature section.
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2. SCHOTTKY JUNCTIONS

Fermi level, n | are defined as;

= (2 1 -2)

where i^aj(k) is the band dispersion of the a-th subband of spin |  or J., S{x) is the Dirac delta

function and the integration is taken over the volume of one primitive cell in fc-space. Both

ratios are close to unity for the case of a half-metallic material (see for example Mazin (1999)).

As both ri| and are, in principle, energy dependent electronic structure parameters, it is

important to note that it is possible to have a ferromagnetic (paramagnetic) material with
E f

total equilibrium polarisation in zero (or finite) magnetic field P = J  (nf(e) — nj(e))de ^  0,
0

while a® = 0. Conversely, it is, in principle, possible to have a case with P = 0 but a® ^  0. 

The sense of the averaging of v.

^  E  /  ^Fl(k)5(£;„i(k))d3fc (2.1.3)
a

follows from the classical spin-dependent Boltzmann transport theory where the spin up/down 

currents are taken to have the same relaxation times like:

(2.1.4)

where £ is the applied electric field, q is the modulus of the electronic charge, and the polari

sation is calculated as the ratio:

(2.1.5)
J? +

I should be also noted that, while in structures based on metals the conduction takes in most 

cases in an energy window of about 2kT around the Fermi level Ep, Kittel (1996) in structures

featuring semi-conductors or insulators it is possible to have hot-electron transport at higher

energies at separate quasi-fermi-levels for spin-up or spin-down electrons (holes), therefore a® 

and are not characteristics universally applicable to any material or transport problem. 

Moreover, there are experimental techniques for spin-polarisation evaluation, like for example 

the point-contact Andreev-reflection^ where at least in the idealised situation, the transport is 

ballistic (i.e. without inelastic and elastic scattering) and the velocity averaging concerns only 

the component v^^-

JI=7&3T.[  ^ I x < 5 ^ a l ( k ) d k  ( 2 . 1 . 6 )

and therefore the appropriate definition for the spin-polarisation is:

(2.1,7)

^often abbreviated as PCAR, consists of measurement of differential conductance spectra of a point contact 
between a superconducting tip and the ferromagnet of interest
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2. SCHOTTKY JUNCTIONS 2.1 Schottky Theory

Ferromagnetic m etal/non-magnetic semiconductor contacts are of interest for two main 

reasons:

(а) they may provide ways of efficient spin-injection into semiconductors, and

(б) they may enable estimation of spin-polarisation at elevated temperatures.

Injection of spin-polarised currents into semi-conductors is problematic because of the con

ductivity mismatch or the vastly different Fermi surfaces as pointed-out by Schmidt et al. 

(2000). There are several ways to avoid this problem, some of which are the injection of hot 

electrons through a tunnel barrier Rashba (2000) or Schottky barrier Albrecht & Smith (2U02, 

2003) at appropriate combination of the respective work functions or at high-bias Yu & Flatte 

(2002a,h). Very limited success has been achieved, and only very small and ambiguous chirality- 

dependent photocurrents have been observed upon switching the magnetisation direction of the 

Ni or Fe electrode of a GaAs based Schottky junctions by Hirohata et al. (1999). Alternatively, 

reflection from a ferromagnet may be used to generate spin-polarisation in the semiconductor 

side of a Schottky junction Ciuti et al. (2002), or spin-filtering in ferromagnet/semiconductor 

hetero-structures Bland et al. (2003) or through a ferromagnetic insulator tunnel barrier Smith 

& Silver (2001). Nuclear polarisation via the hyperfine interaction has been demonstrated at 

Fe/AlGaAs and M nAs/AlGaAs interfaces by Epstein et al. (2003); Kawakami et al. (2001). 

Further, optically excited ferromagnetic resonance has been observed in FeCo/GaAs Schottky 

junctions (Buess et al. (2004)). Electron spin polarisation via proximity effect has been shown 

in Fe/GaA s Schottky junction (Epstein et al. (2002)). Room tem perature spin injection from 

Fe into GaAs has been detected optically by Hanbicki et al. (2003); Isakovic et al. (2002); Zhu 

et al. (2001); and from MnAs into GaAs by Stephens et al. (2004). More recently, spin accumu

lation has been predicted theoretically (Bauer et al. (2005)) and demonstrated via the electrical 

Hanle effect a t the Fe/n-type GaAs interface (Lou et al. (2006)).

For the remainder of this chapter, the main interest is focused around the possibility of 

realisation of spin-polarisation measurement employing ferromagnet/semiconductor junctions, 

and the possibility of realisation of highly transparent ohmic spin-injectors onto standard semi

conductor materials, like Si.

2.1 .1 .2  T yp es o f m eta l-sem iconductor con tacts

Disregarding the detailed nature of the contact between a metal and a semiconductor, an insight 

into the formation of rectifying and ohmic contacts can be obtained by analysing the problem 

within the so called rigid bands model. The formation of the contact can be thought of as

7
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virtual bringing of two semi-infinite material slabs together in vacuum. The initial stage of 

such a thought-process is visualised on 2.1, neglecting the band bending th a t naturally occurs 

immediately at the surface of the m aterial slabs. The symbols have their usual meanings,

Figure 2.1: Simplified energy diagram for two semi-infinite slabs separated by vacuum.

namely: E ^ m  and E ^ s  are the Fermi level in the metal and the semiconductor, <I>m and are 

the two respective work functions, Xs is the electron affinity in the semiconductor, E c  and E y  

are the bottom  of the conduction and top of the valence bands in the semiconductor.

Upon virtual contact the conduction and valence bands in the semiconductor will bend 

close to  the interface in order to reach an identical equilibrium Fermi level on both sides of the 

junction Epm =  E-ps- A barrier will thus form for electrons trying to pass through the junction, 

provided as is often the case for common metals like Au, Cu, Ta, Fe, etc. on silicon.

A built-in equilibrium potential (and corresponding electric field) will exist at the interface of 

magnitude:

9V bi =  $ m - $ s  ( 2 .1 .8 )

The barrier, as seen from the metal will thus be:

-  Xs (2.1.9)

This situation is visualised on figure 2.2

It should be noted, th a t the above approximation is often not valid for polar interfaces 

between metals and binary semiconductors (like GaAs, GaP and InSn, among others), as in

those cases the Fermi-level a t the interface is ‘pinned’ by the large densities of surface states

and the Schottky barrier heights become practically insensitive to the work function of the 

metal used. Moreover, as discussed in detail by Tersoff (1984), the gap states have a continuum 

nature, and result in a locally metallic character of the semiconductor near the interface. In
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Figure 2.2: Simplified energy diagram for a Schottky junction at zero external bias for the case of 
4 > m  >  $ s -

such cases, simple modelling is inapplicable and the barrier heights must be evaluated using 

first-principles calculations (Berhod et al. (2003)).

In the opposite situation, when "C ^’si there would be very small or no barrier formed 

as illustrated on figure 2.3. This case is quite uncommon in practise, and the work functions 

of few metals are low enough to form truly ohmic contact to silicon. Examples include U, Th 

and Gd. As ohmic contacts are im portant from practical standpoint, as for example as back

Figure 2.3: Simplified energy diagram for a Schottky junction at zero external bias for the case of
<  $ s -

contacts to Schottky diodes, another way has been found to create them. Namely, high surface 

doping, to  degenerate n"*" or even highly-degenerate n+"*' levels, leads (as will be explained later 

in paragraph 2.1.4.1) to the formation of only a very narrow depletion region th a t is tunnelling- 

transparent for the electrons incident at the interface from both sides of the junction. Thus the 

resulting contact can be highly ohmic and of fairly low resistance.
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All of the above cases have been illustrated for an n-type semiconductor for simplicity. The 

variety of contacts of metal to  p-type semiconductor is far more abundant and includes contacts 

with the formation of inversion layer in the semiconductor close to  the interface, which in some 

cases can behave as a 2DEG ^.

In order to understand qualitatively the rectifying behaviour of a Schottky junction under 

externally applied bias 14, one can analyse the situation as shown schematically on figure 2.4. 

It is clear th a t a positive shift of the chemical potential^ at the semiconductor side will lead 

to a Schottky barrier lowering, and therefore to increased transmission probability and current 

flow. Conversely, a negative shift of the chemical potential^ will lead to an increased barrier 

height, decreased transmission probability and smaller current. Accompanying the change of 

barrier height, there will be a small change in the width of the depletion region x ^ { V g ) ,  which 

will be discussed in more detail later in paragraph 2.1.4.1.

E '

Figure 2.4: Simplified energy diagram for a Schottky junction under external bias Va- 

2.1.2 M odels for Schottky barrier formation

The Schottky barrier height is, probably, the most im portant param eter associated with metal- 

semiconductor contacts. Nevertheless, for a lot of real physical situations, the exact mechanisms 

which determine the value of <̂ b remain unclear. Therefore, it is useful to briefly summarise 

the main models for barrier formation and comment on the Umits of their applicability.

'Two Dimensional Electron Gas
^The current is dominated by electron flow from the semiconductor to the metal.
®The current is dominated by electron flow from the metal to the semiconductor.
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2. SCHO TTKY JUNCTIO NS 2.1 Schottky Theory

2.1.2.1 Semiempirical models

Mott-Schottky rule for noninteracting surfaces. As it was already mentioned, as a first approx

imation, the work done by an electron crossing the interface can be assumed equal to  the work 

done when first extracting the electron to the vacuum state from the semiconductor and then 

and then placing the electron in the metal. Therefore, the barrier height is simply given by:

the periodic atomic potential, th a t lies in the gap of the semiconductor band structure, can 

actually pin the Fermi level. If these surface states are occupied up to  an energy $g, the barrier 

height can be approximated by requiring overall neutrality(see Berthod (1998)), Hke:

and Dg is the surface density of gap states, and Xg is the distance on which the charge distur-

and a:g is approximately 1 nm. Thus values of <r as low as 0.1 can be explained.

Heine model: the metal induced gap states. At any metal-semiconductor interface there are 

four kinds of electronic states:

1. states which are propagating on both sides of the junction;

2. states which propagate on the metal side and decay on the semiconductor side;

3. states which propagate on the semiconductor side and decay on the metal side;

4. states th a t decay on both sides.

^>0 =  -  X s (2 .1 .10 )

which is known as the Schottky-Mott rule. In other words the slope

d$o
( 2 . 1 .11 )

often referred to as the interface index, is equal to  1, within this model. Even for elemental 

semiconductors, like Si and Ge, the slope c is found to be closer to zero rather than unity (see 

Heine (1965)).

Bardeen model: the effect of surface states. In an effort to explain c «  0, it can be argued 

th a t the small density of surface states due to the presence of a surface and the truncation of

(2 .1 .12 )

where c; becomes:
1

(2.1.13)

bance due to them  is screened. For many semiconductors Dg is in the range 10 ^ . . . 1 0  ^eV
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The importance of the second kind of states was elaborated by Heine (1965). It is argued that 

these states, with energies within the semiconductor gap, decay exponentially in the semicon

ductor, over some characteristic length Ag. Thus an alternative expression can be written for 

which depends on the density of metal induced gap states Dg and the Thomas-Fermi screening 

length At like:

— T T  (2.1.14)

and is thus influenced by the charge screening properties of both the metal and the semicon

ductor.

2.1 .2 .2  Ferm i-level p inning by interface sta tes

It is important to note, that peculiar cases do exist, like for example clean GaAs surfaces, 

where there are no intrinsic surface-induced gap states present, though, the Fermi level can be 

shown to be pinned for junctions with most metals (see Gunea et al. (1983); Schliiter (1978)). 

Therefore it is suggested that extrinsic states exist generated by defects at the interface. In view 

of the above, it should be mentioned that some semiconductors tend to form binary and ternary 

compounds with metals at relatively low temperatures (typical examples are the silicides of Pt, 

Pd, Rh, Ni, Co, Ti, Cr, Mo, Zr etc. above about 400 °C), which further masks the nature 

of the states resulting from the interface (Andrews & Phillips (1975); Brillson (1978)). In 

cases when the detailed chemical character of the interface cannot be neglected, the simple, 

semiempirical models fail and ab initio methods become a necessity. There are also attempts 

at semi-analytical estimation of the barrier height dependence on applied voltage (pbi^a) in the 

case of near-interface states by Bozhkov & Zaitsev (2005a).

2.1 .2 .3  G eneralized m odels

Of the more involved models, the ones taking into account the decoupling between the metal 

and the semiconductor side of the junctions due to a native oxide layer, are the most commonly 

used (see for example reference Sze & Cheng (1995)). In this case, the interface index  ̂ can be 

approximated as;

where Ag is the penetration depth of the interface states in the semiconductor, and the inverse 

interface capacitance vc is defined as:

0 7 = — -h—  (2.1.16)
^ox
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where S is the thickness of the native oxide layer, Cm is the effective perm ittivity of the metal and

Cox is the permittivity of the oxide layer. It is easily seen, th a t in the limit of strong decoupling

to the one for the Bardeen model.

2.1.3 Carrier distribution and screening in m etals and sem iconductors 

2.1.3.1 The m etal case

The theory of metal-semiconductor junctions can be developed similarly to the one of abrupt 

heterojunctions Chatterjee & Marshak (1981), with few specific details, mainly due to  the fact 

the screening lengths Ld \  for the non-degenerate case, defined as (Woan (2000)):

in metals are generally much shorter than  in semiconductors, due to their higher carrier 

concentrations n  and much smaller wave vector dependent effective Thomas-Fermi dielectric

concentration is, by far, harder to influence by external fields on scales longer than  l /ko  

where ko is the Thomas-Fermi wave vector defined as:

Thus the charge disturbance, at the metal side of a heteroj unction, is only felt a few monolayers 

away from the interface.

^Also known as Debye length.
^no is the electronic number density (Ashcroft & Mermin (1976))
®l/fco «  46.87 pm for a generic metal with free electron mass (m* =  m e).
“*00  ~  52.981 pm

S> 1, the interface index <r —> 0, and in the limit of strong coupling, the expression reduces

(2.1.17)

constant em(k) =  eo ^1 +  the interface {q being the electron wave vector and rj

being the chemical potential) where may be negative^. In other words, their carrier

(2.1.18)

For a bulk metal film is practically equal to  the density of states at the Fermi level T>{E-p) 

and is given by (Ashcroft & Mermin (1976));

(2.1.19)

where fcp is the Fermi wave vector and parabolic dispersion is implied. Therefore the ratio

(2 .1 .20 )

where r g  =  and o q  =  is the Bohr radius'^; is normally about 2 to 6  for metals.Trrrieg^
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2.1.3.2 T he sem iconductor case

Due to their substantially lower carrier concentrations, charge disturbances of the plasma in 

semiconductors have much longer characteristic lengths Lq that may reach tens of microns 

in intrinsic materials. The exact electric field profiles depend on details like doping level and 

applied field. Fully self-consistent quantum-mechanical solution for the field and charge dis

tribution is quite difficult and often unnecessary. As the characteristic length-scale is much 

longer than the atomic scale Ld 3> ao, it is acceptable in most cases to apply macroscopic 

thermodynamics and electrodynamics.

A specific complication, for the semiconductor case, comes from the fact that under external 

bias, the electrons and the holes are not in thermodynamic equilibrium with each other, that is 

to say that the characteristic electron-electron and hole-hole scattering times axe much shorter 

than the mean time before recombination or Tg-e and Th_h ^  Therefore it is generally

impossible to introduce a common Fermi level and solve in a simple fashion the electrostatic 

problem (say, for the charge distribution away from the metal-semiconductor interface, under 

applied bias Vg,). Nevertheless, it is still acceptable to introduce quasi-Fermi levels Ep^ and 

Epp, separate for electrons and holes, as they are very close to thermodynamic equilibrium 

within themselves. For the most common cases of non-degenerate electron and hole gas (the 

limiting case of Boltzmann statistics) the carrier concentrations are thus given by:

Ep -  Ei +  qVg, Ep — Ec +  qV^
n = rii exp   exp --------------— -----------------

E i - E p - q V a .  E ^ - E p - q V a  / o  i  ^
p  =  n i e x p ----------^ ----------- =  N ^ e x p -----------— ----------  (2 .1 .21 )

where rii is the intrinsic carrier concentration, E^ and E^ are the band edges of the conduction 

and valence bands, and and are the equilibrium concentrations (density of states) of 

electrons and holes. Similar expressions may be written for quantum-mechanically degenerate 

electron gas:

n(x) =

p(x) =  (2.1^22)

where 3̂ i/2 is the Fermi-Dirac integral of order ^  ̂ and this time the spatial dependencies are 

explicit. Here it is not useful to introduce n\ as it is not constant across the depleted layer

'Fermi-Dirac integral of order  ̂ is defined as: 7i/2(»?) =  f

^The usefulness of Uj for the standard theory follows primarily from the so-called mass-action law pn =  n?, 
which is not valid for the case of a degenerate semiconductor.
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The effective density of states for electron and holes can be w ritten as:

NAE)

Nc{E)

^ " 27t 2

1

1
(2.1.23)

for the nondegenerate case (see Woan (2000)), and as

7c

(2.1.24)

for the degenerate case, where m* and m* are their respective effective masses, and 7 c and 7v 

are their respective degeneracies^ both normally close to 2.

Apart from the charge density due to mobile carriers n{x)  and p{x),  correct evaluation of 

the electric potential should include the contributions from ionised impurities and N ~ . 

Their explicit statistics is:

positions of the impurity levels and are defined on the same energy scale as E^  and E^.

W ithin the above approximations, it is now possible to  solve self-consistently the problem 

for the charge/field distribution^ under applied bias(Domaingo & Schiirrer (2004); Lake (1997); 

Yung-Song Lou (1994)). Examples are to follow in section 2.1.4.

2.1.4 M ain current com ponents in a Schottky barrier

In order to understand the potential of the Schottky junction as a spin-polarised current injector 

or a spin-filter one should analyse the main transport mechanisms visualised on figure (2.5) 

borrowed from Rhoderick & Williams (1988). Where the different contributions are as follows:

(a) Thermionic emission of electrons from the semiconductor over the top of the barrier into 

the semiconductor;

(b) Quantum-mechanical tunnelling through the barrier;

7̂ c and 7 v are close to 2 if the conduction and valence bands are not spin-split, and close to 1 otherwise. 
7̂ d and 7 a are close to 2 if the impurities are not spin-split, and close to  1 otherwise.

^Sometimes referred to as the Boltzm ann-Poisson System.

N+{x) Nd
1 -h 7 dexp{[£:F(a;) -  £'a(x) -h qV^{x)] / k T }  

N. (2.1.25)
1 -F7aexp{[£'a(a:) -  E f {x ) -  9l4(x)] / k T }

where 7 a and 7 a are the degeneracy factors of donors and acceptors^, respectively, and the
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Figure 2.5: Various current contributions in a Schottky barrier.

(c) Recombination in the space-charge region;

{d) Recombination in the neutral region.

There are two classical models describing the current flowing through such a barrier - the

Schottky theory, which assumes large depletion region with respect to the mean free path and

assumes the drift diffusion limitations as the bottleneck of the process. The Bethe theory, just 

the contrary, assumes th a t all the electrons moving towards the metal with high enough energy, 

cross the barrier, thus the transport process is emission limited. Before continuing further 

the schematic and the standard sign notation in the theory of Schottky junctions should be 

examined as given on figure A.4.

2.1.4.1 The Schottky model

For the first case the macroscopic one-dimensional continuity equation can be expressed in the 

form:
diTt

Jn = q{fj-nn£-+ D n — ) (2.1.26)

where J„ is the current density, n is the carrier concentration, £ is the electric field strength, 

is the carrier mobility and £>„ =  is the diffusion coefficient. The equation can be used 

to express the current if the electrostatic potential and the carrier concentration are given as a 

function of the applied voltage, which is achieved by solving the Poisson equation:

where cf) is the electric field potential, p  is the hole concentration, and N~  are the concen

trations of the ionised donors and acceptors, respectively. This differential equation cannot be
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solved analytically, without certain assumptions, the simplest one of which is the full depletion 

approximation - the donors are considered fully ionised in the region close to the interface (the 

depletion layer) with the metal of width:

2es{4>i Va) , ,

, w / "

for an applied voltage V^. In most interesting cases the full depletion approximation is well 

justified (see appendix A.2). It should be noted, however, th a t numerical solutions of the 

nonlinear Poisson equation are achievable for all interesting cases. A computationally effective 

and robust algorithm has been described by Mayergoyz (1986). The barrier height and the 

build-in potential given for a n-type semiconductor, respectively, by (/>b =  and 4>\= (f>h —

^  in where is the effective density of states in the conduction band in the semiconductor, 

Â d is the density of donor states. and Xs are, as customary, the work function of the metal 

and the electron affinity of the semiconductor. More generally, the limiting value for the barrier 

height for n /p  type substrate is given by:

# b „  =  ( $ M - X c )  (2.1.29)

-  (>J>M -  Xs) (2.1.30)

The space charge per unit area, associated with the depletion layer =  qN^Xd is equal to 

the charge deposited in the metal Qm and given by:

Qs =  V^q^sNd {cpi -  Va) (2.1.31)

And the associated capacitance per unit area Cj =  can be expressed as:

qesNd 
2(<Ai -  Fa)

(2.1.32)

Accordingly, one of the popular methods for the determination of the barrier height </>b, consists 

of extrapolating the dependence Cj(V'a) towards zero capacitance 0 (see for example

Garbarczyk et al. (1978); Zhu et al. (2006)). The analysis can be generalized to include, apart 

from charge exchange between the donor centres and the conduction band of the semiconductor, 

also exchange with the valence band of the semiconductor and the conduction band of the 

metal; and forms the basis of the Schottky capacitance spectroscopy (see for example Barret 

et al. (1983)). The relationships between charge density p, electric field £, electric potential 0, 

chemical potential r] and carrier energy E  are visualised on figure 2.6.

Using the full depletion approximation, the current density can thus be expressed like:

^  q'̂ DnNc /2g(0b -  14)Â d f  #b
 ̂ “ P “Itr (2.1.33)
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Figure 2.6: Relationships between charge density, electric field, electric potential, chemical potential 
and carrier energy for an arbitrary Schottky contact. Not to scale.

Schematic derivation of this expression is given in section A.3.1.

2.1.4.2 The B ethe M odel

Alternatively, as required in the second model, the current density may be calculated estimating 

the number of electrons with high enough energies to go over the barrier like:

Jn =  J  q v ^ ^ d E  (2.1.34)

B c {x = + o o }

A simple, yet, unnecessarily detailed calculation, the schematics of which are given in appendix 

A.3.2, leads to  the result:

Jn
4irqm*k'^

T  exp q<f>h\  
' kT  J

exp
kT

- 1 (2.1.35)

qNcV
4

47rm*gfc jg Richardson constant, and m* iswhere the constant pre-factor A* 

the electron effective mass in the semiconductor Sze (1981). For semiconductors, for which the 

effective mass approximation is valid, m* =  y/Pmyrriz + +  n^rrixmy, where [Z, m, n] is

the normal vector to  the interface in the own coordinate system of the effective mass ellipsoid, 

and rrix, rUy and are the eigenvalues of the effective mass tensor Rhoderick & Williams 

(1988). For silicon, with the junction parallel to a {111} plane m* = (m^ +  2m tm \)/3,

which evaluates for mi =  0.92me and rrit = O.lQme Kittel (1996) at =  2.15. The

respective value of the Richardson constant is =  258 Acm“ ^K“ .̂

2.1.4.3 The Sze m odel

Apart from the above two models further refinement has been made by Crowell & Sze (1966a) 

which consists of effectively putting the two mechanisms (diffusion and thermionic emission) in
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2. SCHOTTKY JUNCTIONS 2.1 Schottky Theory

series. This modifies 2.1.35 into the form:

Q4>h
k T

exp -  1 (2.1.36)

where is the so-called ‘recombination velocity’, which in the simplest case when no backscat- 

tering of electrons in the semiconductor is assum ed', equals v̂ - = v/4,  as in this case (simple 

Maxwellian velocity distribution):

where v r  is the Richardson velocity. More precisely, the actual velocity distribution close to 

the interface is drifted Maxwellian (see Shibkov et al. (1992); Tang & Adams (1989))

therefore the recombination velocity is no longer independent of the drift-diffusion velocity va-

where Ec is the energy of the bottom  of the conduction band and is the position of the 

maximum of the potential barrier with respect to  the interface so th a t =  m ax(0(x)), and

is equal to  essentially zero if the image forces are neglected.

It is easy to  verify th a t in the hmit of ^  Vr, equation 2.1.36 reduces to  essentially 2.1.35 

and the thermionic emission model applies, for example, when either the mobility is large, 

there is no efficient recombination at the interface (the interface is close to  ideal) or the barrier 

height (j)B is large. Alternatively, in the limit of -C Vr, equation 2.1.36 is roughly equivalent 

to 2.1.33 and the diffusion limitation is dominant. This is a situation often met when either the 

mobility is small, there are a lot of recombination centres close to the interface or the barrier

^Which is equivalent to assuming, that the interface is highly transparent for the electrons, which is often  
not the case for a disordered surface region of the semiconductor, or in the presence of thin insulating layer. 
Therefore the effective recombination velocity Vr may be quite different from the ideal v / 4 .

oo

(2.1.37)

(2.1.38)

The ‘effective diffusion velocity’ is associated with the drift-diffusion of electrons from 

the edge of the depletion region to the top of the barrier, and is defined like:

(2.1.39)
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2. SCHOTTKY JUN CTIO N S

height 4>b is small. More precisely the condition for the validity of the thermionic emission 

theory (wd 3> Ur) can be expressed as Mn^max ^  u /4  or in either if these equivalent forms:

qEm ax »  

A n ? £  m ax

r r ^
4r„
2kT

(2.1.40)

(2.1.41)

where £max is the maximal electric field in the barrier, r„ and A„ are the mean free time 

and the mean free path of the electrons in the semiconductor defined via the usual relations 

Mn =  QTn/^c ^  =  \ /S k T jn m * . The conditions 2.1.40 and 2.1.41 are equivalent to  the 

criterion tha t the mean free path must exceed the distance over which the barrier drops by an 

amount of kT , originally stated by Bethe.

Minor corrections to the above model have been done by Darling (1996); Lou & Wu (1994); 

Wu (1982), in the form of transmission coefficient for the electrons passing through a thin 

interfacial oxide layer (or general layer rich in gap states) /ox (which is discussed in section 

2 .1.4.4) by means of tunnelling and an additional voltage drop across the interface Vox- The 

m ajority current becomes:

foxqNcVr f  q<t>h\ (  qVo^
J n exp

1  "I" f o x V r / V d  

and the voltage drop Vox can be estimated as:

q4>h \  I •' ox exp
( « -

Qoxjv.)
C o x

with Cox given by:

(2.1.42)

(2.1.43)

(2.1.44)

where 5 is the width of the oxide layer and eox is its permittivity. The charge density Qox(K) 

can be estimated as an integral over the gap energies, like:

Eq Eq

Q o x  = - q  j  'Dox{E)7,{E)dE + qt j  'Dox{E)E (2.1.45)
£v Ev

where Dqx is the density of oxide-induced interfacial states, t is the ratio of the donor-like 

interface states to  their to tal density and J t  is the Hall-Schottky/Read factor, which for a trap 

of energy E't, interacting with one conduction and one valence band, is given by:

VnCTnim + VpCTp'JiPi________
(2.1.46)

t ’nO'n (7 l«  +  70^1) +  Vp(^p {lap +  7 lPl) 

where and ap are the electron and hole capture cross sections, 7 0  is the trap  centre degeneracy 

factor when empty of electrons, 7 1  is the trap  centre degeneracy when occupied with one
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2. SCHOTTKY JUNCTIONS 2.1 Schottky Theory

electron, and n i and pi are defined as:

rii = Hi exp

Pi =  Hi exp

E t - B
k T

E - E t
k T

(2.1.47)

(2.1.48)

The density of states in the semiconductor gap Dox is often approximated by a set of few (often 

one to  three) Gaussian-convoluted levels:

E - E i \
(2.1.49)

where and Vp are the thermal velocities of electrons and holes; Ei are the energies, A E i are 

the broadening factors and are the partial densities of the respectful levels. This parametric 

representation can be, in principle, used to calculate the dependence of V^x(^a) and param et

rically fit experimental data. Because of the large number of free parameters, the practical 

application of the Wu model is limited and in all cases requires the external knowledge of some 

of the parameters of the junction, in order to reach convergence.

2 .1 .4 .4  Tunnelling current

For th in  enough barriers, a t low tem perature, and in reversed bias, another contribution may 

become im portant - the tunnelling current. Given the barrier shape the current can be estimated 

by solving the Schrodinger equation:

If d ^ ^
2m* d^a;

with mixed boundary conditions at infinity, yielding:

4 ^2m *
Jn «  qvnnexp  ( - - — ^ \ / ^ X d  ] exp kT

-  1

(2.1.50)

(2.1.51)

where v r  =  \ J 2 r̂n* Richardson velocity (Yu et al. (1998)). A schematic derivation of

the tunnelUng current density is given in appendix A.3.3

2.1 .4 .5  M inority  current com ponents

Prom the minor current components, one im portant contribution is created by the recombina

tion in the depleted region. This process can be considered as a direct transition through the 

band-gap. After Grove (1967); W ittm er (1990, 1991), the current density can be estimated as:

Jn
qnjXd

2r,
■ exp

2kT  J exp
\ 2 k T j

(2.1.52)
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2. SCHOTTKY JUNCTIONS

where is the mean free time before recombination and ni is the intrinsic carrier concentra

tion; and is hkely to be relatively more important in high barriers, in materials of low carrier 

lifetime, at low temperature and at low bias voltage. This is equivalent to assuming that the 

product of the hole concentration p and the electron concentration n  can be described like 

pn = nf exp{qVg,/kT) throughout the depletion region width x^. It is a common cause of error 

as it changes the effective activation energy, measured in the temperature dependencies of real 

junctions.

The minority carrier currents are inversely proportional to the appropriate barrier heights:

is normally much less than unity within the thermionic emission model.

In the drift-diffusion model the injection ratio depends on the mobilities of both electrons 

and holes and can be approximated like:

The associated additional surface charge accumulation density can be expressed as (see Schar- 

fetter (1965)):

For an example of current transient and quasi-static measurements of injection ratio in 

metal-semiconductor contacts see Alavi et al. (1987); Low (1955); Many (1954) and Wagner & 

Clmang (1985).

the current. The injection ratio is further increased in the presence of a thin insulating layer 

at the metal-semiconductor interface. It has therefore profound implications on the high bias 

transport characteristics of Schottky junctions. Detailed analysis of both low and high-level

(2.1.53)

where — Q and (̂  = is the energy of the donors with respect of the bottom

of the conductance band in the semiconductor. Along with the dominant current due to the 

electrons, there is a small flux of injected holes; the injection ratio ^ defined as:

(2.1.54)

(2.1.55)

(2.1.56)

and may result in additional contribution to the junction capacitance Cj

The injection ratio in not a constant and above certain current density grows linearly with
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2. SCHOTTKY JUNCTIONS 2.1 Schottky Theory

injection has been performed by Hassan (2000); Ng et al. (1990), and confirmed later by nu

merical simulations (see Prokopyev & Mesheryakov (1999)) or semi-analytical calculations (see 

Prokopyev & Mesheryakov (2005)), in the spirit of the Sze model.

For low-level injection the minority carrier J  — V  characteristic can be expressed as:

^  d
^low  — J s v exp 1

where rj is the drift-difTusion region resistance area product, approximated like:

Xd
rd

and Jsp is the saturation current for holes, given approximately by:

T

(2.1.57)

(2.1.58)

(2.1.59)

For high-level injection, there is a correction on the voltage drop on the depleted region Vd 

that depends on the carrier concentration close to the interface n(0) like:

Fd =  In
n{xd)
n(0)

(2.1.60)

and the carrier concentration close to the interface is determined by the solution of the modified 

continuity equation like:

n(0) =
-Cl + y C ‘i  -  4JspC2 

2Jsp

where the coefficients Ci  and C2 are given by:

qP^nf  sinh (f^ ) -h ^  cosh (f^ )
C l  — Jsp-^a +

A* c o s h ( fe ) -h  2 ^ s i n h ( f i )

C 2 =
^high

Mn “1“ Mp
Mn

cosh ( f e )  +  ^
sinh I

(2.1.61)

(2.1.62)

(2.1.63)

where is the recombination velocity close to the interface, A* is the ambipolar diffusion length 

defined as:

A* =  V£»*r* (2.1.64)

(2.1.65)

where D* is the ambipolar diffusion coefficient defined as:

  Mn-Pp ~l~ Mp-Pn
Mn +  Mp

and r* is the ambipolar life time, that can be approximated for the limit of high level injection 

like:

r  =  Tn (2 . 1 .66 )
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2. SCHOTTKY JUNCTIONS

And finally, the applied voltage should equal the sum of the partial drops like:

K  =  K In +  Ki(Jhigh) -  Jhighi?s (2.1.67)

where Rg is any additional series resistance associated with the structure (to be discussed in 

more detail later, in section 2 .1.5.5). The analysis of the injection process in the intermediate 

region is quite involved and often an arbitrary switch function s(a;) is used to smooth the 

transition between the low-level injection case and the high-level injection case like:

Jp =  s(n(0)) Jiow +  [1 -  s(?*(0))] Jhigh (2.1.68)

the requirements over the switch function being:

s(n (0 )) —> 1 n (0 ) <  iVa

^  0 n (0 )> iV a  (2.1.69)

two examples of useful switch functions (one power law, one exponential) being:

s(n(0);iVa, 61 , 62) =  ------  ̂ e2 (2.1.70)
i + ( ^ )
l - t a n h ( ^^"W-^»)

s(n(0);ATa,6i,e2) =  -------------^ ^ -----   (2.1.71)

where ei and 62 are arbitrary constants (to be refined experimentally) defining the smoothness 

of the transition.

A modification of equation 2.1.55 heis been suggested by Hassan (2000), which is valid for 

both high and low levels of injection for thin barriers for which the hole diffusion length is 

similar to  the w idth of the depletion region Xp ~  xa:

 X  (2.1.72)

where po = p{0) is the hole concentration at the interface, estimated as:

Wd
! * =  2 Ni (2.1.73)

which can be readily shown, to reduce to equation 2.1.55, in the limit of »  1. In the 

opposite limit, via Taylor expansion around J  =  0, the injection ratio can be dem onstrated to 

be virtually constant up to a small linear correction, for low current densities for which <gc 1 .
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2. SC H O TTK Y JUN CTIO N S 2.1 Schottky Theory

2.1 .4 .6  P h on on -sca tter in g  and other quasiparticle scattering

So far the influence of elastic and inelastic electron scattering has not been explicitly taken into 

account in the derivations of the various current components. It is intuitively clear, that only an 

ideal rectifier would dissipate no power (due, for example, to Joule heating) in all parts of its I  — 

V  characteristic^ For any real junction, there would be a significant amount of Joule dissipation 

(not only related to series resistance), which means that there would be a non-negligible phonon 

(or other quasi-particles, for example magnons should the junction consist of ferromagnetic 

materials, or photons in direct-gap systems with non-vanishing photoluminescence) generation. 

The detailed analysis of these phenomena goes beyond the scope of this section.

Here an example is due on the formal treatment of phonon-scattering within the one

dimensional Boltzmann equation, say along the a;-axis. The Boltzmann equation for the distri

bution function g { E , V x , x , t )  can be written as:

where S is the scattering integral, broken down to elastic and inelastic scattering integrals:

e^ ] =  eei[^] +  ei„[^] (2.1.75)

which are estimated (assuming elastic scattering from acoustic phonons and inelastic scattering 

from optical phonons) as follows:

Cel =  27T- ^ j  ' ^{E)[g{E,v'^,x,t) -  g{E,v^,x,t)]dv'^ (2.1.76)

Cin =  27T

Ahpvg

^  I  'D{E-)[NopgiE-,v',)~{Nop + l)g{E,v',)]

+ ‘D{E+)[{Nop + l )g{E+,v ' , ) -Nopg{E,v, )]  d <  (2.1.77)

where H is the deformation potential and 0  is the deformation field, vs is the average sound 

velocity in the semiconductor, p is the mass density, E ^  = E ±  huop, <̂op is the optical phonon 

frequency and the optical phonon number density is defined, in the usual Bose statistics way, 

like:

•^op =  najQo (2.1.78)
e ~ ^  — 1

Equation 2.1.74 should be solved in a system with the Poisson equation:

d x  €s
Nd{x) - j  j  T>s{E )g {E ,Vx ,x , t )  d E  dv^ (2.1.79)

^At reverse bias, because the leakage current is vanishing, and at forward bias, because the voltage drop is 
vanishing.

25
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and thus the temporal (in general, phase space) evolution of the distribution function g ob

tained, which allows for the estimation of observable parameters like Jn (^ )-  In practise, the 

numerical solution is usually obtained either with multi-grid methods or by expansion over a 

base set of functions. Imposing boundary conditions at the metal-semiconductor interface and 

deep in the neutral part of the semiconductor side of the junction is problematic and an issue 

of contemporary investigations (see Domaingo & Schiirrer (2004); Katkar & Tait (2004)). The 

generation of optical phonons (and in a similar fashion of magnons) influences the I  — V  char

acteristic at low temperature kT  <C tuvop and at bias comparable to the characteristic energy of 

the phonon qV^ ~  ftwop. This is the essence of the popular experimental method of derivative 

spectroscopy, applicable to tunnel and narrow Schottky junctions.

2.1.5 Various im perfections and com plications

There is a large number of ‘non-idealities’ that influence the transport properties and make 

the analysis of experimental data difficult for an arbitrary Schottky junction. In the following 

paragraphs some of those will be discussed in more detail.

2.1.5.1 Existence of an oxide layer

One of the most common imperfection in non-UHV cleaved junctions is the formation of an 

oxide layer at the interface between the metal and the semiconductor. The existence of a thick 

insulating layer leads to a reformulation of the current limiting conditions and is discussed in 

greater detail in appendix A.I. To a first approximation, the presence of a naturally oxidised 

layer may be modelled as a thin tunnel barrier between the metal and the semiconductor, taking 

part of the total voltage drop, thus decreasing the actual applied voltage on the Schottky barrier 

itself. In the rigid zones approximation this is visualised on figure (2.7), following Rhoderick & 

Wilhams (1988).

The Poisson equation for the electrostatic problem can be solved again within the full 

depletion approximation (A.2). In analogy to 2.1.28 the solution is obtained by expressing x j 

from the quadratic equation:

can be compared with 2.1.28, which becomes a limiting case when Xqx ^  0 and Cqx =  Cg. The 

actual expression is:

(2.1.80)

where Xqx is the thickness and Cqx is the dielectric constant of the oxide layer. The explicit form

(2.1.81)
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Figure 2.7: Influence of a insulating layer at the interface.

which shows that in most cases the additional oxide layer increases the depletion layer width. 

The increased width, naturally, leads to decreased (to be compared with 2.1.32) capacitance:

where Ld is the effective dielectric thickness and 4>* = 4>\ + A<̂ , where A0 is the resulting shift 

of the barrier potential. The current density in this case may be expressed like:

the barrier height is being lowered. The current density is reduced because of the additional 

barrier by an amount nearly proportional to A0. More detailed analysis can be found in 

reference Gomila (1999).

2.1 .5 .2  P h onon  scatterin g  and quantum  reflection

It is, in principle, possible for electrons to scatter from optical phonons in the region between 

the top of the barrier and the metal, that is ‘covered’ by neither the drift-diffusion, nor the 

thermionic emission theories (see Crowell & Sze (1966b)). For sufficiently sharp barriers, or in 

the limit of small xa, when Xd ~  Ad, where Ad is the De Broglie wavelength for the conduction 

electrons Ad =  rn'VF Î®*izel (1960), there is a finite probability of non-adiabatic reflection of 

electrons with energies larger than the barrier height </)b- The combined effect of the above two

(2.1.82)

V /
(2.1.83)

where the shift of the barrier potential is expressed as A 6  = , Cqx being the
^8 \  ^ox y

permeability of the oxide tunnel barrier. Because of the potential drop in the interfacial layer
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mechanisms is often taken into account using a modified Richardson constant:

where /ph is the probability of scattering by optical phonons, and /q is the average transmission 

probability. Both /ph and /q  depend in a complicated way on the maximal electric field 

the tem perature T  and the electron effective mass m*. The modified Richardson constant has 

been evaluated by Crowell & Sze (1966a) to be =  96 Acm~^K“ ^, considerably (about

three times) lower th a t the standard value.

2.1.5.3 The Schottky effect

Another detrimental effect is the lowering of the barrier height, due to image charges in the 

metal (also known as the Schottky effect). The resulting change may be estimated like:

where £max is the maximal electric field strength in the interface region given by:

£max =  y  ^  -  y )  (2.1.86)

with the build-in potential defined as:

V"bi =  V"(xd) -  V"(0) (2.1.87)

where, it is assumed th a t the potential drop across the metal is negligible, the electric field near 

the interface is constant, and the band bending is reasonably high Lundstr0m & Schuelke (1982). 

It is clear th a t the V î is proportional to the barrier height (j>B ^  Vhi ■ Also, the maximum 

electric field can be expressed simply in term s of the build-in potential and the barrier width 

Uke:

(2.1.88)
Xd

For small band bending, when the flat band state is approached, equation 2.1.86 is no longer 

valid. A more exact solution for £max should be used instead in this case (see Bozhkov & Zaitsev 

(2005b)):

_ /  
^ m a x  — \ Vt exp ( ------   1 + V b i - V e , ~  — (2.1.89)

which is easily seen to give the correct limit of lim £max =  0, a t T4 =  Vbf, where Vbf w 14>i
Va—>Vbf

is the voltage for which the flat band condition is achieved (or when 14 ^ ^ 0 -
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2. SC H O TTK Y JUN CTIO N S 2.1 Schottky Theory

The classical image-charge concept is, of course, strictly valid for large distances from the 

metal-semiconductor interface. More detailed analysis is necessary, for example using ab in itio  

methods, in order to assertain the influence of the exact interface reconstruction in real junc

tions. An example of such calculations for GaAs based Schottky junctions is given by Bertliod 

(1998).

As the barrier lowering A4>b is voltage dependent, it may cause departures from the expected 

current-voltage characteristics even in otherwise perfect junctions. Though, as the barrier 

lowering is only seen by electrons approaching the barrier from the from the semiconductor 

side, it does not influence to a first approximation the C — V methods for estimation of the 

barrier height.

2.1.5.4 Common treatm ent

Usually, the various imperfections are ‘hidden’ behind a ‘fudge’ factor T called the ‘ideality 

factor’ as:

J  =  Js

or simply for large enough bias V̂a ^  kT/q like;

I  .e x p ( ^ - l (2.1.90)

J « J s e x p ( ^ | ^ )  (2.1.91)

where Js is the saturation current, usually obtained by extrapolation to the limit of T4 =  0 and 

T is defined as

^  ^  5(ln J)  (2.1.92)

Obviously, the closer T is to unity, the better is the applicability of the thermionic emission

model to the particular case of interest. For example T w const for the common case of

quasi-linear barrier lowering due to the image force

As another example, the theoretical ideaUty factor for a Schottky junction with an oxide 

layer can be estimated to be:

T = ------- 7 = ^ =  (2-1-93)
1 _  /  M ---- ̂ V A4>+4>i-V̂

and is therefore always greater than unity.

A dominance of the band-gap recombination processes would theoretically (see equation 

2.1.52) lead to a hmiting ideality factor of T =  2. Therefore, excessively high ideality factors 

in real junctions are often associated with recombination.

În this case T can shown to alter the saturation current density Js in similar fashion Js ^  
exp  ̂— , which is valid not only in the linear regime, if T is made a function of applied voltage

T =  T(Va) (see Bozhkov & Zaitsev (2006)).
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2.1.5 .5  O ther im perfections o f real Sch ottk y  d iodes

It is im portant to note, th a t before any treatm ent can be done to  the experimental data, that 

would result in the determination of the barrier height, there are two other (often important) 

imperfections of real diodes th a t must be accounted for. One is the series resistance of the 

semiconductor substrate Rs- While Rs is geometry dependent and therefore can be minimised by 

decreasing the substrate thickness, as well as by increasing its doping level; it is still imperative 

to  correct for the voltage drop on Rg at high bias, where voltage drop on the Schottky junction 

can become negligible. The I-V characteristic for an otherwise ideal diode, incorporating a large 

series resistance Rs becomes:

et al. (1996); Badila & Georgescu (2002)).

It is, also, possible to  obtain analytical solution in the case, when direct gap recombination 

is included as a current contribution / j ,  for example using equation 2.1.52. The explicit form 

has been obtained by McLean et al. (1986) and reads:

/r and Rg. Further, the barrier height 4>b and the mean carrier lifetime in the depleted region 

Tr can be estimated using:

where S  is the junction area. If the trap  (recombination centre) concentration rit is known by 

other means, the capture cross section at can be estimated like:

(2.1.94)

Equation 2.1.94 can be solved analytically for 14 to  give;

(2.1.95)

which can be fitted (for example by non-linear least squares) to  experimental data  (see Ayyildiz

(2.1.96)

Equation 2.1.96 can be used to  fit experimental data  and extract most probable values for Ig

(2.1.97)

1
(2.1.98)a  =

V T U t

where v is the thermal velocity of the carriers.
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2. SCHOTTKY JUNCTIONS 2.1 Schottky Theory

It is possible, in some cases, to measure i?s directly, by substituting the Schottky contact 

with an ohmic one as will be discussed later in paragraph 2.2.

Another similar problem is the leakage resistance Ri, often associated with increased reverse- 

bias current. R\ is likely, but not necessarily, determined by the finite lateral size of real junction 

and the defects located at the edges of the active area of real diodes. The total current for an 

ideal diode with leakage resistance R\ can be w ritten as (see Chattopadhyay (1996)):

I  = Is { exp q{V . -  I R s
k T - 1  +

K  -  I R s  
Ri

(2.1.99)

where the effective shunt resistance is considered connected in parallel to  the ideal diode. And 

solved for ln (;^) in the limit of V"a »  Vt to yield:

R^
(2 .1.100)

Alternatively, the shunt resistance can be considered connected in parallel to  the entire 

diode structure, yielding a different expression for the to tal current:

I  = Is { exp
9(K -  IRs)

k T
( 2 .1 .10 1 )

Instead of looking for a solution in the limit 14 ^  Vt as in (Chattopadhyay (1996)), which 

yields the trivial solution for ln(;^):

an analytical solution can be obtained, in special functions, for T4(/) in the form:

k T „ ,  r q
Ri {Is + 1 )  W { ^ I s R i  exp [ - ^  {IR,  -  ( /  +  Is) i?0] }

(2 .1.102)

(2.1.103)
q ( k T

where W(x) is the Lam bert’s function defined as the inverse of a:exp(a;)^ Thus a fit can be, 

in principle, done to an experimentally measured dependence V^{I). The leakage resistance is 

likely to  affect the behaviour of real diodes in the low voltage limit (i.e. when the diodes are 

actually shut) and further narrows the region of applicability of the standard Schottky device 

modelling.

Here, it should be noted th a t analytical solution of the quasi-ideal diode with series resistance 

only problem, in terms of to tal current / ,  have been obtained before (though rather late in 

historical aspect) using the W  function by Banwell & Jayakumar (2000) in the form:

IsRs (V  ̂— IsRs
TV, (2.1.104)

^The Lambert’s W function is defined as W(a) =  root((xe^ — a), a).
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2. SCHOTTKY JUNCTIONS

which in the high current limit /  S> /s  reduces to:

. rvt
Rs

- w IsRs (  K 
TVt (2.1.105)

Analytical and semi-analytical solutions exist for other types of effective circuit combinations 

of series and parallel resistors and a quasi-ideal diode (see Donoval et al. (1998); Ortiz-Conde & 

Sanchez (2005)). Because of their increasing complexity and large number of fitting parameters, 

actual implementation for processing experimental data  is problematic.

A better understanding of the complexity of the reverse problem (the determination of 

the intrinsic junction parameters from the set of measured external parameters) is gained by 

schematically associating an effective circuit to the real device. A simple example is shown 

on figure 2.8, where and R\ are the series and leakage resistances, Cj is the depletion layer 

capacitance, Dm  and Du are the effective model representations of the drift-diffusion and 

thermionic-emission limits and R^ is to  represent the recombination currents in the junction. 

Because of the nonlinearity of some of the effective components and the over-determination of 

the associate system of governing equations, unique solution is not always obtainable without 

a priori assumptions about some of the system parameters. The forward (direct) problem, 

though difficult, has in principle, an unique solution, obtainable either by analytical expansion 

or numerically.

Rl

+Out -Out

Ddd DtiRs

Schottky
Junction

Figure 2.8; Simplified effective circuit representing a real diode.

2.1 .5 .6  M eth od s for ex traction  o f Sch ottk y  barrier param eters

Because of their abundant practical applications, the main Schottky junction parameters and 

the methods of their determination, have been the subject of a large number of publications. 

As the most im portant parameters of real diodes and their non-idealities were already discussed 

in section 2.1.5.5, a concise systematisation of the methods is to follow.
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2. SCHOTTKY JUNCTIONS 2.1 Schottky Theory

Methods based on data manipulation. The simplest approach to the determination of Schot

tky barrier heights for almost ideal diodes is based on the high-applied voltage 14 > (3. . .  5)Vt 

quasi-ideal diode approximation:

I  = I s e ^  (2.1.106)

thus a plot of In I  versus 14 should yield a straight line, whose intercept can be used to define 

Is and therefore extract (j)b provided that the effective Richardson constant A** is known. This 

approach is however difficult to apply in diodes with large series resistance as there may be no 

linear part of the dependence In 7(14), at all.

In some cases, the temperature dependence of the of the current at fixed voltage can be 

used to extract estimates of the barrier height by plotting In I  against 1 /T , by choosing a bias 

setpoint gl4 ^  kT  or measuring at moderate reverse bias (see Pipiiis ei al. (1998)). Neglecting, 

in this fashion, all but the thermal activation of the saturation current Js, the procedure is, 

by necessity, confined to narrow regions of temperature T  and applied bias Va,. A stricter 

approach, is to determine estimates of the saturation current at each individual temperature 

Js{T)  and then extract an estimate of the barrier height from a plot of In Js(T) as a function 

of 1 /T . This however is not a problem-free procedure as current components other than pure 

thermionic emission (tunnelling, recombination, etc.) generally increase in magnitude with 

lowering the temperature and increasing the bias window. Thermionic emission can in a few 

cases be favoured by increasing the temperature (above ambient), though this is, generally, 

bound to produce irreversible changes of barrier height, due to diffusion and chemical reactions 

at the interface which are exponentially activated in temperature.

There are cases in which changes in temperature are not favoured at all, as the junction 

parameters at particular temperature (for example ambient temperature) are of particular in

terest. The so-called Norde plot can be often used in such situations (see Norde (1979)), which 

consists of plotting a function Fn(14) defined as:

(2.1,107)

where S  is the surface area of the junction. The plot of Fn(14) against K  should have a slope 

of — ̂  if there is no series resistance, an asymptotic slope of + |  at high applied voltage, when 

there is a large series resistance Rg, and a minimum in between. If the position of the minimum 

is Vo then the Schottky barrier height may be estimated as:

<̂b =  F M )  +  ^  —  (2.1.108)2 q
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Further, if 7q is the current at bias Vq, the series resistance can be evaluated at:

Rs = ^  (2.1.109)
Jo

This type of analysis neglects the recombination processes and the lowering of the barrier height, 

among other imperfections.

A slightly improved version of this model has been developed by Lien et al. (1984), and 

consists of evaluating a family of Norde functions:

=  (2 ,1. 110 )

for range of values of the parameter a from the estimated ideality factor T to oo. For a

monotonic experimental dependence Va,{I), the Norde function can be rewritten as:

G N ( / ; a )  =  F N ( K ; a )  (2.1.111)

The reformulated Norde function Gt^{I;a) has a minimum at I  = Iq such that:

d G N ( / o ; g )  Q l d l 4 ( / o )  K  ^2 .1 .1 1 2 )
d l  CL d l  I q

and the minimum Io{a) is thus given by:

Vt TVtIo(a) = - ^ a - ^  (2.1.113)
■rts - i t s

Therefore, a linear regression over should be able to provide values for both Rg and T.

The advantage of this modification of the Norde method is in exploiting a larger amount of data

points from the I{Va) characteristic of the device under investigation, rather than few points 

close to a single extremum of the standard i^N(Ki) (see Prokopyev & Mesheryakov (2003)).

The influence of the barrier height lowering has been reviewed by McLean (1986), in the 

linear regime when the dependence of the barrier height on applied voltage can be expressed 

as:

M V e.)= 4> m -A c f>  + xV ,  (2.1.114)

where A(j> is the barrier height lowering at zero bias A(/>b(0) given by equation 2.1.85:

(2.1.115)
27t eo V eo

and X is a coefficient that can be evaluated at:

%/2 q IqNdVhi 1
47t eo V eo Vhi

(2.1.116)
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2. SCH O TTK Y JUNCTIO NS 2.1 Schottky Theory

The Norde function can be thus expressed as:

F n (14) = < ^ b - ^ ( l - 2 x )  (2.1.117)

and the minimal slope has, therefore, increased to x  — It can be shown th a t the baxrier 

height is overestimated like:

=  F^(Vo) +  (1 -  2x) (2.1.118)

The overestimation, therefore, can be as large as few times Vt-

A method tha t is supposed to  deal effectively with the series resistance Rg has been developed

by Chattopadhyay (1995). The idea is based on the assumption tha t the hmiting current

mechanism is the thermionic emission and th a t a single surface potential ips determines the 

probability with which electrons are em itted into the metal. The current density can be thus 

written as:

where qVn = Ec — Ep is the energy spacing between the bottom  of the conduction band and the 

Fermi level. The surface potential is a function of the current density and the applied voltage 

Va, among other parameters:

=  (2 .1 .120)

To a first approximation can be expanded as:

=  <̂ b -  K  -  Y  (^a -  JnR. )  (2.1.121)

and the approximation should be valid for small I4 . Locally around a fixed point (Jf,Vf) in

{Jm Va) space ips can be expanded in a two argument Taylor series like:

(Jn,  K )  =  A  (J f , V̂ f) +  (Jn -  j f )  ( ^ 1 ^ )  +  ( K  -  Vt) +  . . . (2.1.122)

and the coefficients determined experimentally. It is easily seen th a t </>b can be thus expressed

like:

M V ! )  = V’s {Jf,  V{) -  ^ V f  +  K  -  K  (2.1.123)

and therefore an effective dependence of the barrier height on applied voltage (within the

thermionic emission model) obtained. W ithin the regions where is constant the barrier

height lowering is proportional to the applied voltage, similar to equation 2.1.114, as intuitively 

expected. The point (Jf,Vf), where the <̂ b is evaluated should be the highest applied voltage 

Va for which is still linear.
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2. SCHOTTKY JUNCTIONS

Methods can be developed based on the derivative or the differential resistance, ob

tained either experimentally by modulation techniques or by numerical differentiation (see Lee 

et al. (1998)). Differentiation of both sides of equation 2.1.95 yields:

• Rs (2.1.124)

or approximately (for I  /g):

d /  I  + Is

and, therefore, by fitting a straight line to the dependence ( j ) ,  estimates of Is and Rs may 

be obtained (see Werner (1988)). The method has a big advantage in the case of otherwise 

ideal junctions with large series resistance, measured at large applied currents I  by lock-in 

techniques.

Examples exist, also of finite difference methods, like the one of Wong & Lam (2001), 

that reduce the problem of an quasi-ideal junction with series resistance to a simple linear 

regression for its determination. This can be done by solving the diode equation for Va in the 

limit of large voltage ^  Vt like:

v ; ( / )  =  rVt In (J-^ + Rsl (2.1.126)

and estimating the proportional difference:

dV^{v) =  V^{vI ) -V, { I )^

dT4(u) =  TVtlnw +  ( u - l ) i ? s /  (2.1.127)

which is a linear function of the current I. It is therefore possible to choose v  and perform

linear regression on the resulting dependence dT4(/) to determine the slope (t> — I) Rs and the

intercept TVt In w. The values of Rs and T can be thus deduced.

It is possible, also, to extract the series resistance by employing the partial dissipation power, 

or the integral fVg,dI. Solving the standard expression /(V'a) for 14 within the thermionic 

emission model like:

I  = Is

F a =  r v , l n { ^ ^ ]  + I R s  (2.1.128)

it is possible to integrate analytically, to yield; 

V̂ dl = rvt
/ '

r2  D
TVt{ I  + Is) + ^ + c o n s t  (2.1.129)
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2. SCHOTTKY JUNCTIONS 2.1 Schottky Theory

For large enough currents /  3> Js the above expression can be simplified to:

/ r 2  D
V^dl K {e -  l ) r V J  + + const (2.1.130)

and the integration constant can be shown to be const =  0, as the power dissipated at /  =  0 is 

vanishing. The definite integral can be thus taken between any two points I i  and I 2 satisfying 

the condition I i , l 2 S> Is  to yield:

^ y ’K d / = ( e - l ) T K  + y ( / 2 - / i ) (2.1.131)h
h

Thus, by calculating the power integral between two appropriately chosen current values, the 

series resistance Rs and the ideality factor T  can be extracted. This result is analogous, but 

more precise than the integral methods described by Kaminski et al. (1997) and Ortiz-Conde 

et al. (1995). This method is analytically equivalent to asserting that:

^  w +  (e -  1)T K  (2.1.132)di

at high current bias. Numerically, the same level of uncertainty can be achieved by both the 

integral and the differential forms for the same number of experimental da ta  points.

As intuitively clear, the measurement error impacts of current and voltage on the extraction 

of Rs, can be traded-off for each other. This is, most easily, seen by taking the log-derivative 

of the current I ,  again writing condition of /  3> Is, like:

—  /  =  — (2 1 133) 
d l  Vt d l  TVt  ̂ ^

Thus, the Rs can be determined, as the negated ratio of the intercept to the slope of the de

pendence dl ln/(9/V"a)) as described by Kaminski et al. (1997). Though, in principle equivalent 

to the previously described methods, the error budget is larger for the current, rather than the 

voltage, and this makes this method favourable for diodes with higher impedance.

As higher derivatives of the I  — V  characteristic carry, on theory, more information about 

the device being characterized, higher derivative methods may seem attractive. Prom practical 

point of view, the noise-expansion in numerical differentiation limits the order of useful deriva

tives to  about 2. For derivatives th a t are measured experimentally, by employing modulation 

techniques, because of modulation broadening and useful signal-to-noise ratio, often, the upper 

limit for the derivative order is, also, set at 2.

It should be mentioned, th a t a class of methods exists, initiated by Mikhelashvili & Eisen- 

stein (1999); Mikhelashvili et al. (1999, 2001) th a t is based on the voltage (or current) spectra 

of the power exponent, defined as:

(2.1,134)
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For an quasi-ideal diode, i9{Va,) is linear function of 14 at small voltages V̂ , <C Vbii has a 

maximum at a voltage th a t depends on the series resistance Rs and decays exponentially to  an 

asjrmptotic limit of lim =  1, because of the finite series resistance ^  0. W hen there
V a —>00

is a finite leakage resistance i?i /  oo the initial asymptotic behaviour is similar in the limit 

^im^??(ya) =  1- The details of the dependence t?(V'a) are quite model dependent and vary with 

the number of various imperfections (for example, Schottky barrier lowering, recombination, 

tunnelhng) included in the calculation.

Methods based on nonlinear regression Direct nonlinear regression based on equation 2.1.96 

has been suggested and implemented by Bennet (1987). There are two basic possibilities for 

error minimisation (see Ferhat-Hamida et al. (2001); Ortiz-Conde et al. (1999, 2000)):

(а) Vertical error minimisation. The deviations between the measured values for the 

current and the simulated 7 |“" ' are minimised:

a /  j e x p  _  Tsim \  2

=  pin,* (2.1135)
i = l  ^  ^

(б) Lateral error minimisation. The deviations between the measured values for the 

voltage and the simulated are minimised:

i = l  ^

Q  ̂ _  y .sim

v s :n

2

(2.1.136)

where a is the number of data  points used for the least squares regression. Which one is to  be 

preferred, depends on the measurement uncertainties of the current and voltage d ata  and the 

derivatives of the parameters of interest with respect to  I  and V.

A class of methods exists based on fitting equation 2.1.96 and 2.1.99 to  experimental data, 

ranging from least squares minimisation to  genetic algorithms (see Almashary (2004); Jervase 

et al. (2001); Ortiz-Conde et al. (2001)). A common disadvantage to all of them, being th a t 

there is no guarantee for the uniqueness of the obtained solution for the set of fitting parameters. 

Errors can be, generally, kept to within 2 %, provided the initial guess values are to within 100 

% of the actual ones, but reliabiUty is poor.

It is also possible to  account for lateral inhomogeneity of the barrier height by assuming 

some kind of statistical distribution of local barrier heights (see Bozhkov & Zaitsev (2007); 

Osvald & Dobrocka (1996)). This is normally done by choosing an a priori distribution kernel 

of lognormal or normal type (see Chand (2002)), for example:
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2. SCHOTTKY JUNCTIONS 2.1 Schottky Theory

where is the average barrier height and (Tb is its dispersion. The to tal current can thus be 

written as the convolution product of pb and Jn or pb ® Jn like':

OO

■ (0b, ^b, n )  = S  j  ^  {ip; <̂ b, 5-b) Jn rs) dip (2.1.138)

where = R ^S  is the resistance area product of the series resistance contribution and J„ can 

be defined simply (see Osvald (2006a)), but not necessarily, as:

I Q {Va Jn^s) I ,
expl ---------^ --------- ) - l (2.1.139)Jn{v \̂rs) = A**T'^exp (-|̂ )

As the total current becomes an implicit function of the applied voltage 14 and Rs, like:

/  =  / ( K , i ? s ; 4 ,^ b )  (2.1.140)

it can be used to fit experimental data and extract estimates for one or more parameters (for 

example 0b> ^b and Rg). This method is, of course, most useful for large area junctions where 

the local barrier heights are more likely to be statistically normally distributed (see Chand 

& Kumar (1997)), when measurements are done at various tem peratures. The voltage VJn at 

which the current I  has a minimum as a function of tem perature T  may be determined by 

differentiating both sides of equation 2.1.138, and can be used to define the distribution of 

barrier heights as:

 2
b I DVra = <i>k + 2 V t - ^  + R s S A * * W  exp 

n

-  \  2 
CTb (2.1.141)

together with an estim ate of the average barrier height (see Osvald (2006b)).

It is often assumed th a t the integration in equation 2.1.138 can be carried out from —oo to 

00, which leads to  the simple result for the effective barrier height:

A 2

K  = (2.1.142)

It should be noted th a t though approximately correct and simple analytically, this is not the 

exact form of the integration. As there ate no zero or negative barrier heights in the problem, 

th a t are physically significant, the integration in 2.1.138 should be carried out in the interval

^This is strictly valid, for incoherent transport, or at high temperature and when the direct tunnelling can 
be neglected. The mathematical treatment of the problem for laterally inhomogeneous thin tunnel-Schottky 
barrier is still in its infancy (see Bezak & Selim (2001)). The complications arise from the specular reflection 
from, and diff'raction through, the stochastic longitudinal and transverse distribution of potential. Electric 
field dependent localisation effects are to be expected in the limit of strong back-scattering of electrons from a 
stochastic (5-barrier.
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0 . . .  2(^b- The upper limit due to the fact tha t very high barriers are not likely to contribute

much to the to tal transmission. In this case the modification affects the saturating current like:

This correction only becomes im portant (the difference exceeds about 10 %) for low enough 

temperatures:

It is im portant to  note, th a t the inhomogeneity of the barrier height is not, necessarily, asso

ciated with physical lateral inhomogeneity of the metal-semiconductor interface. As pointed-out 

by Bondarenko et al. (1998), even atomically flat, abrupt and defect-free contacts, in the ab

sence of surface states, inevitably have a natural inhomogeneity of the Schottky barrier height, 

determined by the charge discretisation of the donor impurities for high enough donor concen

tration ~  10̂ ® cm“ ^. Such a situation occurs because the average distance between donor 

centres becomes comparable with the depletion width or ~  Xd, and therefore some of the

donors situated at one and the same distance x  from the interface will be ionised, and some will 

not. Therefore, in this limit, not only does the full depletion approximation lose ground, but the 

one dimensional modelling should be, altogether, substituted with at least a two-dimensional 

one.

The detailed evaluation of the width of the barrier height distribution CTb, can be done using 

the parallel diodes model, by breaking-up the surface area of the junction S  into small elements 

Si for which, the effective barrier can be evaluated by inversing the classical thermionic 

emission model or equation 2.1.35, like;

where the factor appears because of the change of dimensionality of the problem. W ithout 

going into the details of the derivation, it is easy to see, tha t the distribution of (/>b will be a

r* ^  r erf(/+ ) - e r f ( / _ )  
S  ^  f) (2.1.143)

where /g is the effective saturation current, erf(x) is the error-function^ and /+  and /_  are 

defined as;

(2.1.144)

(2.1.145)

(2.1.146)

finite-width quasi-gaussian peak, rather than  a ^-function. The width of the distribution can

o 2
^erf(i) is defined as erf(x) =  f  e'* dC
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be expected to be of the order of fcT, as the change of conductance can be expected to be of the
2

order of couple of conductance quanta ao =  ^ ,  as couple of donors do (or do not) ionise within 

the area Si, and therefore the logarithm in expression 2.1.146 gives values of the order of unity. 

The above effect is the fundamental reason, why it is difficult to  define the barrier height at 

ambient tem perature, to better than about 10 meV, even for moderate doping concentrations 

Â d ~  10^  ̂ cm “ .̂

Combined methods An example of a combined method may be given for the case of thermionic- 

field emission. At low tem perature <C 1 or high doping levels, the electronic current can be 

modelled as (see Jang et al. (2003)):

/  =  5 J s e x p ( ^ ^ ^  (2.1.147)

which is valid for intermediate voltages E qq < < q(f>b- This allows for simple vertical regres

sion of the voltage dependence of the saturation current density Js{T), which is to be extracted 

as a function of tem p era tu re ', together with the constant E qq. The extracted saturation current 

density can be then fitted by, for example, nonlinear least-squares algorithm to the nonlinear 

equation:

Ec — Ep $b — {Ec — Ep)T /rr\ A*y/TTs /EoQ^^b  ~  {E q ~  E p )
“ ------------- t T c o s h |« -------------- “ P kT ^00

(2.1.148)

and the barrier height $b and the position of the Fermi level with respect to the conduction 

band Ec — Ep can be thus determined.

2.1.6 Effects o f external and internal m agnetic fields on Schottky  
junctions

As a first order approximation the effect of an external magnetic field on the junction may be 

considered as effective change of the barrier height due to  the Zeeman splitting of the quasi- 

Fermi level in the metal Ziese & Thornton (2001). While it is arguable whether or not the 

splitting of the chemical potential in the metal would dominate, or potentially large Lande 

^(-factors in the semiconductor would lead to  larger effects; it is still instructive to look at its 

possible implications on the two main models for the current Hmiting process 2.1.35 and 2.1.33. 

Some of the effects, described below, can be considered kinetic analogs to the weak Pauli 

paramagnetism of the quasi-free electron gas in nonmagnetic metals. Energy averaging of the 

m aterial parameters is assumed throughout. The exact sense of the implied energy averaging 

operations is dependent upon the excitation mechanism (normally, therm al activation over the

'Provided, of course, that measurements have been performed in the broad-enough temperature window, 
where the thermionic-field emission model is valid.
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barrier, or alternatively photo activation, when the junction is irradiated by an external light 

source, among other possibilities).

2.1.6.1 M agnetic field effects w itiiin  th e therm ionic-em ission  m odel

In the thermionic emission model this can be described by introducing spin-polarised currents:

Q<t>n

= «  /  (2.1.149)
dE

which when the energy of the excitations is not too large may be approximated by the energy 

averages (at the quasi-Fermi level) as J |  =  q{vpini)EF{<l<f>n ~  ±  gmMe-B) The magneto-

conductance ratio:
^  {J \ B  +  Jj B)  -  {J^o +  Jjo)

( J|0 +  "̂ io)
can thus be approximated, for the case of small fields, with:

(2.1.150)

(2.1.151)
{vpn^) + {vpni) kT  ■" kT

As is easily noticed, the effect is small, of the order of 1 per cent in 5 T (easily achievable field 

with a superconducting magnet) and room temperature.

A slightly modified version of the above model (applied to the case of a magnetic semicon

ductor) was suggested by Kohler et al. (2004); Ziese et al. (2005), where the exchange splitting 

existing in the conduction band of ferromagnetic semiconductors Aex is included explicitly in 

the energy splitting within rigid bands approximation:

(2.1.152)

where is the average conduction band edge and ^  2 is the gyromagnetic ratio in the 

semiconductor. The spin-polarised current density becomes:

J-
A*T^

Ul) ■ exp 4>h ~  ( + ) ^ e x / 2  — {+)gsflBB
2 V kT

where A* and T have their usual meanings. The total current density is thus given by

SfifsMB-B

(2.1.153)

J  = {J^ + J^) = A*T^ exp 4>b \  , f  A e________
■ kT )  ( 2kT

1 (2.1.154)

For realistic externally-applied magnetic fields ^  ^ex  and equation 2.1.154 can be ex

panded into Taylor series and only the first three terms kept:

21
J  = = A*T'^ exp cfi'sMe-B , f g s f i B B \ exp qVe.

T kT  
(2.1.155)

1
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where the spin polarisation in the absence of external magnetic field is approximated (for the 

case of parabolic band dispersions) as:

a ' = = t a n h ^ ^ ^  (2.1.156)

As it can be easily seen, while kT  the resulting magnetoresistance (magneto-

conductance) is linear in applied magnetic field and inversely proportional to the temperature:

(2.1.157)

The change of sign between 2.1.151 and 2.1.157 can potentially result in partial cancellation of 

the magnetoresistance (magneto-conductance) effects in a diffused barrier where zero-applied- 

field polarisation is not vanishing at both sides of the junction. In the limiting case of a metal 

and semiconductor having similar gyromagnetic ratios Qm ~  9s and comparable polarisations 

close to the interface a®, the net effect may tend to zero.

Before continuing further, an important consequence of the conservation of the component 

of the Fermi momentum kp parallel to the interface and the thermionic emission theory should 

be mentioned. That is that electrons are emitted into the metal in a narrow cone of directions 

of angle 0̂  v/v-p in the limit of low temperatures and high mobilities v vp. The same 

is true for electrons incident at the interface from the metal. It is therefore useful to keep 

the quantization direction (the applied field direction) normal to the interface, thus reducing 

geometric factors associated with the finite angles between kp and B.

2.1 .6 .2  F ield  effects w ith in  th e drift-diffusion m odel

For the case of drift-diffusion limited transport, the derivation of the magneto-conductance 

ratio is more involved and features completely new behavior, namely the effect is non-zero even 

when the metal is completely spin-symmetric^:

T \ / { Q < l > b  — 5 m M B - B )  +  C  +  D i +  5 m M B - B )  +  C  — ( £ ) f  —  Di)yJ~^^q4>\> +  ~C

(Z?T + D y ) ^ ^ q 4 > ^  +  C
(2.1.158)

where £)| is the spin-dependent diffusion coefficient and C is a constant with respect magnetic 

field energy barrier. It is well justified for experimentally achievable applied magnetic fields 

^  90b to expand in Taylor series with respect to B.  The resulting linear approximation 

to MC is given by:

(2.1.159)

D
M C k

'Only as far as electronic density of states is concerned. Complete spin-symmetry, of course, requires the 
equality of all transport coefficients, like for example, characteristic scattering times.
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where /?s is the spin-asymmetry of the diffusion coefficient in the semiconductor, defined as:

A  =  ^  (2-1.160)

Therefore, measurement of magneto-conductance (magnetoresistance) can, in principle, yield 

information about spin-asymmetries in non-magnetic semiconductors.

It is important to note the fundamental difference between the magnetic field effects within 

the thermionic emission and the drift-diffusion models, that originates in the very different 

limiting carrier velocities assumed, and therefore very different saturating current densities:

tT E  Ar fJs =  9 ^ 'c i ’R e x p  ( -  —

tDD .. ___ f 'AbJg = gN'c^^oexp ( - — ) (2.1.161)

where the Richardson velocity wr and the drift velocity vu are given by:

/ kT

VD =  /Xn£max «  (2.1.162)
m * X d

where Tn is the mean free time of the conduction electrons in the semiconductor. Therefore in 

the case of thermionic emission, the Zeeman energy is compared with the thermal energy

kT,  while for the case of drift-diffusion limited transport, the relevant scale is the kinetic energy

q4>h-

Another drift-diffusion related magnetic field effect is the geometric magnetoresistance re

lated change of mobility. The electron mobility in a direction transverse to the applied magnetic 

field B  is given by (see Swami & Tantry (1972)):

/i„(B) =Mn(0) ( l - / x 2(0)S 2) (2.1.163)

and, therefore, the resulting diffusion constant (using the Einstein relation is:

i?n(B) =  /?n(0) (̂ 1 -  (2.1.164)

which is the truncated expansion of the well-known Townsend expression from the theory of 

gas plasmas (see Bickerton & von Engel (1955)):

D„{B) = ■ (2.1.165)
1 +  (WLTn)

where wl =  is the Larmor frequency, and is the mean electronic life time.
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The saturation current density is therefore magnetic field dependent and can thus be 

approximated as:

and because of its quadratic field dependence can potentially yield effects as large as 384 %

requirements on field alignment, so as to avoid magnetic field components transverse to the 

current direction'. Nevertheless, for very large mobilities, the validity of the drift-diffusion 

model is limited and the magneto-conductance reduces to  the expressions discussed earlier in

electric fields (above about 0.1 M V/m, for silicon), which are commonplace in the depletion 

region of Schottky junctions.

It should be noted, also, tha t analogous effects, due to bulk magnetoresistance, exist in 

the neutral region of the semiconductor side of Schottky junctions. For diodes with large 

series resistance Rs,  this may result in significant and bias dependent magneto-conductance

2.1 .6 .3  M agnetic effects w ith in  th e C row ell-Sze m odel

The realisation of the fact th a t the saturation current depends on the recombination velocity 

Vr, which is only to  a first approximation equal to  the Richardson velocity u r , leads to the con

clusion tha t th a t potential influence of the magnetic field on the current transport in Schottky 

junctions can appear through magnetic field dependence of the recombination velocity 

Starting with equation 2.1.38, which can be integrated analytically to give:

(2.1.166)

Therefore, the magneto-conductance will be given by:

(2.1.167)

in 14 T, in high-mobihty silicon (//„ <  1400 cm^/Vs). The large possible effects pose special

section 2.1.6.1. Moreover, the electron mobility is generally not constant and decreases at large

M C ( S ; K ) .

which simplifies in the limit of small diffusion velocity vr (by keeping only the first therm  

of the Taylor expansion) to:

=  +  ?  ( l  +  — ) (2.1.169)

and in the limit of large drift-diffusion velocity ^  ur to

U r =  Vd (2.1.170)

'In reality, the mobilities close to the interfeice are often much smaller /in <  100 cm^/Vs, due to disorder 
scattering.
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The impact external magnetic field in the second case has already been analysed, as it is 

equivalent to the one for the drift-diffusion model, as in the sense of this approximation «  vu 

and:

The first case is more informative as it gives the first order drift-diffusion correction to 

the thermionic emission theory. The saturation current density as a function of the external 

magnetic field B  can be approximated as:

therefore, the magnetic field can potentially have impact via altering the barrier height <̂b> by

the depletion layer width), or by influencing the carriers mean free time Tc (which may mean 

changing the mean collision time or the mean recombination time). Changes, in the depletion 

layer width as a function of magnetic field, have been reported by Nakagawa et al. (2005), in 

heterojunctions, though the reason behind the effect is still not clear.

Simplified analysis can be pursued on the basis of the full depletion approximation starting 

from equation 2.1.28. Apart from the direct dependence of the depletion layer width Xd on the 

barrier height which can be potentially a function of the external magnetic fie ld \ there

may be indirect dependence going beyond the full-depletion approximation, as the magnetic 

field-induced shifts in energy would be mostly infiuential in the regions where the band bending 

is smalP. Moreover, such magnetic field effects would be vanishingly small in nonmagnetic 

semiconductors.

It is in principle possible to influence the depletion layer width x j  via its dependence on 

the perm ittivity of the semiconductor Cg. For a fully degenerate semiconductor, the correction 

to the permittivity is proportional to the density of states a t the Fermi level, which is very 

unsensitive to external magnetic field as QsUb B  <C Ep and therefore:

This is a consequence of the fact th a t for small magnetic fields, or high tem peratures the 

spin-split density of states can be approximated like:

(2.1.171)

' ^ n { B ^ 8 . j n a . x { B ^  eXp

changing the maximal electric field in the junction £max (a^ a function of the barrier height orm ax

(2.1.173)

'D^{E) =  ^ - D { E ± g s f X B B ) (2.1.174)

^This case has been covered already in the treatment of the magnetic field effects within the Bethe model 
(see section 2,1.6.1)

^This may happen at the edge of the edge of the depletion region, where the full depletion approximation is 
not well satisfied
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which can be expanded in Taylor series around B =  0:

Vj{E) = ^Di E)  ±  +  • • • ( 2 .1. 175)

as the to tal carrier density can be approximated like:

OO
n «  y  ['D^{E) +  ‘Di { E ) ] f { E ) d E  (2.1.176)

— OO

where f { E)  is the Fermi distribution function, for the degenerate case:

f { E)  =    (2.1.177)
e “̂  +  1

or simply the Boltzmann distribution for the nondegenerate case:

f { E ) = e ~ ^  (2.1.178)

Therefore, in both the degenerate and the nondegenerate cases, the total carrier density can be 

expanded as:
OO

n(B)  «  n(0) +  5 2 4 ^ 2  I  f ^ E ) - ^ B { E ) d E  (2.1.179)
—  0 0

and is essentially constant with applied magnetic field B,  independently of the carrier gas 

degeneration^ Consequently, the perm ittivity Cs is almost constant, up to  a very small quadratic 

correction in field:

€s{B) =  eo | l  +  [ 1  +  0  (B^)] I  (2.1.180)

and the depletion layer width would not be influenced by it.

It is clear, also, th a t sizeable effects are expected when the mean recombination time is influ

enced by external magnetic field, only from regions close to the metal-semiconductor interface, 

where the electric field &{x) is large. There is little experimental evidence for external magnetic 

effects on Schottky diodes, related to recombination ra te changes (see Miller & Lobb (1994)). 

The transitions involved, are considered to be within the singlet and triplet states formed by 

a donor-acceptor pair, or within ground and exited states of a single recombination centre. As 

a toy model, a simple system of two spins si and S2  of |si,2 | =  5  can be considered, with the 

to tal spin equal to  s =  sj +  S2 - As the recombination process should satisfy the conservation 

of energy, momentum, angular momentum and spin, if the initial state has |s| =  1 , the most 

probable transition before recombination is to a state with |s| =  0 , i.e. from a triplet state to

^This cancellation of the linear order in B  is not the case for other thermodynamic observables such as the
0 0  0 0

total electronic polarisation P  =  f  [‘D f ( E )  — T > i ( E) ]  f ( F ) d E  ^  f  / ( -E )^ 'D (£ )d £ ^ , and leads to  the
—00 —00

concept of Pauli paramagnetic susceptibility.
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a singlet state. Also, the transition probability is generally higher for initial states with 5 ^ = 0  

rather than  for states with Sz =  ±1, if standard isotropic exchange and dipolar interactions 

couple the two spins. Therefore, should a level crossing occur for some value of the applied 

magnetic field, either between |s| =  1 and |s| =  0 levels, or between =  ±1 and =  0 levels; 

it will result in enhanced recombination probability, or more generally in a change between low 

and high recombination probability '.

The field Srec for which such an enhanced recombination may occur for the above toy 

system, can be determined by finding the eigenvalues of the model Hamiltonian:

31
^  =  - 3 A t B B s  +  ^ - y N - s ( s  +  l)] (2.1.181)

where Jex is the isotropic exchange energy integral, and is the dipole coupling energy
U q

integral, and do is average distance between the spins (analogous to the characteristic distance 

of the electron-hole pair or the trap  radius). There are four eigenvalues (B || z):

( s  =  0 ,S j  =  0 )

(s =  l,s^ =  +l)

  h Jd (s =  2̂ =  0)

1  2 +5^8-8 (s =  l,Sz =  -l)

(2.1.182)

The explicit angular dependence of B^ec can be shown to be given by:

Brec(^) =  --------- , (2.1.183)
2gnB\ cos‘̂ 9 + 2( Jex + ̂ d) sin^ (

where 9 = Z  (B ,z) is the angle between the applied magnetic field and the 2-axis (the normal 

to  the plane of the junction).

Therefore, in the limit of 0 —» 0 the critical field becomes:

an therefore can be estimated for g k , 2, Jex »  0.2 meVand Ja «  0.4 meV(see Miller & Lobb 

(1994)) to  be about 0.1 T. For Schottky diodes with large density of potentially different

^This effect should be differentiated from the popular electrically detected magnetic resonance (EDM R) 
due to spin-dependent recombination (see for exam ple reference Hornmark et al. (2000)). The latter depends 
crucially on the application of RF fields in order to  achieve resonant transitions for a given applied magnetic 
field. The effect, under consideration here, does not require RF fields, as it depends (for example) on the  
thermodynamic population of the donor magnetic levels in conditions close to equilibrium.
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2. SCHOTTKY JUNCTIONS 2.1 Schottky Theory

recombination centres, the effect described above, may give rise to detectable and exhibiting 

nontrivial field dependence changes in conductance, at fixed bias, or change in voltage drop, at 

fixed current.

While the effects related to direct influence of applied magnetic field on the recombination 

processes are generally small, in low-doping levels semiconductor-metal junctions, large mag

netic field effects may appear if geometric confinement of the injected carriers is introduced 

by an in-plane external magnetic field. The substantial difference between bulk and surface 

recombination rates would, in this case, result in large change in saturation current density 

Js{B).  This is the governing principle of operation of the conventional magneto-diodes (see 

Kamarinos & Viktorovitch (1976); Mohaghegh et al. (1981)). For low (ideally near-intrinsic) 

carrier concentrations in the semiconductor the ambipolar diffusion cannot be neglected and 

the saturation current density for reverse bias operation may be approximated like:

where 6n{B)  is the excess carrier density due to magnetoconcentration (the Suhl effect). It is 

intuitively clear tha t the variations in density should grow as the ambipolar diffusion length 

becomes comparable with the width of the depletion region x j  or the physical width of the

for short semiconductor base Schottky diode structures. The exact details of the dependence

The maximal value of Sn is determined by the ambipolar mobility u* =  and the mean
Mn I Mp

recombination time like;
T

max (<5n) =  rii/i*—̂  (2.1.187)

Therefore, the magneto-conductance is linear in field in small fields <C 1 and can be 

expressed as:

(2.1.185)

base^ of the diode. In other words, the effect would become more pronounced when

6n{B)  are strongly geometrically dependent, though for small fields^ B,  the linear term  in the 

Taylor expansion would dominate and therefore:

Sn{B)  DC B (2.1.186)

(2.1.188)

'W hichever of the two is smaller, as in any case the conduction should become unipolar at the ohmic contact 
of the diode.

^At high fields and high m obilities H n , p B  1 explicit Landau level quantisation has to be tciken into 
account.
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Conversely, at high fields ^i*B ^  \  the magneto-conductance should saturate to a constant 

value  ̂ of:

(2.1.189)

Detailed analysis of magnetoconcentration in particular geometries have been reported by .lacsic 

& Duric (2000); Savitski & Sokolovsky (1995). The influence of the Suhl effect is vanishing for 

junctions with neghgible surface recombination, large base thickness and when the magnetic 

field B is aligned normal to the metal-semiconductor interface.

2 .1 .6 .4  M agnetic field effects on  th e d irect gap recom bination

The direct gap recombination has an applied voltage dependence that leads to an increase of 

the ideality factor of diodes where it is a non-negligible current component. The limiting case 

being T ^  2, if the recombination current density Jr »  Js is much larger than the saturation 

current density. In the intermediate case Jr < Js, a significant magnetic field dependence of 

the direct gap recombination would lead to a non-monotonic magnetic field dependence of the 

current density as a function of the applied voltage 14.

Starting with equation 2.1.52, the recombination current saturation density can be written

as:

J. =  ^  (2.1.190)
iT r

Any field dependence would possibly arise from one of the following:

1. A magnetic field dependence of ri\ is not to be expected, except for the case of a magnetic 

semiconductor, or a non-magnetic semiconductor with a very large difference between the 

Lande factors for electrons Qc and holes g .̂ For the case of small Sc.vMbB kT  and 

non-quantising magnetic fields, the effect may be expressed as:

=  exp „  1 _  (2.1,191)
Tii(O) \  2kT J  2kT

where equations 2.1.23 have been used for the case of rij =  rie =  rih. Therefore, the 

resulting in magneto-conductance may be estimated as:

(2.1.192)

which is, in most cases, an order of magnitude smaller effect than the ones associated 

with the magnetic field dependence of the saturation current density

'Neglecting effects of the applied magnetic field B  on either Tr or x j, that would result in higher order cor
rections, that can be neglected, for the sake of simplicity, but would otherwise prevent MC{ B)  from saturating, 
or cause a non-monotonic behaviour thereof.
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2. Magnetic field effects on have already been analysed in section 2.1.6.3. The magneto- 

conductance in this case should be similar to  the one expected within the drift-diffusion 

model.

3. As the mean recombination time can be expressed as;

Tr =  (2.1.193)vatTit

where v  is the mean therm al velocity and rit is the trap  concentration; magnetic influence 

is possible only via the electron and hole capture cross section (Tt(B) of the mid-gap 

traps. If the capture cross section is isotropic, the effect of external magnetic field would 

be vanishing, as the quasi-particles (both electrons and holes) velocity distribution is 

changed mostly in direction and negligibly in magnitude. For anisotropic capture cross 

section with tensor component parallel to the applied magnetic field (and parallel to 

the current) cr|, and transverse component c j\\ the effective cross section crt{B) may be 

estim ated like:

T 2

=
1

1 +

where //* is the effective mobility and uniform rotation of the electron velocity distribution 

has been assumed. Expansion into Taylor series to  first order in (/x*B)^ yields:

Ut{B)  =  (T||
'  K ) ' - ( i )

o

V
, (m*S)" (2.1.195)

( " i )
As J t { B )  oc cTt(S), and the effective mobility can be estimated like^ / i*  =  ŷ /UnMpi the 

magneto-conductance can be shown to be:

M C w ------------------------------------------------------------(2.1.196)

( " i )
Therefore, the effect is proportional to  the anisotropy of the scattering cross section and 

quadratic in applied field.

2.1 .6 .5  M agn etisation  effects on  quEisi-tunnel-barriers and con d u ctiv ity  m ism atch

For sufficiently thin Schottky barriers (for example, in the case of <5-doped surface layer in the 

semiconductor), the tunnelling current dominates the transport and the current density can be

^This is str ic tly  justified , on ly  for intrinsic conduction  w ith  rie =  rih =  n^.
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evaluated, following Bratkovsky & Osipov (2003); Osipov & Bratkovsky (2004a,b), like:

and Tj(/c) is the transmission probability for spin-up (t)  and spin-down (J.) electrons and it is 

assumed th a t the scattering is purely elastic (the energy is conserved) and th a t the component 

of the momentum parallel to the interface fcy is conserved. The transmission probability Tj can 

be evaluated for a triangular or rectangular barrier to be:

where is the spin-dependent effective mass in the metal, m* is the effective mass in the 

semiconductor, is the a;-component of the momentum in the metal, is the i-com ponent of 

the momentum in the semiconductor, ks is the average momentum in the semiconductor, and a

of course, possible to solve the tunnelling problem numerically, for example employing Monte 

Carlo integration (see Shen et al. (2004)).

the very different effective masses and carrier momenta, in metals and semiconductors, th a t 

is the so called conductivity mismatch arises. This limits the possibilities for direct coherent 

transmission of spin-polarised electrons through thin barriers. For similar reason, it can be 

also argued th a t a magnetisation orientation dependence would arise in the saturation current 

Js  of a Schottky diode having large direct tunnelling current component. Of course, any non

equilibrium polarisation created at the m etal/semiconductor interface will diffuse (or potentially 

drift in non-zero applied voltage V"a) into the volume of the semiconductor, provided tha t the 

bulk diffusion constants and D i are sufficiently large (see Korosak & Cvikl (2004)). Prom 

quantum-mechanical point of view, the states th a t do not propagate from the metal to the 

semiconductor or vice versa should decay exponentially away from the barrier and contribute 

to  the density of metal-induced gap states mentioned in section 2.1.2.1.

So far, the influence of spin-flip and other inelastic scattering mechanisms has been neglected. 

In the limit of very strong spin-flip scattering, the quantum-mechanical coherence would be lost 

over lengths larger than  the spin-flip length As_f oc VTs-f and over times comparable with the

where f { E)  is the Fermi function:

(2.1.198)

(2.1.199)

and b are dimensionless coefficients evaluating at (a w b = 4/3) for triangular barrier;

and (a =  1, 6 =  2) for rectangular barrier. A part from the approximate analytical solution it is.

Special attention should be paid to the pre-factor in equation 2.1.199. It is because of
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spin-flip time Ts_f, and the standard diffusive description of the transport is more appUcable.

There is, however, a possibility (which is often thought to be realisable in practice) that 

Ts_f 3> Tph, where Tph is the characteristic time for scattering by phonons. It is in this case, 

when the up and down spin channels can be treated as independent and the analysis done on 

the basis of the two-current model.

One more remark is due on the nature of the tunnelling process from the metal to the 

semiconductor and vice versa. In this simplified treatment, the influence of the potentially 

different symmetry of the unoccupied states (the holes) in the semiconductor have not been 

taken into account, as the conduction through the majority carriers (the electrons) dominates 

the transport at moderate biasing. It is possible, however, to envisage a situation, at high bias 

qVa. ^  Eg when there would be non-negligible tunnelling probability for holes. The problem 

becomes a one of a single-component wave function in the metal and two-component wave 

function in the semiconductor. The transmission coefficient T, thus, may be a non-monotonic 

function of the applied potential 14 (see for example on p-type Schottky barrier Kalameitsev 

et al. (1997)). Though the analytical treatment becomes exceedingly involved, following simple 

physical arguments, increased recombination current is to be expected in such a situation^. It is 

also clear, that incoherent tunnelling and scattering by phonons or other quasi-particles would 

mask such effects and render them experimentally undistinguishable.

2 .1 .6 .6  Sch ottk y  barriers in quantising m agnetic fields

Situations can occur, at low temperature, and high magnetic fields, when /j.„B > 1 and Landau 

level quantisation of the electrons may occur in the barrier region or in the neutral part of the 

base in Schottky diodes. Because of the large electric potentials and fields, present in the barrier 

region, the Landau quantisation, does not lead to an oscillatory behaviour of the conductivity 

of real junctions (as huuc <  where lOc =  ^ ) ,  rather than a large but purely quadratic 

magnetoresistance, as pointed by Kotelnikov et al. (1993) and Harrison (1961).

The analysis of the effect can be done on the basis of the zero bias conductivity of the barrier 

(Tj, neglecting mixed magnetic field - electric bias dependence of the build-in electric field £bii 

or in other words, accepting that the self-consistent electric field is not influenced by external 

magnetic field. The junction conductivity can be evaluated as:

superconductor interface, the gap being equivalent, essentially, to the formation energy of the Cooper pairs.

'max

(2 .1 .200 )

^This situation bears some resemblance with the phenomenon of Andreev reflection at the normal-metal-
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where Ab is the diffusive magnetic length:

Ab = (2 .1.201)

the maximal level index is given by^:

I-m ax
j n _
hu )c  2

(2 .1 .202)

and the occupation probabilities N i are estimated as (see Kotelnikov et al. (1994)):

^ / E  - 7 ]  + hu>cii +  1/^ (2.1.203)

r i - h u i c { i + ^ )

By expansion into Taylor series over huc it can be shown, tha t the above expressions lead to 

quadratic in field corrections to the conductivity in the limit $b 2> fvuJc-

2.1 .6 .7  M agnetic field effects on  th e  im pact ionisation  in Schottky  ju n ction s

Impact ionisation is a common phenomenon in Schottky structures at high reverse bias. It is the 

main operating regime of the Zener diodes. Most studies have been performed using narrow- 

gap semiconductors hke HgCdTe (see for example Zav’ialov & Radantsev (1994)). W ithin the 

framework of the band theory, the electric field induced breakdown can be understood as inter

band tunnelling within the same material caused by band-tilting in large external electric fields, 

and is possible in fields for which (see Ashcroft & Mermiri (1976)):

The band-gap Eg does not have to  be the direct, nor the main one in the band structure of the 

semiconductor. In semiconductors like GaAs, in the band structure of which, two different spin-

field controllable electrical breakdown) are possible. This has been demonstrated experimentally 

^Here [ i j  =  floor(x) denotes the integer part of x.

qEHvp » Eg (2.1.204)

where the Femi velocity vp  can be estim ated at vp  w , Therefore the condition for Zener 

breakdown can be w ritten as:
E ^

q ta o  > (2.1.205)

Similar situation may appear in large magnetic fields for which:

E l
hujc » -=r (2.1.206)

split hole levels exist, both electric and magnetic field breakdown (or a mixed effect of magnetic
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by Sun et al. (2004) for Schottky barriers on semi-insulating GaAs. The required large electric 

fields are only readily achievable in intentionally undoped semiconductors. The presence of a 

large build-in field £bi in a Schottky contact is, to a first approximation, expected to reduce 

the external electric field necessary to overcome the ionisation threshold as:

therefore rendering the high-field effects easier to observe experimentally.

The actual magneto-conductance is, of course, geometry and crystallographic orientation 

dependent. For the cgise B  || £, at low temperature kT  0b, the magneto-conductance may 

be expressed as (see Zav’ialov & Radantsev (1994)):

1, which makes it hard to differentiate between the contribution of the magnetoresistance of 

the diode base and the true field effect, at high current densities in reverse bias (i.e. in the 

breakdown regime).

2.1.7 Schottky junctions under external illum ination

Under external broad-band illumination, additional current contributions are present close to 

the interface of a Schottky junction. Those are due to the finite probability for a non-equilibrium 

carrier (uni-polar generation) or electron-hole pair (bipolar generation) to be drifted away 

from the interface by the build-in electric field, of maximum £max, before recombination (with 

characteristic time Tr) would occur. This would be more likely for high barriers as /in£max/3^d 

Tr would be satisfied. Schematic representations of the two processes are visualised on figure

It is clear that the maximal achievable voltage would not generally exceed Vbi even at 

low temperatures and high illumination intensities. On the contrary, it is expected that the 

maximal voltage would be independent of illumination intensity in such conditions. Also the 

quasi-neutrality condition demands that the following continuity equation is satisfied at any 

point X  across the interface:

or that the charge generated per unit time, /g minus the charge recombined per unit time It 

must be equal to the current that has left the point of space x, after Leliovec (1948).

q { t  + £bi)ao »  — (2.1.207)
E y

(2.1.208)

The behaviour is approximately quadratic in field, at least at low fields for which

2.9.

7g(x) — It{x ) — I{x)  =  0 (2.1.209)
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h v

semiconductormetal

Figure 2.9: Schematic representation of two most probable photoexcitation processes: internal pho
toemission (1) and generation in the depletion region (2).

2.1.7.1 S im ple overview  treatm ent

An oversimplified treatm ent of the photo-voltaic effect in may be achieved by modifying 2.1.33, 

2.1.35 and 2.1.36 to include the generated photo-current density Jg (which is assumed in the 

negative direction) as:

Jn —  Jd - l - J g  (2.1.210)

where Jd is called the ‘dark current density’. The short-circuit current density in such a model 

is simply equal to  the generated photo-current or J sc  =  >/g- The open-circuit voltage can be 

obtained from 2.1.210 by setting =  0 to be:

A couple of different effects are considered to  dominate the electronic transport in such condi

tions.

2 .1 .7 .2 Internal photo-em ission

One is the so-called internal photo-emission process, which in analogy to the external photoe

mission, consists of the ‘knocking-out’ of electrons from the metal side of the junction into the 

semiconductor and obeys the modified Einstein condition:

9^max^d ^  ”1“ Xs “t" (2.1.212)

which is w ritten for the case of n-type semiconductor. As it can be seen from relation 2.1.212, 

this process will be more probable for low barrier heights 0b- A more detailed analysis on 

this effect is, by analogy, borrowed from the theory of the external photo-effect, as originally
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described by Fowler (1931). According to Fowler’s hypothesis, the amount of electrons emitted 

per quantum of absorbed light is proportional to the number of electrons per unit volume of 

the metal whose kinetic energy normal to the surface augmented by hv is sufficient to overcome 

the potential step at the surface. This statement is, once again, justified by the conservation 

of momentum parallel to the interface as in paragraph 2.1.6.1. The rough dependence of the 

density of available states can be easily evaluated as a convolution of a quasi-free electron model 

density of states T>{E) and the Fermi-Dirac distribution function hke:

OO

 da: (2.1.213)
J e kT + 1

where the density T>{E) can be evaluated like:

^ E )  = E  ^  I  ^x(k))dk (2.1.214)

where the integration is taken over the volume of any primitive cell in k-space and E^(k)  is the 

dispersion relation for the x-th band. Assuming that the bands can be characterized by a set 

of effective masses the dispersions will be given by E^^(k) =  f2m*^ Ashcroft & Merniin

(1976).

For the case of primitive metals, a more precise projected density of states has been evaluated 

by Fowler (1931) as:

m* \  m* J  \ h /  J  X +  — hv) / kT
2nkT ( 2 k T \ ^ ^ ‘̂ j  log{l +

0

For the case of low temperatures T ^  0, the above dependence can be approximated like:

(2.1.216)0 {hu <  $b)

As generally the photo current per quantum of light absorbed is proportional to the

projected density of states within the approximation of equation 2.1.216, the hnear

extrapolation of towards zero produces an estimate of the barrier height as:

$b « 9  lim Voc{hv)  (2.1.217)

2.1.7.3 E x te rn a l photoem ission

It should be noted that external photoemission measurements can also yield information about 

the Schottky barrier height (see for example Eddrief et al. (2002)). The evaluation is usually 

done by measuring the initial position of the Fermi level with respect to the valence-band
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maximum Ep — Ey on a clean semiconductor surface, and then the band-bending of the valence 

band with respect to the Fermi-level, upon covering the semiconductor with a metal layer of 

increasing thickness. Alternatively the difference Ec — Ep can be also traced. This type of 

studies, normally, require the use of synchrotron sources, because of the high energy resolution 

requirements.

2.1 .7 .4  G eneration  in th e  dep letion  region

An alternative mechanism is the generation of electron-hole pairs in the depletion layer at the 

semiconductor side, which is important for frequencies of the incoming photons larger than 

the one necessary for direct-gap transition vug = ^g/h- While in direct gap semiconductors 

(like in the case of GaAs) it is possible for a photon of high enough energy to generate electron- 

hole pair, in indirect-gap materials (i.e. silicon) such a transition should include a phonon (or 

another momentum carrying quasi-particle) in order to satisfy the conservation of the total 

momentum. This makes the above mechanism less probable for indirect-gap materials. It 

should be mentioned that, provided the energy and momentum conservation laws are satisfied, 

photons can also ionise donor and acceptor levels, and also generate carriers which contribute 

to the total current.

Following Lehovec (1948) the photo-current density can be written by solving the drift- 

diffusion equation 2.1.26 in the presence of an additional generation term as:

where a is the absorption length of the light in the semiconductor. Of course, when the light 

is not monochromatic, equation 2.1.219 should be rewritten as and integral over the frequency 

spectrum of the radiation incident on the junction:

( - ^ ) - e x p ( - ^ )  + qifinuE + D n ^ ) (2.1.218)

with the appropriate boundary conditions, yielding a solution of the form:

(2.1.219)

where J is the intensity of the light when entering the semiconductor, rj* is the number of 

electrons released by one photon and a factor A, closely related to the quantum yield, defined 

as:

(2 .1 .220 )

^ m a x

(2 .1.221 )
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2. SCHOTTKY JUNCTIONS 2.1 Schottky Theory

As it can be easily seen, using equation 2.1.211, only the short-circuit current will be a linear 

superposition of the partial currents form resulting each frequency interval d;̂ . The photo

voltage under polychromatic illumination, in this simple treatment, is always smaller than the 

sum of the individual differential effects.

An approximate solution to the drift-diffusion equation 2.1.218 can be found to be (see 

Rochon & Fortin (1975, 1976)):

( 2 . 1 .2 2 2 )

Or taking into account the finite hole diffusion length Xp (primarily determined by recombina

tion processes):

q / 1 — e \
J n  =  - 3 hv

(2.1.223)
a( v )

As in principle the absorption length in the semiconductor is a function of the magnetic field 

B,  there can be a dependence of the open circuit photovoltage, upon any dipole excitations in 

the semiconductor that are influenced by external magnetic field, of the kind:

1
Voc oc In (2.1.224)

Thus the photo-voltage spectra can reflect the details of the electronic structure of the semi

conductor (i.e. via Landau-level quantisation in large magnetic fields).

The same is true for the photo-current, and an interesting demonstration is the observation of 

Franz-Keldysh oscillations in Schottky photo-diodes (see for example Aspnes & Studna (1973); 

Shamir et al. (2001)). The relative change in absorption can be expressed as:

Aa{iy)
a{u)

oc exp
—2F (hv — Eg] 

(fi6»)3/2

1 / 2

cos
x3/2

+  c 1
{huY (hu — Eg)

(2.1.225)

where F is the band broadening factor, i/ is the frequency of the light quanta, (  is an arbitrary 

phase factor, and the electro-optic energy is defined via:

{MY =
2m*

(2.1.226)

where £ is the total electric field in the absorption region and m** is the reduced mass of 

electrons and holes:

(2.1.227)m
ml ml

Therefore, by fitting the oscillations of the photo-current as a function of photon energy, close 

to the band-gap of the semiconductor, it is possible to extract information about the built-in
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2. SC H O T T K Y  JU N C T IO N S

electric field £bi close to the metal-semiconductor interface, where optical absorption is strongest 

and the to tal electric field is given by:

£ =  ~  (2.1.228)

W ith a sufficient spectral resolution it is, also possible to  determine individual reduced masses 

for different types of holes (see for example Shamir et al. (2001)).

It should be noted, th a t the principle effect is the result of the quantisation of the magnetic 

levels, which increases the energy gap and hence reduce the absorption. The magnetic field also 

retards the motion of the electron along the electric field, thus further reducing the absorption 

(Reine et al. (1966)).

For weak absorption x ^ / a  <C 1, the hole diffusion length Xp should also be taken into 

account, and the photocurrent spectrum becomes an oscillating function of ly (see Dmitruk 

et al. (1997));
q rxp  ̂ Xd 

^  [■

where 6(i/) is defined as:

^-^ +  - ^ ( l + 6 ( i / ) ) |  (2.1.229)

b(t/) =  _  sin(y) -  yCi(y) (2.1.230)

(2.1.231)
Xdhq^Ni

and avails for the experimental determination of Xp by fitting the spectral photocurrent response 

of the Schottky junction^. Or alternatively, the photon fiux J for a constant photovoltage can 

be plotted against a{y) and Xp extracted, as the negated intercept. This is the basis of the 

Goodman method for determination of minority carrier diffusion lengths as described by Choo 

(1995); Goodman (1961).

It is im portant to  note th a t the spectrum 3{i^) of the light reaching the junction is affected 

by the reflection and absorption of light in the metal electrode, which makes it necessary to keep 

the metal film layer thickness as low as possible (about 10 nm for Au). The spectral intensity 

reaching the junction is given by:

3(z/) =  (1 -  3?(j/, d) -  A{i^, d)) (2.1.232)

where 3q{i') is the spectral intensity reaching the structure, 3?(^, d) is the reflection coefficient, 

A{v,d)  is the absorption coefficient and d is the metal film thickness.

^This effect is analogous to the spectral oscillations or ‘thickness fringes’ observed when a solid film’s thickness 
is comparable with the wavelength of the incoming electromagnetic radiation. More generally, both reflectance 
and absorbance are influencing the real and imaginary parts of the optical refractive index and are thus rendering 
it a function of the electric field distribution in the semiconductor, which can be influenced by both minority 
and majority carrier processes.
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2. S C H O T T K Y  JU N C T IO N S 2.1 S ch ottk y  T heory

Using the short-circuit current Jsc  and the open circuit voltage Vbc a model-dependent 

estim ate of the barrier height can be extracted. As an example for the thermionic emission 

model 2.1.35, following the derivation of Chen et al. (1993b), modified to reflect the limit of 

large illumination intensity the barrier height may be expressed as:

0b =  Vbc(3) -  y  In (2-1.233)

It is clear th a t at low tem peratures the pre-factor in the second term  in 2.1.233 is becoming 

decreasingly im portant and as the logarithm is generally of the order of unity or less, up to a 

correction of a few meV, the open-circuit photo-voltage Vbc is constant (independent of the 

light intensity 3). Therefore the barrier height may be simply expressed as:

4>b= lim Vbc(J) (2.1.234)
3 oo 
T  0

For a realistic junction, the limit of T  —>• 0 is defined as tem peratures below which the conduction 

band is depleted from carriers' or T  Rs (Ec — E^) / k  and the limit of 3 —> oo is reached for 

intensities for which the rate of recombination is overwhelmed by the ra te of generation. As 

pointed out by Chen et al. (1994) in cases when the recombination current is large, there can 

be substantial deviations of the barrier heights determined by photo-voltage measurements and 

those obtained by internal photo-emission.

2.1 .7 .5  T h e tim e-d ecay  o f  photo-voltage

An im portant question from experimental point of view concerns the tem poral behaviour of 

the photo-voltage as the illumination is switched-on, switched off or changed in general. As 

Schottky junctions, in general, exhibit substantial, and voltage dependent, barrier capacitance 

Cj(14) given by equation 2.1.32, non-negligible and nonlinear modification of the response is to 

be expected. Following Chen et al. (1993a), the change of depletion region charge for a time 

interval dt is given by;

dQj =  CjdVa (2.1.235)

and as the discharging (charging) current can be w ritten as Jd =  — ̂  the discharging (charging) 

time can be expressed like:
K.(id)

t ^= j  (2.1.236)

Va(0)

^For sim plicity  only th e  case of an  n-type, far intrinsic sem i-conductor is considered. A higher tem p era tu re  
lim it should b e  used, for low doping concen tra tions and  in th e  quasi-in trinsic case, of T  ss (JEc — Ev) /2k.
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where Jd is the sum of all current components in the junction, apart from the photo-current on 

discharging at zero light intensity; and the sum of all current components on charging-up. It 

is, therefore, easy to understand th a t the discharging times can be exceedingly large for cases 

with high effective capacitance (i.e. small number of recombination centres, low tem peratures, 

thin depletion regions and low leakage currents).

2.2 Transport measurements on Schottky junctions

2.2.1 Initial characterisation of m agnetic and nonm agnetic Schottky  
junctions

The details of the sample preparation are given in appendix A.6.1. An im portant step in char

acterising the Schottky diode structures is the estimation of the series resistance contribution 

(the resistance of the participating in the active transport part of the semiconductor substrate) 

and the linearity of the non-rectifying back contact. An example of indium-alloyed contact on 

n-type silicon is given on figure (2.10).

0.0010 =  36.023 a

0.0005

~  0.0000

< 1.0005

-0.0010

-0.04 -0.03 -0.02 -0.01 0.00 0.01 0.02 0.03 0.04

Voltage U. V

Figure 2.10: Current-voltage characteristic of a Ohmic back contact to Si. Actually two of them on 
both sides of a chip.

The series resistance due to  the semiconductor substrate has a substantial influence on 

the current-voltage characteristics of the Schottky diodes, especially at high currents and low 

tem peratures. Because of the voltage drop on the substrate, the bias on the junctions is different 

from the measured one by an amount th a t is non-linear in applied voltage and magnetic field. 

Initial estimates of the series resistance axe required in virtually all procedures for extracting 

junction parameters, based on non-linear minimisation.

Observation of small effects, due to  intrinsic magnetoresistance effects in the barrier region, 

is readily obscured by large series resistance and magnetoresistance. The magnetoresistance
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2. SCHOTTKY JUNCTIONS 2.2 Transport Measurements

ratio can be as high as 25 % in 5 T  at 300 K for medium n-doped Si, see figure (2.11), and 

about 5 % in 5 T for GaAs.

25

20

15

10

5

0
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4,0 4.5 5.0 5.5

Field  T

Figure 2.11; Magnetoresistance of n-type Si substrate at 300K.

Another compUcation due the series resistance contribution is related to  its tem perature de

pendence. Observation of small effects at high (ambient and above ambient) tem perature can 

be hindered by tem perature instability and the exponential character of the thermal activation 

of carriers in the base of the diode. The activation laws differ depending on the degree of com

pensation of the semiconductor. For weak compensation and at sufficiently low tem peratures 

k T  -C Eg, the carrier concentration can be approximated as (see for example Prohorov (1988)):

„ _ ^ v / A W e x p ( - | l )  (2.2.1)

for higher degree of compensation, the Fermi level is essentially coincident with the donor level 

E y «  Efi and therefore the thermal activation obtains the form:

N d - N a ,  f  E d \  , ^

At high tem peratures k T  ~  £'g, the carrier activation is dominated by simultaneous electron- 

hole pair generation through the fundamental gap and therefore reads:

n = N c exp (2.2.3)

An example of activation plot, for medium n-type doped Si, is shown on figure 2.12. The tem 

perature sensitivity exceeds 1 % per K, which imposes strict requirements a t the tem perature 

control and stabilisation of all experiments performed. The activation energy obtained, corre

sponds to  low degree of compensation, low tem perature limit of E^ = 0.042(1) eV, which agrees

well with the value expected for low dopings of P in Si (see Collection (2007)) E^ = 0.045(1)

eV.
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-0.5

?  -0.7

o  ln(1/R)
-  - Linear Fit 
A =2.15(9)
B = -975{33)

0.0026 0.0027 0.0028 0.0029 0.0030 0.0031 0.0032

^■(l/K)

Figure 2.12: Thermal activation plot for moderately doped n-type Si (The dopant is phosphorous, at 
a level of 5 • 10^̂  cm“ ^). The slope corresponds to Ed =  0.042(1) eV.

When many diodes have to be fabricated, it is im portant, th a t their rough characterisation, 

a t ambient conditions, is a fast timesaving process. An example of such a measurement, using 

a fast alternating current and voltage hysteresiograph (details are provided in appendix A.6.2), 

is shown on figure (2.13). This technique allows, also, for the estimation of the junction

Si<111>
 Co1

Co2
CoFel

 CoFe2
Cui
Cu2
Tai
Ta2

1.2

\
c 0.4

3o

-0.4

- 1.0
-2 0•1 21

Voltage U, V

Figure 2.13: Current-voltage characteristics of set of Schottky junctions. Compliajice limits are shown 
with red lines.

capacitance and breakdown voltage. I  — V  traces for Si base diodes, measured at ambient 

tem perature and different voltage sweep rates, are shown at figures 2.14 and 2.15. There are 

couple of points th a t differentiate the various diodes tested (see figure 2.14):

1. The Au/Si junction behaviour is closest to ideal (can be readily compared with a com

mercial Zener diode), though the ideality factor deduced T  ss 1.8 is close is rather close 

to 2 \
1 Ideality factors larger than about 1.04 for Si based Schottky diodes are associated with the inapplicability of
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2. SCHOTTKY JUNCTIONS 2.2 Transport Measurements

2. The Cu/Si junction exhibits an ideahty factor T ss 2, which suggests recombination 

current to be the Hmiting factor. Further, a large decrease in differential conductance is 

observed over about 0.2 V, which may be due to drift-diffusion or tunnelling limitations 

on the forward current density, possibly a consequence of large diffusion of Cu atoms 

across the metal-semiconductor interface.

3. The Co/Si and CoFe/Si junctions exhibit large forward, as well as, large reverse current 

densities, which suggests that tunnelling may be the dominant current limiting mech

anism. This may be attributed to the formation of Fe or Co silicides in the interface, 

smoother composition gradients across the interface and deterioration of the rectifying 

behaviour of the junctions'.

A comparison of the high-frequency I  — V  curve traces, measured at =  20 kHz, reveals 

a much larger reverse bias capacitance for Co/Si and CoFe/Si junctions, which suggests a 

much narrower depletion region in these Schottky junctions, which suggests a larger effective 

concentration of donor centres Nd and/or smaller effective dielectric constant Eg close to the 

interface. Both of these speculations are consistent with the already noted (point 3 above) 

dominance of the tunnelling current component in these junctions.

AJI: /g = 0.355(5)
Z*n«r Ug * 0.674(5) V. * 71 n
Au: Ug ■ 0.310(5} V, » 141 n
Cu: = 0.089(5) V, * 204 O
Co: Ug » 0.030(5) V, » 93 n
CoF«; 0.019(5)V .R p* 5 8 0

Zener Diode 
Au Diode 
Cu Diode 
Co Diode 
CoFe Diode

-2.0 - 1.5 - 1.0 -0.5  0.0 0.5 1.0

Voltage U, V

Figure 2.14; Comparison between magnetic, nonmagnetic Schottky junctions and a standard -6 V 
Zener diode at i/ = 30 Hz.

The I  — V  characteristics of contacts of various metals to medium n-doped GaAs and 

NbiSrTiO (Nb;STO) are shown on figures 2.16 and 2.17, respectively. The junctions are pre

pared by touching a sharpened needle of the metal of interest to the cleaned semiconductor sur-

the thermionic emission theory and a necessity to  extend the modelHng to account for tunnelling, recombination 
and other current components.

^This should not be directly associated with the barrier heights of abrupt 3d-m etal silicide/Si junctions, 
which are found to be in the region 0.5 - 0.8 eV. See for example (Rhoderick &: W illiams (1988))
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Figure 2.15: Comparison between magnetic, nonmagnetic Schottliy junctions and a standard -6 V 
Zener diode at = 20 kHz. Bad (capacitive) contacts are easily noticed.

face. Small area tunnelling and point contacts prepared in this way, only last for few seconds, if 

special care is not taken to  stabilise them. This time is only sufficient for quick, low-resolution 

characterisation. Largely diflFerent contact behaviours are found, ranging from close to ideal 

diode rectification, to almost pure tunnelling (evidenced by the nonlinear, antisymmetric with 

respect to bias reversal current dependencies).

If 0

§ -2

- 4.5 - 4.0 -3.5 -3.0 -2.5  -2.0 - 1.5 - 1.0 -0.5  0.0  0.5 1.0 1.5

Voltage U, V

Figure 2.16: Current-Voltage characteristics of pressed contacts of various metals on GaAs.

A simple, but not free from artefacts, method for observation of the current-voltage char

acteristic of any non-linear device is the direct current (voltage) source - volt (ampere) meter 

measurement. A current source is to be preferred at high impedances and because of the lower 

noise levels th a t can be achieved. The method has limitations, due to low-frequency noise and 

interferences (for example thermoelectric, photoelectric and induced voltages), th a t are not
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a

6

4

2

I
0

c

3  -2
O

-4

-6

-8
•10 -8 -6 -4 -2 0 2 4

Voltage U  V

Figure 2.17: Current-Voltage characteristics of pressed contacts of various metals on Nb:STO.

effectively low-pass filtered by the time-integration performed for data point in the traces^.

On figure (2.18) the different character of the magnetic and non-magnetic junctions is easily 

seen. The reason for the current saturation, however, is due to  the drift-diffusion and tunnelling- 

thermionic emission limitation in some of the junctions, and is not direct consequence of the 

ferromagnetic character of the corresponding metals. These substantial differences in the dom

inant transport mechanism necessitate the use of both the thermionic emission model and the 

drift-diffusion model for data analysis.

0.005

 Cu1
Cu2
Co1

 Co2
CoFe1
CoFe2

0.004

0.003

<  0.002

0.001

0.000

-0.001
-3 ■2 .1 0 1 2 3 5-5 •4 4

u.v

Figure 2.18: Set of current voltage characteristics measured with a source-meter. The junctions are 
fabricated by thermal evaporation on a n-Si< 100 > wafer.

The analysis of the experimental data is therefore based on a combined model taking into 

account thermionic emission, recombination, tunnelling and drift limitations, as well as, series

^Low frequency interference is often the limiting factor for experiments performed with insufficient temper
ature and/or magnetic field stabilisation.
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resistance. In rationalised terms, the model reads:

V̂  = IRs + 2Vtlii
Is + 1 2/s

J r _

2/s
+  Vt exp I + Id (2.2.4)

where It and Id are current parameters governing the saturation of the forward current at high 

applied voltage 14- The last term in equation 2.2.4 is necessary, as the ratio w 0.25 is 

not small enough to consider the thermionic emission to be the dominant current mechanism. 

An example of the fitting of such a model to experimental data is shown at figure 2.19 for the 

case of CoFe/Si Schottky barrier. Though convergence is poor, for the large number of fitting 

parameters, the following diode parameters could be deduced: barrier height 0b «  0.67 V, 

series resistance Rg «  30 f2, recombination velocity ~  1.6-10^ m/s, all of which agree well 

with the expected values. Namely, 4>b S (0.6,0.85) V (see for example Rhoderick & Williams 

(1988)), Wr 6 (1 • 10^ 5 • 10-*) m/s, and £ (25,35) fi.

• Experimental Data
FK using comMrwd model 

R * -0.9998
4

R ,-3 0 (6 )n  
0.10(2) mA 

/ » 0.05(2) mA 
(■  0.75(6) mA 

0.16(3) mA

o>

2

a .

0

Current (mA)

Figure 2.19: Fit to experimental data, taken at 300 K, for a CoFe/Si Schottky junction.

The uniqueness of the deduced fitting parameters is not guaranteed, and it is a commonplace 

to find a local minimum of the error measure, instead of the global one, corresponding to the 

most probable model parameters. Such a situation is illustrated on figure 2.20. Even though the 

barrier height is only logarithmically sensitive to the saturation current density Js, variations 

of the fitting parameters of 25 %, which are common even when analysing datasets obtained at 

fixed temperature, may lead to about 5 % of statistical uncertainty of the deduced values of the 

Schottky barrier height (f)̂ . Therefore, resolving small effects (due, for example, to the influence 

of external magnetic field on the effective barrier height), is difficult, and often impossible.
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Figure 2.20: Fit to experimental data, taken at 300 K, for a Cu/Si Schottky junction.

2.2.2 M easurem ents of field dependence

For the measurement of the field dependence of the current-voltage characteristics, a method 

with a much better signal-noise ratio and stability must be applied, namely, measurement of 

the AC differential conductance at an arbitrary DC bias and consecutive numerical integration. 

The resulting reconstructed diode characteristics have significantly smaller errors in the small 

bias region, which facilitates the eventual resolution of small effects due to the application of 

external magnetic field. On figure (2.21) and (2.22), two illustrative examples for the cases of 

CoFe and Cu on Si, are presented. The observed magnetic-field-induced changes are, however 

too big to be attributed the Zeeman splitting effect described in section 2. It is easily noticed 

th a t the effect is more pronounced at high DC biases, or when the current is high, which is in 

favour of magnetoresistance contribution of the semiconductor substrate.

0.008

CoF*onSi<111>
  0.0 T

-0.5 T 
•1.0 T 
•1.5 T 
•2.0 T 
■2.5 T 
-3.0 T 
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 -4.0 T
 -4.5 T
 -5.0 T

-5.5 T

-0 .002 I >-------1------->-------1------- >-------1-------   1-------   1-------■------- 1------->-------1
-10 -8 -6 -4 -2 0 2 4

Voltage U.  V

Figure 2.21: Set of reconstructed current-voltage characteristics at 300 K.
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Figure 2.22: Set of reconstructed current-voltage characteristics at 300 K,

The magnetoresistance of the semiconductor base is not the only effect observed, as for 

example at high negative bias (for example 14 =  —8 Vfor a nonmagnetic Cu/Si diodes), as 

evidenced by figure 2.23, current changes linear with the applied field B  are observed. The 

magnitude of the magnetic field induced changes can be as large as 0.5 % per T, even in 

non-ferromagnetic metal/semiconductor junctions, and therefore cannot be associated with 

electronic polarisation of either the metal or the semiconductor side.

6..9 y = -0v
Slope = 0.34 % per T6.8

6.7

 ̂6.6

6.5ce
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Figure 2.23: A cut at constant bias voltage U =  —8V for a Cu diode.

2.2.3 Bridge techniques for characterisation of the field effects

It is possible to  do a comparison at an arbitrary fixed bias (for example =  0 V) between 

two separate Schottky junctions. This is most readily achievable by measuring the difference 

between the differential resistances or conductances of the junctions, in an AC bridge, while the 

junctions are situated together in the same magnetic field and isothermal environment. Similar
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bridge comparisons are shown on figures 2.24, 2.25 and 2.26; for Cu/Si vs. Co/Si, Cu/Si 

vs. CoFe/Si and Cu/Si vs. Cu/Si, respectively. In the latter case of two close to identical 

junctions, only very long time-scale tem perature drifts are apparent, without any systematic 

field dependence of the difference of differential resistances, as expected^ The behaviour of
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Figure 2.24: Bridge measurement of a Cu vs. Co diode at zero bias.
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Figure 2.25: Bridge measurement of a Cu vs. CoFe diode at zero bias.

differences of differential resistances for the magnetic-nonmagnetic junction combinations are 

determined primarily by the magnetoresistance of the semiconductor bases^. The much slower 

field ramp rate during the second half of the field evolution guarantees the already specified 

tem perature tolerances.

^It should be noted that the temperature stability has been verified only down to 20 mK with the magnetic 
field being swept at a rate of 0.1 T /m in . For more details see appendix A.6.3

should be noted, also that the quick, initial energisation of the superconducting magnet used, leads to  
about 3 K increase in temperature of the magnet bore, which is not effectively com pensated by the water-bath  
providing the isothermal measurement environment and by the magnet cooling system.
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AC Bridge 
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Figure 2.26: Bridge measurement of a Cu vs. Cu diode at zero bias.

A major disadvantage of the above method is the difficulty in finding a pair of mag

netic/nonmagnetic Schottky junctions with close to identical zero bias (more generally, fixed 

bias) differential resistances. While, it may be possible to find two different values of the ap

plied voltage 14 which result in identical differential resistances for the pair of diodes, as the 

diff’erent transport mechanisms have various weights at different biases, the resulting disbalance 

of the measurement bridge would be a complicated function of field and the actual bias volt

ages. It is therefore difficult to assert the differences have purely magnetic origin, and are not 

just a manifestation of the series magnetoresistance of the base of the diodes, made apparent 

by the difference of the voltages dropped at the interfacial regions in the two diodes under 

consideration.

A further improvement of the measurement technique is making direct difference between 

the differential conductance of two diodes one inside the region of the applied magnetic field, 

sharing the same isothermal bath. By this method, taking advantage of excellent temperature 

stabilisation and noise cancellation, relative differences as small as 10“  ̂ are easily resolved. 

Results for Cu, Co and CoFe junctions on n-type Si are shown on figures 2.27, 2.28, 2.29, 

respectively. A closer look at the Co and CoFe differences reveals a crossover point around 1-2 

V, positive bias, that is attributed to the transition between thermionic emission limitation on 

the current transport over the barrier to the drift-diffusion limited case. The maximal possible 

value of the effect of 2.5 % at 5 T and 300 K under the thermionic emission model is exceeded 

in all cases, either in positive or negative bias. This fact one more time reinforces the role played 

by the drift-diffusion and tunnelling limitations for the active transport through Schottky diodes 

at room temperature.

In order to clarify the detail of the bias (current) dependence of the changes of differential
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Figure 2.27: Bridge measurement of two Cu junctions, one in, one out of the magnet.
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Figure 2.28: Bridge measurement of two Co junctions, one in, one out of the magnet.
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Figure 2.29: Bridge measurement of two CoFe junctions, one in, one out of the magnet.
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conductance, the bias profile, obtained at B = 0 T, may be substracted from the ones obtained 

at higher fields. In this fashion, small magnetic field related effects can be characterized, as 

the majority of the background has already been substracted by the bridge circuitry. The 

results of this operation are shown at figures 2.30, 2.31 and 2.32, for Cu/Si, Co/Si and CoFe/Si 

Schottky junctions, respectively. For the Cu/Si diode, only a small, linear in field deviation is 

observed, virtually constant with for voltages less than about -3 V, and higher than 0.25 V. 

The magnetic field dependencies for the Co/Si and CoFe/Si are about four times stronger, and 

have completely different bias dependencies: in the first case two positive peaks are resolvable, 

situated at 0.1 V and 0.4 V; in the latter case, -0.2 V and 1.2 V. Both diodes exhibit a 

broad depression at high positive bias. Invoking the base magnetoresistance as the cause of all 

observed effects is clearly impossible.
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Figure 2.30: Deviation of the measured current derivative from its zero-field value, for a C u/Si Schottky 

junction.
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Figure 2.31: Deviation of the measured current derivative from its zero-field value, for a C o/Si Schottky 

junction.
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Figure 2.32: Deviation of the measured current derivative from its zero-field value, for a CoFe/Si 
Schottky junction.

Starting with equation 2.1.94, and differentiating with respect to i?s, the effect due to series 

resistance change, would be expected to be proportional to the total current:

A more detailed analysis may be based on the derivatives of the I  — V  characteristic. The 

differential resistance for a quasi-ideal Schottky diode can be shown to be equal to:

+ -------7 —-p  (2.2.6)
0 1  q I  + Is

and, therefore, its magnetic field dependence can be expected to be independent of the total 

current I  and only a function of the field dependence of the series resistance Rs, as:

=  ^  (2.2.7)
d B  d l  d B   ̂ ’

within this approximation. This result is, obviously, independent of the inclusion of recom

bination current or leakage current components in the total current I,  which are not explicit 

functions of B.  This is not incompatible with the experimental data  for Cu/Si Schottky junc

tions.

An exact comparison with the experimental results should be based on the differential 

conductance. The solution for the total current I  and its derivative with respect to voltage 

can be quite difficult even for the case of quasi-ideal diode. It is, though, easy to inverse the 

solution for the differential resistance and obtain the form:

91 ..  ̂+ .2 2 8)
dV, ^  V, + { I  + Is) Rs  ̂ ’
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which corresponds closely to the behaviour exhibited by the Cu/Si junction if the experimental 

broadening of the derivative spectrum is taken into account^. Or in other words, taking the 

change of series resistance Rs to be to first order:

BR
di?s =  (2.2.9)

the form of the magnetic field induced change in differential conductance becomes:

( ^ \  ^ {I + h f  dR.

Applying similar analj-tical description for the more detailed Schottky diode models becomes 

exceedingly difficult and doesn’t bring any new physical insights to the problem. In a more 

general approach, it is possible to evaluate the magnetoresistance of the diode base by noting 

that the series resistance leads to a diminished voltage drop on the actual junction like:

V ^ ^ V ^ - I R ,  (2 .2 .11)

therefore upon the application of the magnetic field, to a linear approximation, a voltage dif

ferential is created of the form (neglecting all magnetic field related effects, but the change in

series resistance):
BR

d v; =  (2.2.12)

The total differential of the differential conductance can thus be written like:

ay

Substituting equation 2.2.12 into 2.2.13 yields:

Therefore the changes in the derivative spectra (that are actually experimentally measured in 

the differential bridge method) are proportional to the second derivative of the I{Va) depen

dence, proportional to the current itself, the magnetoresistance of the base and the applied 

field B. This means that the effect will be vanishing if the current is zero, which agrees with 

the analysis already made for the differential resistance. Example of the voltage dependence 

of the experimental product —/(V'a) for a CoFe/Si junction is given at figure 2.33. Upon 

comparison with figure 2.32, it is easily seen that it has little to do with the observed magnetic 

field effects.
'The experimental spectrum is a convolution of the device characteristic and the 5-response function of 

the equipment. In the case under consideration, the modulation broadening (the broadening due to the finite 
differentiation voltage) is the dominant factor.
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Figure 2.33: Negated product of the current and its second derivative with respect to voltage for a 
CoFe/Si Schottky junction. The derivative is constructed numerically from the I  ~ V  characteristic of 
the device.

The harshness of the problem with the magnetic field dependence of the series resistance, 

at high current densities, can be further illustrated by the strong magnetic field dependence of 

the reverse bias current of the junctions, as illustrated on figure 2.34. It is easily seen tha t at 

high negative potentials, there is a competition between the junction breakdown process and 

the magnetoresistance of the substrate (combined with heating effects at very high currents).
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Figure 2.34: Reverse bias break down of a CoFe Schottky junction.

2.3 M agneto-O ptical M easurem ents on Schottky junctions

A simple way to avoid large contributions from the magnetoresistance of the semiconductor 

substrate is to substitute the active current measurements with photovoltaic (or photo-galvanic) 

ones. Measurement schematic is shown on figure 2.35. The main difference between internal
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Figure 2.35; Schematic of a Schottky junction under illumination.

biasing (photo-current) and external biasing (auxiliary current source) is visualised on figure 

2.36. While, in the first case, the current flows virtually entirely within the depletion region

laux

Rs

(b)

r

Rs

(a)

Figure 2.36: Simplified effective circuit under internal biasing (a), and under auxiliary biasing (b).

only, and the series resistance of the semiconductor substrate is adding only to the already 

high resistance of the measuring voltmeter. In the latter case, the series resistance is, as usual, 

adding to the voltage drop that the external measuring circuit detects. For a fixed balancing 

current requirements of the measuring voltmeter circuit 7b having an internal resistance of Ry, 
and voltage drop across the diode 14, this can be formulated like:



2. SCHO TTKY JUNCTIO NS 2.3 M agneto-O ptics

where R d  is the effective resistance of the idealised diode. The ratio of the voltage drop across 

the series resistance under internal biasing, to  the one under external biasing, becomes:

^ in t RsRv (2.3.2)
v ; +  v; { R s  +  R v f

where it has been assumed th a t R ^  ^  R ^ ^  ■ It is easily seen, th a t this ratio is in all interesting 

cases much less than unity.

For the case of the photovoltaic method of determination of changes in the barrier height, the 

measurement is essentially electrostatic as the photocurrent is compensating the drift-current 

within the depleted region in the semiconductor, and therefore the virtual voltage drop is 

predominantly on the barrier, as its resistance tends to  the tunnelling limit. Quite the opposite 

way photo-galvanic measurement is almost exactly short-circuit measurement, so the bias on 

Schottky barrier tends to zero.

A simple way to characterise the dependency of the photo-voltage on the light illumina

tion (with continuous spectrum) is shown on figure (2.37). Different thickness of white (gray) 

absorber is placed between the light source and the junction. As the illumination depends 

exponentially on the absorber thickness (at least in the limit of small absorption and neglecting 

multiple diffuse scattering events), the actual relation photo-voltage vs. illumination may be 

deduced. For a large range of fluencies th a t is a linear relationship.
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Figure 2.37: Photo-illumination characteristics of Au and Co on Si.

More information is obtained by measuring photo-illumination characteristics at low as well 

as high tem peratures. Examples are shown on a linear scale on figure 2.38 and on a logarithmic 

scale on figure 2.39. While at ambient tem perature, the logarithmic character of the illumi

nation dependence is clearly dominating, at low tem peratures (61 K is close to the minimal

^Which should be valid for an arbitrary Schottky junction at room temperature, and is strictly valid for an 
idealised voltmeter.
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possible for moderately doped Si based diodes), the photo-voltages not only saturate, but also 

decrease at high intensity'. The decrease in photo-voltage may attributed to either effects re

lated to the undesired changes in spectrum, accompanying the increase of absorption thickness 

or nonlinearities in the meaisurement circuitry at very low biasing currents^. The first case is 

more likely due to the fact that the absorbers axe not perfectly ‘grey’ in the spectral region of 

interest as evidenced by figures A.9 and A. 10. The region of saturated illumination depen-

0.50 

0.45 

0.40 

0.35
>
^ 4  0.30

o> 0.25
<9

I  0.20
Q

0.10 

0.05 

0.00
0 10 20 30 40 50 60 70 60 90 100

Light In tenstty  /, %

Figure 2.38: Photo-illumination characteristics of Au and Co on Si at 61 K and 300 K.

dence of the photovoltage, is advantageous for further magnetic field dependence investigations 

as it relaxes to a great extent the requirements for illumination intensity stabilisation and thus 

simplifies the experimental setup.

In order to determine the spin polarisation around the electronic quasi-Fermi level at a 

given temperature, the change of the photo-voltage or the photocurrent with applied magnetic 

field, under constant illumination may be investigated. Results for different ferromagnetic and 

non-magnetic metals deposited on n-type Si and GaAs are shown on figures (2.40, 2.41) and 

(2.42). It is impossible to account for the observed effects of few percent in 5.5 T at 300 K 

in the framework of the thermo-ionic emission model. As the large shifts of the photo voltage 

are not accompanied by corresponding change of the short-circuit current, the influence of the 

bulk magnetoresistance of the substrate can be excluded as a factor. A reasonable explanation

^Schottky photo-detectors are well known to reach photon-counting sensitivity levels at cryogenic (at liquid 
nitrogen or lower) temperatures. Accurate measurements, however, in this regime are quite challenging, as the  
simple exponential dependence on absorber thickness begins to fail and ‘photon diffusion’ has to  be taJcen into 
account.

 ̂There is a minimal conductance of effective source circuit (the diode under illumination) for which the  
response of the voltmeter used is linearly proportional to the photo-voltage of interest. W hile, for conductances 
smaller but comparable to the minimal one (roughly equal to 1 /f iv , where R v  is the internal resistance of the  
voltmeter circuitry) the behaviour is non-linear but stable, for conductances much smaller than the minimal, 
the response is divergent. In this regime the Schottky device under test cannot be considered ‘connected’ to the  
voltmeter.

’ |>«uS /@ 6 1 K |-

CoS/@ 61 k |

>»us;@ 300 k T
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Figure 2.39: Photo-illumination characteristics of Au and Co on Si at 61 K and 300 K. Note the 
extreme photo-sensitivity at low temperatures.

may be found only in the drift-diffusion limit, but whether the change in photo-voltage may 

be attributed to a change of the barrier height, or simply due to different diffusion coefficients 

for spin-up and spin-down electrons in the diode base, remains an open question. The fact 

th a t all shifts observed on GaAs substrates are within the experimental uncertainty of 0.1 % is 

related to  the well-known fact th a t the Schottky barrier height at the metal to  GaAs interface is 

determined predominantly by interface states and not by the difference of the work-functions.

An example of measurement of magneto-photovoltaic effect for a Co diode is shown at

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5

Magnetic Field f̂ H, T

Figure 2.40: Open-circuit photovoltage vs. applied field for GaAs diodes at 300 K.

figure 2.43. The experimentally observed slope of 0.316(1) % per T, would correspond to a 

spin-polarisation of about 71 %, which is higher than  the expected value of about 40 %. As 

the expected effects are generally quite small, it is useful to  extend the measurement range to 

higher fields. D ata for Au, Ag, Fe and Co on Si Schottky junctions is shown on figures 2.44
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Figure 2.41: Short-circuit photocurrent vs. apphed field for GaAs diodes at 300 K.
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Figure 2.42: Open circuit photovoltage vs. applied field for GaAs diodes a t 300 K.
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Figure 2.43: Magneto-photovoltaic effect in a Co diode at 300 K.
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and 2.45, obtained at 100 K and 200 K, respectively. Results are summarised in table 2.3. 

The first surprising result is the much smaller deduced polarisation for the Co/Si junction as 

compared to the 300 K experiment (see figure 2.43). Another unexpected result is the non-zero 

polarisation for the Ag/Si interface. Even more surprizing is the increase in slope from +0.12 

% /T  at 100 K, to +0.37 % /T  at 200 K, for the Ag/Si Schottky barrier. All of these can, 

though, be attributed  to the lack of saturation in the photovoltage as a function of illumination 

intensity at high tem peratures, in all junctions, and even at low tem perature for some junctions 

(for example Ag/Si).

Metal
Si

MPV (% /T) 
100 K

IvIPV (% /T) 
200 K

a  (%) 
100 K

a  (%) 
200 K

Co +0.33 +0.13 +25 +19
Fe -1.23 -0.51 -91 -76
Au +0.02 +0.01 +3 +2
Ag +0.12 +0.37 +8 +55

Table 2.1: Reduced results of magneto-photovoltaic measurements of various Schottky diodes 
with Si base, a t two different temperatures.
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Figure 2.44: Magneto-photovoltaic effect in a various diodes at 100 K.

2.4 Conclusions on the Plausibility of Spin Polarisation  
M easurem ents Using Schottky Diodes

While direct active transport measurement of the spin-polarisation is generally unrealisable, 

there may be a particular system metal-semiconductor, where all of the following requirements 

are satisfied:
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Figure 2.45: Magneto-photovoltaic effect in a various diode at 200 K.

(а) The magnetoresistance in the bulk-semiconductor is small and preferably linear, even in 

fields of 5 - 10 T.

(б) Low Schottky barrier height, so th a t the measurement can be performed at low temper

atures.

(c) The substrate should be still conductive at the lowest tem perature of operation of the 

jimction, and have small tem perature dependence of the resistivity.

(d)  The junction complies sufficiently well with the thermo-ionic emission model, and does 

not include a thin oxide interfacial layer.

(e) The Schottky barrier height should be determined by the difference of the work functions 

of the two materials in the junction and not by interface pinning.

The conditions th a t must be satisfied for a successful photovoltaic measurement of the spin- 

polarization are as follows;

(a) The Schottky barrier height should be sufficiently different from the band gap of the 

semiconductor, as to avail for the separation of the internal photoemission and the direct 

gap contributions by experiment.

(b)  The metal layer has to be sufficiently transparent at the frequencies of interest, and in 

the same time sufficiently thick to preserve bulk behavior.

(c) The tem perature dependence of the Schottky barrier height should be sufficiently small.

{d)  The Schottky barrier height should be determined by the difference of the work functions 

of the two materials in the junction and not by interface pinning.
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2.5 Ohmic contacts of ferromagnetic m etals and alloys to  
semiconductors

Efficient spin injection into semiconductors has been the prime objective of spin electronic and 

almost a tantam ount for the entire field, during the last couple of decades. Recent works (see 

for example Min et al. (2006)), promise reasonable efficiency of spin injection into standard 

semiconductors (like Si) via a low-work-function m etal/insulator/sem iconductor tunnel junc

tions (modified Schottky contacts). Very low barrier heighs below 0.1 eV have been reported 

in the system P t/E r /S i by Tang et al. (2003). As a number of standard hard-ferromagnetic 

alloys are based on P t (for example CoPt), a properly designed C o P t/E r/S i junction is a good 

potential candidate for spin injection into silicon'. Very low and even ‘negative’ Schottky bar

riers have been reported and heavily argued upon in the T i/Si system (see the dialogue Osvald 

(2004); Tao & Zhu (2004); Tao et al. (2004)). An excellent review of older works on rare-earth 

overlayers on silicon is also available (see Netzer (1995)). UnUke Si, GaAs (and most other 

compound semiconductors) based Schottky junctions have barrier heights well in excess of 0.5 

eV, even with metals with very small work functions like Ga (see Hirose et al. (1988b); Myburg 

et al. (1998); Tersoff & Harrison (1987)) due to the predominant role th a t the intrinsic surface 

states play in the determination of the barrier height as argued by Eastm an & Freeouf (1975).

D ata on the work functions of 3d metals is shown on figure 2.46 after references Eastman 

(1970); Fukuda et al. (1977); Li & Li (2004). All work functions are found to be between 3.4 an 

5.2 eV. Therefore, all 3d metals should create Schottky barriers on top of silicon if the interface 

index  ̂~  1.

5.2
Co

5.0>o
c CuIca
•e
i
c

Mn
UJ

Zn

Sc

20 21 22 23 24 25 26 27 28 29 30 31

Atomic num ber 2

Figure 2.46: Electron work functions of the 3d metals. After reference Eastman (1970)

^It should be noted that there exist a great deal of discrepancy with previous studies on 3d and noble metal 
contacts to silicon (see for exam ple Hirose et al. (1988a))
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The initial characterisation of the rare-earth-3d m etal/Si junctions has been carried out 

using the standard 4-wire DC measurement technique described in appendix A .6.3. Data taken 

in the bias range ±1  V, at ambient temperature and in the dark, is shown on figure 2.47. 

Similar dataset in a narrowed bias window is visualised on figure 2.48.
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Figure 2.47: I — V  characteristic of rare-earth-transition metal/Si junctions, measured at ambient 
temperature.
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Figure 2.48: Low bias I — V  characteristic of rare-earth-transition metal/Si junctions, measured at 
ambient temperature.

Cleary, the various 3d metals form very different junctions on Si. An example of a Schottky 

barrier is GdCo2 /S i, the low-bias I  — V  characteristic of which is shown on figure 2.49. The 

voltage dependence is non-linear and asymmetric with a relatively high zero-bias differential 

resistance R q =  5.65 kfi.

Another characteristic example is C eC os/Si Schottky junction with very large tunnelling 

component, shown at figure 2.50. The prominent tunnelling current contribution diminishes 

the zero-bias differential resistance t o  R q =  4.55 kf2.
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F igu re  2.49: Low bias I  — V  characteristic G dC o2 /S i junction, measured at 300 K.
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F igu re  2.50: Low bias I  — V  characteristic C eC os/S i junction, measured at 300 K.
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Dominant tunnelling current component cannot be associated directly with low zero-bias 

differential resistances, as demonstrated on figure 2.51 for a GdFes/Si interface. The value of 

the zero-bias resistance is R q = 22.5 kfJ, which is about four times higher than  the one observed 

on Schottky junctions of the same area S.

0.006

 GdFe,
R, = 22.5 kfl0.004

0.002

I
C

i
3o

-0.002

-0.004

-0.006 •—  
-0.10 •0.05 0.00 0.05 0.10

Voltage (V)

Figure 2.51: Low bias I  — V  characteristic GdFes/Si junction, measured at 300 K.

Upon high-temperature annealing, via diffusion and /o r silicide formation, true low-resistance- 

ohmic-contacts can be achieved. Following the same line of though as O ttaviani et al. (1980) 

in the case of transition metal-silicide/silicon Schottky barriers, negative correlation may be 

expected between barrier height and eutectic tem perature of the silicide (if such exists). An 

example of a Y /Si junction annealed for 1 h at a pressure of 10“ ® mBar and tem perature 

of 1000 °C, is shown on figure 2.52. The resistance is limited by the series resistance of the 

semiconductor base and equal to R q = 10.9 fl.

10

 Y annealed at 1000 *C
= 10.9 0

5

0

-6

•10
•0.10 -0.05 0.00 0.05 0.10

Voltage (V)

Figure 2.52: Low bias I  — V  characteristic Y/Si junction, measured at 300 K. The sample has been 
annealed to promote diffusion aicross the interface.



2. SCHOTTKY JUNCTIONS 2.5 Ohmic Contacts

More information is obtained from the analysis of the temperature dependences of the 

I  — V  characteristics of the devices which represents a general 2D-surface'm I  — V — T  space. 

Examples are shown at figures 2.53, 2.54 and 2.55, for GdCo2/Si, GdFes/Si and CeCos/Si 

junctions, respectively. The measurement of ‘thick’ set of data points allows for a subsequent 

numerical 2D-spline interpolation and the extraction of arbitrary cuts though parameter space, 

in particular, I{T) \ and V{T)  | Those can be used for subsequent fitting and

diode parameter extraction as already described in section 2.1.5.6.

The actual data extraction for real diodes, can be complicated by the fact that often the 

finite bias voltage 14 and temperature dependence of series resistance Rg must be corrected for. 

The analysis can be based on the modified diode model;

q (Vk -  IR* exp ( ^ ) )I  =  5A**T^exp ( I exp
kT - 1 }  (2.5.1)

where R* is the saturation resistance of the semiconductor base\ and only thermionic emission 

and series resistance have been taken into account. For its limited nature this model is only 

applicable at temperatures for which the thermionic emission is the dominant process or k T  »  

Eqo, but not too high so that a large recombination current component can develop, or kT  <C 

Egl2.

Exphcit solution for can be readily obtained from equation 2.5.1 in the form;

=  - l n /  +  ln(5A**) +  21nT +  ln (2.5.2)

It is easily seen that the dominant term is — In I, so that if a plot of — In 7 (^ )  is created the slope 

is, to a large extent, determined by The remaining terms define further corrections that 

can be introduced, provided R*, and the effective value of S  are known from independent 

investigations^.

A systematisation of the results on all measured junctions is presented in table 2.5. While 

useful, the information in this table is not free from artefacts. The main disadvantage of the 

simple model 2.5.2 is neglect of the recombination current component. As the recombination 

current has a different activation energy (normally about Eg/2), it should generally appear 

as a different slope in the activation plots at high temperature, as compared with the low- 

temperature limit. For recombination through the main gap in the semiconductor E^, this

'Here, the through the gap activation of carriers in the semiconductor base has been neglected, therefore 
limiting the region of applicability of the model to low temperatures, for which k T  Eg.

^Because of their relatively small impact on the temperature dependence of the current I  at fixed bias V"a 
and the large degree of linear dependency in the respective terms, both R* and are difficult to determine 
unambiguously by fitting the entire non-linear equation 2.5.2 to experimental data.
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Volt!tugc (V )

Figure 2.53: I  —V — T  characteristic GdCo2 /S i junction.

V oltage (V )

Figure 2.54: I  — V — T  characteristic GdFes/Si junction.

■Voltage (V )

Figure 2.55: I  — V — T  characteristic CeCos/Si junction.
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2. SCHOTTKY JUNCTIONS 2.5 Ohmic Contacts

leads to a temperature dependence of the form:

£ g  =  2kT  < — In 7 +  In 7r +  In (2.5.3)

Thus it is clear, that the gradient of the dependence —I n /  ( y )  should be close to E^/2k  at 

high enough temperature kT  ^  Eg/2.

Metal 4>h (V) R-o . i v  {^) 7?+o.iv (̂ )̂
GdCo2 0.42 14250 1617
GdsSi4 0.19 29640 19250
GdFes 0.17 22330 22270
GdFe2 0.26 1307 659.3
Gd2Co7 0.20 9474 4850
GdCos 0.20 7838 4868
Gd 0.38 3.39 • 10® 1.75-10®
GdoTjT j 0.01 461.3 399.8
CesC oig 0.23 79680 56380
CeCos 0.25 7546 4684
CeFe2 0.76 1145 768.41
Ce2Coi7 0.38 7478 3237
Y 0.14 248.8 50.5
Y ann 0.03 11.0 10.9
Fe 0.26 4756 2645
Co 0.36 16339 2775
Ni 0.45 5531 3189

Table 2.2: Minimal barrier heights without further corrections, and total resistances at -0.1 
V and 0.1 V for various Schottky junctions on silicon. Subscript ann denotes an annealed 
sample of the same batch.

More generally, the recombination current component is likely to have chief activation energy 

Er € [£'d, E g / 2]. The above relations result in what may be called ‘two-exponent model’ for the 

thermal activation of non-ideal Schottky barriers. The details of the recombination processes 

for current conversion at the metal-semiconductor interface are hidden behind two constants 

and E .̂

An example of a junction where there are clearly two very different activation energies is 

shown on figure 2.56. The higher of the two activation energies observed 0.641(2) eV is in 

excellent agreement with the fundamental gap of Si of Eg/2  «  0.64 eV. The lower of the two, 

or 0.192(3) eV corresponds to the effective barrier height for thermionic emission of electrons 

from Si into GdCo2 .
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■20

•  GdCOj
0.641(2) eV 

-0 .1 9 2 (3 ) eV
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F igure 2.56: Low bias I n /  — 1 /T  characteristic of a GdCo2 /S i junction, via a cut at 0.2 V . Two 

different activation energies are clearly distinguishable.

Though common, it is not obhgatory, that the recombination process would be distinguish

able on a thermal activation plot. In some Schottky junctions, only one process is dominating 

in the whole experimentally accessible temperature range. Similar behaviour is demonstrated 

by a Gd5 Si4 /S i diode on figure 2.57 with a deduced barrier height of 0.526(1) eV. This situation 

is also occurring when the two activation energy scales q4>\, and are similar.

-50  0.526(1 )eV

-100

-150
>

 ̂-200

-250

-300

-350 I— 
0.00 0.01 0.02 0.03 0.04 0.05

Inverse Temperature 1 /7,1/K

F igu re 2.57: Low bias I n /  — 1 /T  characteristic o f a  G dsSi4 /S i junction, via a cut at 0.1 V . Only one 

activation energy is clearly distinguishable.

There are cases, when there are two distinguishable activation energies, but Er ^  £'g/2. The 

unambiguous association of with a particular transport process is thus often impossible. 

Examples are given on figures 2.58, 2.59 and 2.60 for CegCoiy/Si, GdFeg/Si and GdFea/Si, 

Schottky diodes respectively. In some cases, it is possible to have very similar metal alloys, 

forming very different Schottky barriers, both in terms of barrier height 4>h and recombination 

energy as in the example of GdFe2 and GdFes, where the first diode has 0b =  0.195(2) V and
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Er =  0.429(1) eV, and the latter has 0b =  0.227(1) V and E’r =  0.097 eV. Results for Schottky

Ce^Co^T 

0.469(2} eV 
0.215(1) eV

-30

-35

c

-45

-50

0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.010

Inverse Temperature 1 /7,1/K

Figure 2.58: Low bias In /  — 1/T  characteristic of a Ce2Coi7/Si junction, via a cut at 0.2 V. The 
higher activation energy of 0.469(2) eV does not correspond to £^g/2.

junctions where the  modified p aram eter ex traction  algorithm  has been successfully applied are 

sum m arised in tab le  2.5.

•25

• GdFej 
0.429(1 )eV 

—  0.195(2) eV

-30

-35

-40

-45

£  -50

-55

-60

-65

0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016 0.018

Inverse Temperature 1/7,1/K

Figure 2.59: Low bias I n / — 1/T  characteristic of a GdFe2 /Si junction, via a cut at 0.2 V. The higher 
activation energy of 0.429(1) eV does not correspond to £'g/2.

The lowest effective thermionic emission barrier heights of ferromagnetic metal on Si(OOl) 

are exhibited by CeCos (0.048 eV), GdCos (0.097 eV) and GdFes (0.097 eV), all significantly 

lower than  their 3d-metal and silicide counterparts (about 0.5 eV, see Kaltsas et al. (1996) and 

references therein). The barrier height deduced for Gd of about 0.4 eV agrees well with the one 

reported by Tu et al. (1981). Also, Y was found to  form ohmic contact to  Si after annealing, 

confirming the findings of Norde et al. (1981). Nevertheless all junctions have non-negligible 

recombination current component with activation energy of around an below 0.5 eV. This is
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-25
• GdFe, 

0.227(1 )eV 
0.097(6) eV
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Figure 2.60: Low bias In /  — 1/T characteristic of a GdFes/Si junction, via a cut at 0.1 V. The higher 
activation energy of 0.227(1) eV does not correspond to Egf2.

Metal 0b (V) Er (eV) Metal 4>h (V) (eV)
GdCo2
GdsSi4
GdFes
GdFes
Gd2Co7
GdCo5

0.192(3)
0.526(1)
0.097(6)
0.195(2)
0.435(1)
0.096(2)

0.641(2)

0.227(1)
0.429(1)

0.376(3)

Gd
CeCos
CesCoig
Ce2Coi7
CeFe2
Y

0.489(2)
0.048(3)
0.536(1)
0.215(1)
0.220(1)
0.091(2)

0.503(6)

0.469(2)

0.181(1)

Table 2.3: Barrier heights (pb and recombination activation energies Er for various Schottky 
junctions on silicon. Values are denoted by - when only one characteristic energy can be 
extracted.

likely to affect the efficiency of spin injection through such junctions and limit their usefulness 

at ambient conditions. Barrier height have been demonstrated to be lowered further by high- 

tem perature diffusion to a minimum of about 0.016 eV for Y /Si contact, with a significant 

gain of linearity, conductivity and thermal stability. This attem pt crosses the border to the 

world of tunnel-barrier contacts and may potentially provide a tool for realising efficient, both 

charge and spin, injection for the constantly decreasing gate size of field effect transistors on 

silicon. Though, this methods is prone to excessive impurity spin-scattering in the diffused 

region, which may also lead to poor overall injection efficiency.
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2. SCHOTTKY JUNCTIONS 2.6 Conclusions

2.6 G eneral remarks on the applications o f Schottky junc
tions

Ferromagnetic metal-normal semiconductor contacts have prospects for application as injectors 

and detectors of spin-polarised electronic currents. Behind their apparent simplicity, a number 

of underlying physical phenomena remain unexplored or not fully understood. The complexity 

of the overall problem is due to  the mixture of quantum  and classical effects often exhibited in 

the same junctions.

Here, mostly experimental and partially theoretical investigations have been presented fo

cused in two directions:

1. The observation and explanation of the effects of external magnetic fields on magnetic 

and non-magnetic Schottky junctions.

2. The transport characterisation of potential spin-injectors into standard semiconductors.

On both directions, a number of different metal-semiconductor combinations have been 

prepared and studied, both by standard electronic transport methods and photo-transport 

methods. A classification of most of the possible magnetic field effects has been done, simple 

theoretical framework for their analysis and discrimination has been developed and evidence 

for their practical importance provided. A previously unreported phenomenon - the junction 

magneto-photo-voltaic effect has been observed. Low Schottky barrier material combinations 

have been explored.
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Chapter 3

Tunnelling in Ferromag- 
net/Insulator/F errom agnet 
structures

3.1 The theory o f tunnelling

An attempt is going be made to summarise the key points from the theory of tunnelling, 

necessary for the understanding and modelling of the various aspects of the electronic transport 

in magnetic tunnel junctions.

3.1.1 Basic analysis and definitions

The influence of tunnelling on the electronic transport in Schottky junctions has already been 

treated in sections 2.1.4.4 and A.3.3. While normally, the tunnelling current is not the dominant 

current component (at least at moderate forward bias and semiconductor doping levels, and 

at high enough temperatures, among other requirements) in Schottky diodes; in artificially 

constructed metal/insulator/metal tunnel junctions, it should be, ideally, the main contribution 

to the total current, and thus deserves further theoretical elaboration.

The idealised energy diagrams of two similar metal electrodes separated by vacuum and by 

an insulator, at equilibrium, are illustrated at figure 3.1. Standard notation is implied, with X i  

being the electron affinity of the insulator and Xj its thickness. To zeroth approximation, the 

influence of the insulator is to lower the height of the potential barrier 0b existing between the 

two metal electrodes by an amount Xi> so that it becomes:

q<t>h =  ^ m - X i  (3.1.1)
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vacuum  level

<i)

m etal m etal m etal metal

vacuum  Insulator

Figure 3.1: Energy diagrams of two similar metal electrodes separated by vacuum (left) and by and 
insulator (right).

Similar elem entary analysis for the case of dissim ilar m etals w ith work functions and 

$5ti where, for definitiveness, the  right-hand side electrode is chosen to  have larger work func

tion  ($[,, <  $5n) sketched on figure 3.2. Again, the  validity of the M ott-Schottky rule for 

noninteracting surfaces is implied, and therefore the poten tia l profile can be evaluated as:

X \

w ithin the insulator thickness x^.

v acu u m  level

f t  '-<D '
1 m m

1 1 
1 X, 1

3>„' 1 1 <I> ' ____
1 1

m

1 1 
1 1 

m etal | | 
1 1 
1 1 
1 1

m etal m etal m etal

insulator Insulator

Figure 3.2: Energy diagrams of two dissimilar metal electrodes before (left) and after (right) they 
have been brought into intimate contact with an insulator slab.

In reality, the  situation  is far more com plicated. Often, the  tunnel junctions used in exper

im ents, have insulating layers, which are am orphous or have a  low degree of crystallinity. The
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applicability of a simple band-picture for the theoretical description of such cases is limited by 

the existence of states in the forbidden zone (within the energy gap for an infinite single crystal) 

of the insulator. The position and the density of these states can influence both the barrier 

formation and the transport characteristics.

For a thick barrier, to  a good approximation, the band-picture, may be considered applicable, 

by taking into account the effective density of the so-called ‘disorder-induced’ states in the 

insulator slab. This leads to  renormalisation of the current density, as well as, the tunnelling 

magnetoresistance for magnetic tunnel junctions as schematically demonstrated by Tsymbal & 

Pettifor (1998).

Moreover, at small insulator thicknesses, the localised disorder-conductance paths (not too 

dissimilar to microscopic thickness variations or pin-holes) result in conductance tha t is domi

nated by several localised channels (defined by lower thickness and/or particular disorder config

urations). The analysis of such a structure is far more complicated, but generally the behaviour 

can be understood in terms of quasi-one-dimensional tunnelling through an effective potential 

barrier, the height of which decreases with disorder, assuming, of course, the junction area is 

large enough for a statistical treatm ent of the problem (see Tsymbal & Pettifor (1998)).

3.1.2 The influence of image forces

The exponential sensitivity of the tunnelhng current towards changes in the barrier height (see 

equation A.3.29), requires detailed handling of all effects th a t could possibly alter the barrier 

shape and/or the average barrier height, in order to  avoid errors of orders of magnitude in the 

theoretical description of the transport characteristics of tunnel junctions. One such effect is 

associated with the existence of image forces, as argued by Simmons (1969).

For distances x, large compared with the typical interatomic spacings, or a; ^  ao, the 

problem may be treated using classical electrodynamics. An electron approaching (in vacuum) 

a sufficiently large and thick flat metal surface, polarises it, and thus and additional force P' 

and associated electric potential exist given by:

X

(3.1.3)
OO

1
(3.1.4)

47reo 4x

The additional electric potential (j>̂ for the two electrode system visualised on figure 3.1 may
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be evaluated using the conventional mirror image methods as the convergent series^:

2 r 1 oo
0‘(x) =  -

STTCi 1 2x
n=l

nx\ 1
(nxj)^ — nx\_

(3.1.5)

where Ci is the perm ittivity of the insulator., and x =  0 is set at the interface between the left 

electrode and the insulator.

The sum in the right-hand side of equation 3.1.5 can be resolved in special functions as: 

nx\E
n=l

_ ( n x i ) 2  — x ^

1
nxi

1
2xi

ip (3.L6)

where V'(x) is the digamma function^. Convenient approximation of the above formulation has 

been suggested by Simmons (1963) in the form:

0.795 Xi
(3.1.7)

167rei X  (xj — x)

which is far more tractable, while preserving reasonable accuracy, as evidenced on figure 3.3.

idealized bam er 
with image forces 
Simmons approximation

x(nm )

Figure 3.3; Potential profiles, for an arbitraxy tunnel junction at equilibrium. The nominal barrier 
height is 1 eV, and barrier width is 2 nm.

At nonzero external bias 14, the electric potential within the barrier can be expressed as 

the direct superposition of the already existing potential with the applied one as follows:

4>{x) =  4>h- 4>\^) -  qVe.— (3.1.8)Xi

Similar situation is visualised on figure 3.4.

The extremities of the barrier on both sides x\ and Xr can be evaluated by finding the cross 

section of barrier with the quasi-Fermi level of the negatively charged electrode. This can be 

^Here n is just a ‘dummy’ summation index.
^The digamma function V'(x) may be defined as ri^ix) =  ^  In [r(x)], where the gamma function r(x) can

OO
be expressed as F(x) =  /

0
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1.0

 idealized barrier
with im age forces 
Sim m ons approxim ation
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Figure 3.4: Potential profiles, for an arbitrary tunnel junction at applied voltage 14 =  0.5 V. The 
nominal barrier height is 1 eV, and barrier width is 2 nm.

done either numerically, or using the approximate analytical forms derived by Simmons (1963): 

For K  < <Ab:

3 - 10'-i°eVmeo /•> ixi «      (3.1.9)
q<Ph Ci

3'j* 3/J “H OC'i ^ 1

For Va.> (i>h-

23 -1 0 - i °e V m  c q ■ 1 0 - 1 0  lOeVmeo  ^
3170b H------------------------------- 2qV^

- 1  '

(3.1.10)

3-10 “̂eVmeo ^
i i  w --------    (3.1.11)

q(Ph Ci
_ 14.10--°eVn.g.-'

X  e  j  q V ^

O ut of equilibrium, at a nonzero bias V^, the current density J  may be expressed, within

the WKB approximation as (see for example Simmons (1969)):

J  =  \ -----2 {<Abexp (-fco^'^^Ax) -  {4>\, +  qVa) exp ( - k ' ^ ^ ^ A x ) }  (3.1.13)
n 27t (oA i)

where A x  =  Xr — xi and the momenta within the WKB approximation, and

defined as follows:

kWKB
0

47ra /I

rWKB _  47ra
h

\/2m *0b (3.1.14)

y j2m* {(j)h + qVa) (3.1.15)

where a is a dimensionless coefRcient which depends on the barrier shape (a =  1 for a strictly 

rectangular barrier, but is also generally close to  unity), and the average barrier height 4>i, can
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be estimated as follows:
Xt

hj (pbdx (3.1.16)

Once again, the integral 3.1.16 can be either evaluated numerically, using the relation:

1
167rej Aa;

ln( ^  1 + ln -
XI

r r X i + X l

X i X i

r X \ + X t

X i
r X \  —  X \  

X i

A x
(3.1.17)

which is supposed to be exact within the quasi-classical approximation; or alternatively, the 

approximate form derived by Sinunons (1969) may be used:

. ^ . X i  +  Xr  2.86-10 ^°eVmeo, Xr (x; -  xi) 
<Pb ^  (ph V a  I  I in  ■ (3.1.18)

2x\ A x  Cj XI (xi — X r )

For most purposes the exact barrier shape is irrelevant and the Simmons approximation 

for (f)h is fully sufficient to model the rough I  — V  characteristics of tunnel junctions. This is 

demonstrated on figure 3.5, via an example of a symmetric junction of two identical metal elec

trodes with an insulator (e, =  5eo). The barrier height is been chosen to be 1 V, and the current 

density is evaluated for biases in the interval [10~®(?i)b, 2(/>b]. The excellent correspondence of 

the Simmons approximation to the results of the exact numerical integration is evident for both 

the low-voltage 14 <?i>b linear (ohmic) regime, and for the high-voltage Vg, > (f>h exponential

region of the I  — V  characteristic.

■ exact solution 
•  Simmons approximation

 slope = 1
slope = 1

10 ’

Applied Voltage (V)

Figure 3.5: Current density as a function of applied voltage, calculated by both direct integration and 
the Simmons approximation. The nominal barrier height is 1 eV, and barrier width is 2 nm.

3.1.3 Effective tunnelling H am iltonian m odel

Starting once again from the effective Schrodinger equation A.3.21:

^(x) =  E ^(x)
2m*

(3.1.19)
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an exact matching procedure, would require the general solutions, which are in regions where 

E  — q(j){x) > 0 superpositions of ‘forward’ and ‘backword’ plain waves:

(3.1.20)

and in regions where E  — q4>{x) < 0 exponentially decaying and growing waves:

(3.1.21)

where x  =  —ik\ to be connected at the boundaries of the different without discontinuity in 

either ^ (x )  or its first derivative The coefficients a and 6 in the different regions are

most easily determined by employing a method analogous to the global transfer m atrix already 

used within the WKB approximation in section A.3.2. For the model system depicted on figure 

3.6, on the boundary between regions with numbers u  and u +  1, can be done using reflection 

m atrix Ru,u+i defined for all values of k as:

...u, u +1, ...

(x,t)
(X.t)

x  = x.
1

Figure 3.6: Schematic representation of the decomposition of the scattering problem within the global 
transfer matrix method.

T J  ^  (  {ku +  k u + i ) e x p [ i { ~ k u  + k u + i ) x u ]  (A:„ -  f c „ + i )  exp [ i  ( - f c „  -  f c „ + i )  a ; „ ]

2/ĉ  \  (^u ) exp [i (^ky^ “i“ /cu-j-i) ^u] (^u ) exp [z (A:̂

with the vectors of the amplitude coefficients related as:

\    T> {

bu

(3.1.22)

(3.1.23)

More generally, for a number of regions, the to tal reflection matrix R  is given simply by the 

product of the individual reflection matrices R „,„+i like:

nu

u—0
(3.1.24)
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where u G [0, nu — 1] and nu is the number of the rightmost region of the potential ‘landscape’. 

For a model system consisting of three regions 0, 1 and 2, representing respectively; left-hand- 

side metal electrode, insulator and right-hand side metal electrode; the tunnelling probability 

0  can be expressed as the ratio of the probability currents j 2 and jo defined via the amplitudes 

of the travelling waves as:

3u = %  K f  (3 .1 .25 )
'tK

to  yield the familiar result (see section A.3.27):

e  ^  h  ^  (3.1.26)
Jo {kQ +  {k,^ +  X j )

with X defined in the usual way:

(3.1.27)

with the potential (j>y, assumed constant within each the region u, but varies from region to 

region^.

Another approach to the problem has been suggested by Bardeen (1961). The smallness of

the tunnelling probability (for realistic parameters 0  ~  10“ ® — 10“ ^°, see Kane (1969)), brings

about the idea of using approximate solutions for the wavefunction which continue to  decay 

after tunnelhng through the potential barrier, instead of being travelhng waves. The following 

states can be chosen for the left and right-hand sides of the system:

^ 1(2;) =  ane~^ '* ; x > Xq

^r(a;) =  x < xi  (3.1.28)

so tha t ^'i is to  matched to  the correct solution for x < xq, but decays for all x > xq; and ^'r is 

to  be matched to  the correct solution for x > xi ,  but decays for all x < x q ', and both states do 

not satisfy the starting Schrodinger equation with the original Hamiltonian, say 5fo. The the 

simplified situation is sketched on figure 3.7.

If then the electron is assumed to  be initially in the state and have a final state ^'r, 

then conventional time-dependent perturbation theory can be employed for the time-dependent 

wavefunction 'i{x,t):

^{x , t )  =  c{t)'^i{x)e~~T^ +d{t)'^re  (3.1.29)

where c{t) and d{t) are probability amplitude coefficients and Ei and E,: are the energies of the 

electron on left and right-hand side of the structure, respectively.

'T h is method is convenient for numerical realisation in case of ‘sm oothly’ varying potential 4>{x), by breaking 
down the system  into discrete regions of constant potential 4>u-

104



3. TUNNELLING IN FERROMAGNET/INSULATOR/FERROM AGNET  
STRUCTURES 3.1 The theory of tunnelling

'I'l (x.t)
(x.t)

Figure 3.7: Schematic diagram of the modified wavefunctions in the eff'ective Hamiltonian approach.

Substituting the wavefunction 3.1.29 into the time dependent Schrodinger equation:

d'H
i h —  =  (3.1.30)

yields:

dc  d d  i E r t  i B r t  ®l' ■ E r t

^'le— ^  ^ ^  =  ce“ +  3 { ' I ' i (3.1.31)

which can be simplified by noting th a t c w 1 and d w 0, as the probability of finding the electron 

on the left-hand side is, normally, much greater than  the same on the right-hand side, as well 

as ^  w 0 because of particle conservation (the normalisation condition demands tha t the total 

probability is conserved or ^  (cc* +  dd*)  =  0 ) \  and therefore:

d d  i E r t  i E i t
(3.1.32)

Using the fact the fact th a t ^'i and can be normalised so that:

j =  j  <Hr' ^*, dx =  I  (3.1.33)

with the integration taken over the length of the system (or over the entire a;-axis, equation 

3.1.32 can be rewritten as:

()d i ( E r - E , ) t  f
i h —  =  e "̂  H El )  ^'idx (3.1.34)

which is, to within a constant, equivalent to  the standard expression from time-dependent 

perturbation theory (see for example Woan (2000)), for a single initial state 4'] and a single 

final state ^ r , with a Hamiltonian th a t can be broken down as:

5{(t) =  5{o +  :Ki(f) (3.1.35)

'Here, * denotes com plex conjugate.
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and wavefunction with the final state amplitude given by:

t

d{t) = - ^ J d t '  (3.1.36)
0

The constant is of course zero, as in the initial moment of time d{0) =  0.

The matrix element for the transition from the left-hand side to the right-hand side is thus 

given by:

T,! =  J  {5{ -  El) -̂ida; (3.1.37)

and therefore the perturbation is expressed as:

J{i = : K - E i (3.1.38)

and the unperturbed Hamiltonian satisfies:

=  Ei'I'i (3.1.39)

with the associated necessary condition (!Ki <C K̂q) for validity of the perturbation approach:

«  1 (3.1.40)

which means, also, tha t the initial and final energies need not be too different:

«  1 (3.1.41)

The problem can be analysed further, by noting th a t the integral in equation 3.1.37 receives

nonzero contributions only from the interval x  > x \  and thus can be symmetrised by extending

it with a term of zero contribution in the interval x  > xq, like:

OO

T h =  J  (3.1.42)
X o < X < X l

Integrating by parts the right-hand side of equation 3.1.42, an expression much like the con

ventional probability density current can be recognised in:

\  /  X Q < X < X l

as in the standard definition (see for example Woan (2000)): 

and therefore:

Trl =  (3.1.45)
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where jri is considered continuous across the barrier region and a single effective mass has been 

assumed in all regions (the correct generalisation is out for the scope of the present discussion 

and is to  be treated later).

The probability density current incident (left-hand side) on the barrier can be estimated 

using equation 3.1.25 to be:

jo =  - ^ |a o |^  (3.1.46)m
Fermi’s golden rule may be employed to  deduce the transm itted current on the right-hand side 

as:
27T

j2 =  y  |THpD (£r) (3.1.47)

and tlxus 0 = 4 ^  can be evaluated if the m atrix element Tri is known. The matrix element,
Jo  ’

itself, can be evaluated employing different methods. If the direct matching procedure is used,

Tri may be w ritten as:
/i2

Th =  ^ 6 ^ , 0 1 1  (3.1.48)
m*

and thus, the result already obtained by direct matching, as equation 3.1.26, is recovered. 

Therefore the first-order time-dependent perturbation theory (or in other words, the effective 

Hamiltonian approach to  the tunnelling problem) recovers the same result as the simple match

ing of the partial wavefunctions in the different regions.

The effective Hamiltonian approach seems, at first, to introduce into the solution for the 

current J  a proportionality to the density of states T> via equation 3.1.47. Nevertheless, no 

direct proportionality to the density of states is obvious in the final result 3.1.26. W hether or 

not, and in what circumstances, the energy dependence of the density of states of the electrodes 

influences the tunnelling current, is a very im portant question, from experimental point of view, 

which is the subject of section 3.1.4.

3.1.4 Independent-particle tunnelling

The limitations of the independent-particle model of tunnelling have been analysed in detail by 

Harrison (1961). Below, just an outline of the original argumentation is presented.

The quantum  states in the structure can be chosen to be represented by linear combinations 

of one dimensional Bloch waves (see for example K ittel (1996)):

ipk{x) = Uk{x) exp {ikx)  (3.1.49)

with Uk{x) having the periodicity of the crystal lattice. These states may be represented by 

their associated plane waves ^(fc). As the Bloch states ipk must be matched continuously at 

all boundaries in the system, the associated plane waves 'ip{k) axe, in principle not smooth and
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discontinuous. Set of functions a (£ ’, k) and ^{E,'k) may be introduced such that and 

are continuous at all boundaries.

A generalized form of the probabiUty density current may be introduced as:

ih
Jx ~  " (3.1.50)

2m*

so that it is conserved on all boundaries within the system. The velocity Vx{kx) associated with 

any particular state '^{k) is thus given by:

Vx =  - ^ a P k x  (3.1.51)m*

and can be also evaluated via the isotropic effective mass independent particle approximation 

as:

=  4  (3.1.52)
m* h akx

and therefore the effective wave-number a$kx  can be evaluated as:

aPkx = % § ^  (3.1.53)

and for the case of elastic tunnelling should be matched at the interfaces. As pointed out by 

Harrison (1961), the associated plane waves obey the wave equation:

^ + k l i >  = 0 (3.1.54)

in regions of constant band structure E(k).  The method can be generalized for continuously 

varying band structure by using a wave equation with the effective wave number a^kx  as:

where ’>p{x), &{x), ${x) and kx{x) have to be varying slowly on a scale set by the kernel of u{x), 

in order for the above approximations to be valid. Equations 3.1.54 and 3.1.55 are strictly valid 

for real wave numbers k, and in order to threat tunnelling problems, must be generalized by 

analytic continuation for complex k. The same, of course, concerns the band structure E{k).

In order to proceed, various methods can be used to find the wave functions (direct matching, 

WKB approximation, etc.), calculate the matrix element 0”ir and calculate the electronic current 

density, employing time-dependent perturbation theory:
CX)

=  \7ir\^‘I> i{k t ) D r i k t ) { f i - f r ) d E  (3.1.56)
- o o

where fct is the wavenumber component perpendicular to the a:-axis (the transverse momentum), 

and /i and /r are the probabilities of occupation of the respective states. As the matrix element
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is generally proportional to  the density current operator between the states on both sides of the

as the direct dependence in equation 3.1.56 would be compensated by the indirect dependence 

through the m atrix element:

and no particular sharp dependence on applied bias expected in the tunnelling current and its 

derivatives.

The same lack of direct dependence, can be shown explicitly by estimating the matrix 

element Tir within the WKB approximation. The wavefunctions can be chosen as linear super

position of the forms (see for example Menzel (I960)):

with the boundaries of the integrals taken between the classical turning points and the limits

the effective wave number a $ k x  is inversely proportional to the density of states, within the 

independent-particle approximation, there is no structure from the density of states appearing 

in the bias dependence of the current integral:

with the quantum  degeneracy 7 =  2, in the non-spin-polarised case.

Equation 3.1.61 seems, at first, to be in direct contradiction with the experimental facts 

pointed out even in the earliest experiments in tunnelling to  and from superconductors (see for

in the bias dependence of the current and its derivatives. As pointed out by Harrison (1961), 

^Sft(x) denotes real part of x.

junction through equation 3.1.45, and the probability current density operator j can generally 

be expressed as^:

(3.1.57)

and if the tunnelling velocity is taken in the form of equation 3.1.51, then the m atrix element 

Tir would be proportional to the inverse of the density of states as:

(3.1.58)

therefore the total current will not, generally, be directly proportional to the density of states

(3.1.59)

(3.1.60)

of the extend of the side electrodes, with normalisation constants One more time, as

(3.1.61)

example Giaever (1960a,b)), which evidenced th a t details from the density of states do appear
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the key is in the breakdown of the independent-particle approach for highly correlated systems 

(like superconductors). The common assertion that in such experiments the density of states 

is the quasi-particle one (gapped Cooper pairs) and the matrix element is the one expected for 

normal metals due to Bardeen (1961), leads to lack of current conservation on the boundary of 

between, say, a normal metal and a superconductor, within the one-particle approach'. This 

phenomenon is the topic of section 3.1.5. For tunnelling between normal metals, semimetals and 

semiconductors, a breakdown of the independent-particle model is not expected, and therefore 

simple proportionality of the, say, differential conductance to the density of states is highly 

unlikely.

A more ‘visual’ and informative description is obtained by substituting the sum in equation 

3.1.61 with an integral over the projection of constant energy surface onto the plane of the 

tunnel interface like:

oo /  Xl \I /  ^TT/ctd/ct exp I- 7  j \k^\dxj  (3.1.62)
- O O  \  l o  /

thus the integral over d f̂ct is essentially the overlap of the projections of the constant energy 

surfaces on both sides of the junction on a plane parallel to the interface in A;-space. It follows 

that, if at least one of the energy surfaces is small, as it is often the case in semiconductors 

and semimetals, the exponential factor becomes practically constant the current becomes pro

portional to area of overlap of the projections of the constant energy surfaces. If, on the other 

hand, both surfaces are large, as is the case in simple metals, the exponential factor dominates, 

allowing only states with small k t  to contribute to the current density integral, or which is the 

same, only electrons moving approximately normal to the tunnel interface need be taken into 

account as already mentioned in section 2.1.6.1. A situation with two comparable ellipsoidal 

Fermi surfaces is illustrated on figure 3.8.

It is important to check whether or not the absence of the density of states in the expression 

for the current 3.1.62 is associated with the smoothness of the transition between the different 

regions of the junction, impUed by the W KB approximation. The analysis may be done on 

the base of equation 3.1.26, if the band structure is neglected, by recollecting, that the one 

dimensional density of states (per unit energy and length) D and the wavenumber k x ,  are 

connected within the effective mass approximation as:

1 f  d E \ ~ ^  1 m* 1
® ^27t \ d k j  ^27t k x  (3.1.63)

^This phenomenon is also known as Andreev reflection, and its investigation yields valuable information for 
the degree of spin-polarisation in experiments involving low-bias tunnelling between ferromagnetic and super
conducting electrodes.
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k

Figure 3.8: Schematic diagram of two constant energy surfaces oi E = Ep and their projections on 
the plane of the tunnel interface.

performed. The product of the matrix element and the densities of states on both sides of the 

tunnel junction may thus be reconstructed as:

and therefore, an inverse proportionality is to be expected between the tunnelling current density

abrupt junctions. For junctions, where the transition region at all interfaces are comparable or 

larger than  one electron wavelength, the WKB approximation becomes exceedingly good and 

no structure from density of states would appear in the tunnel conductance. This is equivalent 

to  asserting, th a t the density of states influences the bias dependence of the tunnelling current, 

only via the non-adiabatic processes of quantum  reflection and transmission, for independent 

quasiparticles. Quite the contrary, the adiabatic (long times, long wavelengths) transport seems 

to  be insensitive to details in the density of states.

3.1 .5  M any-p article  tu n n ellin g

While, within the independent-particle approach to  tunnelling, the energy dependence of the 

density of states does not influence the differential conductance; a many-particle view on the

Alternatively, following Harrison (1961), the effective wavenumber ajSk^ may be used, by in

troducing the effective wavelength A like:

akx  7 m*
(3.1.64)

and may physically viewed as the proportional to  the value of the normalised Bloch kernels 

|ufc(x)|^ a t the boundaries of the unit cells where the matching of the Bloch states must be

e— 2>ciAx (3.1.65)

and the density of states, not a direct one, within the independent-particle approach for strictly
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problem, generally opposes this consequence. In a long-range-correlated electronic system (for 

example a superconductor or a ferromagnet), the situation can be dramatically different.

As an example, tunnelling between a superconductor and a normal metal may be consid

ered. Following Bardeen (1961), the analysis may be qualitatively be made, considering the 

position dependence of the superconductor energy-gap, and realising, th a t the gap is essentially 

non-existent in the insulator. In other words, the long-range corelation in the electronic system, 

responsible for the modification of the electronic structure in the superconducting state, would 

not extend beyond the barrier region, thus relieving the tunnelling m atrix element from the 

obligation to be inversely proportional to  the density of states. Since the tunnelling m atrix 

element “Jir, to a good approximation, does only depend on the wavefunction within the barrier 

region (see equation 3.1.43), it should be virtually the same in both the normal and the super

conducting state. As the m atrix element in the normal state is generally a smooth function of 

energy (bias), the final result can be expected to  be directly proportional to  the density of states, 

as suggested by equations 3.1.47 and 3.1.56. A brief overview of the theory of tunnelling be

tween ferromagnetic metals and superconductors is given in appendix B.4. By analogy, similar 

behaviour should be expected, from junctions, where one or two of the electrodes are ferromag

netic. Should the insulator be nonmagnetic, the magnetic (exchange, dipole, etc.) correlation, 

would be expected to decay rapidly in the barrier region, thus leaving open the possibility of 

the energy-dependence of the density of states spin-polarisation to enter the problem '.

3.1.6 Zero and finite bias anom alies

Deviations from the conventional parabolic voltage dependence (see Brinkman et at. (1970)) of 

the differential tunnelling conductivity are not uncommon. Often these, so called, ‘anomalies’ 

take the form of either a peak or a dip centred at = 0. The systematic reports of ‘zero-bias 

anomalies’ in normal metal tunnel junctions, are too numerous to  be referenced explicitly (see 

for example Rowell & Shen (1966); Wallis & W yatt (1972)). Reports exist of large shifts, of the 

order of tens of millivolts of the conductance anomalies from zero bias (for example see Xiang 

et al. (2003b)), th a t a ttribute similar effects to  large differences of the density of states on both 

sides of the tunnel junction^. There are a number of varied phenomena and models thereof,

^It is instructive, to consider the opposite situation, where the long-range magnetic corelation is only weakly 
perturbed in the barrier region. It would follow that the quasi-electrons can adiabatically tunnel through the 
barrier region, smoothly adjusting their spin orientation in order to match the local order parameter. Therefore, 
no strong non-adiabatic quantum reflection would be expected, with its associated density of states dependence.

^Large Eurtificial shifts from zero-bias may potentially exist in magnetic tunnel junctions, when substantial 
difference in temperature of the lattice and/or the electronic subsystem is tolerated. Because of the large expected 
thermopower (see McCann &: Fal'ko (2004)), of the order of 1 — 100 nV/K, moderate effective temperature 
gradients can potentially lead to observable internal voltage (current) bias.
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which have been investigated. Below is a historical reference to most of them.

One early example is the model of Appelbaum (1966), its physical interpretation by An

derson (1966) and its further refinement by Appelbaum et al. (1967); Ajjpelbaum (1967); Ap

pelbaum & Brinkman (1970), which suggest tha t magnetic impurities and the associated lo

calised states may give rise to a pealc in conductance close to  zero-bias. At low tem perature, 

such localised states are considered to be momentum reservoirs and thus influence the tunnel 

current indirectly. The problem is similar to the one of Kondo scattering in the theory of low- 

tem perature conductivity of metals with magnetic impurities. Recently, a large tem perature, as 

well as bias dependance of the differential resistance CoFe/AlOx/CoFe junctions with substan

tial amount of magnetic impurities incorporated in the barrier oxide, has also been attributed  

to the Kondo effect by Lee et al. (2007). Also, extension for the case of ferromagnetic electrodes 

has been performed by Inoue et al. (2002).

According to the model of Appelbaum (1966) there can be a logarithmic anomaly of ei

ther positive (for antiferromagnetic coupling between the localised states and the conduction 

electrons), or negative sign (ferromagnetic coupling), of the form:

^  (X - 4J e x - ^  [®i (Ep) + D , (Ep)] In ( ( 3 , 1 , 6 6 )  
(Tj 5  +  i \  h/Q  J

where the symbols have their usual meanings. Or more precisely, at B  ^  0 and k T  -C 

there would be up to three peaks - one at zero bias and two centred at ± A V  = . The model

has been validated by a number of experimental observations (see for example Appelbaimi 

& Shen (1971); Losee & Wolf (1969); Shen & Rowell (1967, 1968)), for small amplitudes of 

the observed effects, while discrepancies have been noticed for large amplitudes, in both the 

tem perature and field dependencies (see Christopher et al. (1968)). Though, strong evidence 

exists (see Mezei (1969); Nielsen (1969, 1970)) th a t zero-bias anomalies with small characteristic 

voltage widths are due to impurity scattering, magnetic field-independent broad peaks in the 

differential conductance spectra often observed in practice, cannot be explained within the 

model of Appelbaum (1966).

A slightly different model, based on the same idea for scattering and localisation has been 

developed by Altshuler & Aronov (1979, 1993); Altshuler et al. (1980) and has found some 

experimental verification (see Imry & Ovadyahu (1982); Sood (1982)). In analogy to the trea t

ment of weak localisation magnetoresistance in bulk materials, the residual electron-electron 

interaction combined with impurity scattering would lead to a change in the spectral function 

(and therefore to the density of states, or generally the conductivity as in equation B.1.9), 

close to the Fermi level. As customary (see Landau et al. (1989)), the density of states can be
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expressed as the momentum (in principle, and spin) integral of the spectral function:

§ (k ,s ;E )  =  -Im [S (k ,s ;£ )]  (3.1.67)

! ) { £ )  =  J  §{k,s;E)d^]i  (3.1.68)
( 27t )

where S (k, s; E)  is the retarded electronic Green function, which can be expressed as;

g (k, S- , E) = \ ^ E - e i , - E F  + - --------Ee_e (k, s; E)  j  (3.1.69)

where Se-e is the self-energy due to the electron-electron interaction. If the modification to 

the density of states, associated with the electron-electron interaction is A D (£'), then the 

magnitude of the peak(dip) in the junction conductivity may be expressed in a way analogous 

to equation 3.2.37:

^  ^  { c o s h ^ ^ +  c o s h ^ ^  }
Without going into the details of the evaluation of the self-energy Se-e, the physical picture is 

simple. In the presence of impurity scattering, the electron-electron interaction leads to week 

localisation on an energy scale determined by hfre-e- The relative correction to the density of 

states (for small temperatures Î Val ^  kT  and moderate scattering, so that

—  >  kVkl »  —  — 'j (3.1.71)
'7'e—e '^e—e \ - ^ F ’̂ e—e /

is given by:

4 2 ( E )  =  (3.1.72)
V   ̂ ’ eo 2V27t2 hD \  k T   ̂ '

where Ae-e is the effective constant (dimensionless) of the residual electron-electron interaction, 

which can be either positive (residual repulsion) or negative (residual attraction), therefore 

producing a dip or a peak in differential conductivity. In the limit of very low temperature 

r  —> 0, equation 3.1.72 simplifies to:

^ { E )  =  (3.1.73)
D 2x/27t2

and represents a cusp-like feature centred at zero bias. Both low temperature limit, and the 

temperature broadened case are demonstrated on figure 3.9, for Ad =  10 nm, and D = Im^/s.

On intuitive grounds, it can be expected, that strong magnetic field can split (lift the 

degeneracy of) the quasiparticle spectrum and result in a set of three peaks (dips), one of 

which remains at V'a =  0, while the other two would be centred at qAV = This
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Figure 3.9: Weak-localisation-like zero bias anomaly for negative residual electron-electron interaction. 
Parameters have been selected as: Ad =  10 nm, and D  =  Im^/s.

is, indeed, the case, as has been proven explicitly by Altshuler & Aronov (1983). In contrast 

with the zero-bias anomaly, which is smeared only by thermal effects, the Zeeman-split ones 

are broadened and suppressed by the spin-flip scattering, so that the bias and temperature 

windows are restricted like:

{qVe, ±  9HbB) <
'^ S — f

kT  < —  (3.1.74)
'^ S — f

The fundamental physical reason for the appearance of the non-zero bias anomalies is the high

spatial correlation of the wavefunctions of the spin-up and spin-down electrons (or holes), when

the Fermi energy of one of the sub-bands is equal the other modulo the Zeeman splitting, and

therefore can interfere effectively, leading to what is often called, a finite bias projection of a

zero-bias singularity in the electronic spectral function. More generally, scattering contributes

to the imaginary part of the self energy, but as Kramers-Kronig relations are to be obeyed

between its real and imaginary parts^ the real part is also affected by scattering processes.

It should be noted, that an analogous, but spin-polarised, treatment has been realised by

Slieng et al. (2004), for the case of impurity scattering and electron-phonon interaction. Both

the calculation procedure and the resulting estimates of the bias dependence of the tunnel

current are very close to the ones found within the model of Altshuler & Aronov (1979).

It is not difficult to envisage a situation where the role of the magnetic field B  is taken over

by the magnetisation of ferromagnetic electrodes, and therefore the characteristic energy scale,

instead of being the Zeeman splitting is the effective exchange energy £ex- In this case,

^This is strictly true in linear generalized susceptibility theory, and is reasonably justified in low order 
perturbation theory.
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the finite bias anomahes would also depend on the mutual orientation of the magnetisations 

of the two electrodes, as the energy differences depend on the projections of the spins on the 

magnetisation axis. The peaks (dips) positions are thus expected to vary as;

qAV = ±Eex cos {e/2) (3.1.75)

where 0 is the angle between the magnetisations of the electrodes. Of course, energy con

servation must be satisfied, and the additional resistance (as is often the case), which means 

additional dissipation, would lead to the generation of magnons. What type of magnon re

laxation mechanism would dominate (one magnon, two magnon, etc.), depends on the actual 

magnon and electron dispersions involved. Within the effective mass approximation, as typical 

quasi-electrons have masses of the order of m* ~  me, and typical magnons have effective masses 

of the order of ~  100 • me, the direct exchange of energy (via inelastic collisions) is limited 

(the process from the point of view of the quasi-free electron model is close to elastic), indirect 

processes such as the ones described above, can actually dominate the electronic energy relax

ation, as they represent the influence of predominantly elastic scattering on the dissipation of 

energy and momentum.

A different approach to talcing into account the scattering of electrons by other quasi

particles has been developed by Adler et al. (1975). In the conventional approach to tunnelling 

the quasi-electrons are often considered to obey the equilibrium distribution functions in both 

electrodes and their finite relaxation times neglected. In this fashion, the unavailability of states 

for tunnelling does not enter the problem. The phase-space conservation and finite relaxation 

times, may potentially cause important corrections to the tunnelling probabilities and thus 

influence the junction conductivity. While in quasi-equilibrium, the current density has the 

simple form:

Joe l d E \ f { E - E F - q V , ) - f { E - E F ) ] 7 { E )  (3.1.76)

in steady-state out-of-equilibrium, the electronic relaxation dynamics enters the problem:

Joe j d E [ f { E - E F - q V ^ ) - f { E - E F ) ] [ l - ' B { E , V e , , T ) ] 7 { E )  (3.1.77)

where !B {E, T)  is the so-called blocking factor, defining the probability that a given quantum

state (in this example in energy, but more generally in fc-space and energy) is dynamically 

occupied and unavailable, and is given to a linear approximation by:

® {E, T)  = - (3.1.78)
n, +  T(S,Va,T)
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where t\, is the inverse of the tunnelling rate and can be broken down into separate relaxation 

times for the left, and right, electrode; and t  (E,Va,T) is the hyperbolic average of the 

various inelastic scattering times - Tph, Tmag, etc., in both electrodes.

Differentiating the relation for the current 3.1.77, with blocking of the tunnelling states 

included, leads to the following expression for the relative change of junction conductance:

J
. r . df {E, T) n  {E -  q V , , ^  ^  T A E - q V , ,T )

r,
(3.1.79)

'b 'b

which represent a negative quasi-gaussian peak with a temperature dependence similar to the 

one described in section 3.2.4. It is easily seen that the magnitude of the relative change in 

tunnel conductance at T4 =  0 is given by:

—  (0) «  ------  (3.1.80)(7i  ̂ ' r { 0 , T ) + T b   ̂ ’

and, as expected, tends to zero with decreasing Tb, as the electrons relax faster to their equi

librium energy E-p in the electrodes. As in impure, or otherwise imperfect junctions, a quasi

electron may scatter 10  ̂—10  ̂times while tunnelling through the barrier^, the resulting conduc

tance anomaly due to the relaxation ‘bottleneck’ can be as large as few percent, and therefore 

important from experimental point of view. When quasi-electrons of particular energies, mo

menta, or spin are difficult to relax to equilibrium upon tunnelling (or in other words regions of 

phase space exist often called ‘hot spots’), small changes in conductance are generally expected.

3.1.7 Inelastic tunnelling

Prom a quantum-mechanical point of view, excitations in the barrier, or the electrodes, change 

the number of states available for tunnelling, having particular energy and momentum. The 

situation is shown schematically on figure 3.10.

Thus the I  — V  characteristic, and its derivatives, would normally contain information 

about those excitations, their abundance and energy-momentum dispersions. A simple optical 

analogue can be constructed. Considering a monochromatic photon beam, incident on a region 

in space with time varying refractive index (as for example in an acoustooptical modulator), for 

simplicity, in one dimension. If the initial beam is represents the plain electromagnetic wave:

£t =  £o cos (27Tjvoi) (3.1.81)

^As the tunnelhng probabilities are small, the time an electron takes to tunnel through the barrier may be 
very large - 10“ ® — 10“  ̂ seconds.
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Figure 3.10: Energy diagrams of two similar metal electrodes separated by vacuum (left) and by and 
insulator (right).

where £t is the transverse component of the electric field vector and î o is the incoming photon 

frequency, the transm itted beam would be expected to  change in intensity and spectral distri

bution, even when only the real part of the refractive index is subject to  modulation^. The 

outgoing beam would be modulated like:

£t =  £q cos {2'TTi'ot)
A £

1 +  cos (3.1.82)

where ^  and Vm are the dept and frequency of the modulation, respectively. The outgoing 

spectral composition would thus be given by:

£t =  £o cos {2iTL'ot) +  ^  A£ cos [2n {i/q +  t'm) t] + ^ A£ cos [2-k {uq — Vm) i] (3.1.83)

or the primary beam and its anti-Stokes and Stokes scattered components. In almost com

plete analogy, Raman-like scattering is expected to  influence the conductance spectra of tunnel 

junctions.

Within the Fermi’s golden rule approximation, the probability per unit time for tunnelling 

in the elastic and inelastic cases can be w ritten as (see Jaklevic & Lambe (1969); Kirtley et al. 

(1976)), athermally:

<  =  S  { E l - E t )  ( 3 .1 .8 4 )

<  =  y  |T i r P < 5 ( £ ^ i - £ ^ r  +  ;2a;in) ( 3 .1 .8 5 )

^Because of the Kramers-Kronig theorem the real an imaginary parts of the refractive index are related 
locally in frequency spax;e. Noting, of course, that the refractive index, itself, is not a generalized susceptibility, 
but is related via a nonlinear operation to one, i.e. for non-magnetic media.
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with Win being the characteristic of the quasi-particle excitation in the barrier region. W ithin 

the WKB approximation, while in the elastic case, the tunnelling m atrix element is proportional 

to the weighted overlap:

with only the electronic wavefunction participating; in the inelastic case, the products of the 

electronic wavefunctions and the ones of the quasiparticle, interacting with the electron in- 

elastically tp'", like:

7\- (X (3.1.87)

where V'o" '^2" wavefunctions of the quasiparticle interacting in-elastically with

the tunneUing electron, in a state ‘before’, and ‘after’ tunneUing (not necessarily leftmost and 

rightmost region).

As may be expanded into a non-perturbed part and perturbation (assuming the

change in the barrier height due to  the inelastic interaction is small) like:

xWKB/  =  exp j  dxy /m * {q 0 ) +  A ^(x, K )] -  E f + Et}

- I r  /  \q(f){x,Q)n Jx, —  E p  +  E t

- ^ e x p  j  dxy /m *  [q(i>{x, 0) -  Ep + ^  j dx
qm

XI y/m* [q<f>{x,0) -  Ep + Et]
(3.1.88)

keeping constant and linear terms, only. The first term  in equation 3.1.88, is the usual elastic 

contribution to the transmission probability, while the second one represents an approximation 

to the inelastic contribution. Therefore, further, averaging the barrier height over the width of 

the barrier region, and setting 7  =  2 , the m atrix element may be w ritten as:

Tir oc ex p (—x-iAa;) — exp {—x i A x )
m*

X r

j  <f>" {̂x,Va.)da ^'2 ) (3.1.89)

Thus the contribution to  the to tal current from the inelastic process with characteristic 

energy tkvin may be w ritten within the finite tem perature WKB approximation like:

2 0 0J  f { E ) [ l - f { E  + q V , - h ^ ' ' ' ) ] d E  (3.1.90)oc ™
/ X f

A \J 0 ‘" ( a ; ,V 'a ) d x

\ X \ /

where the anti-stokes component has been neglected, as the quasiparticles being excited by the 

tunnelling electrons may in most situations be considered having their ground state occupation
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probabilities^ The occupation integral in equation 3.1.90, can be handled directly, so finally 

the expression for the inelastic component of the tunnelling current becomes;

el m
2fi,20b

/
X f

\
2y <?!)*" ( x ,  V a ) d x

X \

• ( q V ,

exp k T
exD _  1

(3.1.91)

the second factor from which represents a ‘switch on’ from essentially zero inelastic tunnelling 

current, at small bias qVa < hu'", to a linear growth over the threshold bias, or an effective 

voltage bias V^s for the inelastic tunnelling component, visualised on figure 3.11, for fku"  ̂ = 

0.2 eV and T  = 300 K. The The behaviour of the effective bias shown, leads to a step-like

1.0

>

<A
.5
is
o>
>

1 0.4

0.2

0.0
0.0 0.2 0.4 0.6 1.00.8

Applied Bias V̂ , V

Figure 3.11: The effective bias Ves as a function of applied bias Vg. for inelastic tunnelling via an 
excitation with hui"̂  =  0.2 eV, at T = 300 K.

feature at the characteristic energy in the differential conductance (T-", and to a peak in its 

voltage derivative. This is the basis of the so-called inelastic tunnelling spectroscopy, which, in 

most cases, consists of measuring, or obtaining by numerical differentiation, the second voltage 

derivative of the current through a tunnel barrier and analysing the peaks in the resulting 

spectrum in terms of the various possible excitations. The approximate convolution function 

may be obtained from the consecutive differentiation of equation 3.1.91 in the form:

\ k T  ^  \ k T  ^oce'‘ ^T ---------------- L---------------- ^ ----------------L 3.1.92avi

and represents a quasi-gaussian peak of FWHM of about 5.4 kT.

^Or, in other words, the electrons are considered to  have a higher effective tem perature than  the quasiparticles 
with which they interact in-elastically, but quasiparticles remain well thermalised to  an external bath.
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3.2 A pplication  to  ferrom agnetic junctions  

3.2.1 D ensity o f states effects

An interpretation of junction magnetoresistance (JM R), in a constant tunnelling m atrix ele

ment model, has been reported first by Julliere (1975). Neglecting the spin-flip events at the

interfaces, an approximation, which may only be realistic for very small or zero bias, the junc

tion conductance depends on the fractions of the to tal number of tunnelling electrons on both
n} n '

sides of the potential barrier with spins parallel to  the magnetisation, and close to the 

Fermi level, like:

+  1  r  1 ------^ 3.2.1)dVa n ' n'' y in} j  \  )

for parallel orientation of the magnetisations of the electrodes, and like: 

d Jn  d J u  n\ (  n i \  nl {  n \ \

for antiparallel orientation of the magnetisations. Therefore the normalised magneto-conductance 

ratio may be approximated as:

dJ„ _ O J t

=  (3 2.3)ava SVa _  ^ a j’ctg 
  1 +  a fa®

where a® and a® are defined, in the usual way, as the static polarisations of the left and the 

right electrode, respectively, a t the Fermi level. As a simple consequence of Julliere’s model, 

in a tunnelling system with two identical ferromagnetic electrodes, the magnetisation of one of 

which can be controlled independently from the other the M C  ratio may be used as a measure 

of the static polarisation of the ferromagnetic material a t the Fermi level. Of course, only the 

absolute value of the static spin polarisation may be extracted as:

q : =
M C

y/2 M C  -  M C ^  (3.2.4)

This estim ate is a good starting point for cases where the independent spin channel model is 

applicable, and is visualised on figure 3.12.

The transfer Hamiltonian approach heis been generalized for the case of spin-polarised elec

trodes (see for example Zhang & Levy (1999)), depicting a bit more complicated picture, than 

originally envisaged by Julliere. First, a t least two different bands should be present close to 

the Fermi level, in order to have non-vanishing M C  in the adiabatic approximation. Second, 

the spin-polarised current density, and therefore the magneto-conductance, depend not only

^For example, by means of shape anisotropy or via exchange biasing with an antiferromagnet.
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Figure 3.12: The static polarisation as a function of the MC  ratio for tunnelling between identical 
ferromagnetic electrodes, within Julliere’s model.

on the inverse density of states of the electrodes, but also on the hybridisation between the 

difi'erent bands. A schematic derivation of the tunnelling current within this approach is given 

in appendix B .l.

3 .2 .2  T u n n e llin g  m a tr ix  e le m e n t effects

W ithin the model of .Julliere (1975), the m atrix element is considered independent of energy 

and spin. This is incompatible with the view adopted by Harrison (1961) in the independent- 

particle tunnelling problem as described in section 3.1.4, where the density of states does not 

enter the problem directly. A different analysis is necessary, taking into account the different 

radii of the Fermi spheres for spin up and spin down^. Such a derivation may be carried-out 

more simply, compared with unnecessary detailed first principle calculations an example of 

which for Fe/M gO/Fe, atomically flat and abrupt, tunnel junctions is given by Butler et al. 

(2001) and Zhang et al. (2004a).

Following Hachaturov (2005b) and Chui (1997); Davis & MacLaren (2000)^, the differential 

conductivity of the tunnel junction, a t zero applied bias =  0 and zero tem perature T  = 0, 

may be expressed as:

= j  2nktdkt exp | j  ^/2m* [#(a;,0 ) -  Ep + Et]dx | (3.2.5)

^The Fermi surfaces axe considered as spheres, only for simplicity. Adopting more general shapes is a 
refinement of the model, but does not introduce any new concepts.

^An analogous treatment for tunnelling in semiconductor hetero-structures has been performed by 
Voskoboynikov et at. (1998).

122



3. TUNNELLING IN FERROMAGNET/INSULATOR/FERROMAGNET  
STRUCTURES 3.2 Ferromagnetic Junctions

where is the kinetic energy associated with the transverse wavenumber fcf The

integral over d^fct is, as customary, taken over the overlap of the projections of the two (left- 

hand-side and right-hand-side) Fermi surfaces on a plane parallel to the junction interface. 

Further, if the spin is conserved upon tunnelling (the two channel model is valid), the differential 

conductance of the up and down spin channels would be related as the transverse Fermi surface 

cross sections for spin-up and spin-down electrons, in the case when the magnetisations of the 

two electrodes are parallel and the to tal conductance is to equal the sum of the conductances 

of the individual channels. For the anti-parallel case, the conductance is smaller, as it is 

proportional to the sum of the smaller of the tv/o cross sections (either spin-up or spin-down). 

The situation is illustrated on figure 3.13.

Figure 3.13: Schematic representation of the two channel model within the WKB approximation.

It is clear th a t within this approximation, the difference in differential conductance between 

the parallel and the anti-parallel state of the magnetisation of the electrodes, would be propor

tional to  the difference of the cross sections of the spin up, and spin down, Fermi surfaces at

Ep and Ep:

n ( 4 t  -  4 i )  o ^ E l - E ^  (3.2.6)

and therefore, the magneto-conductance is due to the portion of electrons, with quasi-momentum 

fct in the region kt G It follows, th a t there would be a minimal angle at which the

electrons incident at the interface would contribute to  the M C  ratio. The angle 0min may be 

estim ated as:

^min =  arcsin ( | =  arcsin (3.2.7)
V^FT/

123



3. TUNNELLING IN FERROMAGNET/INSULATOR/FERROMAGNET  
STRUCTURES

and has values of more than 20° for common ferromagnetic metals. This is an important 

consequence, as the electrons that determine the conductivity and its higher derivatives axe 

normally the ones approaching the barrier at almost normal incidence.

The conventional definition of junction magneto-conductance:

M C  =  ̂ (3.2.8)

may be used with equation 3.2.5, by changing variables from d^kt to d£'x over the Fermi sphere, 

to obtain an expression for the zero-bias 14 =  0 magneto conductance:

MC(0)  =  — ------------- 5----------------------------------------- (3.2.9)
f  /WKB (£^^0) d £ , +  / '  /WKB 0) dE ,
0 0

where / ^ kb jg tunnelling probability within the WKB approximation, given by the familiar 

expression:

/WJ<B (^^^0) =  exp v/2m* [# (x ,0 )  -  Ep + Et (^x)]da;j (3.2.10)

Therefore, the zero-bias magneto-conductance ratio for a (5-barrier\ defined as t/>(x, 0) =  (/>bS(x), 

may be expressed simply as:

(3.2.11)
£/FT +  ^Fl

For ease of evaluation of the current density in different spin channels, an approximation 

of the exact integral over the projection of the constant energy surfaces on both sides of the 

junction may be done following Hachaturov (2005a). The original evaluation procedure is based 

on the approximations of the area of integration in a fashion shown at figure 3.14, after Floyd

& Wahnsley (1978). In the limit T —> 0 the different current density components can be thus

written as:

Epi—gV̂  Epi
n r   ̂ _  STT^m*Jsi,sr(^a) — ^ 3 qV. I  f ^ ^ ^ { E , ,V , ) d E , +  I  {EF- E, ) f ^^^{ E , , V , ) dE ,

CO(Va) Epi-qVa

(3.2.12)

with the cutoff function CO  (14) defined as:

CO (14) =  I  %  ^ T/^ (3-2-13)[Ep] -  Epr -  qVa.) 6}i (Epi -  E-Pr -  qVa) , Si <  Sr

^Actually, for a <5-barrier, the W KB approximation is poorly defined in the region of the barrier. A s the  
requirements for adiabaticity are violated both in spatial and temporal sense.
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Figure 3.14: Schematic representation of the integration over the states available for tunnelling under 
applied bias.

where is the Heaviside step function'. The above cutoff function is a manifestation of the 

observation made by Hachaturov (2005a), th a t in the adiabatic transition of electrons from a 

metallic electrode with a larger Fermi wavenumber to a one with a smaller Fermi wavenumber, 

there is a restriction on the minimal longitudinal kinetic energy of the form Ex > Ep\ — Epr — qVa, 

for £^fi > Epr- Similar situation is illustrated on figure 3.15.

Figure 3.15: Schematic representation of the states available for tunnelling for fcpi < fcpr (top panel), 
and kf] > fcpr (bottom panel).

In order to  calculate the differential magneto-conductance (magnetoresistance), the expres-

I 0 X <  0
^The Heaviside s tep  function is defined as: Ou(x)  =  < ’ ~

' 1, X >  0
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sion for the  equation 3.2.12 m ay be differentiated w ith respect to  V ^ ,  yielding

^ s , , s r  ^  2T rq m *
f  a^WKB r /

J  + ,  j  ( /
Q f W KB

™  +  K ^ 4 7 ^ ) d £ , -

E f \—qV^
d v ^  ^  J  y  “  9K

+ {En - E ^ -  qV,) (3.2.14)

Using the  conventional definition 3.2.11, together w ith the  above expression, gives for the  

differential m agneto-conductance, the  following expression:

E f | —£^Ft —

M C =
I  “  d E ,  -  q ^ V J W K B

a P i V , )  +  a l ^  (K )

or in a more tran sp aren t form:

- 9 n { E n  — E ft — qVa.) (3.2.15)

MC
q f W K B  -  2 q V , )  +

e u i A E F - q V ^ )  (3.2.16)
aP {V.) + al^{V,)

where A E 'f =  £^ft ~ E f i  is th e  difference of th e  Fermi levels for spin-up and spin-down electrons, 

and is the average transm ission probability.

In the  tex tbook lim it of a  (5-barrier, there  is no voltage dependence of the  transm ission 

probability  =  0, while the  probability  is kept constant. Therefore, expression

3.2.16 is further simplified to:

M C  (Fa) =  (AEf -  9K) (3.2.17)

which is visualised on figure 3.16. Therefore, w ithin th is simphfied model changes linearly in

1.0

0.5

xss

-0.5

- 1.0
•2 •1 0 1 2

<?V/A£,

Figure 3.16: Magnetoconductance for a (5-barrier, between ferromagnets, with a difference of the 
spin-resolved Fermi-levels of A£?f » within the simplified WKB approach to tunnelling.
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the apphed voltage interval [0, between the extremal values of as in equation

3.2.11, and in contrast with the Julliere’s model 3.2.3, does not depend explicitly on the static 

density of states polarisation.

Apart from the above approximations, it is possible, to evaluate numerically the magneto- 

conductance, taking into account, the difference in the Fermi levels for spin-up and spin-down 

electrons A Ep ,  the barrier lowering, due to  image forces and finite tem peratures (only as 

smearing of the distribution functions). Results of such an approach are shown on figure 3.17. 

A couple of peculiarities, already mentioned, remain independent of the level of approximation. 

The magneto-conductance has a non-monotonic bias dependence, changing sign at a voltage of 

the order of AEp/2q^.  At high enough bias, which depends on A E p  and the barrier profile, 

there is change of slope as a function of bias. Thus, the simple, adiabatic, approximation should

1.0

0.5

0.0

- 1.0

e£Jq
 0.1 V
 0.2 V
 0.3 V
 0.4 V
 0.5 V

- 1.5

-2.0
0.0 0.1 0.2 0.3 0.4

Figure 3.17: Junction magneto-conductance, evaluated within the adiabatic approximation, for an 
average barrier height of 2.5 eV, as a function of bias, for various Fermi level differences A£p-

be capable of describing the rough large-scale details of the bias behaviour of the conductance 

and magneto-conductance. And more exact models, may be treated as corrections to it, a t least 

as far as macroscopic and mesoscopic tunnel junctions are concerned, with transition regions 

between the various layers of at least 2 - 3  atomic monolayers. The initial drop-off of M C  and its 

subsequent increase can, in this fashion, be associated with the relatively weak bias dependence 

of the transmission probability at small applied voltage, and the exponential increase at high 

bias, combined with the biais dependence of the topology of the states available for tunnelling, 

which contribute to  the magneto-conductance (magnetoresistance).

^The Fermi energy difference E-p should not be directly associated with the exchange splitting Aex. The 
actual values of ^E p ,  suitable for approximation of the electronic structure of a given material do not have to 
be equal to
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In other words, while the differential conductance, within the adiabatic approximation is a 

smooth, close to quadratic function of bias, due to the fact that, mostly electrons approaching 

the tunnel barrier at small angles S ~  v t Ivy -C 1 contribute to the current density; the 

magneto-conductance does, in principle, have a non-monotonic bias dependence, as the electrons 

responsible for its formation are the ones moving at relatively large angles 6 ~  AE-p/E-p. 

The electrons having small transverse momentum kt are present on both sides of the junction 

independently of their spin direction and thus have little effect on establishing a difference 

in transmission probability between the states with parallel and anti-parallel magnetisation 

orientations of the junction electrodes.

Inversion of the sign of the tunnelling magnetoresistance at elevated bias (V'a ^  

consistent with the model of Hachaturov (2005b), have been reported by Sharma et al. (1999), 

for TagOs and AI2 O3 barriers and NiFe electrodes.

Similar, non-monotonic behaviour may be recovered, also, by direct solution of the Schrodinger 

equation within the quasi-free electron model (see Liu & Guo (2000)). In the direct matching ap

proach, generally, oscillating in biais solutions are obtained for MC{Vg),  often with a magnitude 

of the second extremum, larger than the one at 14 =  0 V, originating from the non-monotonic 

and oscillatory behaviour of the transmission coefficient as a function of the longitudinal ki

netic energy, which survives the integration over the transverse momentum. These observations 

have been later reaffirmed by Montaigne et al. (2001), taking into account the barrier shape

modification due to the image forces. Below a brief account will be given of the classical model

of Slonczewski (1989), which though very schematic is often a reasonable starting point for 

the estimation of the junction magnetoresistance of well defined sharp tunnel structures with 

electrodes of high electronic mobility with quasi-parabolic dispersions, and also serves as a base 

for more detailed treatments (see for example Slonczewski (2005)).

The analysis is a spin-polarised version of the derivation described in section 3.1.3. The spin 

components of the wavefunction in a Pauli-like description may chosen as:

^TO =  ̂ e ‘* ^ T X (3. 2. 18)
V^T

+C|e''t^ (3.2.19)

^ 1 2  =  (3.2.20)

in the different regions, with a, b, c and d being constants that are to be determined by a direct 

matching procedure. If, for simplicity, it is assumed that the quantisation axis (determined by 

the direction of the order parameter, or in this case the magnetisation) is rotated at an angle 

9 from the left electrode to the right one, 01 6 =  Z ( Pi, P r ) . In order to be able to execute
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the matching of wavefunctions and derivatives at the interface between the regions 1 and 2, the 

change in quantisation axis should be taken into account with the spinor rotation:

\  _  /  cos (0/2) sin (0/2) \
J i ~  K - s i n (61/2) cos(0/2) ^ V ^2 (3.2.21)

Without going through the algebraic difficulties of the matching procedure, the final expres

sions (the spin-polarised versions of equation 3.1.26) for the transmissivity of the barrier may 

be written for the case of a single band ferromagnet (a half-metal) in both electrodes, as:

0  = (3.2.22)
(̂ T + ^i)

where ki  is the effective attenuation coefficient in the barrier.

The analytical expressions for the transmissivity become more complicated with increasing 

the number of bands present at the Fermi level, but the case of two bands ( | and J,) is still 

tractable, leading to:
e  = 8K+feTfc i ) ( fcT+ye-2..Ax (3 2.23)

(̂ T + ^l) ( î +
If only tunnelling at small applied bias is of interest (14 0) is of interest, the above expressions

yield junction conductivities of the forms:

aj(0) =  <7j(0) [1-|-cos(0)] (3.2.24)

CTj(0) =  (7j(0) [1-H?2cos(0)] (3.2.25)

( T j ( 0 )  = <Tj(O)[l-h?i?rCos(0)] (3.2.26)

for the three simple cases of a half-metal electrodes, identical two-band ferromagnet on both 

sides of the barrier, and different ferromagnets on both sides of the barrier (which are all 

assumed to have normal parabolic energy dispersions, so that the quasi-free electron model is 

valid). The polarisation coefficients 7  depend on the static density of states polarisation, but 

are also a function of the barrier attenuation, like:

5.„„ = fl'M -  fl'M . (3^2,27)
il(r) ^  ^TUr)^Xl(r)

where all wave-vectors are evaluated at Ep.

Though of limited applicability to real tunnel junction structures (as in real materials the 

number of bands ‘dispersing’ around the Fermi level is greater and often the quasi-free electron 

model does not apply), the model of Slonczewski (1989) is widely used, for comparisons with 

experimental data. It is also historically important, as it predicts a set of phenomena related to 

dissipative exchange coupling between the ferromagnetic electrodes. Namely current induced

129



3. TUNNELLING IN FERROMAGNET/INSULATOR/FERROMAGNET  
STRUCTURES

magnetisation precession, and reversal, follow from this model and the conservation of angular 

momentum (see for example Manchon et al. (2007)). It is also possible to make generalisations 

for multiple barriers and include bias dependence of the transmission coefficients (see for exam

ple Zhang et al. (1997b)). Here, for completeness, an evaluation for the tunnelhng conductance 

(due to MacLaren et al. (1997)) is provided, based on the conventional Landauer-Biittiker (see 

Landauer (1957) and Biittiker (1988)) formula for the tunnelling current:

I  d % 7 ( h )  (3.2.28)

with T being a generahzed version of 3.1.26:

y^kt) = ____________________________ 16fcp>fi fc2____________________________ ^2xiAx (32.29)
x j  {ko +  ^2 )  ̂ (1 +  exp(2xri Aa;))^ +  {x f  — kok )̂'  ̂ (1 -  exp (2xi Aa:))^

with wavenumbers ko and ^ 2  given by either k  ̂ or ki define with the appropriate effective 

masses for each of the junction electrodes within the effective mass approximation. The above 

procedure defines the abrupt junction version (with a rectangular barrier), of the formalism 

already described in the WKB approximation due to Hachaturov (2005b), and is valid, strictly, 

only for atomically flat interfaces and perfectly abrupt junctions. The exact quasi-free electron 

model is generally well approximated by the model of Slonczewski (1989), but not the one of 

•Julliere (1975) as demonstrated by MacLaren et al. (1997). Therefore, the Julliere model may 

only be considered to give a starting estimation of the maximal magneto-conductance ratios, 

and is not generally appropriate. Moreover, in view of the dominant independent electron 

character of the tunnelling process in real junctions with ferromagnetic electrodes, it simply 

lacks theoretical basis.

3.2.3 A nisotropy effects on the tunnelling conductance

Several different types of anisotropy effects exist, or are predicted to exist in magnetic tunnel 

junctions:

Intrinsic orbital anisotropy of the tunnel magnetoresistance, for electrodes and/or tunnel 

barrier of high degree of crystallinity. The junction conductivity and magneto-conductance 

depend on the orientation of the current density vector with respect to the crystallographic 

axis of the constituting ordered materials. This is probably the most trivial class of effects 

and has been demonstrated, as an example, for highly-epitaxial F e/A l2 0 3 /F e 5oCo5o tunnel 

junctions by Yuasa et al. (2000).

Intrinsic spin anisotropy may exist in junctions with electrodes whose spin-split energy 

surfaces are anisotropic. This would lead to changes of the junction conductance, as a function
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of the orientation of the common magnetisation vector of two ferromagnetic electrodes, at a 

constant current density vector. This type of transport anisotropy has not been reported before 

and is the subject of section 3.3.4.

Conventional projection anisotropy is arising already in the classical model of Slonczewski 

(1989) in the general forms given by equations 3.2.24:

cTj (6>) =  c7j (0) [1 +  cos (61)] (3.2.30)

As the orientations of the ferromagnetic electrodes can be complicated functions of external 

magnetic field, magneto-crystalline anisotropy, shape anisotropy and exchange bias, among 

others, a large set of possible behaviour is observed, generally, by keeping the current density 

vector constant and rotating or changing the magnitude of the magnetic field. Examples include 

works on C o/Al2 0 3 /CoFe/NiFe tunnel junctions by Chiang et al. (2005), Fe/AlQOs/Fe junc

tions by Miyazaki & Tezuka (1995), CoFe-based junction with Ru-spaced artificial ferrimagnet' 

by Tiusan et al. (2000) and on Co/A IqO s/C o/C oO /A u junctions by .laffrfe et al. (2001).

Spin-orbit coupling induced anisotropy has been observed in tunnel junctions with a single 

ferromagnetic electrode, and tunnel junctions and nano-constrictions with two ferromagnetic 

electrodes, in the GaMnAs/GaAs system by Giraud et al. (2005); Gould et al. (2004), and 

Giddings et al. (2005); Ruiister et al. (2005); Saito et al. (2005), and attributed to  the large 

spin-orbit coupling in the valence band of these materials, and its influence on the projected 

density of states. It has been suggested by Chantis et al. (2007), based on first principles 

calculations th a t similar effect may be observable in a Fe/vacuum /Cu junction, though such an 

effect has not been observed in metallic systems.

Examples of the implications of some of these anisotropy mechanisms on real junctions are 

discussed later in the context of experimental evidences.

3.2.4 Broadening of the spectral features 

3.2.4.1 Finite lifetime athermal broadening

The interaction of the quasi-electrons with their surroundings, leads to a temporal decay of 

the occupation probability for any given state. For the simplest case of a propagating state, 

its conjugated plane wave, instead of being homogeneous and harmonic in time, possesses a 

decaying envelope, which to a first order may be expressed as:

^'(a;,t) = 'I'o(a;,t)exp ^ (3.2.31)

system  of two ferromagnetic layers with different magnetic moments antiferromagnetically coupled 
through a spacer.
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where r  is the effective lifetime due to all present factors and associated interactions, and 

is the original unperturbed state. Via Fourier transform, this decaying envelope results

in a standard Lorentzian line-shape in energy which serves as a convolution kernel for all

derived energy dependant integral quantities. For example, the junction conductivity crj would 

be convoluted like:
+  CX)

=  (3.2.32)
—  00

with the energy broadening F being simply related to the lifetime via:

F =  -  (3.2.33)
r

Of course, the broadening F may, potentially, include contributions of various origins, defect 

and impurity scattering, phonon, magnon, and other quasi-particle scattering events.

3.2.4.2 Thermal smearing

The treatment of thermal smearing is more conveniently done, following Akernian et al. (2003), 

starting from the general expression for the tunnel current density:

OO

j  (v ;, T) =  I  M { E -  qV,, E) Ni {E -  qV,) N, {E) [ f  {E -  qV,) -  f  {E)] dE  (3.2.34)
— OO

where M is the effective matrix element (which may, generally, include implicit dependence on 

the density of states), N[ and are the available for tunnelling density of states for the left and 

right electrode, respectively, and S  is the surface area of the junction. By differentiating the 

expression for the current density 3.2.34, the following relation for the diflFerential conductivity 

may be obtained:

{ OO

j  A  [M (E -  qV,, E) Nx {E -  qV,) N, (£)] [/ [E -  qV,) -  f  (E)] dE +

— OO

OO 'J

I  [ M { E -  qV,, E) AT, {E -  qV,) K  ( i^ ) ]  ^  [ /  ( ^  “  9 ^ a )  -  /  (£ ^ )]  dE  i  (3.2.35)
— OO /

The two terms in the above equation correspond to quasi-athermal broadening, directly propor

tional to the applied voltage, and voltage independent thermal broadening, directly proportional 

to the temperature T, respectively. The athermal broadening is vanishing at small bias —> 0, 

and therefore, can be often neglected. Another good reason for neglecting the first term is that, 

generally, both the density of available states, and the effective matrix element, are smooth 

functions of energy, and therefore the derivative [M {E — qV^, E) N\ {E — gT4) (£ )̂] —> 0.
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The second therm  in 3.2.35 may be simplified using the well known relation for Fermi 

functions:
r) r)

(3.2.36)

to yield an approximate expression for the differential conductivity at finite temperature:

OO

7j(V;,T)= I  ai{E-qV„0) AkT  cosh I —
E - q V .  

2kT

- 1

dE (3.2.37)

or the conductivity at finite tem perature is, to a large extent, a convolution of the zero- 

tem perature limit conductivity and a quasi-Gaussian kernel (of width larger than 2kT  as seen 

immediately from the argument of the hyperbolic cosine in equation 3.2.37), visualised on figure 

3.18 together with its approximations by a pure Gaussian, pure Lorentzian, and a Voigt. While 

the approximation of the convolution kernel with a Voigt function, is clearly the best of the 

three, a Gaussian is a fully acceptable choice, and is simpler for analytical handling. The width
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Figure 3.18: Actual Fermi convolution kernel and its approximations by Gaussian, Lorentzian and 
Voigt functions. The thermal energy is set at kT  =  0.1 eV.

of the peak may be estimated numerically, as evidenced on figure 3.19, to be 2y/2 In 2 • 1.63 ■ kT  

F W H M \ with a resulting voltage broadening of AV w 3 .8 4 ^ .  As the therm al voltage 

broadening can be as large as 0.1 V, at 300 K, it imposes a strong constraint on experimental 

tem peratures where high-resolution derivative spectroscopy methods can be applied.

3.2.4.3 Modulation broadening

Actual measurements of ctj and it’s derivatives is usually performed by means of modulation 

techniques. As finite modulation amplitude, say must be applied in order to  perform the 

measurements, and moreover the detected signal is proportional to  the squared modulation 

^Pull W idth at Half Maximum
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Figure 3.19: Deduced Gaussian broadening of the Fermi convolution kernel, as a function of thermal 
energy kT.

amplitude V^, a careful balance is necessary between the demands for increasing modulation 

amplitude - better signal-to-noise ratio, and faster measurements, and the demands for increas

ing resolution. As an example, if the second derivative of the current is of interest (as is generally 

the case in the inelastic junction spectroscopy), the broadening may be evaluated (following 

Klein et al. (1973)) by expressing the measured signal, say J 2u; via the J  — V  characteristic of 

the junction:

J  = J  {qVa +qVi^cosiot) (3.2.38)

like:
2 f

= —  J  {qVg, + qV^ cos cot) cos 2ojtdt 
J t

(3.2.39)

where ^  is the period of the modulation oscillation. By substituting a new variable

E  =  qV̂  ̂cos Lvt and performing two integrations by parts, the second harmonic of the current 

becomes:

J  d { q V ) ^
- q V ^

(3.2.40)

or in other words, the measured signal becomes the convolution of the actual second derivative 

with an instrumental apposition function /instr

d^j
d{qVy

with the instrumental broadening approximated as:

’ / i n s t r

/ iin s tr  —

0, \E\ > qV,

\E\ < qV^

(3.2.41)

(3.2.42)

(3.2.43)
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which represents a symmetric bell-shaped function of FWHM of about 1.22 qV̂ ,̂ as expected, 

close to  While theoretically possible, deconvolution with the inverse of /instr

is often impractical, because of the small signal to noise ratio of the second harmonic detection 

data. Resolution is more often gained by diminishing the modulation amplitude K;, and keeping 

the scanning step-size of 14 comparable to  it.

3.2 .5  E ffects o f interface roughness

There are various types of surface roughness and more generally disorder, th a t potentially 

affect the transport characteristics of tunnel junctions. Unfortunately, there is no unique way 

of treating disorder. Nevertheless, it is im portant to  gain at least a rough model understanding 

of its implications, as it is intuitively clear, th a t because of the general exponential dependence 

of the tunnel current on thickness, the resulting effects can be quite dramatic.

Probably the simplest imperfection, to treat analytically, is the geometric roughness, or 

the fluctuations of the physical barrier layer thickness (preserving the atomic flatness and 

specular reflection/transmission conditions at the corrugated interface). The barrier thickness 

distribution function /b {x) can be defined as a Gaussian kernel:

/b  (a;) =  ^ ^  exp 
v 27T

(x  -  a:b)^

2^̂

Therefore, if the junction conductance is proportional to like:

(3.2.44)

<Tj OC exp (3.2.45)

the effective conductance ctj would increase with increasing roughness in an exponential 

fashion:

CTj oc y  /b  (3̂ ) exp (— dx  =  exp [— ($b — (3.2.46)

The effective barrier width Xb of a tunnel junction with interface roughness is given by:

ib  =  ^b — (3.2.47)

and is always smaller th a t the nominal one.

A more detailed treatm ent, within the incoherent partial waves approach is given by Bardou 

(1997). The junction conductance can be considered proportional to the tunnelling probability 

for a rectangular barrier in each differential surface element d S  in the plane of the tunnel 

junction, so th a t the differential of the current is:

d / a -!— (3. 2. 48)
l + l , s m h “ ( t )
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where Aa is the attenuation length given by:

(3.2.49)
v/2me [qcph -  E)

and the coefficient h is defined as the ratio:

(3.2.50)
AE {qij)b -  E)

Assuming a Gaussian thickness distribution kernel similar to  3.2.44, the resulting probability 

distribution, as a function of the transmission probability T, is log-normal of the form:

for small transmission coefficients T <C . The opposite case, of large transmission, is harder 

to handle fully analytically, but the main physical consequence is the high probability of exis

tence of a relatively small number of dominant high-conductance (low effective barrier height) 

local channels or ‘hot-spots’, through which the majority of the current passes. This limits the 

possibilities of realising tunnel junctions with stable and reproducible parameters, which are 

thinner than few tens of monolayers. The situation is unfavourable experimentally, as statisti

cally rare (and therefore harder to control) events (fluctuations) tend to dominate the tunnelling 

transport.

3.2.6 The influence of diff’use scattering

Most analysis of tunnelling has been done on the basis of specular transmission/ reflection (the 

conservation of the components of the momentum parallel to the tunnelling interface). Below 

a brief discussion is given on the implications of the abandonment of this idea.

Following Stratton (1964), the wavefunctions for the left-hand-side and right-hand-side re

gions may be written as:

{E, kt) =  ^  ai { h ,  K)  {E, k[) (3.2.52)
K

4'r {E, kt) =  ' ^ h  {kt, k[) V’r (E, k[) (3.2.53)
K

in each labeled by i, in the already defined convention, region of space. Would the coefficients 

a, be all equal (likewise for the coefficients bi), the wavefunctions and ^'r would still be 

solutions of the Schrdinger equation for the corresponding regions of space, x  < xq and x >  x\ .  

It is intuitively clear, th a t the above may not be the case, should the nature of the scattering 

process be diffusive.
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Further within the approach of Bardeen (1961), the current for the case of specular trans

mission is given by equation 3.1.56, or:
OOI |7 lr | '®l( fct )Dr(fct) ( / l - /r)c l£  (3.2.54)

-o o

with Di (kt)  and ®r (fct) being density of states at fixed tangential wavenumber k f  While for 

perfectly diffuse boundaries, the tangential component of the momentum does not get conserved, 

and therefore the summation over the different fct is trivial and therefore the current can be 

written as:
OO

Jd = ^  I  |M i , |2 ® iD ,( / i - / , ) d £  (3.2.55)
— OO

where T>\ and Dr are the usual three-dimensional density of states functions on both sides of 

the barrier, and the diffuse transport matrix element is related to the specular one Tir, hke:

Mir =  ^  (kt,  k[) bo (fct, k[) 7ir (fcO (3.2.56)
K

which for diffuse boundary conditions may be simplified to:

IMirl' =  ̂ | a 2 |^ 6 o | ' l T , r | '  (3.2.57)
k t

by making random phase approximation and therefore neglecting the interference terms tha t 

would otherwise appear^ As already mentioned in section 3.1.4, the m atrix element Tir is 

inversely proportional to  the density of states, and therefore, the density of states is not likely 

to reappear in a derivation of an expression for the tunnel current in the diffusive limit, based 

on equation 3.2.55, and the main effect is essentially a renormalisation of the magnitude of the 

current.

There is no unique way to define the renormalisation of the current, without making partic

ular assumptions on distribution of the transm itted and reflected wave-vectors, after diffusive

transmission or reflection. A reasonable assumption, for the perfectly diffusive case, is a uni

form distribution of both the transm itted and reflected vectors over the corresponding energy 

hemispheres. For spherical Fermi surfaces and at normal incidence, this yields averaging over 

the azimuthal angle 9, of the type:
7t / 2

I  1 cos (6>) d6» =  2 (3.2.58)
- 7t / 2

^The situation befirs certain resemblance with coherent and incoherent transmission of light through a thin  
film interferometer. It is clear, that instead of the sum of interference patterns of equal angle that would appear
if a light source is coherently illuminating the thin film (a separate pattern for each photon frequency), just
intensity dependent transmission (no definite phase information) would remain in the diffuse case of say, a 
frosted film.
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which can be compared with the one assumed for specular reflection/transmission:

7t / 2

f  S{0)cos{e)d9 =  l  (3.2.59)
- 7t / 2

which is well justified if the Fermi-surfaces on both sides of the interface are large. It is, therefore, 

not unreasonable to  expect ratios close to 2 between the diffusive and specular components of 

the current through a single interface:

^  «  2 (3.2.60)

It follows, th a t if the relative amount of specular transmission, a t the two interfaces delimiting 

the tunnel barrier, is /q and / f ,  respectively (so th a t the relative amounts of diffusive trans

mission are /o =  1 ~  /o f f  =  1 — f f ) ,  then the to tal tunnel current may be estimated 

as:

J  «  (2 -  f o )  (2 -  f ! )  Js (3.2.61)

Thus, within this simple model, the to tal current ranges between Jg in the purely specular 

regime, to about 4Jg,  in the purely diffusive regime.

The analysis becomes more complicated for non-spherical Fermi surfaces, but the conse

quences are physically simple - anisotropy of the tunnelling current, arising from, or modified 

by, the diffusiveness of the interfaces. Of course, such effects may only be observable if a 

macroscopic averaging does not ‘smooth’ them  out. In other words, for the observation of 

similar tunnelling anisotropy, it is a prerequisite, tha t at least one of the metal electrodes is 

single-crystalline, or, at least, well oriented crystallographically'.

The formal theory of tunnelling for thick junctions has been elaborated by Walker (1999). 

The analysis is, by necessity, based an the expression for the tunnelling current with a three- 

dimensional wave-vector space integration, without spin splitting (7 =  2):

J  =  7 |  I  d E  [ /  ( £  -  q V , )  -  f  (E)] I  { E ,  k) (3.2.62)

with the transmission probability M given by:

M (.B ,k) =  |Vi,(k)|^ +  J  3C ir(k ,k ')dk ' (3.2.63)

where Vir is the average scattering amplitude power and represents the specular part of the

scattering; and OCjr defines the probability for scattering into state with a wave-vector k ' if

the original state is a one of k, and is proportional to the mean-square slope of the roughness

^This is in eiccordance with the generalized Neumann’s principle, which states that the symmetry elements 
of any physical property of the device as a whole, should include all the symmetry elements of the point groups 
of the crystals from which the device is made, and elements of symmetry group of the device structure, as such.
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of the interfaces Ss (in principle all interfaces may have different roughness, which makes the 

mathematical description rather cumbersome, without introducing any new physical insights 

into the problem):

OCir(k,k') (3.2.64)

This view over the problem for tunnelling through junctions with significant interface roughness 

is known as the tangent plane approximation, and is valid only if the interfaces are smooth 

(not necessarily flat) over distances larger than the characteristic wavelengths of the tunnelling 

electrons.

While the viewing of the tunnelling problem as consecutive scattering from a series of rough 

interfaces may be tractable under certain approximations, as has been demonstrated by Palas- 

antzas et al. (2000), it is important to note couple of physical points without going into detailed 

evaluations.

Even when inelastic scattering is neglected (Leo & MacDonald (1990)), the coherent scat

tering from rough interfaces leads to exchange of perpendicular and transverse momentum, 

which influences the transport integrals, and can potentially produce asymmetry in the I  — V  

characteristics of real devices, if the different interfaces have significantly different roughnesses. 

Therefore interface roughness, can be considered an alternative to compositional gradients and 

variations across the tunnel structure, for defining directional anisotropy (and therefore partially 

rectifying I  — V  characteristic) of the tunnelling contact.

The diffuse scattering component would dominate the transport at rough interfaces, as it 

does not suffer from the destructive interferences, which diminish the specular (fully coherent) 

component^ Therefore, the tunnelling looses its directionality if the interfaces between the 

insulating barrier and the metal electrodes have high roughness, and an exact treatment of the 

electron scattering on each rough interface is necessary, in order to develop a realistic model. 

Roughness, on a scale comparable with the typical electronic wavelengths in the electrodes or in 

the barrier, would lead to changes in the states available for tunnelling, as well as the transition 

probabilities between the various quantum states. The problem thus becomes fully quantum 

mechanical, and the use of quasi-classical, or any other adiabatic approximation, for its solution, 

is no longer justified. There axe important consequences for nature of the tunnelling process at 

small applied bias, some of which are discussed in section 3.1.6.

^The situation bears som e resemblance with the phenomenon of weak localisation in disordered metals, or 
more generally, localisation in a random potential. The coherent interference is dominated by backscattering, if 
there is no breaking of phase relationships in the scattering process.
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3.2.7 Inelastic transport

The usefulness of tunnel junctions with ferromagnetic electrodes for practical applications is 

often limited by strong bias dependance of the junction magnetoresistance. While electronic 

relaxation within regions of the electrodes is generally rapid, and can be taken into account, 

in a quasi-equilibrium approach like the one of Hachaturov (2005a); a t low and intermediate 

biases, non-equilibrium population of hot electrons can be established in the barrier region, via 

additional (energy and momentum) relaxation mechanisms, like scattering from phonons and 

magnons, leading to  observable effects on the transport characteristics.

Bulk magnons lead to a drop-off of the polarisation of the electrodes of the form (Shang 

et al. (1998)):

P{T) =  P(0)
3/ 2 '

' - ■ t 'mag
(3.2.65)

where T„,ag is a characteristic energy scale for the electron-niagnon coupling, which is different 

deep in the volume of the electrodes and close to  the interface due to the so-called ‘softening’ of 

the exchange coupling. Therefore the junction magnetoresistance will be influenced, passively’, 

according to the asymmetries in the electrodes, if any.

Historically, the first model of inelastic transport, aimed in explaining the bias and tem per

ature dependences of the conductance and the TM R ratio, is the one of Zhang et al. (1997b). 

The model has several limited extensions, modifications and experimental verifications (Dartora 

& Cabrera (2004); Dimopoulos et al. (2004); Han et al. (2001); Tkachov (2007); Wingbermiihle 

et al. (2002), among others). A brief account of this model is given below.

The conductances (7j(V'a,T) in the parallel (TT) and antiparallel (|i) alignment are approx

imated like:

^^^^^^(14,0) =  f7-/^^^^^(0,0) +  ACT” ^^^^(K) (3.2.66)

CT:.TT(n)(0 , j .)  ^  a/^^^^^(0,0) +  A<7/^^^^^(T) (3.2.67)

where (^a), and (T) are two different functions of the applied voltage and

the lattice tem perature T, respectively, and are sufficient to describe the junction behaviour 

only at low bias and tem perature and if the magnon distribution obeys Bose-Einstein statistics.

^The electronic subsystem is ‘feeling’ the elevated temperature, and is at all times close to equilibrium with 
the phonon and magnon baths. As compared to the active influence, when the electrons are at an elevated 
effective temperature (if it is at all possible to describe the distribution function with an effective Fermi distri
bution, which is only a good approximation at small excitation intensities) and create magnons in the immediate 
proximity to the barrier, before they axe relaxed to the equilibrium population.
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The three base functions are approximated like;

47rg^

A(tT T ( n )
( K )

A < ^ T T ( T i )  ( j . )  ^

47rQ̂

A-nq  ̂ 2skT
^ Emax

sqV^
-^max

l^ j |2 5T T (n )
, T T ( T i )

- I n  1 - e ^

and and are defined as:

=  Df (î p) + Dr (£f) 

ylTi =  2 D i(E k )D ,(£ ; f )  

BTT =  2 D i ( £ ; f ) D . ( £ f )

=  V ‘̂ {EY)^'D‘i{EY)

(3.2.68)

(3.2.69)

(3.2.70)

(3.2.71)

(3.2.72)

(3.2.73)

(3.2.74)

where s is the localised spin at the interfaces, is the direct tunnelling m atrix element, T'̂  

is the inelastic tunnelling m atrix element and i^max is the bandwidth of the surface magnons, 

which can be mean-held approximated as:

SkTcE„
(s +  1 )

(3.2.75)

with Tc being the Curie tem perature, and E'mln the minimal surface magnon energies

for the two magnetisation states, th a t remain free parameters and are determined primarily by 

magnetic anisotropy and geometrical magnon wavelength limitations.

While the above model (3.2.66) has been applied successfully for the fitting of tem perature 

dependancies of the junction magnetoresistance, the bias dependence, due to the perturbation 

character of the model is only capable of explaining a limited number of cases (mostly AlO^,

MgO based tunnel junctions (Dimopoulos et al. (2004)), where there is a limited low-bias 

structure of the differential conductance/resistance spectra, and a monotonic bias behaviour), 

but is hardly applicable to very-high TM R ration junctions exhibiting strong bias dependence 

and an abundance of low-bias structure in the inelastic tunnelling spectra.

3.3 M agneto-transport in Ferrom agnet/Insulator/Ferrom agnet 
structures

3.3.1 Advances in the theory and experim ent on bias dependence of 
the TM R

Large deviation from the models of .Julliere (1975) and Slonczewski (1989) have been noted in 

the work of Moodera et al. (1998) on Co and NiFe based tunnel junctions with AI2 O 3  barrier.
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and attributed to magnon scattering, a t least in the low-bias region. Surface magnons excited 

by hot tunnelling electrons have been considered theoretically by Zhang et al. (1997a), as the 

cause for deterioration of the junction magnetoresistance with applied bias in similar magnetic 

tunnel junctions, with a reasonable agreement with experiment at low bias (less than about 2 0 0  

mV). Similar assertions have been corroborated by other experimental studies (see for example 

Han et al. (2001); Murai et al. (2001); Tezuka et al. (1999)).

Further, the influence of magnetic impurities in the barrier region has been found by .Jansen 

& Moodera (2000) and Bae & Wang (2002), to be in a rough agreement with the tem perature 

dependence expected s-d model theory of Appelbainn (1966), for intentionally doped tunnel 

junctions with AI2O 3 barrier and permalloy electrodes. A different approach has been sug

gested, however, by Kohlhepp et al. (2002); LeClair et al. (2001), attributing the zero-bias 

anomaly, observed in C0 /A I2O3 /C 0  tunnel junctions with Cr and Ru ‘dusting’ layers, to a 

strong modification of the local density of states close to  the metal-insulator interfaces. Vari

ation of the density of states of the ferromagnetic electrodes has been also considered to  be 

a contributing factor for diminishing tunnel magnetoresistance at high applied bias (see for 

example Xiang et al. (2003a)), with supporting da ta  on Co and permalloy based junctions. 

This speculation, though, is in direct contradiction with the experimental evidence on through- 

vacuum tunnelling between a Co (0001) surface and amorphous CoFeSiB tip. The absence 

of any zero-bias anomaly reported by Ding et al. (2003), and theoretically modelled by Henk 

& Bruno (2003), is a strong suggestion th a t neither density of states effects, nor magnons or 

phonons, are likely to  be responsible for the appearance of one, while defect scattering and 

other insulator-related phenomena remain as open possibilities.

Despite the original popularity of magnetic tunnel junctions based on AlOx barriers, other 

insulators have been considered both experimentally and theoretically. One of the most popular 

choices over the years has proved to be MgO. High tunnelling magnetoresistance ratios (larger 

than  65 % for Fe/M gO/Fe) (TMR) have been reported by Faure-Vincent et al. (2003), exceeding 

the ones expected by the simple model of Julliere (1975). In-situ growth and characterisation 

of single-crystalline Fe/M gO/Fe tunnel junctions have also been reported, by Klaua et al. 

(2001); Wulfliekel et al. (2001). High, but both positive and negative TM R ratios have been 

revealed in the same tunnelling system by Tiusan et al. (2004), and interfacial states pointed 

as the likely origin of the TM R bias dependence. Following, have been reports of giant TM R 

ratios in MgO based barriers. Examples include CoFe/MgO/CoFe, reported by Parkin et al. 

(2004), with TM R of more than 300 % at low tem perature, complemented by polarisation 

measurements revealing very high polarisation of more than 85 % of the electrodes, this time.
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within reasonable agreement with the model of Julliere (1975)*. Numerous other reports exist 

of giant tunnel magnetoresistance at room tem perature (see Tsimekawa et al. (2005) and Yuasa 

et al. (2006)). Almost fully coherent transport in the Fe/M gO/Fe, with a TM R ratio oscillating 

with barrier thickness, have been observed by Moriyama et al. (2006); Yuasa et al. (2004, 2005).

Amorphous ferromagnetic electrodes (for example CoFeB alloys centred around the deep 

eutectic of the parent alloy C0 8 0 B2 0 ) are the subject of ongoing research, and their growth, 

characterisation and application are described in a large number of publications (only as exam

ples, Luo et al. (2005); Nagasaka et al. (2000) and references therein).

Reports of first and second derivative spectroscopy of CoFfeB/MgO/CoFeB (like the ones of 

Matsurnoto et al. (2005) and Miao et al. (2006); Ono et al. (2006)) have resolved some phonon 

and magnon excitations in the electrodes, have reported a systematic decrease in differential 

tunnelling magnetoresistance and have attributed it to  changes in the barrier penetration prob

ability, together with inelastic magnon-assisted tunnelling channels. Also, comparisons between 

AlO and MgO based tunnel barriers has been performed by Mizuguchi et al. (2006).

The importance of the micromagnetic state of the CoFeB electrodes has been pointed-out 

by Yuan et al. (2006), and also recognised theoretically for the Fe/M gO/Fe case by Yavorsky 

& Mertig (2006). Chemical composition close to  the interface has also been found to have a 

significant impact on the TM R ration and its bias dependence (Tiusan et al. (2006b)).

Double tunnel barriers based on Fe and MgO, have also been investigated in view of opti

mising the so-called ‘spin filtering’ effect within the MgO barriers (the different decay lengths 

for the m ajority and minority carriers within the barrier) by Tiusan et al. (2006a).

From the theoretical point of view, it has been argued by Heiliger et al. (2005) th a t within the 

coherent transport approximation, the conductance and magneto-conductance of Fe/M gO/Fe 

structures should exhibit profound sensitivity towards the particular interface reconstruction, 

with justification in the density of states at the interfaces and the symmetries of the involved 

tunnelling states (Heilinger et al. (2006)).

Recently thin MgO tunnel barriers have been considered as candidates for the realisation of 

spin-transfer-torque devices, of both coherent precession type and magnetisation reversal type, 

analogous to the all-metal based nano-pillar type stacks (see for example Fuchs et al. (2006) 

and references therein).

^This can be easily undestood, as for amorphous and small-grain size poly-crystalline electrodes and barriers, 
the transverse component of the momentum of the electrons is averaged in the scattering process, leading to a 
reasonable description of the tunnelling magnetoresistance, by a single parameter - the effective polarisation of 
the electrodes.
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3.3.2 D erivative spectra and their tem perature broadening  

3.3.2.1 D e co n v o lu tio n  o f  th e  te m p e r a tu re  b ro a d en in g

The tem perature broadening of the differential conductivity aj may be handled in several dif

ferent ways. A deconvolution based the approximation 3.2.37 is a relatively straight-forward 

procedure. The problem may be solved in a discrete voltage representation.

Let the differential conductivity be measured at risampie different points in the bias window 

[—Knax--V'max]- The vector of the measured conductivity may be thus defined as:

and therefore the vector of the conductivity at an arbitrary tem perature T  may be expressed 

as:

and therefore in order to find the vector cr(0), if the vector ct(T) is known, the inverse convo

lution matrix (the deconvolution matrix) is needed:

In most situations, the m atrix p(T ) is either singular, or very close to singular, so that its 

inverse is not well defined, or at least, not well behaved numerically. One possible way around 

this problem is to employ the singular value decomposition (SVD) matrix inversion method 

(see for example Press et al. (1992)).

The singular values of p(T ) may be factored-out as:

where U  and V  are two orthogonal matrices, and diag(s) is a diagonal matrix, containing the 

singular values of p(T ). The inverse of p  is thus given by:

[a]i =  a (uj) (3.3.1)

where v is the base vector of the applied voltage, the components of which may be simply (but

not necessarily) defined as:

'^ i  —  2 1 4 i i a x
^ s a m p le

If the convolution m atrix is defined via equation 3.2.37 like:

m ax (3.3.2)

[p]ij(T) =  AkT  cosh (3.3.3)

<t ( T ) = p ( T ) . ( t (0) (3.3.4)

p - \ T ) - a { T ) = a { 0 ) (3.3.5)

p(T) =  Udiag(s)V'T (3.3.6)

p   ̂ =  V diag(s)U ^ (3.3.7)
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The above inversion is as useless as the direct matrix inversion of p(T) if the vector of singular 

values s is left untouched. The strength of the SVD approach is, actually, in the possibility of 

selective filtering of the elements of the vector s, which are rather close to zero\ a procedure, 

which is discussed in detail in section C.3. Here, it will be assumed that the vector s is

somehow ‘filtered’ from its very small singular values, resulting in a vector f. The inverse of

the convolution matrix p would therefore be the well-behaved:

p - i  =  V d i a g ( / ) U T  (3 .3 .8 )

and therefore, an approximation to the zero-temperature conductance vector may be recon

structed as:

<t(0) = Vdiag(/)UT<T(r) (3.3.9)

A demonstration of this procedure is shown at figure 3.20 for a unannealed CoFeB-based tunnel 

junction, for an antiparallel orientation of the magnetisations of the electrodes. The deconvo- 

luted, T = 0 K from T =  300 K, spectrum is in reasonable agreement with the low temperature 

T  = 2.0 K data. Large deviations are evident at the extremes of the bias window, which are 

due to the finite-size of the representation used for the deconvolution (in terms of infinitesimal 

transforms - the convolution integrals span outside the bias interval for the measured data).
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Figure 3.20: Deconvoluted from experimental data taken at T = 300 K data, differential resistivity; 
compared with the experimental data measured at T = 2.0 K. The arrows point to artefacts due to 
the finite size of the representation used for deconvolution.

The treatment of the thermal smearing of the derivative spectra, demonstrated above is

not free from systematic errors, even within the simplified effective Hamiltonian tunnelling

model. Non-neghgible deviations are caused by the omission of the first term in equation

^How close, is rather close, depends ultimately on the noise contribution to the actual measured data vector 
<t ( T ) .
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3.2.35, responsible for the voltage dependent part of the broadening. The analytical (and 

numerical) handling becomes more complicated. Instead of inversing a single m atrix equation, 

the following system of matrix equations may be solved:

<t (0) =  a  +  q (0 )-b
(x{T) =  p (T ) -a  +  q (T )-b

where the m atrix p(0) has been substituted with the unit m atrix 1, and q  is the convolution 

matrix corresponding to the voltage broadening component;

h]ij  =  f  {vi -  Vj) -  f  (vi) (3.3.11)

and a  and b  are vectors (in principle independent), th a t within the approximation th a t effective 

matrix element M (£ ) is independent of the bias voltage and only a function of energy, can be 

associated with M and respectively.

The obvious solution of the system 3.3.10 is:

b  =  [ q ( T ) - p ( T ) .q ( 0 ) ] - ' • [ ^ ( T ) - p ( T ) - a ( 0 ) ]  

a  =  c r (0 ) -q (0 )b  (3.3.12)

provided the two vectors (t {T) and cr(0) are known. Of course, while the former can be ex

perimentally determined, the latter may be only approximated by experimental da ta  taken 

a t low tem perature, for which the therm al broadening is negligible. One of the data  vectors 

is chosen at T  =  0 K so th a t one m atrix inversion can be avoided, namely the inversion of 

p  at low tem perature, which is problematic and often unnecessary. The remaining inversion 

of [q(T) — p(T) ■ q(0)] may be done by, again, employing the SVD methodology. Similar ap

proach is demonstrated on figure 3.21, in term s of the reconstructed solutions for the differential 

resistivity at T  =  300 K.

The validity of the above approach is substantiated by the fact, th a t the vectors a  and b, 

determined as quasi-linearly-independent, relate via energy differentiation, as shown on figure 

3.22.

3.3.3 Tem perature effects

The weak tem perature dependence of the tunnelling current, is in strong contrast with the 

exponential tem perature sensitivity of the thermionic emission current over the barrier region, 

or even the normal metallic conduction through so-called ‘pinholes’ often present in low quality 

tunnel junctions, exhibiting almost linear tem perature dependence in a broad region of tem 

peratures. One exception is the Kondo scattering modification of the resistance, non-negligible
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Figure 3.21: Recovered differential resistivity, for CoFeB tunnel junction in the antiparallel configu
ration, with different methods for cleaning of the singular value vector of the deconvolution matrix for 
the matrix system 3.3.10, compared with experimental data for T =  300 K.
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Figure 3.22: Reconstructed vectors a  and b  for a unannealed CoFeB junction. Note that a  is associated 
with Jd{E),  and b  with ^ M ( £ ’)

147



3. TUNNELLING  IN FER R O M A G N ET/IN SU LA TO R /FER R O M A G N ET  
STRUCTURES

only in junctions with a large amount of magnetic impurities within the insulator, which can be 

often described with the semi-empirical expression (see Lee et al. (2007) and references therein):

m) T ‘2
(3.3.13)

(3.3.14)

i?j(0) \ T ^ + n

where To is related to  the Kendo tem perature Tk via:

and sk is a dimensionless free parameter of order of unity.

Therefore, temperature-independent conduction is often considered a strong indication for 

a dominating tunnel current component in real junctions as argued by Akerman et al. (2002). 

Of course, a small number of carriers may still be excited over the barrier, though, for junctions 

with metallic (or degenerate semiconductor) electrodes, their number is exponentially small 

over energies of the order of 3 — 5 kT.  However, this sets only a mild restriction on the 

minimal barrier height of the order of 200 mV, at room tem perature, readily achievable in 

m etal/insulator/ metal j unctions.

Various examples can be given of junctions exhibiting primarily adiabatic tunnelling be

haviour. Two are shown on figures 3.23 and 3.24, identical CoFeB/MgO/CoFeB tunnel junc

tions, one as deposited, the other one annealed.

100

0.5 0

Figure 3.23: Differential resistance as a function of applied bias and temperature, for an unannealed 
CoFeB/MgO/CoFeB junction, in the parallel state. The projections of the data points on the three 
main phase-space planes are shown.

For the case of an unannealed junction, the behaviour can be explained by the effect of ther

mal broadening on the Fermi distribution. The zero bias differential resistance peak becomes 

both narrower and higher. The expected tem perature dependence is weak, constant minus a 

linear and quadratic terms, and this is indeed verified experimentally, as demonstrated on figure
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0.8 0

Figure 3.24: Differential resistance as a function of applied bias and temperature, for an annealed 
CoFeB/MgO/CoFeB junction, in the parallel state. The projections of the data points on the three 
main phase-space planes are shown.
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Figure 3.25: Temperature dependence of the differential resistance (derivative voltage) at zero bias, 
extracted from the data on figures 3.23 and 3.24. The solid lines represent a second order polynomial 
fit and a /?—spline, for the unannealed and annealed cases, respectively.
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3.25. For the annealed case, the temperature dependence of the zero-bias differential resistance 

is non-monotonic, exhibiting a maximum at about 150 K, and generally weaJcer temperature 

dependence, as shown on figure 3.25. This non-trivial behaviour may therefore be related ei

ther to the improved degree of crystallinity of the barrier region, or the diffusion of magnetic 

impurities from the ferromagnetic electrodes. Another possible explanation may be related to 

the magnetic anisotropy axis developed upon annealing and the high generic junction magne- 

toresistance of the annealed structures. Competition of different anisotropies may, in principle, 

lead to small deviations of the magnetisation orientations of the junction electrodes from the 

parallel orientation, thus influencing the temperature dependence of the differential resistance 

in a broad bias window.

Other examples for both the parallel and antiparallel states of unannealed and annealed

CoFeB-based junctions are shown on figures 3.26, 3.27, 3.28 and 3.29.
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Figure 3.26: Temperature dependence of the first-order resistance derivative spectra for an annealed 

CoFeB/MgO/CoFeB junction in the antiparallel state.

It is not uncommon, for junctions annealed at low temperatures (thus preventing large 

diffusion, and composition homogenisation), to exhibit little or no observable temperature de

pendence of the resistance, except for that due to thermal broadening. A similar situation is 

illustrated on figure 3.30. The behaviour is essentially unaltered, independently of whether 

resistance or conductance are considered. As the differential resistances are generally large 

(of the order of 1 kfi), for both the parallel and the anti-parallel orientations, the reciprocal 

relationship between differential resistance and conductance does not distort the bias depen

dencies observed, and can be often considered to merely negate the characteristic features in 

the derivative spectra, as demonstrated on figure 3.31, as compared to figure 3.30. The struc

ture appearing at low temperature and bisis (below about ±0.4 V), is primarily due to inelastic
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Figure 3.27: Temperature dependence of the first-order resistance derivative spectra for an annealed 
CoFeB/MgO/CoFeB junction in the parallel state.
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Figure 3.28: Temperature dependence of the first-order resistance derivative spectra for an unannealed 
CoFeB/MgO/CoFeB junction in the antiparallel state.
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Figure 3.29: Temperature dependence of the first-order resistance derivative spectra for an unannealed 
CoFeB/MgO/CoFeB junction in the parallel state.
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Figure 3.30: Voltage dependence of the differential resistance (the experimental derivative voltage) of 
a single CoFeB/MgO/CoFeB junction, in the parallel state, measured at different temperatures. The 
data is identical to the one of figure 3.31.
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Figure 3.31: Voltage dependence of the differential conductance of a single CoFeB/MgO/CoFeB junc- 
tion in the parallel state, measured at different temperatures. The inset shows a close-up of the small 
bias region.
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processes, and is discussed in more detail in section 3.3.8.

The behaviour of junctions containing a very large num ber of scatterers, like double tunnel 

junctions and junctions w ith  ‘dusting’ layers, can be strongly influenced by tem pera tu re . An 

exam ple is given on figure 3.32. The dom inating effect is therm al broadening, while th e  zero- 

bias differential resistance rem ains relatively constant. T he FW H M  of th e  central resistance
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Figure 3.32: Voltage dependence of the differential resistance (the experimental derivative voltage) of 
a double CoFeB/MgO/CoFeB junction, in the antiparallel state, measured at different temperatures.

peak is p lo tted  as a function of tem pera tu re  on figure 3.33. T he effective electronic tem pera tu re  

obtained is very high: =  8.8 T , which strongly suggests hot electron injection through the

double barrier. A t low tem pera tu re  the  resistance (conductance) are alm ost singular, exhibiting 

a  very sharp  peak, close to  zero bias, w ith  a  non-triv ial shape. The na tu re  of the  resonance is
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Figure 3.33: Temperature dependence of the FWHM of the central resistance peak of figure 3.33, as a 
function of temperature. The deviations from linearity are largely due to the improper modeling of the 
voltage dependence with a single resistance peak, and not the quality of the raw experimental data.
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not fully understood, though Kondo-like tunneling  process, sim ilar to  the  ones already described
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(the model of Ajjpeibaum (1966)), is a probable candidate. It is intuitively clear that a limited 

number of strongly quantized states would only be available for tunnelling in the barrier region. 

With the application of external bias V^, the symmetry of those states changes. For example, 

if the original states have been superpositions of stationery Bloch waves, the ones after the 

application of external bias, may be considered, to a good approximation, to be superpositions 

of Wannier functions.

3.3.4 Intrinsic spin anisotropy

At sufficiently high external magnetic field, much larger than the various magnetic anisotropies, 

the magnetisation vectors of the two ferromagnetic electrodes of a magnetic tunnel junctions, 

may be considered parallel. As the normally dominant effects related to the angle between the 

magnetisations of the electrodes are suppressed, more detailed information about the anisotropy 

of the electronic structure begins to emerge.

A simple procedure for the observation of anisotropies related to the electronic structure 

may be designed. A resistance (conductance) spectrum can be measured, as a function of the 

angle between the current direction and the applied strong magnetic field. The large constant 

background resistance spectrum can then be substracted, and the resulting dataset de-trended. 

Insufficiently strong magnetic field would allow for substantial angular deviation between the 

pinned and free layers of the tunnel structure resulting in measurable changes in resistance. 

An example for field rotation within the plane of the junction, and orthogonal to the current 

direction, is given on figure 3.34. Only for sufficiently strong field B ^  B^, where i?a is the

F igu re 3.34: M odulation o f the differential resistance, upon rotation of applied field of i i q H  =  14 T, 

in the plane of the junction, as a function of the applied bias Vk. for a C oFeB /M gO /C oF eB  junction, 

measured at T  =  2 K.

largest anisotropy field in the system, the two electrodes remain sufficiently parallel (for the 

above example about 2 T is sufficient to render the micromagnetic effects subject to section 

3.3.7 undetectable over the noise and drift floor, or about 0.05%).

Significant effects arise when the external magnetic field is rotated out of the plane of 

the junction. Example are shown on figures 3.35 and 3.36, for annealed and unannealed
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CoFeB/M gO/CoFeB junctions, respectively. It is readily noticed, th a t the resulting func-

Figure 3.35: Modulation of the differential resistance, upon rotation of applied field of noH = 14 T, 
in a plane orthogonal to the plane of the junction, as a function of the applied bias Va, for an annealed 
CoFeB/MgO/CoFeB junction, measured at T =  2 K. The amplitude of the color-depth is 50 nV or 
about 0.5%.

Figure 3.36: Modulation of the differential resistance, upon rotation of applied field of fioH = 14 T, in 
a plane orthogonal to the plane of the junction, as a function of the applied bias Va, for an unannealed 
CoFeB/MgO/CoFeB junction, measured at T  =  2 K. The amplitude of the color-depth is 25 |o.V or 
about 0.25%.

tional dependence may be described in term s of an angle-independent, voltage dependent base 

function (more generally base functions), and a trivial harmonic angular dependence (generally 

set of different powers of primitive harmonic functions). For a symmetric junction structure, 

and a single major axis crystallographic structure (tetragonal, hexagonal), this may be written 

as series in the even powers of, say, cos 9: 

f)R
(K )  =  (K ) +  (K )  cos2 9 +  (v;) cos" +  . . .  (3.3.15)
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where 6 is the angle between the angle between the current density and field vectors, and ilj 

is the junction resistance. In the simplest case, of a true uniaxial anisotropy of the electronic 

structure (the Fermi surface being an uniaxial ellipsoid), or the barrier region being highly 

disordered, the only surviving terms will be:

^  (V,) =  (K )  +  (K )  COŜ  e (3.3.16)

As the background (14) can be readily substracted, the only function that remains to be 

experimentally determined is (^ )-  Some examples of such determinations are presented 

on figure 3.37, for unannealed and annealed CoFeB/MgO/CoFeB junctions. It is easily seen.
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Figure 3.37: Base functions for the current dependence of the modulation of the differential resistance 

of unannealed and annealed CoFeB/MgO/CoFeB tunnel junctions, at various fields (5,7, 10, 14 T), 

and temperatures (2, 10 K). The arrows point towards artefacts produced upon sample reloading cycle 

(the samples have been taken out of the system and then put back).

that the base functions are field independent for large enough fields (in this case more that 3 T, 

at 2 K), and temperature independent, except for the thermal smearing, as expected for effects 

related to the electronic structure of the electrodes.
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While the zero-bias amplitude may be related directly to the anisotropy of the Fermi sur

faces for spin-up and spin-down electrons, the physical interpretation of the observed structure 

should be related to the failure of the adiabatic approximation to  describe the fine detail in the 

differential spectra, and the associated appearance of structure due to bands (or band edges) 

situated below and above the Fermi level. The physical situation bears some resemblance to the 

observation of structure in the tunnelling spectra of semimetals and semiconductors by Esaki 

& Stiles (1965, 1966a,b). Though, while in th a t case, the non-adiabatic tunnelhng appears as 

the dominant component, determining an easy to  observe structure in the differential resistance 

(conductance), in the case of magnetic, metalhc tunnel structures, the non-adiabatic corrections 

are generally small, and have a larger energy scale.

Examples of the interpretation of the base function (\4) in terms of the anisotropy 

of the bands close to the Fermi level are shown on figures 3.38 and 3.39. The fitting is

•  1 4 T 2 K  
Total 
Peak 1 
Peak 2 
Peak 3 
Peak 4 
Peak 5 
Peak 6

I
e
I
5
8

£a

DC Bias (V)

Figure 3.38: Base function for the voltage dependence of the modulation shown on figure 3.35. Best 
fit is achieved with a set of four Lorentzians of width si 0.35 eV, and approximately equivalent spacings 
of 0.25 eV.

executed with Lorentzian peaks, instead of the actual single band tunnelling components, for 

simplicity and ease of convergence. Every peak is interpreted as a band edge of a simple band 

with a parabolic dispersion and ellipsoidal anisotropy. The position of the peak should, thus, 

be roughly determined by the position of the band edge with respect to the Fermi level, while 

its width is related to the width of the band (or to  the effective mass in parabolic dispersion 

approximation). The refined peak parameters are presented in table 3.3.4. It should be noted 

th a t the existence of structure in the differential resistance as the one described above, depends 

critically on both the degree crystallinity and the actual crystal symmetry of the near-barrier 

region, so th a t amorphous or highly disordered electrodes would not give rise to similar effects. 

This is illustrated on figure 3.37 and tables 3.3.4 and 3.3.4. It is clearly seen th a t while the
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Figure 3.39: Same as figure 3.38, for a temperature of 10 K. The middle two peaks are refined as one, 
because of the additional thermal broadening, and worse signal to noise ratio.

Peak
No.

Position (mV) 
2.0 K

Position (mV) 
10.0 K

W idth (mV)

1 -531(5) -525(5) 240(20)
2 -330(7) -250(20) 310(10)
3 -50(10) - 240(10)
4 -h70(10) - 280(50)
5 +321(9) +326(7) 350(70)
6 +546(6) +536(6) 270(30)

Table 3.1: Peak parameters (effective band positions and dispersions) at two different tem per
atures for an annealed CoFeB/MgO/CoFeB junction.

average differential resistivity at zero bias for the unannealed and annealed junction is quite 

similar, the relative anisotropy is different by at least a factor of two.

3.3.5 Bias dependence of the tunnelling probability

Early experiments on high magnetoresistance ratio, CoFe/AlgOs/Co and NiFe based tunnel 

junctions (see for example Moodera et al. (1995)), have demonstrated significant decrease in 

magnetoresistance ratio with increasing DC bias. The origin of this decrease is to a large extent 

system dependent and a common treatm ent is difficult or impossible.

Probably the most conceptually simple way of characterising tunnel barriers, is via their I —V  

cheiracteristic. There is however relatively little information to  be extracted from them. As the 

low-bias behaviour is generally linear, and the intermediate bias one, includes primarily low- 

odd-order non-linear terms, the characteristics are quite generic ans similar between junctions. 

This is illustrated on figures 3.40 and 3.41, for two very different junctions, one having a
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Field (T) Average (mV) Amplitude (mV) Anisotropy (%)
14 4.992 -0.0120 -0.24
10 4.982 -0.0149 -0.30
7 4.971 -0.0127 -0.26
5 4.948 -0.0135 -0.27

Table 3.2: Anisotropy coefficients of the tunnelling magnetoresistance, a t zero bias, for a unan
nealed CoFeB/M gO/CoFeB junction, extracted from data measured at T  =  2.0 K

Field (T) Average (mV) Amplitude (mV) Anisotropy (%)
14 5.160 -0.0241 -0.47
10 5.165 -0.0290 -0.56
7 5.163 -0.0263 -0.51
5 5.152 -0.0234 -0.45

Table 3.3: Anisotropy coefficients of the tunnelling magnetoresistance, a t zero bias, for a an
nealed CoFeB/M gO/CoFeB junction, extracted from data measured at T  =  2.0 K

single MgO barrier, the other a double one. While, the slightly non-linear quasi-ohmic

single Junction
------1.8K

4K
10K
50K
100 K

■ 200 K
300K

- 1.0 -0.5  0.0  0.5 1.0

Applied Voltage (V)

Figure 3.40: I  — V characteristics of a CoFeB/MgO/CoFeB single tunnel junction, in the parallel 
state, at different temperatures.

behaviour cannot be considered an evidence for dominating tunnelling processes, the very weak 

tem perature dependence is a strong evidence, in this respect.

While barrier parameters, like barrier width and height, can be potentially extracted by 

for example the model of Simmons (1963), the width and height determined, are generally 

not linearly independent, so normally some junction parameters have to be determined by

other methods. One possibility is the use of the logarithmic derivative IndVa
, which

as argued by Rottlander et al. (2002), should produce a positive cusp at about ~  1.2
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Figure 3.41; I  — V charMteristics of a CoFeB/MgO/CoFeB double tunnel junction, in the parallel 
state, at different temperatures.

However, when the barrier height is of the order of 1 eV, or more, it is often difficult to measure 

the junction J  — V  characteristic without permanently damaging it (overheating, avalanche 

breakthrough, etc.). Therefore, the use of this method is quite limited (primarily to thick and 

low tunnel barriers). An illustration of its inapplicability to  high tunnel magnetoresistance 

CoFeB/MgO/CoFeB junctions is given on figure 3.42.
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Figure 3.42: Logarithmic derivative in the antiparallel state, for an unannealed CoFeB/MgO/CoFeB 
junction, measured at T =  2 K.

A standard method for more detailed characterisation is the derivative spectroscopy, employ

ing modulation techniques, as described in appendix B.3. In general, it is possible to measure 

the differential conductance as a function of applied bias, magnetic field (magnitude and orien

tation) and tem perature, among other parameters. In order to isolate the peculiarities related 

to  the bias dependence, alone, two particular cuts in parameter space have primary impor

tance - the voltage dependence of the conductance at low tem perature T  ^  0, for parallel and
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anti-parallel orientation of the junction electrodes. Out of these experimental dependances, 

differences and averages can be constructed, in an effort to understand the the factors that 

govern the magnitude of the magnetoresistance and its bias dependence.

In this respect, couple of examples are given on figures 3.43, 3.45, for unannealed (quasi- 

amorphous), and on figures 3.44, 3.46, for annealed (oriented polycrystalline) CoFeB junction 

electrodes.
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Figure 3.43: Conductance in the parallel, and in the antiparallel state, for an unannealed
CoFeB/MgO/CoFeB junction, measured at T =  2 K.
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Figure 3.44: Conductance in the parallel, and in the antiparallel state, for an annealed
CoFeB/MgO/CoFeB junction, measured at T =  2 K.

Major differences are easily noted:

1. The zero-bias magneto-conductance ratios are very different, -61.7% for the annealed 

junction, as compared to -17.4% for the unannealed one. While this could be due to both 

electronic reasons - i.e. different polarisations close to the Fermi level, or micro-magnetic
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Figure 3.45: The difference in differential conductance between the parallel and the antiparallel state, 
and the average conductance, for an unannealed CoFeB/MgO/CoFeB junction, measured at T  =  2 K.
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Figure 3.46; The difference in differential conductance between the parallel and the antiparallel state, 
and the average conductance, for an annealed CoFeB/MgO/CoFeB junction, measured at T  =  2 K.
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reasons - i.e. domain structure in the electrodes at small field, there are clear implications 

for the applicability of the devices in magnetic field sensing applications.

2. The general shape of the average conductances for the parallel and antiparallel cases, 

and their differences are quite different. While in the unannealed junction, the low-bias 

conductance is dominated by a cusp-shape feature reminiscent of the localisation model 

of Altshuler & Aronov (1979), the annealed junction exhibits a smooth difference curve, 

characteristic of adiabatic tunnelling and the model of Hachaturov (2005a).

The external voltage-induced change in barrier height, generally dominates the intermediate 

and high bias regions, as shown on figure 3.47.
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Figure 3.47: The average conductance, for an annealed CoFeB/MgO/CoFeB junction, measured at 
T =  2 K, together with 4‘*' order polynomial fit at high bias.

A deeper insight into the difference between the elastic, and inelastic contributions, to  the 

junction conductance, may be obtained by plotting the difference of the actual conductance 

average between the parallel and the anti-parallel state and the polynomial fit of figure 3.47.

It is clear th a t the inelastic processes are most effective in the region of 0.12 eV. This be

haviour is generic, and independent of the orientation of the ferromagnetic electrodes (with the 

exception the different effective barrier height for the parallel and antiparallel cases). The sys

tem atic deviation between the experimental average conductance and the 4th order polynomial 

fit used, in the low bias region, is likely due to  inelastic tunnelling processes, as the background 

conductance, as well as the greater part of the spin-dependent conductance can be understood 

within the elastic adiabatic scattering approximation ̂

^By elastic tunnelling, a dissipation-less process within the barrier region is understood. Of course, this does 
not exclude the possibility of inelastic electron scattering, but just limits it appearance to the regions of the 
electrodes close to the barrier, rather than the barrier, itself.
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Figure 3.48: The the difference between the actual average conductance and the polynomial fit of figure 
3.47, for an annealed CoFeB/MgO/CoFeB junction, measured at T =  2 K, revealing the contribution 
of the inelastic processes within the barrier region.

Reasonable agreement can be demonstrated between experimental voltage dependence of 

the differential resistance and the localisation model of Altshuler & Aronov (1979) in the low 

bias region, even without the inclusion of thermal broadening. The agreement is even better 

when the correct thermal smearing is introduced, as demonstrated on figure 3.49.
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Figure 3.49: Voltage dependence of the differential resistance (the experimental derivative voltage) 
for a single CoFeB/MgO/CoFeB junction, in the parallel state, together with two fits to the model of 
Altshuler & Aronov (1979).

3.3.6 Effects o f finite junction capacitance

The capacitance associated with m etal/insulator/m etal junctions is often neglected, partially for 

simplicity, partially as most experimental studies are focused on the low-frequency, quasi-static 

characteristics of these structures. However at sufficiently high frequency, the contribution
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of the junction capacitance becomes significant, and Umits the magnitude of the junctions 

response, if the device is used as a sensor. A positive feature of the junction capacitance is the 

possibility to characterise the quality of the oxide barrier, the existence of electron traps close 

to the tunnelling interfaces, and the completeness of the oxidation process (if post-deposition 

oxidation is used), as demonstrated by Huang & Hsu (2004) and Hsu & Huang (2005) for AlOx 

based junctions.

Probably the simplest effective model of a m etal/insulator/m etal tunnel junction is the 

‘leaky capacitor’ model, i.e. a parallel connection of the junction’s active differential resis

tance, and its differential capacitance (see for example McCarthy et al. (1999)). The complex 

impedance Zj of such a circuit can be w ritten as:

—  =  —  - I -  zwCj (3.3.17)

where all quantities have differential sense. The effective circuit capacitance, can thus be

evaluated as the negated imaginary part of the complex junction impedance:

»(Z j) =  Ri /  (3.3.18)
1 -t- (wTj)

3(Z j) =  - R .  7 ^  (3.3.19)
1 -h (wTj)

where rj =  i?jCj is the time constant associated with the junction. It is readily seen th a t in 

the low-frequency limit uiTj 1, the impedance is purely real, and the contrary, in the high- 

frequency WTj »  1 limit the behaviour is essentially capacitive. In the intermediate region, the 

impedance is generally complex, and care must be taken in order to avoid systematic errors in 

fast, high-frequency derivative spectroscopy methods for characterisation of tunnel junctions.

If both the quasi-static and the finite frequency differential impedances axe known, then the 

junction capacitance can be determined as:

_  S(Z j) 1 (3 3 20)

This procedure is illustrated on figure 3.50. It is easily seen th a t the difference between the 

zero-bias values of the parallel and anti-parallel electrode configurations is close to  the junction 

capacitance estim ated from the parallel planar capacitor model:

Cj =  If (3̂ 3̂ 21)

Where Cg is the permittivity of the barrier insulator. For an MgO based tunnel junction with 

w 9.65eo, 5  «  45 X 45 |i.m^ and A x  w 12.6 A, the capacitance is evaluated at 0.17 nF,
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Figure 3.50: Bias dependence of the differential capacitance for a single CoFeB/MgO/CoFeB junction, 
measured at a frequency of /  =  1.234 kHz, at a temperature of 2 K, for both the parallel and antiparallel 

states. Parallel plates capacitance model estimate is shown with an arrow.

which sets a transit frequency^ for the junction at about 120 MHz, when operated from a 

50 17 driver. Of course, the transit frequency can be increased by reducing the junction area, 

though, a decrease in barrier thickness, which is required for applications like current-induced 

magnetisation precession and reversal, as well as, to optimise the tunnel magnetoresistance ratio, 

will lead to a significant increase in junction capacitance and thus limit the useful frequency 

region. The bias dependance of the junction capacitance resembles the differential conductance 

within the WKB approximation. Thus the possibility must be considered, that because of small 

systematic errors in the measurement of the quasi-static differential resistance and the finite 

frequency differential resistance, the deduced junction capacitance may include a contribution 

of the active part of the impedance. This hypothesis is verified on figure 3.51. As the deduced 

bias dependence of the differential capacitance agrees within the experimental errors with the 

linearly rescaled differential conductivity of the same junction, it can be concluded that the 

reactive part of the tunnel diode impedance has a trivial, virtually bias independent behaviour, 

explained by the effect of the capacitor that the junction represents if the tunnelling current is 

neglected.

The above treatment can be considered correct, only in the large junction limit. Charging 

effects in nano-scale structures can play a significant role in determining both the quasi-static 

and high-frequency regimes^. In the so-called Coulomb blockade mode - when the charge 

accumulated on the junction significantly raises the energy required for consecutive tunnelling.

^By transit frequency, here is understood the approximate limit over which the impedance of the junction  
would become essentially capacitive, and tunnel magnetoresistance would be difficult to detect.

^For theoretical treatm ent of the problem for ultra-small capacitance junctions see Devoret et  al. (1990); 
Mullen et  al. (1988) and references therein.
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Figure 3.51: Linearly scaled capacitance compared with the junction conductance, for the antiparallel 
case of figure 3.50.

Of course, in order for the charging to be effective, it is necessaiy for the characteristic tunnelling 

times to be much smaller than the time constants associated with the junction capacitance and 

the adjoined environmental capacitance. For an example of such treatment see Kauppinen & 

Pekola (1996).

Moreover, effective diffusive capacitance, associated with tunnelling through disordered met

als and semiconductors as described by the model of Altshuler & Aronov (1979), can be set on 

the same footing as the Coulomb blockade theory of tunnelling through ultrasmall junctions. 

Similar treatments have been performed by Rollbiihler & Grabert (2001) and Reizer (1998) 

for case of Coulomb blockade tunnelling between disordered conductors, and utilised as an 

explanation for some zero-bias anomalies.

3.3.7 M icrom agnetic effects

While the macroscopic magnetisation behaviour of a complex tunnel junction stack may be quite 

complex, as the signal is an average over all magnetic layers; the transport may be still quite 

simple, as only the layers immediately neighbouring the barrier limit the electronic transport.

The direction and magnitude of the exchange bias field Beb, acting on the free layer of 

the junction, can be investigated by extracting the angular dependence (in the plane of the 

junction) of say the differential resistance, for various magnitudes of the applied magnetic field, 

ranging from below to above Beb, at sufficiently low temperatures. An illustration for a CoFeB 

junction, with well developed anisotropy after anneahng, is shown on figure 3.61. Apart of 

the magnitude of B^h ~  25 mT, acting on the free layer, the plot for the smallest applied field 

reveals the doubling of the directional anisotropy axis, with the two components, separated by
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Figure 3.52: Magnetic field and current dependencies of the first derivative of the voltage drop, for an 
annealed CoFeB/MgO/CoFeB junction, measured at two different temperatures and at two different 
orientations.
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Figure 3.53: Magnetic field orientation in plane and current dependencies of the voltage drop and 
its first and second derivative with respect to current, for an annealed CoFeB/MgO/CoFeB junction, 
measured several difFerent field magnitudes. The angle range is 0 G [—5 °,365 °], 90 ° per division. 
The current range is J  6 [—100 (xA, 100 viA], 50 (J.A per division.

169



3. TUNNELLING IN FERROMAGNET/INSULATOR/FERROMAGNET  
STRUCTURES

AVIiJ(J,H) 9=10

iV lijg ,H )  s = 20

iVliJ(J,H) fl=30

F ig u re  3.54: M agnetic field and current dependencies of the voltage drop and its first and second 

derivative with respect to  current, for an annealed CoFeB/M gO /CoFeB junction, m easured a t T  =  

2.0 K a t various angles 0 between the current and the applied field. The field range is n o H  G [—3 T, 3 T], 

1 T  per division. The current range is J  £ [—100 piA, 100 |o.A], 50 ij.A per division.
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A V !A J(J,H ) 6  = 40

d V m J .H )  0 =  50

d V /d J (J ,H )  6  = 60

d V /d J (J ,H )  9 =  70

F ig u re  3.55: Magnetic field and current dependencies of th e  voltage drop and its first and second 

derivative w ith respect to  current, for an annealed CoFeB/M gO /CoFeB junction, measured a t T  =  

2.0 K at various angles 9 between the current and the applied field. The field range is ^loH G [—3 T , 3 T], 

1 T  per division. The current range is J  G [—100 (xA, 100 nA], 50 (lA per division. Continued from 

figure 3.54.
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F ig u re  3.56; Magnetic field and current dependencies of the voltage drop and its first and second 

derivative with respect to  current, for an annealed CoFeB/M gO /CoFeB junction, measured a t T  =  

2.0 K at various angles 0  between the current and the applied field. The field range is f i o H  G [—3 T , 3 T], 

1 T  per division. The current range is J  G [—100 p.A, 100 (xA], 50 |iA  per division. Continued from 

figure 3.55.
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F ig u re  3.57: Magnetic field and current dependencies of the voltage drop and its first and second 

derivative w ith respect to  current, for an unannealed CoFeB/M gO /CoFeB junction, m easured a t T  =  

2.0 K a t various angles 6  between the current and the applied field. The field range is h q H  £  [—3 T, 3 T], 

1 T  per division. The current range is J  € [—100 (xA, 100 p.A], 50 |o.A per division.
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Figure 3.58: Magnetic field and current dependencies of the voltage drop and its first and second 
derivative with respect to current, for an unannealed CoFeB/MgO/CoFeB junction, measured at T  =  
2.0 K at various angles 6 between the current and the applied field. The field range is n o H  € [—3 T, 3 T], 
1 T per division. The current range is J  6 [—100 (o.A, 100 [xA], 50 (lA per division. Continued from 
figure 3.57.
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Figure 3.59: Magnetic field and current dependencies of the voltage drop and its first and second 
derivative with respect to current, for an unannealed CoFeB/MgO/CoFeB junction, measured at T  =  
2.0 K at various angles Q between the current and the applied field. The field range is fioH G [—3 T, 3 T], 
1 T per division. The current range is J  € [—100 nA, 100 (xA], 50 (xA per division. Continued from 
figure 3.58.
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F ig u re  3.60: M agnetic field and current dependencies of the differences (the hysteretic difference 

between ram ping the external field +3  T  —► —3 T  and —3 T  —> + 3  T) between the voltage drop and its 

first and second derivative w ith respect to  current, for an annealed and unannealed CoFeB/M gO /CoFeB 

junctions, measured a t T  =  2.0 K at two different angles 6 between the current and the applied field. 

The field range is n o H  €  [—3 T ,3  T], 1 T  per division. The current range is J  £ [—100 m-A, 100 (xA], 

50 vtA per division. Continued from figure 3.60.
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F igu re 3.61; D ependence o f the zero-bias differential resistivity on the angle of the applied m agnetic 

field 0 , in the plane of the junction, for an unannealed C oFeB /M gO /C oF eB  junction, measured at 2

A0 w 20°. While the origin of the doubling cannot be ascertained entirely from macroscopic 

transport measurements, the steps in the mutual orientation of the two electrodes, which are 

present upon reversal (see for example figure 3.52), are suggestive of at least two separate 

magnetic domains present within the free layer, a t small applied magnetic fields.

In junctions without well-developed anisotropy, or exchange bias, the conductance (resis

tance) would be symmetric upon a tt rotation of the applied magnetic field in a plane orthogonal 

to  the barrier. For a structure with in-plane shape anisotropy, this would lead to maxima of 

resistance ai 6 =  0 , 7t , symmetric around both 0 and t t , with 9 being the angle between the 

current density (orthogonal to  the plane of the junction) and the external magnetic field. Such 

a situation is demonstrated on figure 3.62 for an unannealed CoFeB/M gO/CoFeB tunnel junc

tion. At small enough field, the magnetisation of the hard layer is confined to  a particular 

axis in the plane of the junction. Therefore, as the magnetic field rotates, and the free layer 

is ‘dragged’ along with it, the angle between the magnetisations of the two electrodes changes, 

leading to a corresponding change in transport coefficients.

For annealed junctions, with well-developed exchange bias, the hard layer is preferably 

oriented in a particular direction within the plane of the junction. Therefore the peaks at 

^ =  0 ,7T, are asymmetric, with very fast switching of the magnetisation on one side. This case 

is visualised on figure 3.63, on the example of an annealed CoFeB based junction.

The situation is similar, upon an evolution of the external field along the direction of the 

exchange bias field, for the hard layer of the junction of interest. The switching and rota

tion scenario, in this case, is shown on figure 3.64. The model assumes uniaxial directional 

anisotropy (exchange bias) of magnitude Hg,. From simple minimisation of the magnetostatic

K.
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Figure 3.62: Dependence of the zero-bias differential resistivity on the angle of the applied magnetic 
field, for an unannealed CoFeB/MgO/CoFeB junction, measured at 2 K.
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Figure 3.63: Dependence of the zero-bias differential resistivity on the angle of the appHed magnetic 
field, for an annealed CoFeB/MgO/CoFeB junction, measured at 2 K.
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Figure 3.64: Zero-bias differential resistance as a function of applied field for an annealed
CoFeB/MgO/CoFeB junction. The model assumes uniaxial directional anisotropy.
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energies involved, and the Malus’s law' for the current through the junction, the following 

model dependance may be obtained:

T.  . .  1 {  Hitj =  >io +  A i cos I arctan —  
V

(3.3.22)

which is well verified experimentally. Moreover, the dependence of the extracted exchange 

bias of the hard layer has a strong dependence on the angle 9 between the applied field 

direction and the normal to the normal to the junction, which is illustrated on figure 3.65. The

700

•  U nannealed
•  A nnealed  

 U n annea led  Fit
A nnealed  Fit

600

I -  500

300

200

100

0
10 200 30 40 50 60 70 80 90

Angle 0, D eg ree

Figure 3.65: Exchange bias parameter if* extracted from fits as the ones shown on figure 3.64 for an 
annealed CoFeB/M gO/CoFeB junction. The fits are described in the text.

experimental data is modelled with a generalized version of the dependence expected at T  0 

namely:

1
Heh

Heb

cosU

H oH
amp T > 0

(3.3.23)

(3.3.24)
of f s e t  + cos 9 ’

the extracted parameters for unannealed and annealed CoFeB junctions are summarised in 

table 3.3.7.

Parameter Unannealed Annealed

of f s e t

-17(4)
128(4)

0.194(5)

-3.4(9)
36.4(7)
0.116(2)

Table 3.4: Fitting parameters for the fits visualised figure 3.65.

Apart from the zero-bias differential resistivity, a barrier height evaluated via fitting to the 

generalized model of Simmons (1969), may be used to characterise the state of the ferromagnetic 

^In a direct analogy with the optical transmission through a polariser/analyser pair.
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electrodes, with analogous results, though less dependent on the presence of zero-bias anomaly 

in the differential characteristics. An example of the results of an autom atic procedure for 

barrier height extraction for unanneaJed and annealed CoFeB/MgO/CoFeB junctions is given 

on figure 3.66.

2.S4
 Unannealed

Annealed
r=2.0 K^  2.60

.c
2.56

9
X
9
•E
<0

2.52

CD

^  2.48

2.40

-3 -2 •1 0 1 2 3

Manetic Field T

Figure 3.66; Barrier height extracted with an automatic evaluation and fitting procedure employing 

the model of Simmons (1969) at each field value, for unannealed and annealed CoFeB/MgO/CoFeB  

tunnel junctions, measured at T =  2.0 K, with magnetic field applied parallel to the current direction.

3.3.8 Inelastic transport

The inelastic spectroscopy data  of MgO based tunnel junctions has been reported on numerous 

occasions (Plesiewicz & Adler (1986), Kirley & Hansma (1975)). The different bias regions have 

been ascribed to  various inelastic excitations (Klein et al. (1973)):

1. The low-bias region, approximately (0 — 50 meV), is usually dominated by phonons of 

the electrodes lattices, reaching the barrier region. The actual energies of the observed 

peaks, of course, vary largely with the m etal or alloy used. As an example, phonons at 150 

meV, and magnons 50 meV, have been reported by Nagahama et al. (2003) in junctions 

with Fe electrodes. Magnons at 9 meV and bandwidth of 90 meV have been resolved in 

CoFeB based tunnel junctions by Miao et al. (2006). A lower cut-off of 8 — 9 meV has 

been documented for CoMnSi magnons by Schmalhorst et al. (2005).

2. The intermediate bias region, approximately (0—100 meV), includes the phonon spectrum 

of the barrier lattice. For the MgO lattice, four phonon peaks have isolated - 38, 54, 66 

and 82 meV. Out of which, the ones at 54 and 82 meV are more prominent and often 

resolvable. Similar energies are observed for MnO optical phonons, 33 meV and 61 meV 

by Schmalhorst et al. (2005).
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In ferromagnetic or antiferromagnetic insulating barriers, complex excitations may occur. 

For example, multiple magnons have been observed in NiO based tunnel junctions by 

Tsui et al. (1971), as well as, MnO magnons at 25 meV by Schmalhorst et al. (2005).

3. The high-bias region, approximately > 100 meV, is occupied primarily by vibrational 

modes of molecular impurities, the most common of which are: 310, 370 and 447 meV, 

corresponding to  the incorporation of H 2O and derivatives; 370, 353 and 338 meV, as

sociated with the incorporation of hydrocarbons, 190, 170, 130 and 116 meV various 

carbon-containing radicals; and 453 and 459 meV, associated with the formation of sur

face Mg(OH)x.

High energy surface magnons have been claimed to  have bandwidth (sic) of about 600 meV 

in CoFeB/MgO/CoFeB tunnel junctions (see for example Slouczewski & Sun (2007)).

The processing of large amounts of derivative-spectroscopy data  is a laborious task, which 

can be automated, by for example, employing gradient based peak detection algorithms or box- 

scan search algorithms. Examples of low-temperature, second differential resistance profiles, 

for an annealed CoFeB/M gO/CoFeB junction are presented on figures 3.67 and 3.68, for anti

parallel and parallel orientation of the ferromagnetic electrodes, respectively; together with the 

automatically extracted extrem a (both minima and maxima). Spectroscopic structure

400(
 D a ta
0 0 0  M ax im a  
□□□ M in im a

 V  =  0
 J =  0

200

-200

-400
0.5-0 .5

A pplied Bias F„ V

Figure 3.67: Second difTerential resistance profile for an annealed CoFeB/MgO/CoFeB tunnel junction, 
measured at T = 2.0 K, in the antiparallel state, with the automatically detected extrema marked.

is more readily resolvable on top of the relatively featureless elastic background profile in the 

parallel case, however at least three different features are resolvable in both cases. A summary 

of all automatically extracted positions of extrem a in the second derivative are given in tables 

3.3.8 and 3.3.8.

181



3. TUNNELLING IN FERROMAGNET/INSULATOR/FERROMAGNET  
STRUCTURES

lOor
  Data
ooo Maxima 
30° Minima
 V = 0
 J = 0

0 -

- 5 0 -

-  100'
- 0.5 0.5

Applied Bias F„ V

Figure 3.68: Second differential resistance profile for an annealed CoFeB/M gO/CoFeB tunnel junction, 
measured at T =  2.0 K, in the parallel state, with the automatically detected extrema marked.

Position (V) 
Maxima

Magnitude 
Arb. Units

Position (V) 
Minima

Magnitude 
Arb. Units

-0.542
-0.018
+0.053
+0.263

+0.947*

+139.5
+325.4
-241.9
-54.8
-36.4

-0.950*
-0.267
+0.018
+0.070
+0.584

+34.1
+37.0
-327.7
-272.5
-119.3

Table 3.5: Peak parameters of the maxima of second derivative profile (by autom ated ex
traction) for an annealed CoFeB/MgO/CoFeB junction in the antiparallel state, measured at 
T  =  2.0 K. The positions denoted by * correspond to the boundaries of the dataset.

The positions of the extrema in the second derivatives can be tracked as a function of applied 

magnetic field, in order to  look for any influence of the reorientation of the magnetisation 

directions of the electrodes on the excitations present in the tunnel junction (both phonons and 

magnons). Examples of such a procedure are shown on figures 3.69 and 3.70, with the current 

through the junction as the extracted parameter.

It is clear, however th a t such data  may be strongly influenced by the large changes in voltage 

drop across the barrier, upon magnetic reorientation. Therefore, it may appear useful to  recast 

the same datasets in terms of the voltage developed across the tunnel junction structure, as 

demonstrated on figures 3.71 and 3.72.

As expected this resolves the problem to some extent, though, as well known, the lead-in 

series resistance voltage drop can yield non-negligible contribution to the voltage applied to 

the tunnel structure as a whole. The four wire technique just eliminates the series resistance 

of the macroscopic cabling. Complete elimination of the series resistance, is however possible
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Figure 3.69: Maxima detected second differential resistance with respect to current for an annealed 
CoFeB/MgO/CoFeB tunnel junction, measured at T  =  2.0 K, with the magnetic field applied perpen
dicular to the plane of the junction.
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Figure 3.70: Minima detected second differential resistance with respect to current for an annealed 
CoFeB/MgO/CoFeB tunnel junction, measured at T  =  2.0 K, with the magnetic field applied perpen
dicular to the plane of the junction.
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Magnetic Field T

F ig u re  3.71: M axima detected second differential resistance with respect to  the applied voltage 14, 

for an annealed CoFeB/M gO /CoFeB tunnel junction, measured a t T  =  2.0 K, with the magnetic field 

applied perpendicular to  the plane of the junction.
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F ig u re  3.72: Minima detected second difTerential resistance w ith respect to  the applied voltage Va. for 

an annealed CoFeB/M gO/CoFeB tunnel junction, m easured a t T  =  2.0 K, w ith the magnetic field 

applied perpendicular to  the plane of the junction.
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Position (V) 
Maxima

Magnitude 
Arb. Units

Position (V) 
Minima

Magnitude 
Arb. Units

-0.583 -1-43.4 -0.731* -h40.8
-0.209 -20.8 -0.248 -23.0
-0.066 +3A -0.163 -23.8
-0.007 +24.6 -0.044 -6.6
-h0.044 -1-4.5 -fO.007 -32.1
+0.161 -H15.6 -h0.073 -4.1
-h0.213 -H15.5 -h0.191 +15.2
-h0.715* -39.9 -h0.670 -40.5

Table 3.6: Peak parameters of the maxima of second derivative profile (by autom ated extrac
tion) for an annealed CoFeB/M gO/CoFeB junction in the parallel state, measured at T  =  2.0 K. 
The positions denoted by * correspond to  the boundaries of the dataset.

only in junctions with superconducting electrodes, due to the intrinsic two-terminal nature of 

the tunnelling diodes. Thus a unambiguous assignment of the peaks observed in the derivative 

spectra to either phonons or magnons can only be done on specially prepared structures.

In conclusion, various aspects of the tunnelling processes in magnetic tunnel junctions (both 

elastic and inelastic) have been analysed. For most junctions adiabatic tunnelling approxima

tions is a satisfactory assumption as evidenced experimentally. A detailed experimental inves

tigation on the tem perature, field, and orientation of the tunnelling conductance in junctions 

with various degrees of crystallinity of the electrodes has been carried out. All observable 

features of the obtained datasets have been classified and quantified. Further improvement in 

performance of the magnetic tunnel junction family described would require both optimisation 

of the micromagnetic behaviour of the electrodes, as well as the crystal structure of both the 

electrodes and the barrier. A further reduction in barrier thickness is highly desirable, though 

experimentally very challenging to  obtain with sufficient, for practical applications, degree of 

reproducibility.
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C hapter 4

M agnetic detection  of spin  
injection

4.1 H istoric remarks on spin injection

Historically, nuclear polarisation (electronic polarisation has been also alluded to) has been first 

suggested to be induced by hot electron currents by Feher (1959). Subsequently, experimental 

evidence (via FID-NMR^) has been obtained for spin injection from a non-magnetic metal into 

semiconductor with a different ^-factor by Clark & Feher (1963) and corroborated theoreti

cally by Johnson (2000); Weger (1963); Zvezdin (1966, 1967). The interest in current-induced 

dynamic nuclear polarisation has been recently rekindled by Hoch et. al. (2005).

Another technique of choice (CESR^) has been developed into an instrum ent for the esti

mation of the relaxation times and lengths in metals and semiconductors by Chazalviel (1975). 

Theoretical analysis of the spin injection and diffusion process in metals and semiconductors 

has been performed by Aronov (1976), Aronov & Pikus (1976) and Aronov & Linda-Geller 

(1989). The subject has been reopened by a series of experimental attem pts (electrical de

tection using SQUID^ picovoltmeters) and theoretical works on the injection and detection of 

spin polarisation in metals (Johnson (1993); Johnson & Byers (2003); Johnson & Silsbee (1985, 

1987, 1988a,b, 1989)).

More modern experimental techniques for the observation of spin-injection usually involve 

micro or nano-scale patterning. Extraordinary Hall effect has been used as the detecting effect 

by Otani et al. (2000). Spin valves have also been employed in a non-local geometry, on a 

number of occasions (see for example Godfrey & Johnson (2006); Jedema et al. (2003); Kimura

^Free Induction Decay Nuclear Magnetic Resonance
^Conduction Electron Spin Resonance
^Superconducting Quantum Interference Device
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et al. (2005, 2006); Urech et al. (2006)). Superconductor-normal metal junctions have also been 

used in non-local magnetoresistance experiments (Urech et al. (2004)).

4.2 Drift-difFusion approximation

One of the most common approximations used to simplify the problem for the spin-polarised 

current kinetics is drift-diffusion. In analogy with the conventional (non-spin-polarised) drift 

diffusion model:

=  divj (4.2.1)

j  =  <tE -F D V p  (4.2.2)

div(eE) =  (4.2.3)
£o

where p is the charge density, <r is the conductivity tensor, e is the permittivity tensor and D

is the diffusivity tensor; what is often referred to as the two-component model may be written

down as:

^  divjT(l) +  ^ ( n ^ ^ ) - r i T a ) ) + 5 T a ) ( r , i )  (4.2.4)

JT(i) =  +  9 D | ( | ) V n | ( | )  (4 .2.5)

div(<rE) =  — (no — n) (4.2.6)
Co

n = n-f -f nx (4.2.7)

P  = Til — ni  (4.2.8)

where Tgf is the characteristic spin-flip time, 5  is a spin source term , no is the equilibrium 

carrier concentration and P  is the electronic polarisation.

It is possible to solve the system 4.2.4, and obtain a dynamic equation for the electronic 

polarisation P,  of the form ':

=  D A P  +  A (E V P  -h V E P ) -  —  -f- P (r , t) (4.2.9)
dt  Tgf

with the source term  F  being defined as

F{r ,t )  =  ^ [5 t(r ,i)  -  5^(r,t)] (4.2.10)

so th a t in a general form the partial differential equation:

^ + I ) A P  + A V P  + C P  = 0 (4.2.11)

l A  =  V 2
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together with the appropriate boundary conditions for the polarisation P  and its derivatives, 

governs the dynamics of the spin population, quantized along a particular 2:-axis direction, 

and within the drift-diffusion approximation. Several effects are taken into account by the 

corresponding terms in equation 4.2.9. These are; diffusion term , which tries to  smooth the 

differences in polarisation between the different spatial regions; drift terms, which cause a 

directional propagation of the polarisation in the presence of either polarisation gradients of 

electric field gradients, a spin-flip term  which causes an exponential decay of the polarisation 

at a characteristic time-scale set by Tgf, if no sources are present in the system; and a source 

term  within the region of interest (and/or) boundary conditions for the polarisation.

A more general formalism has also been suggested (see for example Johnson & Byers (2003); 

Johnson & Silsbee (1987)) th a t combines the drift terms for the charge current j , ,  heat current 

jq  and magnetisation current jm , into a single tensor notation as;

a"k^T1
’  Jq a''k^T

Jq =  —a qEf a
qE f

i k ' ^ T

E f i f)"

/  \ 2 v y(f ) v r (4.2.12)

where a ', a" , f3' and (3" are coefficients, which can be treated as phenomenological parameters, 

and H* is the magnetisation potential Though relatively simple and convenient, this

notation has found little popularity.

In one dimension, say along the z-axis, equation 4.2.9 may be simplified to (see Aronov 

(1976)):

D{E)
d^P{E)  P{E)

0 (4.2.13)
d z ‘̂ Tsf

where only diffusion and spin-flip are taken into account and the drift terms have been ne

glected, because of their smallness ( ^ ^ r  -C 1 for a paramagnetic material, where £ is the 

electric field). The problem for the spin-injection firom a ferromagnetic metal into a param ag

netic one, separated by an interface situated at z =  0, can thus be solved in terms of equation 

4.2.13 and the boundary condition at the ferromagnet-paramagnet interface (the condition at 

infinity is trivial P{z)  =  0);

D{E)
dP{E)

dz 2 = 0

a '"  1 cuT?\ ( (4.2.14)

where I is the is the mean free path of the electrons. The solution of equation 4.2.13 with the 

boundary condition 4.2.14 has the form;

P{E)  =  - a ‘= £ A s d ( £ ) | |e - O T (4.2.15)
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where Xsd[E) = ^JD{E)ts{ is the spin-diffusion length. It should be noted that the average 

induced polarisation is small:

(4 2̂,16)
TV isp

Nevertheless, the induced electron magnetisation can be comparable to the paramagnetic mag

netisation created by relatively moderate static magnetic fields^:

M - 9 (5>B B  +  a"9£Asd) (4.2.17)
E = E f

or in other words the energy splitting between the spin-up and spin-down chemical potentials 

is of the order of Epi — Epi  ~  a'^qS.Xsd- Therefore away from the injection point S t] =  —  rji

behaves as (see Urech et al. (2004)):

(5r/=  ga'^Asd^exp (4.2.18)

Often the magnitude of the magnetisation current is further diminished by a coefficient 

taking into account the spin-flip events at the injection interface, so that becomes a truly 

phenomenological factor (Johnson & Silsbee (1985, 1987)).

It has been argued by Aronov (1976) that the above spin injection effect should be readily 

observable in light metals (exhibiting small spin-orbit scattering), like Al (for which the spin 

diffusion length has been estimated at Asd ~  1 cm), by employing either CESR or NMR 

techniques.

4.3 Spin Tem perature

In cases where there are several semi-independent subsystems of quasiparticles, which are in 

thermodynamic equilibrium (or close to one) within the individual subsystems; it is often useful 

to introduce the concept of effective temperature. An example, originally envisaged by Feher 

(1959) may be a two-component electronic system - mobile electrons carrying spin s and quasi

bound electrons carrying spin S. Then the spin temperatures of the two sub-systems and 

Ts  can be defined (assuming Boltzmann statistics) as:

other words, the energy difference of the quasi-Fermi levels for spin-up and spin-down (due to spin 
accumulation) can be equivalent to the Zeeman energy in fields of the order of Tesla.
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where n j and N-  ̂ are the densities of spin-up and down components for the mobile and localised

quasiparticles and g* and gg are the respective ^-factors.

If there is a third system (non-spin-polarised reservoir), situated at a tem perature T, the role

to the reservoir, then for reasons of conservation of angular momentum for the entire system 

(mobile spins, localised spins and lattice), transitions may only be possible if two simultaneous 

spin flips occur. If the corresponding transition probabilities axe denoted as i y ( | |  •*-+ | I ) ,  then:

and in therm al equilibrium between the mobile and localised spins, the Boltzmann rule gives;

Using the above condition together with equations 4.3.1, is easily shown th a t the following 

relationship between the different tem peratures in the problem is valid to first order (so tha t

Therefore it is possible to obtain both positive and negative contributions to  the tem perature

mobile electrons are either ‘ho t’ (T  ̂ >  T)  or ‘cold’ (T^ < T) with respect to  the reservoir. Hot 

electronic current is thus expected to depolarise {adiabatically in thermodynamic terms) the 

localised electrons. The above argumentation is illustrative only. A complete treatm ent of the 

problem can be obtained as a two-electron-model translation of the derivations of the nuclear 

case by Weger (1963) or the one by Zvezdin (1966, 1967).

Contrary to  the general expectation th a t hot electrons are difficult to produce in metals 

(in view of the short electron-phonon relaxation times) it is possible for relatively moderate 

current densities (<  10® A/m^) in thin films (<  1 M-m), which are in good therm al contact with 

a substrate cooled to He tem peratures, to  sustain a non-equilibrium population for virtually 

indefinite time durations (see Shklovskij (1980); Wellstood et al. (1994)).

The influence of hot electron generation on the magnetic susceptibility of degenerate semi

conductors and metals (more generally in nonadiabatic Fermi liquids) has also been of consid

erable theoretical interest, in view of the possibilities to  use the magnetic susceptibility as a 

measure of the effective tem perature of the electronic system (Grimaldi & Pietronero (1999); 

Pal (1974); Pal & Sharma (1974)).

of which may be served by say the lattice of the crystal, and both spin subsystems are coupled

(4.3.3)

W^(Ti ^  i t )  ^  \ {9s -  9*s) fJ-sB'] _  g>B -g _
i y ( | t  t:; n )  [ k T  \ -  k T  kT

(4.3.4)

(4.3.5)

of the localised spins (in other words depolarise or polarise the localised subsystem), if the
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4.4 Experim ents on the direct m agnetic detection of spin  
injection

In an attem pt to measure directly the magnetic field created by the spin polarisation injected 

into polycrystalline aluminium from Fe, Co, Ni and Zn injection electrodes, an experiment is 

envisaged taking advantage of samples with a geometry optimized with respect to a particular 

SQUID based second-order gradiometer. A schematic diagram of the experiment is shown on 

figure 4.1. The idea is based on the understanding of the pick-up and spatial resolution of the 

magnetometer u sed \ as described in appendix C.3.

2 cm

Fe.Co, 
Ni, Zn

Figure 4.1: Schematic representation of the experimental setup used for magnetic detection of diffused 
spin polarisation.

Details on the sample preparation and measurement procedures axe given in appendix C .l. 

Two different sample types are used - Sample 1 (on borosilicate glass) and Sample 2 (on fused 

quartz), the second one of which has a much improved geometrical characteristics. The geom

etry chosen permits the suppression of the magnetic signal associated with the ferromagnetic 

injection electrodes by a factor of about 60, a t the centre of the A1 strip, as evidenced on figure 

4.2.

The magnetisation distributions th a t may be envisaged for current densities of 10® A/m^, 

magnetic field hqH  ~  0.5 T, T  ~  1 K and Agj ~  1 cm, is visualised on figure 4.3. Spin 

injection serves to spatially anti-symmetrise the magnetisation distribution, and it is this effect 

th a t serves the purpose for detection. The calculated response (which is the magnetisation 

distribution M { z )  convoluted with the point-spread function of the gradiometer assembly) is 

shown on figure 4.4, together with the partial response expected, due to  the paramagnetism 

(the sign is assumed positive for just for illustrative purposes) of the substrate, and one should

'Quantum  Design MPMS 5 XL
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Figure 4.2: Scaled magnetic response, measured as a function of applied field, measured at the centre 

of the A1 strip of Sample 1 (Fe injectors), at T =  2 K.

adiabatic depolarisation occur in the centre conducting Ai strip (not to scale). An obvious way 

to obtain the magnetisation profiles, based on experimental data  (measured coupled flux spatial 

distributions) would be deconvolution.

Pfeijo 

P'pajao 

P'pap

- 4 - 3 - 2 - 1 0 1 2 3 4  

z (cm)

Figure 4.3: Magnetisation distribution expected for a Sample 1 with Fe injection electrodes, for either 

left-hand or right-hand-side injection. Parameters are given in the text.

Fe moment

Injected moment for 
positive electronic 
current

As it is difficult to  deconvolute the on-axis magnetisation distributions from raw coupled 

flux data  (see appendix C.3), it is advantageous to calculate the response expected for particular 

sample geometry, magnetic field, electrical current, tem perature, etc. An example is shown on 

figure 4.5, for the dimensions of Sample 2, assuming 10 % injection efficiency and spin-diflFusion 

length Asd =  3.5 cm, as argued by Aronov (1976) for aluminium at a lattice tem perature of 

I K .  It is im portant to  note the main feature - spatially asymmetric current response in the 

vicinity of the injection electrodes.
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Figure 4.4: Coupled flux profiles generated by the injected magnetisation distributions shown on figure 
4.3, together with the ones due to the substrate contribution and the adiabatic depolarisation of the 
central A1 conductor (not to scale).

60

40

20

0

- 20

-40

P o s i t i o n  ( c m  )

Figure 4.5: Calculated coupled flux profiles for positive (green), negative (red) and zero (black) current 
bias, for Asd =  3.5 cm, and assuming 10 % injection efficiency.
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An example of raw experimental data  is shown on figure 4.6. The coupled flux profiles are 

completely dominated by the background created by the ferromagnetic injection electrodes. 

At large enough fields (so tha t the magnetisation of the injectors remains stable) and at fixed 

tem perature, this background is sufficiently reproducible and can be substracted.

0.0003

Sample 1 (F«)

0.0000
M
9
{£.
^  -0.0001

8
CO

-0.0002

-0.0003
0 2 4 6 8 10

Position (cm)

Figure 4.6: Raw coupled flux profiles for different voltage biases of Sample 1 (Fe electrodes), measured 
at T =  4.23 K and f i oH  =  100 mT.

The raw experimental data is not free from other measurement artefacts, as for example, 

flux jumps in the SQUID circuitry^ An example is shown on figure 4.7. Probably, the only 

positive feature of the flux jum p events is the possibility to  establish the absolute flux sensitivity 

(provided the number of flux quanta spanned is known) of the secondary SQUID circuitry (which 

is 7.05 V /$o  in this example).

In real-life samples, even though all care is taken to  minimise the m utual inductance con

tribution to the coupled flux which is spatially symmetric as shown on figure 4.8, it is the 

dominant contribution for Sample 1 (Fe electrodes) at T  =  10 K, after the zero-current back

ground has been substracted. It is evident, though, th a t on lowering the tem perature to 1.8 K a 

non-inductive contribution develops around the sample position.

The inductive contribution (antisymmetric with respect to  current reversal) always present 

in the raw coupled flux proflles, and the symmetric with respect to  current component, have 

different symmetry with respect to  field reversal. While the inductive one is field independent, 

the non-inductive one is antisymmetric with respect to  field as evidenced on figure 4.9.

^In a flux jump event, the flux-locked-loop (FLL) which utilises the SQUID device as a ‘null detector’ or 
rather a ‘definite state’ detector, which is normally kept locked to a single flux state, ‘looses lock’ and a number 
of flux quanta enter or escape the device. In most cases, though not always, flux jumps are due to RF interference 
or the signal of interest exceeding the slew rate of the feedback amplifiers of the FLL. In the case described here, 
the flux jumps are due to interference which couples inductively to the SQUID device via the sample leads. It 
is possible, also, to cause a flux jump event, by say ramping the current bias of the sample, so that the rate of 
change of the coupled flux exceeds the maximal slew rate.
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Figure 4.7: Raw coupled flux profiles for Sample 1 (Co electrodes), measured at T =  1.8 K and 
HoH =  20 mT. Note the flux-jump experienced and the scale of the voltage response for an individual 
flux quantum $o-
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Figure 4.8: Spatial profiles of the flux coupled to the gradiometer at T =  1.8 K and 10 Kfor applied 
current of 0 (green and magenta), +10 mA (black and blue) and -10 mA (red and cyan) for Sample 
2 with Fe injection electrodes. The Sample is situated at z = 5.4 cm. Note that at 10 K the profiles 
are completely anti-symmetric with respect to applied current.
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Figure 4.9: Field reversal symmetry of the inductive (antisymmetric) and the non-inductive (symmet
ric) with respect to current components of the coupled flux, measured on Sample 1 (Fe electrodes) at 
T =  1.8 K.

While the inductive contribution is tem perature independent, the component symmetric in 

current shows rather strong tem perature dependence, shown on figure 4.10. More information 

can be obtained from the current dependencies of both components, as shown on figure 4.11. 

UnUke the inductive component, the current-symmetric one exhibits saturating sub-linear cur

rent dependence, which is at first, quite puzzling. It is reasonable to expect a stronger than 

linear, and close to quadratic, current dependence should the observed effect be due to Joule 

heating and the actual changes in tem perature small.

1.6

1.4

1.0

O.S

0.6
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0.0

1 10 100 

Temperarure T, K

Figure 4.10: Temperature dependence of the non-inductive part of the pick-up for Sample 1 (Fe 
electrodes).

Apart from measuring the coupled flux directly, while applying a DC current bias on the 

sample, it is possible to  realise a synchronous detection scheme, by modulating the current 

flowing through the structure, keeping it either only positive, only negative or symmetric around
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Figure 4.11: Current dependence of the symmetric and antisymmetric parts of the coupled flux, 
measured for Sample 1 (Zn electrodes), at T  =  1.8 K, and f i o H  =  100 mT.

zero. The difference between the  electro-m agnetic susceptibility  spatial profiles m easured in 

th is  fashion, can be constructed  free from the  direct induction  contribution. Exam ples of raw 

profiles and  a  field dependence of the  am plitude of the  non-inductive com ponent obtained by th is 

m ethod is shown on figures 4.12 and 4.13, respectively, for Sample 1 (Ni electrodes). A linear 

dependence of the  am plitude of the  non-inductive response is clearly seen, in a contradiction 

w ith  the  expected sa tu ra ting  behaviour of the  injected spin-m agnetisation.
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Figure 4.12: Spatial profiles of the non-inductive component of the AC detected coupled flux, for 
Sample 1 (Ni electrodes), measured at T  =  1.8 K.

The analysis is further com plicated by th e  fact, th a t  often the inductive contribution  to  th e  

flux profiles can have a  high spatial gradient around the  centre of the  sam ple on th e  transla tion  

axis, thu s producing current effects similar in spatia l d istribu tion  to  injected spin polarisation, 

as evidenced by figure 4.17. It is therefore im possible to  assert, w hether or not the observed 

effects are due to  spin injection (spatially  anti-sym m etric), a  spatially  sym m etric contribution
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Figure 4.13; Field dependence of the non-inductive component of the coupled flux for Sample 1 (Ni 
electrodes, measured at T  =  1.8 K.)

due the heating of the  electronic system  by the  curren t - ad iabatic  depolarisation (see Zvezdin 

(1966)]), or are purely artefacts due to  m utual inductance and la ttice  heating. The resistance 

of the individual samples (w ith different injection electrodes) is varying w ithin two orders 

of m agnitude (see figure 4.14) and provides some evidence for nonlinear effects, leaving the 

possibility for hot electron depolarisation open.
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Figure 4.14; Voltage-current characteristics of Sample 1 with different injection electrodes, measured 
at T =  1.8 K. Note the small nonlinearities in some of the curves.

S trong evidence in favour of the  la ttice  heating effect as th e  dom inant contribution is the  

close resemblance (w ith a negative sign taken  in to  account, due to  sign of the  derivative <

0) between the sym m etrised w ith  respect to  current flux profile, m easured a t T  =  1.8 K, 

shown on figure 4.15; and the  difference of the  zero-current coupled flux profiles, m easured at 

T  =  10 K and T  =  1.8 K, shown on figure 4.16, for Sample 1 (Fe electrodes). From the scaling 

factor relating the  two coupled fiux profiles, an  effective increase of sam ple tem pera tu re  can be
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F igure 4.15: Symmetrised with respect to  current coupled flux profile of Sam ple 1, measured at 

T =  1.8 K.
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F igu re 4.16: Difference of the zero-current coupled flux proflles measured at T  =  10 K and at 1.8 K for 

Sample 1.

The mutual inductance and lattice heating effects can be diminished to a negligible extent 

if the sample support is constructed from purely diamagnetic material and the current path 

through it confined to the central axis of the gradiometer. Results in such a configuration 

(Sample 2) are shown on figure 4.18, revealing no effects other than a small residual cross 

inductance due to the Fe injector electrodes.

It should be noted that the construction of Sample 2 (see appendix C.l) is such that the 

current is flowing on two isolated conductive paths (1 mm wide) in opposing directions. One 

of the conductive strips is deposited in gold only, while the other consists of gold strips with the 

active sample region in the middle of the rod length. As electrical connections to the sample 

structure are only made far from its centre (9 cm away and essentially out of the sensitive
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Figure 4.17: Coupled flux profiles for positive (green), negative (blue) and zero (red and black) current 
bias, measured at T =  1.8 K for Sample 1 (Fe electrodes).
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Figure 4.18: Synchronously detected (AC method) coupled flux at the fundamental frequency of 
1.133 kHz, with positive, negative and zero current bias, for Sample 2 (Fe electrodes). The measurement 
is performed at applied field of 20 mT and at T  =  1.8 K.
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volume of the gradiometer), the geometry of Sample 2 is much closer to the ideal one. Also, the 

fused silica used for the support of Sample 2 has been confirmed, by low temperature magnetic 

susceptibility measurements, to contain less than 1 ppm of Fe impurities. The large length of the 

support structure results in magnetic poles, which are far from the centre of the gradiometer, 

and therefore yield no signal over the noise floor for fields of up to 1 T.

Some possible reasons for the lack of a measurable spin-injection effect could be:

1. poor structure of the Fe/Al interface leading to low injection efficiency;

2. smaller than expected spin-self-diffusion length in evaporated aluminium;

3. spin dephasing due to the longitudinal Hanle effect.

Below, are some remarks on the likelihood of validity of the above three points. As the expected 

magnetisation signal at electric fields of the order of 10~^ V/cm, injection efficiency of 10 %, 

spin-polarisation of the ferromagnetic injector at the Fermi level of 40 % and spin-diffusion 

length Asd =  3.5 cm (at 1 K), is equivalent to the paramagnetic magnetisation of A1 in a field 

of 1.2 T, and equal to about 20 A/m (see Aronov (1976)); a reduction of injection efficiency to 

below 0.5 % would result in signal magnitude comparable or less than the sensitivity limit of the 

method (about 1 A/m). In a similar fashion, a spin diffusion length below about 1 mm, while 

preserving the injection efficiency of about 10 % would also result in signals below the detection 

hmit. It should be noted, that in a recent review (Bass & Pratt-.Jr (2007)), a large discrepancy 

between results for spin diffusion length in nominally pure A1 has been noted. Values ranging 

between 300 and 450000 nm have been reported at lattice temperatures around 4 K by various 

methods and on samples of various degree of crystallinity. Only, a value, close to the greatest 

reported one would have been observable in Sample 2, by the here suggested method.

Another possible reason is the spin dephasing upon scattering of the conduction electrons 

from impurities and imperfections, at finite applied magnetic field. The dephasing is propor

tional to the magnetic field and has been shown to destroy the diffused polarisation for fields 

above about lOmT (see Johnson & Silsbee (1988a,b)). As a minimal field of similar magni

tude is necessary, in order to keep the magnetisation of the two ferromagnetic electrodes in our 

samples stable upon translation of the sample with respect to the gradiometer, the absence of 

spin-diffusion related signal in the experiments reported here, may best be understood in terms 

of the Hanle effect.

In conclusion, it has been shown that, by careful design of a current-carrying structure, 

it is possible to achieve useful magnetisation sensitivity levels of about 1 A/m in the direct 

detection of current-induced spin polarisation. To the present spatial resolution of about 1 mm,

202



4. SPIN INJECTIO N 4.4 Spin Injection Experim ents

no spin injection effect is observed, after taking into account most possible artifacts. This may 

be attributed to the longitudinal Hanle effect. More work is required on optimizing SQUID 

gradiometers or scanning Hall probes to trace the spatial profiles of the injected magnetisation.
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Chapter 5

M agnetic and transport 
properties of ZnO

5.1 M agneto-transport theory

T he following known types of m agnetoresistance in sem iconductors should be considered rele

vant to  d ilute m agnetic sem iconductor systems. W hile m ost of them  are generic for semicon

ducting  m aterials, others are particu lar to  m agnetic systems.

Closed orbits magnetoresistance is a  classical positive m agnetoresistive effect, which arises 

in a m inim um  tw o-band p icture (see section E.4) from the  action of the  Lorentz force on the  

mobile carriers*. For carriers in closed orbits, th is  te rm  is of the  form:

p b + cH ^   ̂ ^

where a, b and c are param eters dependent on the  carrier p artia l conductivities (Ti,2 , and signed 

m otilities /?i,2 , like:

a = a i( j2 (/3i -  0 2 ^  (5.1.2)

b =  (cri+CT2)^ (5.1.3)

C =  (/?i(Ti + /?2(T2)  ̂ (5.1.4)

This contribution  is quadra tic  in low fields, and it sa tu ra tes (also in a  quadra tic  fashion) in 

high fields (see figure 5.1).

Open orbits magnetoresistance  is the  corresponding te rm  for open orbits, for which the  field 

dependence is quadratic  and  non-saturating:
AnOO

(5.1.5)

'There is no magnetoresistance in a single-band picture.
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Figure 5.1: An illustration of the various contributions tovi^ards the magnetoresistance in semiconduc

tors.

This is the most generic type of behaviour in systems with low carrier mobilities, at low magnetic 

fields and at high temperatures, for a very broad class of materials, and is illustrated on figure 

5.1.

While most ‘conventional’ types of magnetoresistive effects are positive in nature, negative 

magnetoresistance is not uncommon in semiconductors, where it is 2issociated mainly with im

purity conduction (Goto et al. (1995); Woods & Chen (1964)), or with magnetic scattering 

(Monsterleet et al. (1997)). In metals negative magnetoresistance has been attributed to mag

netic scattering, to weak localisation and to hopping conduction mechanisms (Belevtsev et al. 

(1998); Wang et al. (1999)). In a general band picture (for metals and for non-metals), it has 

been argued by Mott & Zinamon (1970), that if the conduction happens close to the Fermi 

le v e l\  the conductivity can be developed into Taylor series over electron energy, and the first 

few even-order terms kept (for reasons of time reversal symmetry):

a{B )  , 1 1 .
  —  -------------- +  0[(Me-B)"] (5.1.6)

E = E f(To (To 2 (Tq dE'^

where is the electron mobility. Therefore the sign of the derivative determines the sign 

of the magnetoresistance (negative magnetoresistance for positive derivative). Of course, in the 

Drude model, the conductivity derivative can be expressed in terms of the derivatives of the 

carrier concentration and the mobility as:

av
dE^

d'̂ n „ dn dfie 
Me + (5.1.7)

E = E pd E d E  dE^

Therefore, if the Fermi level of a system is situated in a minimum of the density of states and 

the mobility is either relatively constant or has a minimum, then the magnetoresistance can

^This is certainly true for metals, pseudogap^ materials, and sufBciently doped semiconductors.
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be negative. Apart from the above argumentation, there are types of magnetoresistance, which 

are not readily treated within the band picture.

Hopping conduction magnetoresistance is a negative contribution of the form (valid for small 

fields, which do not cause very significant level-shifts as compared with the hopping integrals 

or <  U):

=  - e H ^  (5.1.8)
P

where e is a tem perature and system dependent positive coefficient, which is commonly found 

(Belevtsev et al. (1998)), to  be proportional to This term  has physical relevance in the

case of very strongly disordered metals and semiconductors.

Ionised impurities magnetoresistance is a negative term due to spin-fiip scattering from 

singly-occupied localised states (usually with s =  ^). The term

-  c » h  ( 4  VP \ f

where /  =  is quadratic in low fields (Boon (1973)). The characteristic shape of the field 

dependence of this type of magnetoresistance is illustrated on figure 5.1.

Magnetic scattering magnetoresistance is a negative term  due to scattering from a param 

agnetic or ferromagnetic moments, which varies as like

= h M { H f  (5.1.10)
P

where h is dimensional coefficient th a t depends on the strength of say the s-d scattering in 

the system. The magnetoresistance due to  magnetic inclusions is expected to have similar 

magnetisation dependence, and so is the contribution from a domain structure in thin film 

geometry (Barabcish & Stroud (2001)).

For the particular case of scattering by a paramagnetic spin system, the magnetisation of 

which is not saturated by a strong applied field, the contribution is negative and quadratic:

a o ”® , (  9*m B
- ir = ‘(wTW})

where Oc is the asymptotic Curie tem perature and I is a system dependent constant (Monsterleet 

et al. (1997)). The characteristic shape of the field dependence for this type of magnetoresistance 

is shown on figure 5.1. Analogous term s in the Hall coefficients represent the spontaneous 

(anomalous) Hall effect. A typical shape of the magnetic field dependence is illustrated on 

figure 5.2.

Anisotropic magnetoresistance (AM R)' is commonly associated with the presence of sub

stantial d-band splitting and spin-orbit coupling in transition metals and alloys (for a review

^More appropriately spontaneous anisotropic magnetoresistance (Malozemoff (1985)).
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Figure 5.2: An illustration of the anomalous contributions towards the magnetoresistance and the 
Hall effect.

of early works see McGuire & Potter (1975)). In this case the magnetoresistance ratio is a 

function of the angle 9 , between the current and the magnetisation of the sample (meeisurecl in 

the film plane for thin films), and for crystalline samples has the form:

^ ^ A M R
= ^  A2i cos^\6) 

i=0,l
(5.1.12)

where A 2i are constants dependent on the density of d-like states at the Fermi level, sample 

quality, tem perature, etc. The phase angle is usually defined in such way that:

A 2  = P\\ -  P-L 
P i.

(5.1.13)

where || and J_ refer to the mutual orientation of the current density j  flowing through, and the 

magnetisation M  of the specimen. A typical angular dependence is illustrated on figure 5.3.
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Figure 5.3: An illustration of the anisotropic magnetoresistance contribution in a crystalline system.
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While in most common cases (polycrystalline alloys) only the first two term s survive, for 

oriented and single-crystalline samples, higher order in cos 9 term s may have to be included 

for proper description. The magnitudes of the am plitude coefficients have been the subject 

of many theoretical calculations, almost entirely for the case of 3d ferromagnetic metals and 

alloys (only as examples Khmelevskyi et al. (2003); Lopes et al. (2002); Malozemoff (1986); 

Potter (1974); Rijks et al. (1995)). More recent experimental observations of AMR effects 

in hopping conductors and semiconductors include the manganite family (Bibes et al. (2005); 

Lyanda-Geller et al. (2001); Ziese & Sena (1998)) and III-V semiconductors (Hayashi et al. 

(2000); Jungwirth et al. (2002, 2003))^.

It should be noted, th a t very anisotropic term s in the magnetoresistance are contained also 

in the open orbits magnetoresistance of normal metals (see for example Caroline (1969); Leo 

(2005); Young (1982)). The expected field and angular dependence is:

A „MRO
— ^—  =  hB ^cos^{9) (5.1.14)

and is conventionally used to detect open orbits in compensated metals for which He ~  rzh-

Angular oscillations of the magnetoresistance in quasi-one, and quasi-two-dimensional met

als are routinely used for the experimental characterisation of their Fermi surfaces (see as 

examples Blundell & Singleton (1996); Danner et al. (1994); Kartsovnik et al. (1991, 1992); 

Kobayashi & Osada (2005); Osada et al. (1996)) and has been well theoretically developed 

(Danner et al. (1994); Dragulescu et al. (1999); Lebed & Bagnet (1997); Lebed et al. (2004); 

McKenzie & Moses (1998); Nam et al. (2001)). The angular dependencies are often found to 

scale as cot 9 and 1 /  cos 9, and to  be very characteristic of the particular m aterial studied, how

ever, this effect should give negligible contribution for metals and semiconductors with normal 

3D dispersions.

In semiconducting systems (even in non-magnetic ones), the anisotropies of the band struc

ture, or in simple terms, the different extremal cross sections of the constant energy surfaces 

can potentially lead to substantial angular dependencies of the magnetoresistance. These would 

resemble AMR effects, but would also have some peculiar features. Namely, terms of large or

ders in cos 9 are to be expected for non-cubic crystalline systems, exhibiting non-monotonic and 

non-saturating field dependencies, and strong and carrier concentration-governed tem perature 

dependence. In analogy with the case of explicit Landau level formation fiB  > 1 mentioned 

in section 5.1, an exponential decay of the amplitude of the main oscillatory component is to

^Even more exotic types of anisotropic magnetoresistance have recently sparkled interest - the Coulomb 
blockade anisotropic magnetoresistance (Wunderlich et  al. (2006)) and the ballistic anisotropic magnetoresistance 
(Velev et  al. (2005)).
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be expected at high magnetic fields, due to  carrier localisation, combined with an initial rise, 

controlled by the tem perature T  and the atherm al scattering related Dingle tem perature Tq, 

yielding for the classical limit of jjB  <c 1 the scaling:

MRA
oexp

rrif,
tanh

g*mB
fc(T +  To)J

cos  ̂6 (5.1.15)
m* fc (T  +  Td ).

where the dimensionless coefficient o is a function of the carrier densities and mobilities in the 

system, as well as the anisotropies of the effective masses and mobilities.

Weak localisation magnetoresistance is another possible te rm ', which is associated with the 

weak localization phenomenon^, commonly observed in th in  disordered metal films (see for 

example Altshuler & Aronov (1981); Bergmann (1983b, 1986)). The explanation lies in the 

coherent backscattering (destructive or constructive interference of the backscattered electronic 

wave) of the conduction electrons from various forms of magnetic and nonmagnetic impurities 

and imperfections. The maximal theoretical correction to the resistivity is of the order of

2

for the 3D case or

Ap^DWL _  ^2n)t (5.1.17)

2 (27t)"A„ (5.1.16)

for the 2D case, where Am =  \ / ^  is the diffusive magnetic length and t is the film thickness. 

Both expressions yield resistivity change of about 10~^ fim for film thickness of 80 nm or 

magnetic field of 1 T, which is of the order of the magnetoresistive changes observed in the 

present study. At larger fields, the weak localization contribution to the magnetoresistance 

would, therefore, tend to the 3D case and yield field dependence weaker than  .

Details in the low field (usually below about 3 T) magnetoresistance can give information 

about the spin-spin (Amaral (1990); Wei et al. (1989)), and spin-orbit characteristic scattering 

times in non-magnetic metals (Bergmann & Horriat-Esser (1985)), ferromagnets (Dugaev et al. 

(2001)), semimetals (Woerlee et al. (1983)) and semiconductors (Hassenkam et al. (1997)). 

Detailed expressions for the 3D case are given by Bergmann (1982a):

1

2
where ctq =  is the conductance quantum and the function is defined as:

Hi
H

Hi
H

(5.1.18)

(5.1.19)

^Possibly the most modern one. The subject has been initiated in the early 80’s by Abrahams et al. (1979). 
For a review of the area (see Bergmann (1984)).

more physically correct name would be weak antilocalization.
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where Hi are characteristic fields, defined via the corresponding scattering times:

H 1
Hi =

AqD Ti
(5.1.20)

where D  is the diffusion coefficient (assumed isotropic). The relevant characteristic fields are:

H ,H x  =  H e l  +  H ,

H2 3 3
Hs =  2 _ f f g s  +  H[ 

2
+  Hi,o

(5.1.21)

(5.1.22)

(5.1.23)

(5.1.24)

where H^\ corresponds to  elastic scattering, Hin to inelastic scattering, Hss to  magnetic (spin- 

spin) scattering and Hso to spin-orbit scattering. Similar expressions are valid of the 2D case, 

when t < Am, with a different base function

(5.1.25)HJ \Hi^
leading to a modification of the low-field behaviour (Averkiev et al. (1999); Bergniann (1982b)). 

Examples of full theoretical calculation of the effective field parameters is the work of Pikus 

& Pikus (1996). An example of characteristic shapes of field dependencies of weak localisation 

magnetoresistance are illustrated on figure 5.4.

0.20

0.12

o 0.10

0.06

0.06

0.02

60 2 4 8 10 12 14

M agnetic field, arb. u.

Figure 5.4: An illustration of the weak localization magnetoresistance contribution in a disordered 
system.

The tem perature dependence of the amplitude of the weak localisation magnetoresistance 

is often approximated as
AaWL / r r \
 ocln —  (5.1.26)

^  \  /

where tt  = ^  is the thermal scattering (or therm al diffusion) time (Bergmann (1983a)).
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The weak localization magnetoresistance can also be very anisotropic. A standard reason 

for its anisotropy is dimensional crossover. For example, in the strong field regime, because of 

spin-splitting of conduction electron energies the weak localisation contribution can be positive 

and scaling as In  ̂ in two dimensions, and ^  in three (Grempel (1987); Lee &

Ramakrishnan (1982)). Upon rotation of the applied magnetic field of fixed magnitude, say 

out of the plane of a thin film, the geometry can be continuously varied between the two cases 

(Newson & Pepper (1985)).

Another reason for anisotropy of the weak localisation magnetoresistance is the anisotropy 

of the tensor of the diffusion coefficients D. In most experimental studies, this is commonly 

done in a controllable fashion in multilayer systems (Baxter et al. (1996); Fadnis et al. (1993)). 

It is reasonable to expect th a t crystal anisotropy would influence the diffusion coefficients and 

cause similar effects. This possibility has been theoretically investigated in artificial quantum 

well structures by Mal’shukov et al. (1999).

o.s

0.3

0.2

0.1

g -0.1
CO
a.
O) -0.2

-0.3
 ShdH Oscillations of MR

ShdH Oscillations of RHO  -0.4

-0.5
0 2 4 6 8 10

Magnetic Field, a. u.

Figure 5.5: An illustration of the oscillatory contributions towards the magnetoresistance and the Hall 
effect.

5.2 Sem im agnetic Sem iconductors

Much interest, both experimental and theoretical, has been sparked by the discovery of ferro

magnetism in a range of transparent oxides doped with a few percent of transition m etal cations 

(see for example Fukumura et al. (2005) and Dietl et al. (2000); Spaldin (2004) and references 

therein). Examples include T i02, Sn02, Hf02, ZnO and CU2 O doped with ions such as Cr, Mn 

Fe or Co. The ferromagnetism in these compounds is not an intrinsic, bulk property (Lawes 

et al. (2005)). Ferromagnetism appears only in thin films and nanocrystalline samples (Wang 

et al. (2006b)), prepared in conditions promoting extended solid solubility (Fukumura et al.

212



5. Z IN C  O X ID E 5.3  M a g n e to -tr a n sp o r t rep o r ts

(1999)). In some cases, at least, it seems to be associated with specific crystal defects, which 

have not yet been definitely identified (Elfimov et al. (2002); Sharma et al. (2003)). In other 

cases, transition metal clustering has been identified as the origin of ferromagnetic behaviour 

(Park et  al. (2004)). Homogeneous dopant distributions in bulk samples and in some thin film 

samples give rise to paramagnetism (Fukumura et  al. (2005)). Many of the oxides are transpar

ent conductors, where donor electrons populate an impurity band or occupy extended states at 

the bottom  of the conduction band. A key question that may determine the future utility of 

these remarkable magnetic materials is whether or not the conduction band is spin split, as it is 

in traditional n-type magnetic semiconductors such as EuS. A spin-split conduction band could 

be manifested in transport properties such as magnetoresistance or anomalous Hall effect.

5.3 M agneto-transport reports

While most experimental observations of the magnetoresistance of ZnO-based thin films report 

large positive effects (see for example Xu et al. (2006a,b)), the low temperature magnetoresis

tance of Zni_a;Coa;G:Al {x <  0.05) has been studied by Jin et al. (2001, 2002), and subdivided 

into a negative contribution close to zero field, attributed to weak electron localization effects, 

a positive contribution due to a field-dependence of the Thomas-Fermi radius and a negative 

term due to the decrease of spin-disorder at higher fields. Negative and predominantly isotropic 

magnetoresistance is often reported in Zni_xCoxO (x <  0.3), combined with a ‘Kondo-like’ min

imum in the resistivity and absence of anomalous Hall effect (Budhani et al. (2005)), or variable 

range hopping (VRH) non-activating behaviour of the resistance with temperature (Wang et al. 

(2006a)). Terms proportional to M^, or for the case of linear response of the localised para

magnetic spins, proportional to H^,  are included in the magnetoresistance in order to explain 

the observations in non-ferromagnetic samples. A model has been advanced and illustrated for 

the case of Z ni_ 3^MnxO:Al {x  =  0.03 and x  =  0.07), based on the k - p  approach including 

spin-orbit coupling and s-d exchange interactions (Andrearczyk et al. (2005)). Ferromagnetism  

or super paramagnetism found in inhomogeneous Co-ZnO magnetic semiconductor multi-layers 

(Ren et al. (2003); Yan et  al. (2004)), is accompanied by ‘butterfiy-like’ magnetoresistance 

curves at low temperatures, attributed to spin-dependent hopping. In thick epitaxial films it 

has been suggested that the magnetoresistance is due to magnetic-field-induced change in the 

Anderson localization length (Pakhomov et al. (2004)). While the question of clustering as the 

source of the ferromagnetism in some systems remains open, there is nevertheless evidence for 

successful formation of a two-dimensional electron gas in ZnMnO/ZnO heterostructure (Edahiro 

et al. (2003)) and experimental evidence for spin coherence ZnO thin films and epi-layers (Ghosli
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et al. (2005)). The creation of high mobihty ZnO thin film transistor by Fortunato et al. (2004), 

opens new prospects for spintronic applications based on this dilute magnetic semiconductor 

system.

5.4 M agnetotransport data

Resistivity curves for undoped and Co-doped ZnO films are shown on figure 5.6 and 5.7. The 

samples are near-degenerate semiconductors with a small tem perature-dependent activation en

ergy. Only below about 20 K is there much sign of carrier freeze-out. Hall effect meeisurements 

give a carrier density >  10̂ ® m~®.
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Figure 5.6: Resistance as a function of temperature for an Undoped ZnO sample, measured at zero 
applied field.
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Figure 5.7: Temperature dependence of the resistance of a 5 % Co doped ZnO 61m. Note the loga
rithmic temperature scale.

Magnetoresistance curves for the x  =  25% film show a butterfly curve (see figure 5.8),
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which corresponds to the 200 raT hysteresis observed in the magnetisation curve at the same 

temperature.

1.5x10"
- • - 3 5 2 C 2 5 0 1  @ 4 .2 3 K

m -S.OxIff*

-0.5•1.0 0.0 0.5 1.0

Magnetic Field T

Figure 5.8: Magnetic hysteresis of a 25 % Co doped ZnO thin film prepered in conditions analogous 
to the one system of figure 5.21.

A set of magnetoresistance for undoped, oxygen-deficient ZnO are shown as a function 

of temperature in figure 5.9, for fields of up to 5 T. A small, negative magnetoresistance is 

apparent below 20 K.
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Figure 5.9: Resistance as a function of field, at various temperatures (shown), for an undoped ZnO 
sample.

A complete set of data on the ferromagnetic sample with x  =  0.05 is shown on figures 5.10 

and 5.11.

Data on the paramagnetic 4 % sample is shown on figure 5.12. These extend to 20 T, and 

a good fit of the 3.5 K curve is obtained with the four terms. The main contributions are two- 

band magnetoresistance and ionised impurity scattering. Prom the fit to the expression for the
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Figure 5.10: Magnetoresistance of a 5 % Co doped ZnO film, demonstrating peculiar behaviour at 
low temperatures. The magnetic field is applied out of the plane of the film.
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Figure 5.11: Same as figure 5.10, with the magnetic field applied in the plane of the film.
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scattering from singly-occupied localised states, we find ^0 /  =  4.5 T, which corresponds to a 

moment of 1.1 ± 0 .1  /Ubj as expected. This confirms the origin of the negative magnetoresistance 

mechanism in the paramagnetic samples.
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Figure 5.12: A fit to the magnetoresistance of a 5 % Co doped ZnO film prepared at 600 °C, using a 
combined model, taking into account two band contribution and ionised impurity scattering.

On lowering the temperature to 1.2 K, Shubnikov de Haas oscillations appear in the magne

toresistance. Two series can be resolved (see figure 5.13), with periods in \ / B  of 0.30 T~^ 

and 0.05 T~^. The corresponding extremal areas of the Fermi surface are 3.2 • 10̂ ® and 

1.9 •10 '̂  ̂ m -2.
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Inverse Field T ’

Figure 5.13: Quantum oscillations in a 5 % Co doped ZnO film prepared at 600 °C, measured at 
T =  1.8 K. The peaks corresponding to two different extremal cross sections of the Fermi surface are 
indicated.

The ferromagnetic sample with x =  0.04 is of poorer crystalline quality, and no quantum  

oscillations were observed at low temperatures. A complete set of magnetoresistance data is 

sketched on figures 5.14, 5.15 and 5.16.
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Figure 5.14: Magnetoresistance of a 5 % Co doped ZnO film, with the Beld applied parallel to the 
current and in the plane of the film. The lines are fits to a two-band model.
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Figure 5.15: Magnetoresistance of a 5 % Co doped ZnO film, with the field applied perpendicular to 
the current and in the plane of the film.
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Figure 5.16: Magnetoresistance of a 5 % Co doped ZnO film, with the field applied perpendicular to 
the plane of the film.
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Data obtained for x = 0.25 at 2 K are included in figures 5.17 and 5.18. The data for dilute 

ferromagnetic samples are consistent with coherent spin-transport in a ferromagnetic matrix. 

The anhysteretic magnetic sample with x  = 0.04 shows signs of magnetic scattering (small 

negative magnetoresistance contribution) in low fields (see figure 5.15). The ferromagnetism 

here may be of the ’wandering axis’ or ’random anisotropy’ variety, with a short spin coherence 

length in zero applied field. Data for the x =  25 % films (see figure 5.8) suggest that spin- 

polarized electrons can tunnel coherently between well-separated cobalt clusters, which account 

for some in the cobalt in these materials.
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Figure 5.17: Magnetoresistance of a 25 % Co doped ZnO film, showing hysteretic behaviour at low 
temperatures.
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Figure 5.18: Magnetoresistance of a 25 % Co doped ZnO film, showing ‘butterfly’ shape, characteristic 
of the magnetic hysteresis of the Co clusters present in the system.

The mobility in all the present ferromagnetic samples is rather small (of order 20 cm^V“ ^s“ ^), 

and it decreases rapidly with increasing temperature. As a result, the magnetic term, i. e. equa

tion 5.1.10, in the magnetoresistance is small and generally well explaine by the simple two-band
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picture (see for example figure 5.19), and the anomalous Hall effect is practically unmeasurable. 

In other words, s-d scattering is not dominant in this system.

As an example of a possible application an optically transparent bi-layer with modulation of 

the coercive field may be given (rectification properties are demonstrated of figure 5.20, while 

magnetisation and transport properties are completely dominated by the more Co-rich layer as 

shown on figure 5.21).
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Figure 5.19: Magnetoresistance of a 5 % Co doped ZnO film, demonstrating dominant two-band 
contribution at low temperatures.
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Figure 5.20: I — V  characteristic of a bi-layer structure (5 /  25 % Co doped ZnO). The percentages 

shown, designate relative illumination with a Xe arc lamp (see appendix A.5).

5.5 A1 co-doping

Additional insights for the behaviour of the ZnO:Co system are gained by co-doping with Al. 

A1 being a donor in this system, greatly increases the carrier concentration, thus allowing a
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Figure 5.21: Magnetoresistance of a bi-Iayer structure (5 /  25 % Co doped ZnO), showing ‘butterfly’ 
shape, characteristic of the magnetic hysteresis of the Co clusters of the 25 % Co doped layer.

study of the transport and m agneto-transport a t different positions for the Fermi level. The 

electron gas in this system can be made fully degenerate (as evidenced by metallic tem perature 

behaviour of the resistivity), with as little as 1 % of additional A1 co-doping as illustrated on 

figure 5.22. It becomes evident also th a t the role of Co is not only to  be an isovalent substitute

Figure 5.22: An illustration of the degeneration of the electron gas upon increasing of the carrier 
concentration via A1 co-doping.

for Zn^+, but rather to  produce deep traps within the energy gap (see table 5.5). There is 

evidence, as well, th a t films prepared on different substrate orientations, apart from growing 

with a different crystallographic texture, also have a slightly different electronic structure.

The A1 co-doping becomes inefficient once the electron gas is fully degenerate, as shown on 

figure 5.23. And this may be attribu ted  to a non-parabolicity of the conduction band at high 

fillings.
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n X 10^^, cm ® R-cut A I 2 O 3 C-cut A I 2 O 3

ZnO 0.81 2.90
Zn0 .9 5Co0 .0 5 O 0.42 0 . 1 1

Z n 0 . 9 5 C o 0 . 0 5 O A l 0 . 0 0 2 2 . 2 2 3.73

Table 5.1: Apparent carrier concentrations in various ZnO thin films deposited on C-cut and 
R-cut sapphire.
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Figure 5.23: Apparent carrier concentration as a function of nominal AI concentration. Note the 
saturation over about 0.2 % nominal Al content.

At high doping levels (large carrier concentrations), the low-lying states in the conduction 

band become occupied and inaccessible for optical transitions. This causes an apparent band 

gap widening (Burstein-Moss effect). This is illustrated on figure 5.24. The expected functional

0.1
?

•  ZnCoAIO
 r -  0.66(5)

r* 0.33 
m* = 0.26(3) m.

0.01

0.01 0.1 101

n „ x 1 0 ” (an ^ )

Figure 5.24: Illustration of the Burstein-Moss shift in Al co-doped ZnCoO.

dependence:

A£g =  ^ x ( 3 7 r V ) ^  (5.5.1)
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is well satisfied within the experimental error and yields a mean harmonic mass defined as:

—  =  —  +  ^  (5.5.2)
m* m* mJi

with a value of m* =  0.26(3) which is in good agreement with the accepted values for 

rrie =  0.23 and mh =  0.59 for Al-doped ZnO.

Weakly co-doped films show normal semiconducting tem perature activation of the carriers 

(see figure 5.25), though, the activation energy (7.9 meV) is strikingly different when compared 

with a undoped ZnO film (2.9 meV) as illustrated on figure 5.26.

-•-2 1 7 Z C A I2 { 0 .1  %AI) 
Linear Fit 

A = -9.44(3)
B = -17.2(4)
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Figure 5.25: Activation of the carriers in 5 % Co doped, 0.1 % A1 co-doped ZnO film. The activation 

energy is 7.9 meV.
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Figure 5.26: Activation of the carriers in undoped ZnO fllm. The activation energy is 2.9 meV.

The field dependence of the Hall effect shows no sign of anomalous contributions for all 

compositions, within the experimental uncertainties. For an example see figure 5.27.

The Hall coefficient shows weak tem perature dependence for all but the very dilute composi

tions (see figure 5.28), as expected for a quasi-degenerate electron gas. The magnetoresistance
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Figure 5.27: Hall resistance of a 5 % Co doped, 0.5 % A1 co-doped ZnO film. Note the miniscule 
changes of the gradient with temperature.
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Figure 5.28: Hall coefficient as a function of temperature for a series of different A1 co-dopant concen
trations.
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is dominated by the weak localisation contribution (see figure 5.29) and can vary substan

tially with small variations of the film thickness, because of the dimensional crossover already 

mentioned in section 5.1.

1sM
■<fl
£o
oc
o>
(0
2

-10

-12
0 2 10 124 6 8 14

Field T

Figure 5.29: Magnetoresistance measured at T =  2.0 K , for a series of different A1 co-dopant concen
trations.

In conclusion, the magnetoresistance in a variety of doped and undoped ZnO samples, can 

be explained in terms of four elementary terms. The above results suggest th a t co-doping 

with A1 may not improve the magnetoresistance. Co-doping th a t creates deep traps will only 

exacerbate the scattering. This might be done by controlling the defects entailed by oxygen 

substoichiometry to give small, but highly mobile carrier concentrations. If these defects are 

responsible in some essential way for the ferromagnetism, prospects for useful magnetoresistive 

functionality may be dim.

5.6 AMR data

The angular dependence of the magnetoresistance is the second best transport method to study 

the anisotropy of the Fermi surface, when ShdH oscillations are nonexistent, due to, for example, 

low mobility of the material system studied. The use of high magnetic fields gives the ability 

to differentiate between the different effects present.

Simple harmonic scaling with the out of plane angle is to be expected when the dominant 

high-field transport mechanism is scattering from ionised impurities. This is, indeed, the case 

for moderate levels of Co doping in ZnO, as evidenced by figure 5.30. The shape of the curves 

remains practically unchanged.

The situation is dramatically different at large Co concentrations when there is a very 

significant formation of Co clusters giving rise to a non-negligible AMR effect which alters the
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Figure 5.30: Resistance of a 5 % Co doped ZnO film prepared at 600 °C, as a function of magnetic 
field at various angles out of plane of the film, measured at T = 1.8 K.

behaviour of the total magnetoresistance with angle. Similar situation is visualised at figure 

5.31 for a 25 % Co-doped ZnO sample.
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Figure 5.31: Resistance of a 25 % Co doped ZnO film prepared at 500 °C, as a function of magnetic 
field at various angles out of plane of the film, measured at T = 1.8 K.

Rotation of the applied magnetic field in the plane of the thin film gives rise to what 

resembles anisotropic magnetoresistance. An example for a particular field and temperature is 

shown on figure 5.32. Apparently, fits to the data using expression 5.1.12, can still be done, 

independently of whether or not, the observed effect is AMR or another magnetoresistance 

anisotropy. The coefficients of the different orders of cos 0, can then be annahsed as functions 

of field and temperature, by performing the corresponding angular scans. Results for the first 

two orders coefficients are presented on figures 5.33 and 5.34, for a 4 % Co-doped ZnO sample 

at T  =  2.0 K. They, obviously, do not correspond well to the naively expected scaling of 

the AMR coefficients with the square of the magnetisation, illustrated on figure 5.35.
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F ig u re  5.32: Angular dependence of the anisotropy of the raagnetoresistance for a 4 % Co doped ZnO 

film, m easured at T  =  2.0 K and ^ o H  =  1 T.
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F ig u re  5.33: Field dependence of the second order anisotropic conductance coefficient for a  4 % Co 

doped ZnO film.
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F ig u re  5.34: Field dependence of the fourth order anisotropic conductance coefficient for a 4 % Co 

doped ZnO film.
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Figure 5.35: Intuitive expectation for the field dependence of the second order anisotropic magnetore- 
sistance coefficient, at low temperature.

The tem perature dependence of the second order conductance coefficients is even more 

spectacular, showing a well defined, and virtually sample independent, extremum at about 3 K, 

as evidenced by figures 5.36 and 5.37. The fourth order coefficient, however, exhibits no

0.0

ZnCoO (5 %) 
^ H = 1 T

-1.4x10"

Tem perature T, K

Figure 5.36: Temperature dependence of the second order anisotropic conductance coefficient for a 5 
/  25 % Co doped ZnO bi-layer film.

such an extremum, as shown on figure 5.38. It thus becomes clear, tha t the observed effect is 

related to anisotropy of the electronic structure, rather than  conventional AMR.

The field and tem perature dependence of the second order coefficients for three different A1 

concentrations of 0, 0.2 and 1.0 %, are shown on figures 5.39, 5.40 and 5.41, respectively. The 

data  for the intermediate A1 doping levels is not shown as it consists of trivial experimental 

zeros, which brings about the idea of a purely electronic effect, varying in magnitude with the 

occupation of the available states is changing upon the change in carrier concentration.
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Figure 5.37: Temperature dependence of the second order anisotropic conductance coefficient for a 4 
% Co doped ZnO film.
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Figure 5.38: Temperature dependence of the fourth order anisotropic conductance coefficient for a 4 
% Co doped ZnO film.
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Figure 5.39: Field temperature scaling for the second order anisotropic conductance coefficient for a 
4 % Co doped ZnO film.
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Figure 5.40: Second order anisotropic resistance coefficient as a function of field and temperature, for 
a 0.2 % Al co-doped, nominally 5 % Co in ZnO sample, deposited on c-cut sapphire.
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Figure 5.41: Second order anisotropic conductance coefficient as a function of field and temperature, 
for a 1.0 % Al co-doped, nominally 5 % Co in ZnO sample, deposited on c-cut sapphire.
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It is possible, also for samples with sufficiently high mobility, to map all anisotropic con

ductance coefficients up to sixth order in cos0, as shown on figures 5.42, 5.43 and 5.44.
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Figure 5.42: Second order anisotropic conductance coefficient as a function of field and temperature, 
for a 0.2 % A1 co-doped, nominally 5 % Co in ZnO sample.
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Figure 5.43: Fourth order anisotropic conductance coefficient as a function of field and temperature, 
for a 0.2 % Al co-doped, nominally 5 % Co in ZnO sample.

The scaling with field and temperature can then be compared with the suggested form of 

equation 5.1.15, for two exemplary cases - electron effective mass m* =  0.24 rrie in ZnO and 

Dingle temperature of 7b =  5 K, as demonstrated on figure 5.45; and hole effective mass of 

m* =  1.21 me and Dingle temperature of To =  20 K, shown on figure 5.46.

It may be argued that there is a reasonable correspondence between the theoretical scahngs 

and the measured ones on at least two different occasions. Thus the magnetoresistance angular 

oscillations, can in principle be used to compare theoretical data for the realistic electronic
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F ig u re  5.44: Sixth order anisotropic conductance coefficient as a  function of field and tem perature , 

for a  0.2 % A1 co-doped, nominally 5 % Co in ZnO sample.
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F ig u re  5.45: M agnitude of the second order anisotropy coefficient as a  function of applied m agnetic 

field for the tem peratures shown. The electron effective mass is fixed a t m* =  0.24 tr ie , and the Dingle 

tem perature is chosen to  be To =  5 K.
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Figure 5.46: Magnitude of the second order anisotropy coefficient as a function of applied magnetic 
field for the temperatures shown. The electron effective mass is fixed at m* =  1.21 m e ,  and the Dingle 
temperature is chosen to be Td =  20 K.

stru c tu re  of the  m aterial, provided a detailed calculation of the  corresponding pre-factors is 

executed.

5.7 M agnetisation  D ata

Further evidence for the  existence of hcp-Co m etal clusters, ap a rt from the  Co^'*' ions dissolved 

in the  host m atrix , is presented by the  low tem p era tu re  m agnetisation m easurem ent. F igure 5.47 

illustrates the  unreduced (not raw) experim ental m agnetisation curves a t various tem peratures 

between 1.8 and 300 K. A zoom-in a t the  low field p a rt of the  da tase t (see figure 5.48) a t the
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Figure 5.47: Magnetic moment as a function of temperature for a 5 % Co doped ZnO film on AI2 O3 

substrate, prepared at 450 °C. The individual curves are measured at the temperatures indicated.

two extrem e tem pera tu res reveals the  developing of coercivity, which m ay be considered as a
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sign of the presence of Co clusters in the system.
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Figure 5.48; Low field part of the data set shown on figure 5.47, at the extreme temperatures. Note 
the very different magnetisation behaviour in the two cases.

In order to reduce the data  further, the high field slopes would normally be substracted 

from the individual curves. A more reliable procedure is to  first find the distribution of slopes, 

and if th a t is sufficiently flat, as illustrated on figure 5.49, to substract the average slope from 

the entire dataset.

-l.^jxIO '

Slope (emu/Oe)
-1.45x10

1.50x10^
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o  -1.60x10^

E  -1.65x10

■1.70x10
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Temperature T, K

Figure 5.49: High field slopes of the magnetic moment vs temperature curves from figure 5.47, showing 
essentially constant with respect to the measurement errors value of 0.154 Am^/T.

The result from such a procedure, which with a great deal of confidence, ensures th a t the 

purely diamagnetic contribution of the substrate is substracted correctly, is shown on figure 

5.50.

The saturating part of the magnetic moment can then be extracted and plotted separately 

on an inverse tem perature scale, in order to  resolve the ferromagnetic and paramagnetic con

tributions to  the magnetisation curves, as illustrated on figure 5.51 It should be noted that
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Figure 5.50: Magnetic moment as a function of temperature for a 5 % Co doped ZnO prepared at 
450 °C, after substraction of the diamagnetic contribution of the substrate.

the  param agnetic com ponent also sa tu ra tes a t high fields and low tem peratures. T he resulting 

Curie constan t of th e  param agnetic com ponent and to ta l m agnetic m om ent value for the ferro

m agnetic com ponent can be then  used to  deduce th e  ratio  of the masses of Cô "*" ions and Co 

m etal in clusters. For th is exam ple, th is ra tio  is 3:1, in favor of the Co m etal clusters.
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Figure 5.51: Saturating moment at n o H  =  5 T  as a function of inverse temperature, as extrsicted 
from the data set of figure 5.50. Note the paramagnetic and the ferromagnetic contributions.
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From the  tem p era tu re  activation of th e  coercive field m easured, an evaluation of the  energy 

scale involved can be m ade (in th is case uniaxial m agneto-crystalline anisotropy). This can be 

com pared to  known values for the  uniaxial m agneto-crystaUine anisotropy of bulk Co. In  this 

fashion a rough estim ate  of th e  Co cluster size can be made. In th is exam ple, the  deduced 

average size is abo u t 8 nm.

In th is way, by employing conventional m agnetisation m easurem ents, strong circum stantial

235



5. ZINC OXIDE

E

1:“

>  40

Data
Exponential Fit

3.3 ±2.6 mT
66.7 t3.a mT
19.5 12.8 K

T em peratu re  T. K

Figure 5.52: Temperature dependence of the coercive field for the data set shown on figure 5.50. 
Note the pronounced exponential behaviour and the coercivity offset due to the hysteresis of the 
superconducting magnet used for the measurements.

evidence for the formation of Co metal clusters in the candidate for dilute magnetic semicon

ductor material Co:ZnO is found.
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Chapter 6

M agnetism  of Carbon

6.1 B rief account o f th e m agnetism  of Carbon

The magnetic properties of graphite and other structures composed of graphene-like sheets are 

a subject of renewed scrutiny, following reports of internal field Sercheli et al. (2002) and Han 

et al. (2004) in graphite, ferromagnetism Esquinazi et al. (2002) in graphite, proton-irradiated 

graphite Esquinazi et al. (2003), disordered graphite Holme et al. (2004) and Makarova et al. 

(2001, 2003); Wood et al. (2002) fullerenes, and even superconductivity^ Kempa et al. (2000); 

Kopelevich et al. (2003b) in graphite. It is difficult to  be sure th a t small ferromagnetic moments 

are intrinsic effects in view of the ubiquity of low-level contamination of samples and addenda 

by traces of ferromagnetic iron or magnetite. There is also evidence, th a t magnetism can be 

induced by spin-polarised charge transfer at the interface between a ferromagnetic metal and 

carbon nanotubes C&pedes et al. (2004) or a graphite sheet Ostling et al. (1997). A variety of 

magnetic behaviours have been predicted theoretically for graphene-based carbon structures. 

For example, antiferromagnetism has been argued to  exist theoretically in stacked nanographite 

(Harigaya (2001); Harigaya & Enoki (2002); Harigaya et al. (2001)).

The m agneto-transport properties of graphite are also a subject of renewed interest, fol

lowing the theoretical speculation (Khveshchenko (2001a,b)) and experimental observation 

(Kopelevich et al. (2003a)) of what is argued to  be magnetic field induced excitonic insulator 

transition, as well as true two-dimensional character of the electron gas, leading to  quantum 

Hall effect, as conventionally observed in artificial gated high-mobility structures (originally 

discovered by v. Kiltzing et al. (1980), and consecutively theorised by Laughlin (1981) and 

Halperin (1982)). The unconventional m agneto-transport data  has later been attributed  to  pe-

' This is different from the superconductivity found in some graphite intercalated compounds, like for example 
C-S (see da Silva et al. (2001)).
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culiarities of the graphite electronic structure modelled within the two-carrier framework (Du 

et al. (2004, 2005)).

Carbon-based solids are normally diamagnetic (Haddon (1994); Ramirez et al. (1994)), 

known exceptions being the paramagnetic behaviour of very disordered structures, like for 

example, glassy carbon (Wang et al. (2002)) and carbon nanofoam (Rode et al. (2004)). The 

main contribution is orbital diamagnetism from electrons confined in closed orbits, including 

the inner electron shells:

f^oTh =  ( 6 -1 . 1)
OTTIq

where N  is the number of atoms per unit volume, q and me are the charge and the mass of 

the electron and = 47rlO“ ^TmA“  ̂ is the free space permeability, (r?) is the mean square 

radius of the orbit in the xy  plane, perpendicular to the applied field direction z. k is the 

dimensionless SI susceptibility, which cannot exceed —1. For most solid elements it is in the 

range —10~® . . .  — 10“ ®. Diamond has k =  —2.2 • 10“ ®. Compounds with benzene rings exhibit 

stronger diamagnetism because the 7r-electrons are confined in larger orbits. This helps to 

explain why the susceptibility of graphite is so anisotropic, with a value of —2.6-10“  ̂ when 

the field is applied along the c-axis, but the in-plane susceptibility of —3.8 • 10“ ® is less than 

th a t of diamond. Apart from macroscopic magnetisation, the magnetic susceptibility and its 

anisotropy can be inferred from NMR^ and EPR^ (see for example Goze-Bac et al. (2002)).

Further contributions to the susceptibility arise from the conduction electrons. In a magnetic 

field, the electronic energy levels condense into a few, highly degenerate Landau levels. The 

Landau diamagnetic susceptibility for the free-electron gas:

«L =  (6.1.2)

is precisely one third as large as the Pauli paramagnetic susceptibility k p , but of opposite 

sign.Landau & Livshitz (1982) Here Tp is the Fermi tem perature and Nc is the  conduction 

electron density. More generally the ratio k l /^ p  is (l/3)(m e/m *)^, because the Landau term  

depends on the effective mass m*. When m* is small, the diamagnetic contribution can out

weigh the paramagnetic one. Generally, the division of the different terms in the susceptibility 

into diamagnetic and paramagnetic is gauge dependent, and therefore has no real physical sig

nificance (see for example Haddon (1994)). As the Landau levels are swept through the Fermi 

level, characteristic de Haas - van Alphen (dHvA) oscillations appear in the low tem perature 

susceptibility.

^Nuclear Magnetic Resonance
^Electronic Paramagnetic Resonance
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The electronic structure of nanotubes depends on their radius and chirality. A tube is 

represented by a pair of integers (n, m) or the chiral vector L =  n a  +  m b, along which the 

tube is wound from t'" ‘ ----- '--------' ---- '— ......... ^ -----  -̂--------- ~ periodic boundary

Annchi
edge

Zig-zag edge

Figure 6.1: The coordinates on a graphene sheet.

conditions in this form, the structure can be calculated by means of a tight-binding model and 

the band structure of a 2D graphene sheet. A k- p  method or effective mass approximation is also 

successful in describing a variety of electronic properties, including electronic wave interference 

patterns (Harigaya et al. (2002)), the Aharonov - Bohm effect (Bachtold et al. (1999)) and the 

bulk value of the diamagnetic susceptibility of ensembles of nanotubes (Fujiwara et al. (1999)).

The bulk magnetic susceptibility has not been measured for single-walled specimens for 

a specific n  and m. Often measurements have been performed on very assorted mixtures of 

nanotubes (Bandow (1996); Bandow et al. (2001)). Single-walled nanotubes are grown using 

a transition-m etal catalyst which forms a particle at the end of the tube. The ferromagnetic 

signal from these iron or cobalt particles may obscure the response of the tube itself. The 

orbital moment may, though, be deduced from the conductance through a gated nanotube 

in an applied magnetic field. The values of the orbital moment axe estim ated to be 10. . .  20 

Bohr magnetons (Minot et al. (2004)). D ata are available, however, for multi-walled tubes 

which are mixtures of tubes of different radii and chirality. Heremans et al. (1994); Ramirez 

(1994) The anisotropy of the susceptibihty and the spin gyro-magnetic ratio was studied on 

partially oriented ensembles Chauvet et al. (1995); Likodimos et al. (2003); Tsui et al. (2000) 

and the tem perature dependence of the perpendicular component of the magnetic susceptibility 

is explained in term s of a simple two band electronic structure. Kotosonov (1999); Kotosonov 

& Kuvshinnikov (1997) The analysis of the existing da ta  on magnetisation of ensembles of 

nanotubes is compUcated by the following factors.
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(а) The magnetisation of the ensemble is generally non-linear with field (which may be due 

to ferromagnetic impurities at small fields, or intrinsic, due to size effects in the tubes at 

high fields).

(б) The anisotropy of the magnetisation has to be inferred from partially oriented samples.

(c) The magnetisation exhibits substantial tem perature dependence, which may be different 

for different partial orientations.

{d) is difficult to acquire substantial amounts of ultra-high purity nanotubes.

In contrast to  the magnetisation measurements, which are very difficult to realise on a single 

nanotube, transport measurements have been reported multiple times on individually contacted 

samples with and without gate electrodes (see for example Minot et al. (2004) and Biercuk et al. 

(2004)).

Hereafter, a minimal amount of theoretical background is given, necessary for the under

standing of the magnetic and transport properties of carbon polymorph samples studied.

6.2 T heoretical and E xperim ental C onsideration on th e  
D iam agnetism  of G raphite

6.2.1 H istorical remarks

Unlike its crystallographic structure (see figure 6.2), the electronic structure and properties of 

graphite has been a subject of a very large number of publications. The suggestion tha t the 

small effective mass of semimetallic systems like bismuth and graphite, may be the source of 

their large diamagnetic susceptibilities has been systematically studied by Adams (1953).

0.337 nm

-0.4

0.3

Figure 6.2: The crystallographic structure of graphite.
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In the early models of the diamagnetic susceptibility of graphite, the majority of efforts have 

been devoted to describing the anisotropy and temperature dependence of the susceptibility 

based on different models for the electronic structure, by using the dispersive relations in the 

graphene planes:

^d'^Ed'^E /  d'̂ EMb (
1 2 7 r ^  V I dk  ̂ dk  ̂ V dkxdki | i d » k  (6.2.1)

and analogue ones for the case of external magnetic field being applied in the plane of the 

structure (see Hove (1955); McClure (1956) and references therein) and averaging using the 

Fermi-Dirac statistics.

Later the k ■ p method has been applied together with the tight-binding approximation to 

describe the band structure, both near the edges of the Brilloin zone, and deeper in the zone 

(McClure (1957)), and reproduce the main features of the experimental data on de Haas - van 

Alphen Effect and cyclotron resonance (McClure (1960); Nozieres (1958); Sharma et al. (1974)).

The energy band structure and the Fermi surface of graphite (sketched on figure 6.3) have 

been a subject of a very large number of publications, only as examples the following may 

be mentioned (Dresselhaus & Mavroides (1964); McClure (1964); Soule (1964); Tatar & Rabii 

(1982); Woollam (1971b)). In summary, the electron and hole Fermi surfaces are highly elon

gated and are aligned parallel to the c-axis of the crystal structure, with anisotropy coefficient 

of about 12:1, and appreciable trigonal warping. The surfaces are not ellipsoidal, and an effec

tive mass model is only a rough approximation, being about 0.06 nie and 0.04 rUe for majority 

electrons and holes, respectively. The carrier densities are about 3 • 10̂ ® cm“  ̂ or less, at low 

temperatures. Minority carriers are also present with masses 0.0023 rrie for holes, and 0.017 rrie 

for electrons, and a concentration of about 6- 10^^cm“  ̂ (see McClure (1958)). The spin-orbit 

interaction constant have been estimated at 10“  ̂ eV by Woollam (1970).

6.2.2 de Haas - van A lphen and Shubnikov - de Haas oscillations

Early studies of the thermodynamic and kinetic oscillatory effects in graphite (see Berlincourt 

& Steele (1953) and references therein), have employed simple data processing routines. In 

most cases only the frequency information has been retained, as extraction has been performed 

by peak selection and of the extrema (both minima and maxima) of the oscillatory components 

of susceptibility and resistance, among other physical properties measured. Generally, series of 

the form:

J T ' O y y j *  1

y = Y .  ^ 0  {B, T, m l , E f )  + a\ {B,T,  m*,Ef )  sin ( 2 ^ - ^ ^  +  ( ( 6 .2 .2 )
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Kz

® M '

Figure 6.3: The crystallographic structure of graphite.

where y is the physical property of interest, Oq and a \  are ofset and am plitude functions, m* 

are the effective masses, and E f  are the offsets of the constant energy surfaces measured (from 

either the bottom  of the conduction band, for electrons; or the top of the valence band, for 

holes) corresponding to the i-th  quasiparticle type present in the system, and 0^ are phase 

offsets, which depend on both the quasiparticle and the oscillatory effect under consideration.

Later investigations have employed the Lifshitz - Kosevich theory of oscillatory galvanomag- 

netic effects in metals with 3D dispersions (see for example Soule (1958); Soule et al. (1964b)). 

It is customary to normalise the measured magnetoresistance by the Hall coefficient and denote 

it as G. The oscillating part of G can be then w ritten as:

2 m *  k { T  +  T d ) '
G = exp

I % p=l
PTT

me
. , - 1 1  oTn^ k T  \  /  1

S m h  OTT —  -------------— c o s  ZTTP— —
m^g*^i-B,BJ \  q h B

(6.2.3)

where B  is the external magnetic field, Cj and bip are constant coefficients in the Fourier-like

expansion, m* are the effective masses describing the quasiparticle indexed by i, Ai are the

extremal Fermi surface cross sections (in units 9i are the corresponding phase offsets,

and Td IS the Dingle tem perature defined as:

Td =  (6.2.4)
TTrCTa

where Ta is an athermal characteristic scattering time. The extremal cross sections and the 

energy offsets E f  are related as:

Ai = m * E f  (6.2.5)

and E f  can be related to the carrier densities rij in the free-electron gas approximation:

^  (6-2-6)
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6. M AG NETISM  OF CARBON 6.2 Theoretical Consideration

and the offsets thus correspond to the Fermi levels for the respective quasiparticles measured 

with respect to the corresponding band edge.

In the derivation of the series 6.2.3, several im portant assumptions have been made. F irst, 

the thermal broadening must be smaller than  the magnetic energy level separation or:

k T
 ^  1 (6.2.7)

Second, the tem perature should be much lower, as compared to  the Fermi tem perature, so th a t 

Fermi-statistics is valid:
k’T^  «  1 (6.2 .8)

Third, the number of quantum  levels below the Fermi level must be large, in order for the 

Fresnel integrals used in the derivation to  be readily evaluated at infinity:

<  1 (6.2.9)

Therefore, strong magnetic fields, low tem peratures, and high Fermi levels, significantly simplify 

the analysis of the galvanomagnetic data.

Later studies have extended to high hydrostatic pressures (Anderson ef. al. (1967)), modi

fications produced by neutron irradiation (Cooper et al. (1970)), and High magnetic fields of

about 10 T  (Woollam (1971a)). Spin splitting has been studied by Woollam (1970). Recently, 

multiple oscillatory effects have been measured by Ocana et al. (2003), and phase analysis of 

the quantum  oscillations has been performed by Luk’yanchuk & Kopelevich (2004).

6.2 .3  M agn etic  Zener B reakdow n

In analogy with the electrical Zener effect, occurring when the externally applied electric field 

£ is strong enough, so that:

>  1 (6 2̂ .10)

so th a t the potential difference accumulated by an electron when tunnelling between two crystal 

planes, situated a distance of a apart, becomes comparable with the energy gap, and therefore, 

direct impact ionisation becomes possible; a magnetic Zener effect can be envisaged (see Ziman 

(1965)). Detailed reviews of the formalism of the full quantum theory of the Zener effect are 

available (Carlo et al. (1994); Quade et al. (1994)).

The condition for magnetic Zener breakdown can be similarly w ritten as:

> 1 ( 6 .2 .11)
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which is readily satisfied only for very high magnetic fields or very narrow gaps in the quasi

particle spectrum. When the condition 6.2.11 is satisfied, it becomes possible one quasiparticle 

in the crystal to tunnel into the states belonging to another one, thus forming a ‘combined’ 

trajectory over the Fermi surface^. In principle, the election wavefunction does have different 

symmetries depending on whether or not strong electric or magnetic fields are applied, and their 

mutual orientation (Zawadzki & Kowalski (1971)). For example, strong transverse electric field 

can destroy the Landau diamagnetic quantisation, while retaining the Pauli susceptibility. It 

is also possible for a strong magnetic field to cause semimetal-semiconductor transitions, by 

opening a gap in the density of available states upon explicit Landau level formation.

6.3 D iam agnetism  of G raphite

In order to check the speculations about room temperature ferromagnetism in graphite, as 

described in the introduction, several samples of different grades HOPG were examined. Rep

resentative results for ZYB grade HOPG are shown on figure 6.4. Only one of eight samples 

shows any saturating component of the magnetisation at 300 K. This fact leads to the conclusion 

that the effects are most likely spurious and due to low-level contamination.

ZYB a t 300 K
— • — Parallel-min
— • — Perpendicular-m ax
— • — Perpendlcular-min
— • -  Parallel-max

1.0

0.5

0.0

«  -0.5

- 1.5
-4 •3 •1 0 2 3 4 5•2 1

Magnetic Field T

Figure 6.4: Magnetisation of HOPG (grade ZYB) in different orientations, measured at 300 K.

Though the susceptibility of graphite is has been used as a measure of its crystalline quality 

(Fischbach (1961); Pinnick (1954); Pinnick & Kiive (1956)), the relative variations are small as 

can be seen by comparing figures 6.4 and 6.5.

The magnetisation when the field is applied parallel to the c axis is predominantly linear. 

The characteristic for the quasi-free electron gas de Haas van Alphen oscillations can be sensed
^This effect should not be confused with the influence of magnetic field on the inter-band tunnelling (see 

as examples Argyres (1962); Bernard et al. (1968); Calawa et al. (1960); Chynoweth et al. (1960); Haering &: 
Miller (1961); Roth et al. (1966)).
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Figure 6.5: Magnetisation of HOPG (grade ZYH) in different orientations, measured at 300 K.

ZYH at 300K
— • — Parallel
— Perpendicular

at low tem perature as dem onstrated on figure 6.6. The in-plane susceptibility is much smaller, 

as shown on figure 6.7, and therefore a very small saturating component can be resolved. The 

fact th a t such behaviour is not present at high tem peratures leads to two possible explanations. 

Either the trace impurities are becoming ferromagnetic at very low tem perature (which is 

not expected for the most common im purity - Fe) , or paramagnetic moment due to loose 

spins concentrated on defects of the crystalline structure is saturating, following the Langevin 

function, a t low tem peratures and high magnetic fields.

1.0

i s  0.5

I
S'
g 0.0
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Figure 6.6: Magnetisation of HOPG (grade ZYA) with field applied along the c-axis, measured at 
1.8 K. The inset shows the oscillating part of the magnetisation, after the substraction of the linear 
susceptibility slope.
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Figure 6.7: Magnetisation of HOPG (grade ZYA) with the field applied perpendicular to the c-axis in 

different orientations, measured at 1.8 K K. The inset shows the saturating part of the magnetisation, 

after the substraction of the linear susceptibility slope.

6.4 C onventional m agneto-transport

The conventional transport and magneto-transport in graphite has long been a subject of inter

est, 8.S a reference point for the transport properties of semimetals in general (see for example 

Kinchin (1953) and Morelli & Uher (1984) and references therein). In the low scattering limit, 

and for fields for which, there is no explicit Landau quantisation, i.e.:

<  h u jc  <  k T  (6.4.1)

there exists a large magnetoresistance, in graphite, which is determined by the low carrier 

concentrations and their small effective masses. The resistive p x x  and Hall p x y  components 

of the resistivity tensor can be modelled by using, for example, a multi-carrier model (see 

E.4), taking into consideration the dominating carrier types in graphite. Experimental results, 

together with fits performed simultaneously on the field dependencies, at various tem peratures, 

of the resistive and Hall components, are visualised on figures 6.8 and 6.9, respectively.

It should be noted that, as expected, the fits become progressively worse with the lowering 

of the experimental tem perature, because of the onset of Landau quantisation. The choice of 

experimental tem peratures and field is far from trivial, without external information about the 

electronic structure. The arbitrariness of this choice is demonstrated on figures 6.10 and 6.11, 

where excellent fits are obtained in a severely limited field interval. The effective masses 

used (the effective masses are not linearly independent form the carrier concentrations and the 

scattering times) are: 0.06 me, for majority electrons; 0.04 me, for m ajority holes; and 0.02 me, 

for minority holes.
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Magnetic Field T

Figure 6.8: Resistivity as a function of magnetic field along the c-axis of HOPG, in the high temper
ature limit. The lines are fits to a three carrier model. The data is regressed simultaneously with the 
one of figure G.9.

Magnetic Field /ĵ H, T

Figure 6.9: Hall resistivity as a function of magnetic field along the c-axis of HOPG, in the high 
temperature limit. The lines are fits to a three carrier model. The data is regressed simultaneously 
with the one of figure 6.8.
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Figure 6.10: Resistivity as a function of magnetic field along the c-axis of HOPG, in the high tem
perature limit, at small fields. The lines are fits to a three carrier model. The data is regressed 
simultaneously with the one of figure 6.11.
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Figure 6.11: Hall resistivity as a function of magnetic field along the c-axis of HOPG, in the high 
temperature limit, at small fields. The lines are fits to a three carrier model. The data is regressed 
simultaneously with the one of figure 6.10.
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Processed d ata  for the tem perature dependence of the carrier concentrations, extracted 

with the help of the three carrier model is shown on figures 6.12 and 6.13, for fields of up 

to  5 T, and for fields less than 1 T, respectively. The high-field data  is in good agreement 

with results reported by Du et al. (2004, 2005). The low-field limited data  is presented, in 

order to  illustrate the systematic errors of this type of analysis. The almost identical

1x10*

-1x10*

■2x10”

■ hy majority 

•  0 y majority 

A minority

 1.1(1)x10” m’’/K
1.84(6)x10“ m‘’/K

-3x10”

-5x10“
100 200

T em pera tu re  T, K

300

Figure 6.12: Carrier densities for the different carrier types in HOPG as a function of temperature. 

The line through the minority holes data is just a guide to the eye.
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T em p era tu re  T, K

Figure 6.13: Carrier densities for the different carrier types in HOPG as a function of temperature. 
The splines through the data are just guides to the eye.

carrier concentrations (by absolute value) for the majority carriers, are a clear and definite 

demonisation of the semimetallicity of graphite. The change of sign of the carrier concentration 

of the minority holes is particular to the graphite sample characterised, and is due to the Fermi 

level crossing the energy gap at a finite tem perature.

Two clearly different carrier-phonon scattering times can be resolved at high tem perature, 

one for majority and one for minority carrier types. A plot of those as a function of tem perature.
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demonstrating linear tem perature dependence is shown on figure 6.14. The linear tem perature

O  minority 
O  majority

 8(1)x10'l/sK
2.7(2)x10" 1/sK

1.0x10“

0.0
0 so 100 150 200 250 300

Temperature T, K

F igu re 6.14: Scattering frequencies of m ajority and minority carriers in HOPG as a function of 

temperature.

dependence is a consequence of the conventional estim ate for the electron-phonon scattering in 

metallic systems^:
777 *  ] c '  I '

T p h - i k p a o ) — ^  (6.4.2)

where ao is the Bohr radius, which is normally of the order of kT /fi for most metals. In 

a low-carrier-density, low-effective-mass seminietal, however tlTph/kT 1. The values ob

tained for the slope of the tem perature dependence are 0.021(2) k/h,  for m ajority carriers and 

0.006(1) k/h,  for minority carriers.

6.5 O scillatory and K inetic and T herm odynam ic Effects

A perfect illustration of the semi-metallic character of graphite is its enormous magnetoresis- 

tance at low tem perature (the effects exceed 2000 %), as shown on 6.15. Below about 50 K, the 

quasi-free electron gas exhibits explicit Landau quantization, with Hall oscillations amounting 

for about 30 % of the to tal signal at 5 T  (6.16).

When the direction of the applied magnetic field is in the plane of the graphene sheets, 

no oscillations can be observed, either in resistance or the Hall effect (figures 6.17 and 6.18). 

The magnetoresistance is still substantial a t low tem peratures, though the effect may be due 

to  misalignment (the conductivity tensor anisotropy reaches about 100:1).

In the longitudinal magnetoresistance and Hall contribution, very long period oscillations 

can be observed (figures 6.19 and 6.20) on the account of the large anisotropy of the Fermi sur- 

^For most common metals a/ao ~  1, where a is the lattice constant of the material.

250



6. M A G N E T IS M  OF CAR BQ fN cillatory and K inetic  and T herm odynam ic Effects

50

- 2 . 0 K
5.0 K 

- 1 0 .0 K
20.0 K
50.0 K
100.0 K

-  150.0 K
-  200.0 K
-  300.0 K

111,
40

30

20

10

0
0 2 51 3 4

M agnetic Field T

Figure 6.15: Resistance as a function of magnetic field along the c-axis of HOPG, at various temper
atures.
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Figure 6.16: Hall resistance as a function of magnetic field along the c-axis of HOPG, at various 
temperatures.
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Figure 6.17: Resistance as a function of magnetic field perpendicular to the c-axis of HOPG and to 
the applied current, at various temperatures.
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Figure 6.18: Hall resistance as a function of magnetic field perpendicular to the c-axis of HOPG and 
to the applied current, at various temperatures.

face, about 25:1 for the majority electron component, and 17:1 for the majority hole component.
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Figure 6.19: Resistance as a function of magnetic field perpendicular to the c-ajiis of HOPG and 
parallel to the applied current, at various temperatures.

Possible metal-semiconductor transition is revealed on figure 6.21 for fields as low as 0.1 T. 

A dram atic decrease in carrier concentration is evidenced by the enormous increase of the hall 

resistance (see figure 6.22). When the field is applied in the plane of the graphene sheets the 

effect is far less pronounced both in the resistance and Hall effect dependencies on tem perature 

(see figures 6.23 and 6.24). It becomes evident, what has been speculated, by Kopelevich et al. 

(2003a), to be re-entrance in metallic state a t very-low tem peratures (field dependent series 

of metal-to-insulator-to metal transitions) is likely to be related to  the large amplitude of the 

Shubnikov de Haas oscillations, due to the very small effective mgLSS (less than 0.06 me).
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Figure 6.20: Hall resistance as a function of magnetic field perpendicular to the c-axis of HOPG and 
parallel to the applied current, at various temperatures.
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Figure 6.21: Resistance as a function of temperature, at various magnetic fields along the c-axis of 
HOPG.
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Figure 6.22: Hall resistance as a function of temperature, a t various magnetic fields along the c-axis 
of HOPG.
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Figure 6.23: Resistance as a function of temperature, at various magnetic fields perpendicular to the 
c-axis of HOPG and to the applied current.
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Figure 6.24: Hall resistance as a function of temperature, at various magnetic fields perpendicular to 
the c-a^is of HOPG and to the applied current.
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The picture of a very anisotropic quasi-free electronic system remains valid remains valid 

down to tem peratures of 0.3 K, and fields as high as 23 T, as evidenced on figure 6.25. The 

magnetoresistance does not saturate in any orientation, neither shows very close to parabolic 

dependence on field, therefore, truly open or completely closed electron orbits if any, would not 

involve the m ajority carriers.
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field parallel to the o  axis 
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0.25 0.25
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Figure 6.25: Resistance of HOPG in the basal plane, as function of the applied field of up to 23 T.

A much more detailed analysis of the oscillations of the kinetic coefficients, suggested by 

Landau & Liphshitz (1976), may be performed as shown on the series of figures (6.26 to 6.36). 

The results for the various quasi-particles may be summarised in the following list and compared 

to the appropriate references:

No. Frequency Carrier References
1 0.33 T minority h 0.34 T  - Williamson et al. (1965); 0.32 T  - Luk’yanchuk & Kopelevicl
2 0.50 T minority e 0.74 T  - Soule et al. (1964a); 0.75 T  - Anderson et al. (1967)
3 1.28 T minority h 0.9 T  - Woollam (1971b); 1.17 T  - Flood (1969)
4 4.17 T majority e 4.8 T  - Soule et al. (1964a); 4.7 T - Cooper et al. (1970)
5 6.06 T majority h 6.2 T  - Woollam (1971b); 6.06 T  - Cooper et al. (1970)
6 >10.9 T* e +  h breakthrough

Table 6.1: Extracted material parameters for HOPG and multi-walled carbon nanotubes. *The 
actually detected frequencies are; 10.9 T, 14.3 T, 18.2 T  and 26.3 T.
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Figure 6.26: Normal and Hall resistance as a function of magnetic field along the c-axis of HOPG. 
The arrows point towards the appearance of the oscillations corresponding to the minority carriers.
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Figure 6.27: Conductivity oscillations in HOPG at 0.3 K, and the allocation of the different periods 
observed.
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Figure 6.28: Inverse domain image of the ShdH oscillations in the intermediate frequency region.
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Figure 6.29: Inverse domain image of the ShdH oscillations in the low frequency region.

80
I H 0P G 1 0 3K

60

S<0
£
Q.

20

1 2

M agnetic Field T

Figure 6.30: Relative phase of the ShdH oscillations in HOPG, measured at 0.3 K. The vertical hnes 
are guide to the eye. The arrows point towards the minority carrier oscillations.
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Figure 6.31: Relative phase of the ShdH oscillations in HOPG, measured at 0.5 K. The vertical lines 
are guide to the eye. The arrows point towards the minority carrier oscillations. Note the slightly 
different scale.
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Figure 6.32: Relative phase of the ShdH oscillations in HOPG, measured at 2.8 K. The vertical lines 
are guide to the eye. The arrows point towards the minority carrier oscillations.
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Figure 6.33: Relative phase of the ShdH oscillations in HOPG, measured at 4.0 K. The vertical lines 
are guide to the eye. The arrows point towards the minority carrier oscillations.
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Figure 6.34; Temperature dependence of the amplitude of the ShdH oscillations in HOPG.

258



6. M A G N E T ISM  OF CAB>BQMcillatory and K inetic and T herm odynam ic Effects

50

40

30

'i
20

10

0
1 2 3 4 5

M agne tic  F ie ld  T

F ig u re  6.35: Hall conductivity as a  function of field, revealing the absence of explicit quantisation in 

the conductivity.
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F igu re  6.36: Band-pass filtered (3 - 5 T) m ajority  electrons’ com ponent of the oscillatory conductivity 

GREEN and a fit using the L-K approxim ation RED, w ith param eters: T =  0.3 K, m * — 0.039me, 
T d =  5 K, ^ e x t =  4.2 • <t> =  - t : / 2 .
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6.6 Theoretical Considerations on the Diam agnetism  of 
Carbon N anotubes

6.6.1 Persistent currents and ideal conductor rings

For an insulated normal-metal ring, penetrated by a magnetic flux 0m , at finite temperature, 

a equilibrium current may exist, provided phase coherence of the electronic wavefunction is 

preserved (Biittiker (1988)). For the gauge invariance of the magnetic vector potential A, which 

is only defined to within a gradient of a scalar field, say / ,  the Bloch states corresponding to 

wave vectors k„, are also invariant as:

A —> A +  V0M (6.6.1)

•0m '̂ i’m e x p  ^ i 2 7 r | ^ ^  (6 .6 .2 )

This invariance can be incorporated as a modification on the boundary conditions as:

V’m (a: +  Aa;) =  exp ^ i2 7 r |^ ^  ^„(a:) (6.6.3)

where the ,  is the flux quantum, and Aa: is the ring circumference. Therefore, the wave

vectors k„, are flux-periodic as;

=

Ax=  (6-6-4)

which imposes periodicity on the energy spectrum and its derivatives. For the current carried 

by the m-th state:
J  __   Q  ^ ^ 7 7 1  1 __ / «  -  r\

^ Aa; h dkm Ax 50m 

which, in turn, implies a change in the total energy E, of say E^ and a total associated current:

The so-called corelation energy Ec may be deduced from an uncertainty-principle argument to 

be:

Ec = -  (6.6.7)
Td

where is the mean diffusion time around the ring,which may be estimated as:

Ax^
T d  «  T   ( 6 . 6 . 8 )

XeVp

where Ae is the elastic mean free path for the electrons, and vp is their Fermi velocity.

For low enough temperatures, kT ^  Ec, macroscopic phase coherence is preserved and the 

resulting periodic changes in flux, energy, etc. (the so-called Aharonov-Bohm effect) may be

260



6. M AG NETISM  OF CARBON 6.6 Theoretical Considerations

observed. An exact solution of the two-dimensional ring model is available for circular geometry 

(Saito et al. (2003)). For an artificial system of metallic rings, periodic changes (both integer 

and half flux quanta) in the magnetisation with applied magnetic field, have been demonstrated 

by Pannetier et al. (1985) and Levy et al. (1990). Analysis of persistent currents in carbon 

nanotubes and their implications on the magnetic properties have been performed by Szopa 

et al. (2002) and Byszewski (1997).

The following is based on the idea of Byszewski (1997) of a vector potential due to  the 

curvature of the nanotubes. In the standard notation, the Schrdinger equations for an ensemble 

of Ne identical quasi-free electrons in a magnetic field along the 2:-axis of the system each has 

the form:

{ Xj dy .  -  (x] + y]) iPj -  (6.6.9)

which is equivalent to the Schrodinger equation for a harmonic oscillator, with eigenvalues given 

by:
f? k ‘̂ (  1 \

^  2 t ^  + 2j  ( 6 .6 . 10)

whare m* and are the longitudinal and transverse components of the effective mass tensor, 

and the following substitution has been made:

^  =  5t>B (6.6.11)
'“ t

and here only n  =  0 ,1 ,2  . . .  is the Landau level index.

The electron gas is diamagnetic only if the effective mass of the carriers is small, in other 

words, when > g*. This is borne out by the small transverse effective mass for graphite, 

0.04me. The first term  in the spectral equation represents the kinetic energy of translation 

along the 0-axis, the second term  represents a set of energy levels, whose degeneracy depends 

upon the radius of the cylinder within which the electrons are confined, and is given by

while the last term  represents the Zeeman splitting of the spin-up and spin-down levels. The de

generacy may be determined by imposing periodic boundary conditions with periods {L^a, Lya) 

in the xy  plane, where a is the lattice constant. The wave numbers are then quantized with 

kx =  ky = . Thus there is one degenerate state (Landau level with index n) per

area 27r/| of the graphene sheet Ziman (1965)). The effect of the magnetic field along the tube
L x C i  ’ y L y a

II
axis is to confine the quasi-free electrons in a parabolic potential. When »  b̂ , this is a good 

approximation. However the confinement in nanotubes is due to the structure of the tube itself.
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The potential in which the confined electrons move in the xy  plane can be approximated for 

low-lying states by a parabola, which will give rise to equidistant excited levels. The resulting

determined by the zero field confinement is the tube, and Wc is the cyclotron frequency. In 

addition to the applied field B or vector potential Ah = [—y, x, 0] , there is a constant

effective field B q = , or vector potential Aq = [—y, x, 0] representing the curvature

of the graphene sheets Byszewski (1997). In the case of nanotubes with rt = 10 nm, B q = 7 T; 

the dHvA oscillations are suppressed when B^ < Bq.

Macroscopic quantities such as magnetisation and susceptibility are independent of the 

spiral structure of the nanotubes Saito et al. (1998). Therefore, the basic response of the 

system may be calculated from thermodynamic averages based on the single-electron energy 

spectrum. Following Landau & Livshitz (1982), the partition function in the grand-canonical 

ensemble is

Furthermore, for electrons confined within a tube of radius smaller than 1^, corresponding 

to the maximum experimental field, the degeneracy 'y{Bz) can be considered a constant. The 

magnetisation M  = —§ ^  and susceptibility k = - £ § -  as a function of temperature and 

magnetic field oriented along the nanotube axis are therefore:

The above remarks need a Uttle further elaboration. Actually, explicit Landau level quan

tisation is missing. The curvature of the nanotubes surface removes the inversion symmetry 

and splits the electronic energy bands into two - circulating anticlockwise and clockwise. If an

effective potential may be represented as: 4)e«{x) = ^  (wg + ^ c )  where lvq is the frequency

n=0

The chemical potential of the system ^  , is pinned between two Landau levels, and it can be 

considered fixed at /x =  g^fisBz (np +  | )  , where np is the number of completely filled levels 

(the Fermi level index). Considering the two levels, just below and just above the chemical 

potential, the grand canonical potential is

N k T l u
n=nF+5

(6.6.14)

75t MB-/Ve tanh (

7 5 t 1 -  tanh'

(6.6.15)

(6.6.16)

external magnetic field is then applied, instead of changing the radius of the electronic ‘orbits’, 

as in the classical Landau approach, their radius is kept constant and equal to the radius of 

the tubes, but their energy is changed, as in the classical Larmor approach (see for example
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Byszewski & Baran (1995)). Furthermore, the circulating electrons, create sufficiently strong 

magnetic field, so that their spins may be considered either parallel or antiparallel to the tubes 

axis (via the spin-orbit interaction), and the degeneracy is lifted further.

The total susceptibility is «tot =  Kq + Ki^{B,T)  where the constant term kq includes the 

Pauli, van Vleck and orbital diamagnetic contributions cite. However, the Landau levels is 

broadened by thermal effects and by non-thermal scattering of the conduction electrons by 

defects, which are most simply represented by a Dingle temperature To =  2-JIto ’ tq is a

relaxation time characterising athermal scattering by defects T  —> T + Tb-

The temperature-dependence of susceptibility when the field is applied perpendicular to the 

tubes has been described in the tight-binding approximation, where it is associated with the 

orbital diamagnetism of carriers in the 2D structure Kotosonov (1999); Kotosonov & Kuvshin- 

nikov (1997). In order to model both the field and temperature dependence of the magnetisa

tion, we associate the calculation of K|| in the confined-electron model with and a tight-binding 

calculation for k± . In the latter case, the magnetisation perpendicular to the graphene sheet is

M  {B,, T)  =  - ( j^  +  j.^)[2+Ixp(^77)+exp(r?)]

where 3 eV, is the 2D band parameter, rj is the reduced Fermi level and C =  5.45 • IQAm?/kgKT. 

j] can be evaluated using the neutrality equation for the 2D graphite model

3̂ i {v) - 7 i { - v) = y  (6.6.18)

where 7i{ri) is the Fermi integral, To is the degeneracy temperature of the carriers, t)q — t +Td 

and the Dingle temperature remains a free parameter. k± is obtained from an average over the 

azimuthal angle, and the ensemble average k is obtained form the average :

7t / 2

X ± H s m a
M  [M|| {H) ,k±,H]  =  J  \J M|| {H cosa)^ + {\±Hsina) '^  cos | a  — arctan

M|| {H cos a)

(6.6.19)

sin ad a

6.7 E xperim ental R esu lts on M W  Carbon N anotubes

The magnetisation of macroscopic ensembles of carbon nanotubes exhibits a strongly non-linear 

magnetic field and temperature dependence, as illustrated on figure 6.37. The initial low- 

temperature susceptibility is twice larger than the high field and high frequency one. A detailed 

inspection of the raw data sets, see figure 6.38, reveals no artefacts from the measurement 

process. Correspondingly, the next step would be to check whether the data can be fitted to
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Figure 6.37: Magnetisation of a nanotube ensemble at different temperatures.

Figure 6.38: Raw SQUID response profile for a nanotubes compact.
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Figure 6.39: Fitting a simple model to the magnetisation curve of an ensemble of nanotubes.
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the expression suggested in the previous chapter. Excellent fits are obtained, as demonstrated 

on figure 6.39.

A more detailed numerical calculation is visualised on figure 6.43, for both the perpendicular 

and parallel components of the magnetisation, as well as the ensemble average. All the impor

tan t features of the experimental observations, compare with figure 6.42, are well reproduced.
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Figure 6.40: Components of the magnetisation of a nanotube ensemble.
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Figure 6.41: Oscillatory component of the magnetisations for a nanotube ensemble at diflerent tem
peratures.

An im portant next step is to compare the experimental data  for the tem perature dependence 

of the magnetisation in different fields, shown on figure 6.46, with the theoretical predictions 

plotted on figure 6.47. There is a very good agreement, even without introducing corrections 

for the Van Vleck paramagnetic contributions.

Also, it is clear, th a t the tem perature dependencies do not obey the conventional expression
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Figure 6.42; Measured and deduced magnetisation components for a nanotube ensemble at T  =  5 K.
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Figure 6.43: Calculated magnetisation components for a nanotube ensemble at T  =  5 K.
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(Byszewski (1997)):

N Mb
kTn 1 -  5 ( -2 Vm

1 — exp (6.7.1)

where Tq is the electron degeneration tem perature defined via:

1
kTo =   ------- ^  (6.7.2)

47T m * 5 e x t

with 5ext being the reciprocal Fermi surface cross section.

Taking the correct ensemble average is also im portant, as otherwise two different dingle 

tem peratures (110 Kand 58 K) are necessary, in order to  fit the two tem perature dependancies 

shown on figures 6.44 and 6.45, measured at fioH =  5 T  and fiijH =  0.5 T.

-4.0x10"

-4.5x10"

■6.5x10" Carbon Nanotubes 
Field = 5 T

-J  -7.0x10"

-7.5x10"

100

Temperature T, K

Figure 6.44: Measured temperature dependence of the magnetisation for a nanotube ensemble in a 
field of fioH =  5 T, and a fit to it with a simple model, with a To =  110 K.
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Figure 6.45: Measured temperature dependence of the magnetisation for a nanotube ensemble in a 
field of fioH ~  0.5 T, and a fit to it with a simple model, with a To =  58 K.

The close correspondence of model and theory makes it possible to  subtract the slowly 

varying contributions to  the magnetisation, i. e. to do low-pass filtering of the data sets.
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Figure 6.46: Measured temperature dependence of the magnetisation for a nanotube ensemble at two 
different applied fields.
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Figure 6.47: Calculated temperature dependence of the magnetisation for a nanotube ensemble at two 
different applied fields.
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The resulting curves reveal Landau susceptibility oscillations, which may be compared to those 

measured in graphite on figures 6.48, 6.49 and 6.50. Comparable periodicity of the oscillations 

is to be expected as for relatively small nanotubes (r ^  1 nm), dHvA oscillations are expected 

only for fields, that are difficult to reach experimentally {hqH  > 30 T), and for the electronic 

structure of the larger ones is very close to the one of graphite, as argued by Wang et al. (1992). 

Special attention should be paid to the largely different periods in the different orientations 

(related to the anisotropy of the Fermi surface) and the amplitudes of the oscillations, which 

are comparable for oriented nanotubes and HOPG, but trice smaller for the random ensem

ble of nanotubes. The latter fact strongly suggests that oscillations are only observed in the 

perpendicular component of the magnetisation.
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Figure 6.48; Comparison of dHvA oscillations in HOPG and carbon nanotubes, without de-drifting.
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Figure 6.49: Comparison of dHvA oscillations in HOPG and carbon nanotubes, with de-drifting.

On figure 6.51 the magnetoresistance of a compact of randomly oriented multi-walled nan

otubes, is demonstrated. This can be perfectly fitted to R{H  =  0) — CM'^{H), as shown in

I  —»-  H O PG  P erpend icu lar

— N anotubes R andom  x  3

- t:

N a n o tubes O rtented
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Figure 6.50: Oscillations in the thermodynamic and the kinetic coefficients.

figure 6.52, where C  is a constant and M  is the magnetisation. It should be noted, th a t the 

magnetoresistance of individual nanotubes is predominantly positive, quadratic and large (see 

for example Suzuura & Ando (2000) and references therein). The observed low tem perature 

behavior may be attributed  to powder magnetoresistance (Coey (1999)), where the tunnelling 

from tube to tube is enhanced by the varied diamagnetic magnetisation, which is coupled to the 

spin of the conduction electrons. This hypothesis agrees with the micron-scale spin-coherence 

observed in the transport properties of single-walled nanotubes, contacted with ferromagnetic 

electrodes, by Kim et al. (2002); Tsukagoshi et at. (1999), among others.
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Figure 6.51: Resistance of nanotubes compact at different temperatures.

It should be noted, th a t measurements on nanotubes bundles and nanocrystalline graphite 

have been modelled with the standard two-band model and dominant weak localization magne

toresistance at low tem peratures, by Song et al. (1994) and Zhang et al. (2004b), respectively. 

However, the magneto-resistive behaviour reported in the above reference is qualitatively dif-
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• Experimental 
Fitted Curve
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M agnetic Field T

Figure 6.52: Resistance of a nanotubes compact at 1.8 K, and a fit to it. The inset shows a low field 
zoom-in of the same dataset, demonstrating the initial quadratic field dependence of the resistance.

ferent from the one visualised on figure 6.51, and is dominated by the transport properties of 

the nanotubules, rather than the contacts between them.

6.8 Examples of peculiar data
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Figure 6.53: Magnetisation of an ensemble of predominantly single and double walled carbon nan
otubes at different temperatures.

6.9 Conclusions on the M agnetism  of Graphite and Car
bon Nanotubes

A summary of the material parameters extracted is presented in table 6.9
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F ig u re  6.54: M agnetisation of an ensemble of predom inantly single and double walled carbon nan

otubes as a  function of tem perature a t a  field of fjLoH =  5 T.
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F ig u re  6.55: M agnetisation of an ensemble of micron-sized carbon whiskers a t different tem peratures.
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Material Property Value Units Notes
HOPG Magnetic susceptibility -3 .8 -10 -'^ m ^kg-i Parallel to  the c axis, 1.8 K
HOPG Magnetic susceptibility -5 -1 0 -9 m ^kg-i Perpendicular to  the c axis
HOPG Magnetoresistance 2280 % Field parallel to c, 1.8 K, 5 T
HOPG Carrier density 3-10-* el/atom At 1.8 K
HOPG Rel. Phase of H E/M R 7t/ 4 rad De-phasing of the oscillations
HOPG Electron effective mass 0.039 m e M ajority carriers
HOPG Anisotropy of m* 25:1 - M ajority carriers
HOPG e-Fermi X-section 4.2-10^® m2 M ajority carriers
HOPG Fermi level position 12 meV Bottom of c-band
HOPG Smallest gap 2 meV Detected by breakdown
HOPG Electron-phonon coupling 0.021(2) k j h Approximate value
HOPG Hole-phonon coupling 0.006(1) k j h Approximate value
HOPG e-tem perature coefficient 1.84(6) • 10^2 K-1 Three-carrier model
HOPG h-tem perature coefficient 1.1(1)-10^2 K - i Three-carrier model
HOPG e-athermal scattering freq. 2.1(2)-10“ Hz ZYB grade MR&Hall
HOPG h-athermal scattering freq. 2.5(2)-10“ Hz ZYB grade MR&Hall
HOPG Dingle tem perature 5 K Average (ZYB grade) from ShdH
CNT Magnetoresistance 13 % Random, 1.8 K, 5 T
CNT Effective magneton 25 Mb Transverse at 1.8 K
CNT 2D band parameter 3 eV Hopping integral
CNT Free electron density 3-10-^ el/atom At 1.8 K
CNT Athermal relax, time 100 fs Ensemble average

Table 6.2: Extracted material parameters for HOPG and multi-walled carbon nanotubes.

As a result of the experimental observations, apart from the material parameters of interest 

already summarised, the following general remarks should be made:

1. HOPG is, indeed, a semi-metal with a very small carrier concentration and effective mass.

2. M ajority electrons in HOPG have normal 3D (though very anisotropic) dispersion.

3. M ajority holes in HOPG might have 2D-like dispersion.

4. Re-entrant metallic state of HOPG at low tem peratures and high fields is questionable.

5. No explicit 2D quantum Hall effect has been observed.

6. No evidence for superconductivity correlations in HOPG has been found.

7. Ferromagnetism is ambiguous (in the defect-less HOPG structure it is either due to  im

purities or is mimicked by saturating paramagnetic behavior of loose spins in the system).
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8. Anomalous diamagnetism and magnetoresistance may be a general feature of macroscopic 

ensembles of nanotubes.

9. The carriers in multi-walled carbon nanotubes may be spin-polarised.

10. Small effective masses are pre-requisite for diamagnetism.

11. No ferromagnetism has been observed in multi-walled carbon nanotubes
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Chapter 7

Conclusions and Outlook

In this thesis aspects of spin injection and transport have been investigated. In order of ap

pearance they are:

1. The possibihty of spin-polarisation measurements employing Schottky barriers has been 

treated both theoretically and experimentally. Due to  the large number of concurrent 

magnetic field effects, the extraction of unambiguous spin-polarisation estimates is possi

ble only in particular systems, in a limited tem perature interval and requires the use of 

high magnetic fields. While several improvements of the experimental methodology are 

possible, a geneal ‘recipe’ for polarisation measurement cannot be established. Future 

work may shed light on the energy dependence (via energy-selective photo-illumination) 

and magnetic field dependence of the extracted spin-polarisation values.

2. The realisation of low-barrier contacts of ferromagnets to silicon. It is unlikely th a t only 

choosing a low work function metals (rare earths as an example) would be sufficient 

for achieving low, or no barrier. However, annealed (diffused) quasi-tunnel contacts tha t 

exhibit ohmic behaviour are relatively easy to produce. An open question remains whether 

these contacts would be sufficiently spin-transparent. This is the subject of a future 

investigation.

3. Details in the m agneto-transport characteristics of tunnel junctions have been investi

gated. Adiabatic tunnelling seems to dominate the transport through high magnetoresis- 

tance junctions based on quasi-amorphous electrodes. The knowledge obtained about the 

origin of the bias dependence of the tunnelling magnetoresistance can be used to engineer 

the device structures further improve their response. W ith the use of high fields, it is pos

sible to extract some additional parameters characterising the anisotropy of the electronic 

structure of the ferromagnetic junction electrodes, or characterise the barrier material.
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More efforts are necessary on comparative analysis of complete bias, field, orientation, 

temperature varied datasets measured on different junction material combinations. This 

would help to further improve the modelling and increase its predictive power.

4. Direct magnetic detection of injected spin polarisation has been attempted. The exper

imental results shed doubt on the possibility to transport spins in A1 at macroscopic 

distances even at He temperatures. Further improvements of the experimental equipment 

and methodology are necessary in order for the direct magnetic detection to become a 

viable characterisation tool.

5. The magneto-transport through Co:ZnO has been studied in detail. However no evidence 

is found in favour of this material system being a true semi-magnetic semiconductor. Just 

the contrary - no useful magneto-transport is observed at room temperature. In view of 

the two-phase cheiracter of the system and the lack of functionality, it is highly unlikely 

that a spin electronics application may appear.

6. The fundamental magneto-transport in graphite has been studied. The available data 

has been extended to higher fields, and some discrepancies in existing data resolved. 

Future efforts on micron and nano-scale structures are in order to achieve some useful 

functionality at room temperature.

7. The nonlinear diamagnetism of multi-walled carbon nanotubes has been studied experi

mentally and theoretically. This model system may be of interest from pedagogical point 

of view, as a demonstration of a simple model with a reasonable predictive power.
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Appendix A

A ppendix A

A .l  C urrent flow through insulators

Unlike metallic conductors and doped semiconductors, because the lack of free carriers, the

and then transported through the insulator or the carriers must tunnel through the insulator.

Nordheim tunnelling, Poole-Prenkel emission, space-charge effects and ballistic transport, are 

described hereafter in more detail.

A .1.1 Fow ler-Nordheim  tunnelling

The basic idea behind the Fowler-Nordheim model for the current limitation of the current 

through thick insulators is that, if somehow carriers are promoted to the conduction or valence 

bands of the insulator, they are then free to travel as quasi-free particles of effective mass m*,̂ . 

The critical step is therefore considered to be the tunnelling of the carriers from the contacts 

into the insulator. The WKB approximation^ can be applied, yielding the following expression 

for the current density:

conductor and Cfn is a constant dependent on material parameters of both the insulator and 

the conductor. Expression A.1.1 is widely used for explaining experimental /(T4) characteristics 

' W entzel-Kremers-Brillouin approximation

current flow through insulators is heavily restricted. Either mobile carriers must be first created

There are a number of different current limiting mechanisms possible, out of which, Fowler-

4 {q(t>hf^^
3 Qfi ^ox

(A.1.1)

where £ox is the electric field in the oxide, (ph is the barrier height at the interface to the
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by plotting ln(JpN/£ox) against The approximation is only valid for large enough fields

£ox >  0b (or thick insulators). It is often possible to determine the barrier height, provided the 

effective mass in the insulator is known.

A. 1.2 Poole-Frenkel em ission

In insulators with a lot of structural defects (examples include sputter-deposited insulators 

hke Si02 and Si3 N 4 , and PLD*-deposited semiconductors hke ZnO), there is a high density of 

energy states close to the band edge (often called traps). According to the model of Frenkel 

(1938) the current is drift limited by the constant trapping and field-dependent reemission of 

carriers:

J p p  =  QTloxfJ 'Ox^ox  (A .1.2)

where ^ox is the mobility in the semiconductor, riox is the carrier density in the insulator and 

is given by:

= "»«p - \ / i= )  (A-i 3)
The total current becomes:

' / p F  — ^ ^ O M o x ^ o x ^ x p (A.1.4)

Experimentally Poole-Prenkel emission is dominant for shallow traps and is verified by plotting 

In against £ox^-

A .1.3 Space-charge lim ited current

There are cases when the carriers can readily enter the insulator and, also, readily flow through 

it, while the carrier density is still far below the metallic limit. In such circumstances, relatively 

large currents can flow and the spatial changes of carrier density cause field gradients, which on 

their behalf limit the current density. A classic example is the space-charge limited current in 

vacuum tubes. Similar situation may exist in low-doping level semiconductors and insulators. 

The effect can be modelled simply in one dimension, by combining Gauss law:

d ^ o x  _
dx  Cox

with the expression for the drift current A. 1.2, yielding:

(A.1.5)

Jsc  =  C o x /^o x S o x ^ ^  (A .1.6)

^Pulsed-Laser Deposition
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Integrating from x =  0 where E qx =  0 to x yields:

=  (A.1.7)
V ^oxMox

aj  £ o x ( x ) d x  ( A . 1 . 8 )

which can be integrated once more to give the to tal drop of voltage 14:

d

0

across the thickness of the insulator d. Finally, the expression for the space-charge limited 

current becomes:
9

JsC = igCoxAfox-^ (A.1.9)

with the sign of Jsc  chosen to be the same as the sign 14.

A . 1.4 B a llistic  tran sp ort in insu lators

Space-charge current limitation can take place even in the case of ballistic transport, when 

there is no scattering of the carriers and no mechanisms of energy loss. For low tem peratures 

when the thermal velocity of the electrons coming from the em itter into the insulator can be 

neglected, the Gauss law A. 1.5 can be combined with the one dimensional continuity equation:

J b t  =  g'noxUb (A. 1.10)

where Wb is the ballistic velocity of the carriers, and further with energy conservation upon 

charging-up along the x axis:

" ^ - 9 £ oxX (A . i .11)
2

to  give the following differential equation for E,

which can be readily integrated from x =  0 to x =  d or over the thickness of the insulator d 

to  give what is known in the theory of vacuum tubes as Child’s law (see for example Menzel 

(I960)):
4 I 2q

A comparison between equations A .1.9 and A .1.13 reveals a substantial difference in voltage 

dependence, between the scattering (mobility) limited case and the ballistic case, originating 

from the fundamental difference in carrier behaviour in applied electric field. While for a finite
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mobility u =  ^  oc £, for the ballistic case v = ^  oc £. Ballistic transport is becoming an 

important mechanism in modern thin-base, high-mobility Schottky diodes for which 1̂  ~  Xd, 

where le is the mean electron free path, evaluated as:

=  ^^ y /2 7 rm * k T  (A .I.14)

For an example of ballistic transport in Schottky junctions see reference Torkhov (2001).

A .2 Validity of the full depletion approximation

For non-degenerate and fully ionised n-type semiconductor, the charge density as a function of 

the space-varying electric potential <̂ {x) can be written as:

(A.2.1)

where the symbols have their usual meaning. The Poisson equation can be then written as:

p{(/)) qNa
{A.2.2)

dx2 € s  C s

The numerical solution of this differential equation for (j>{x) with boundary conditions 0(0) =  

— I V  and (f>{oo) = 0 can be compared with the full depletion approximation for which:

d'̂ (l>{x) qNd
dx^ Cs

within the interval a: € [0 .. Xd] and Xd is the depletion width approximated like:

X d  =  Lu
2q {(j)i -  Va)

kT

(A.2.3)

(A.2.4)

at zero appUed field and Ld =  ^  usual is the Debye length. The two solutions are

visualised on figure A.I.

It should be noted that the full depletion approximation is sufficient to describe the potential 

to within few percent and establish the experimentally well verified dependence of the junction 

capacitance on the applied voltage:

(A.2.5)
L d V 2 (0i -  K -  Vi)

when the potential difference across the semiconductor is larger than the thermal voltage Vt =  

kTjq. In the opposite Umiting case, when the potential drop across the semiconductor is small 

with respect to Vt the depletion layer width is proportional to the applied potential:

k - v .Xd = L d - (A.2.6)
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 E xac t Solution
Full D epletion
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x(Mm)

Figure A .l: Potential distribution across the depleted region for n-type non-degenerate semiconductor. 

Constants are set as follows: es = lOeo, Nd  =  10~^  ̂ cm“ ® and 4>i =  1 V .

and the capacitance is virtually constant and given by:

Ci (A.2.7)

For completeness, the spatial variation of the build-in electric field predicted by the full 

depletion approximation can be compared with the differential of the numerically calculated 

electric potential:
d̂ {x)

E b i { x ) dx
(A.2.8)

They are both plotted on figure A.2 for generic material-dependent parameters.

0.0

UJ

 E xac t Solution
Full D epletion

0.8 1.0 1.20.0 0.2 0.4 0.6

Figure A.2: Electric field distribution across the depleted region for n-type non-degenerate semicon

ductor. Constants are set as follows: £s =  lOeo, Nd =  10“ ®̂ cm“® and <pi =  1 V .

281



A. APPENDIX A

A .3 Derivations of the main current com ponents in a Schot- 

tky junction  

A .3.1 Diffusion current

W ithin the drift-diffusion current model, the total current is given simply by the sum of the drift 

current due to build-in electric field and the externally applied field, and the diffusion current 

that tries to compensate the charge distribution within the depleted region. In equilibrium the 

two currents exactly compensate leaving the total Jn =  0. At arbitrary positive bias the total 

electronic current is given by:

Jn (A.3.1)

Both sides of the equation can be multiplied by exp(—0/V t) where Vt is, as customary, the 

voltage equivalent of temperature Vt =  kT /q ,  to yield:

Jn exp Vt qDn
n d(  ̂ d n \  _  d 
V t d x ^ d x )   ̂ " dx

nexp
V t

(A.3.2)

where the Einstein relation has been implied (Ashcroft & Mermin (1976)). The elec

tronic current is then expressed as the following convolution product of qDnn{x) and exp ^  j , 

within the full depletion approximation:

qDnU exp J  qD^N^exp  [exp -  l]

/  exp ( - t f ) d x
Jn

/  exp dx
(A.3.3)

where the boundaries are approximated like:

X n{x) 0(x)
0

Xd
iVc exp (-<?:)b/V"t) 

Nd
<Ai +  K  

0

and (p* =  (j) +  <f>i — Vs, is the effective potential under applied bias. Using the expression for the 

potential within the full depletion approximation:

4> --

the effective potential (j>* can be approximated as:

qNd /  x \  qNd
U d  -  -  «   X X d  =  {(pi -  Va.) ---
V 2  /  Cs I dId

(A.3.4)

(A.3.5)

to first order for x x^- Therefore the integral in the denominator of equation A.3.3 can be 

approximated, for {(f>i — Vg,) >  Vt, like:

e x p ( - - j d . « x d ^ ( ^ ^ (A.3.6)

282



A. A P P E N D IX  A A .3 Derivations

Finally the expression for the to tal current becomes:

t /n  — ^ A /c /^ n ^ m a x exp (A.3.7)

where £max is, as already defined in 2.1.86, is the maximal field at the metal-semiconductor 

interface.

A .3.2 Therm ionic em ission current

W ithin the thermionic emission theory Sze (1981) the shape of the actual Schottky barrier in 

usually neglected, and it is eissumed th a t all electrons with energies over the top of the barrier 

and moving towards the barrier will actually cross the barrier. The electronic current from 

right to  left is thus given by;

*^right—left — J
Bc(x=oo)+90b

where the density of states in the interval E .. . E  + d E  is given by (see 2.1.23);

dn \  ( 2m*
d £

W ithin the effective mass approximation;

3/2

\ / E  — Ec exp ( —
E - E ^ F n

k T

Substituting equation A.3.10 into A.3.9 and then into A.3.8 yields:

*^right—left
m:

OO /  -  \  oo

)•*•’>'/ “'’( - I t)
— oo —nn

OO

/ exp - ' d v x exp

dv.

Ec{x =  0) -  Epn
k T

which by using

OO /  ^  X OO

/ “■’(-It
— no '  ^ —oo

2kT m :

reduces to;

J.r ig h t—left
m* \  2TvkT

m*
■ exp E c { x  =  0) -  £^Fn

kT
exp -

2kT

(A.3.8)

(A.3.9)

(A.3.10)

(A.3.11)

(A.3.12)

= oo) \  k T

where, for simplicity, the anisotropy of the effective mass has been neglected.
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The minimal velocity vg^ of an electron deep in the semiconductor th a t is sufficient to cross 

the barrier can be estimated (within effective mass approximation) as;

Vô  {x = oo) =
12q4>{x — oo)

m '
(A.3.14)

Also, the energy difference Ec{x — oo) — £^pn can be estimated like;

Ec{x =  oo) -  Epn , T/ , (A.3.15)

Finally, substituting equations A.3.14 and A.3.15 into A.3.13, an estim ate for Jright-ieft can be 

deduced as;

bright-left = A* T'^ exp [ exp (A.3.16)

The current in reverse direction Jieft-right is approximately independent of the applied volt

age V̂at as if the barrier-lowering due to  image charges is neglected, the barrier height at the 

interface does not depend on the band-bending in the semiconductor and is always equal to 0b 

^  Therefore J ie ft-r ig h t can be estimated simply to be equal to J r ig h t-ie ft  a t 14 =  0 by absolute 

value

right — A. T  exp I 4 > h

V t
(A.3.17)

The total current can be calculated simply as the sum of Jrigh t-ieft and Jieft-righ t > and 

equals;

Jn =  A*T'^ exp
Vt

exp I ^  1 -  1 (A.3.18)

The above expression can be rewritten in therm s of the Richardson velocity

I kT  
2irm*

to  become:

Jn =  qNcVnexp  (

(A.3.19)

(A.3.20)

Therefore at equilibrium T4 =  0 the current densities of the thermionic currents in the positive 

and negative directions are both equal to gA^c^RCxp v^)-

^It should be noted that q4>\, is only approximately equal to the barrier as seen from the electrons flowing

from left to right,
^The signs of ^ r i g h t - l e f t  find ^ l e t t - r i g h t  of course, opposite.
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A .3.3 Tunnelling current

Schematically, the tunnelling current component can be derived within the WKB approxima

tion, starting from the effective Schrdinger equation:

d^5'(x) 2m*{q<j){x)—E)
dx'^ f f i

and approximating ^'(a; +  dx) like:

(A.3.21)

+  da:) =  exp {—wdx)  (A.3.22)

where, for an electron moving from left to  right, w =  is given by:

\/2m * [(f){x) -  E\
(A.3.23)h

assuming th a t <l){x) — E  is constant in the interval a;. . .  x +  da; Thus, for a slowly varying

potential across the barrier, the wave function, a t position a;d at the end of the barrier, can be

expressed as:

=  (A.3,24)

For a triangular barrier the energy difference q(f>{x) — E  can be expressed like:

q(j>{x) -  E  = q(f>b (A.3.25)

Therefore the tunnelling probability 0  defined as’:

® = l'{0)4-(0)

can be estim ated like:
X d

e  = e x p ( ^ - 2 ^ | y l , 0 t ( l - | ; ) d x j  (A.3.27)

The saturation current density can then be w ritten as:

Js =  qnvB.0 (A.3.28)

or in full:

Js = qvRfiexp \ / ^ X d ^  (A.3.29)

So far, the different density of states on both sides of the metal-semiconductor junction have

been ignored. In a different approach, the tunnelling current can be evaluated using Fermi’s

^Here * denotes complex conjugate.
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golden rule from perturbation theory (see Woan (2000)). The current from right to  left is thus 

proportional to the occupied density of states in the semiconductor times a m atrix element of 

the transition T, times the unoccupied density of states in the metal. Analogously, the current 

from right to left is proportional to  the occupied density of states in the metal, times the same 

m atrix element T, times the unoccupied density of states in the semiconductor. The current 

density is thus expressed (following for example Shenai & D utton (1988)) like':

_  A*T
OO OO

J  T),7{rj) i l - D ^ ) d r j -  J  V ^7(r ,)  (1 -  dr, (A.3.30)
. 0  0 

where T>m and Dg are evaluated a t their respective electrochemical potentials tj ±  ^r]f2,  and 

At] is approximately given by Arj rs qVg,. This equation forms the basis of the combined 

thermionic-emission-tunnelling theory.

At equiUbrium Va =  0 and equation A.3.30 reduces to:

OOj  [ 'D s{v)- 'D m {v)M v)dv  = 0 (A.3.31)
0

which is equivalent to the condition Qs — Qm =  0 already used when discussing the electro

statics of Schottky contacts'^ (see 2.1.4.1). In other words, during the formation of a metal-

semiconductor contact, there is a tendency towards the establishment of balance between the 

occupied density of states on both sides of the junction and the levelling of a common electro

chemical potential rj across the entire system.

The dependence of the transmission coefficient 7  on barrier height is exponential of the form 

(see Rhoderick & Williams (1988)):

T oc exp (A.3.32)

where

(A.3.33)

This explains why the tunnelling current becomes dominant in junctions incorporating heavily 

doped semiconductors or junctions with intentionally S — doped  ̂ surface layers. As a function 

of tem perature, two distinct limits may be defined (see Crowell & Rideout (1969)):

^This assumes that the transmission is symmetric in both directions, from the metal to the semiconductor,

and from the semiconductor to the metal.
^Of course, the assumption of direction-independent transmission coefHcient must still be valid.
^Layers of very high doping at semiconductor surfaces of width S  which are created intentionally, normally,

in order to achieve ohmic contacts to metals.

286



A. A P PE N D IX  A A .3 Derivations

1. ^  1 where the thermionic emission is the dominant process and therefore the current

has a strong tem perature dependence;

2. 1 where tunneUing is the dominant transport mechanism, and the tem perature

variation of the transmission probability is vanishing.

It can be shown, in a way already demonstrated above, th a t if the barrier height lowering 

due to  the image force is neglected and at low tem perature, the electronic current may be 

expressed as:

Jn = J s e x p ( ^ ^  (A.3.34)
V-c-oo /

where the saturation current density can be approximated like:

Ec — E-p i > b  —  {Ec — E p)A *y /n y^ E oo \ /^ b  —  qVs. — {Ec — E p)
Js =  -----------------  r -------------------- exp

k T  cosh k T  E(00
(A.3.35)

in the mixed region of thermionic-field emission (see Jaug & Lee (2002); Jang et ai. (2003)).

It is intuitively clear th a t applied voltage 14 dependence of the transmission probability, 

at high tem perature, will follow a form similar to  the one obeyed by the thermionic emission 

current. In practice, it is possible to approximate the exact dependence with a form like:

Jn =  Js exp
\ T k T

(A.3.36)

where T  is the customary ‘ideality factor’ introduced in section 2.1.5.4. This has been shown 

to be valid in the tem perature region defined by > 1 (see Padovani & Stratton (1966)).

There are couple of corrections tha t can be done to the standard thermionic-emission- 

tunnelling theory, th a t are often considered (see for example Kalameitsev et al. (1997); Racko 

et al. (1996, 1997)). One is the inclusion of two different Richardson constants, and Am,  

and two different transmission coefficients Ts_m and Tm-s; for the currents flowing from the 

semiconductor to the metal and backwards. The to tal current density is thus given by:

{ OO OO \

^  I  D sT s-m (^) (1 -  Dm) d E - A m j  Dra7ra-s{E) (1 -  Ds) dE I (A.3.37)

0 0 J
The other is the inclusion of an arbitrary build-in potential in the calculation of the transmission 

coefficients Ts_m and Tm-s- This is most easily done numerically, by calculating the global 

transfer matrix:
n s

G  =  r i S i P i  (A.3.38)
i=0
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where S* and P i axe sets of scattering matrices and phase matrices, defined as:

S i  = 2
1 + 
1 -

1 -  

1 +
exp{—Widi) 0

0 exp{widi)

(A.3.39)

(A.3.40)

where i =  [0, ns] where ns  is the number of sUces of thickness di, into which the to tal barrier 

width Xd has been spUt; and m* are the effective masses within those shoes, Wi are the respective 

momenta, defined in the usual WKB way:

Wi  = (A.3.41)

where is the electric potential in each slice. Therefore the transmissions 7s-m{E)  and 

'Jni-s(£') can be evaluated using the global transfer m atrix G  and its inverse like:

s —m

‘'m-s y ii )
w„

(A.3.42)

(A.3.43)

and finedly the total current integral J„ evaluated.

Normally, the knowledge of the actual efiFective wavefunction is unnecessary, though in prin

ciple obtainable as the wavefunction may be approximated piecewise by linearly independent 

pair of base functions (most commonly Airy functions^) like:

(A.3.44)

where ca and cb are constants determined by matching the wavefunctions 3',(a:) and their first 

derivatives dx'^i{x) at the borders of each interval of width di, and the coordinate transforms 

xi{x)  are defined as:

X i { x ) (A.3.45)

where £i are the piecewise constant approximations for the electric field in the structure.

Though it is difficult to make a clear discrimination, the WKB method is to be preferred for 

broad and smoothly-varying barrier potentials, while the Airy functions method is technique 

of choice for steep field profiles (see Bruno et al. (2007); Vega (2006)).

^Airy functions of the first kind Ai(a:) and the second kind B i(x), defined as two linearly independent 

solutions of the differential equation d^y(x) — y ( x) x  =  0.
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A .4 Accum ulation and ohmic contacts to semiconductors

For some metal/semiconductor combinations, it is possible to have and the Fermi

level of the metal to lie between the Fermi level in the semiconductor and the conduction 

band edge for an n-type semiconductor (analogous situation can be similarly defined for p-type 

semiconductor Zeghbroeck (1997)). Analogously to the treatment of the electrostatic problem 

in section A.2 the Poisson equation for the electrostatic potential can be written like;

where a and b are constant coefficients. Further, after double differentiation, boundary con

ditions at infinity £(oo) =  0 and at zero £(0) =  can be imposed. The first of which

demanding charge neutrality deep in the semiconductor, and the second one demanding that 

the maximal electrostatic energy exactly equals the thermal energy, per unit volume and at 

equilibrium, close to the interface at x =  0 like:

shown at figure A.3 The width of the accumulation layer Xa can be obtained from equating 

(f){xa,) = <f>i — Va, at an applied bias 14, to be:

It is easily seen that, generally, the accumulation layer widths are shorter than the depletion 

layer widths, and the associated build-in electric fields are smaller for the accumulation case 

rather than the depletion case. Therefore, under accumulation conditions, the resulting metal- 

semiconductor contacts are, generally, ohmic.

(A.4.1)

The solution can be sought in the form:

(j){x) =  y In (1 -f- hx) 
0

(A.4.2)

(A.4.3)

The resulting solutions for the electrostatic potential and the build-in electric field are:

where Ld , as customary, is the Debye length and ^  is the voltage equivalent of temper

ature.

Solution for the electric field for an arbitrary semiconductor with Nd =  10^  ̂ cm~^ are

(A.4.5)
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Figure A.3: Potential distribution across the depleted region for n-type non-degenerate semiconductor. 

Constants are set as follows: ts =  lOeo, Nd = cm“® and 4>i = I V.

It should be mentioned, th a t it is sometimes possible, to engineer the Fermi-level pinning at 

a semiconductor surface (which otherwise renders the work function of the metal, in a Schottky 

junction, irrelevant) and achieve both depletion and accumulation. An example is the ternary 

system InGaN, as proved by photoemission studies by Veal et al. (2006).

A .5 Various conventions and Instrum ental calibrations

Following is a set of figures, which are im portant for understanding or verifying certain points 

in the text, though, are unnecessary burden for the reader.

The coordinate system and sign convention used in the description of the theory and ex

periment is standard and followed throughout most of the references in the text. Figure A.4 

exphcitly denotes the standard.

The spectral calibrations of the spectrometers used in characterising the ‘grey’ absorbers 

used in the photo-illumination studies of Shcottky junctions are provided at figures A.5 and 

A.6. The calibrations have been executed using a set of He, Na and Ne, low-pressure spectral 

lamps. Incandescent W based bulbs have been used for intensity calibration of the SIOOO and 

S2000 fibre-optic coupled spectrometers. Both spectrometers exhibit high linearity and long 

term  stability.

The intensity calibrations of the halogen lamps used for the diodes illumination are provided 

on figures A.7 and A.8. It is easily noted tha t due to absorption in the limited air-paths and 

attenuation in the optical fibres, for most purposes the integral spectral intensity in the near UV 

part of the spectrum, can be neglected below about 370 nm. The oscillation-like modulation of
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metal semiconductor ohmic contact

I

Figure A .4: Coordinate system and sign convention used in the description of the Schottky junction 

theory.
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Figure A .5: Spectral calibration of the SIOOO fibre-optics spectrometer.
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Figure A .6: Spectral calibration of the S2000 fibre-optics spectrometer.
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the spectra is related to thin-film equal-thickness fringes of interference in some of the protection 

coatings of the CCD detection arrays used.

 Xe KL1500 Lamp
S2000 Spectrometer

3000

^  2000

1000

200 300 400 500 600 700

Wavelength X .  nm

Figure A.7: Intensity calibration of the KL1500 lamp used in the experiments.
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Figure A.8: Intensity calibration of the KL1500 lamp used in the experiments.

Two examples of absorption coefficient calibration on the absorbers used in the photo

illumination experiments are given at figures A.9 and A. 10. On both figures, curves in red 

have been measured on a S2000 fibre-coupled spectrometer and curves in black, on a SIOOO 

spectrometer. Absorption is about 15 % and 97 % for the two absorbers used. .

A .6 Details of experim ental procedures

Various details of sample preparation procedures and measurement apparata and protocols are 

provided below.
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Figure A .9: Absorber calibration in the NUV - VIS - NIR range.
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Figure A .10: Absorber calibration in the NUV - VIS - NIR range.
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A .6.1 Schottky junctions preparation

Commercial, moderately n-doped Si and GaAs wafers of different cuts (< 100> , < 111> , etc.) are 

used as semiconductor substrates. All wafers axe cleaned in boiling acetone, boiling methanol 

and 20 MQ deionised water. For the Si substrates, standard semiconductor grade etching solu

tion NH4 0 H:HF:H2 0  is used^. The GaAs substrates are sequentially etched in H3P 0 4 :H2 0 2 :H2 0  

optimised solution and in HC1:H20. All wafers are then washed in deionised water, dried in a 

stream of dry N 2 and immediately introduced into the vacuum chamber for deposition.

Deposition is done by Ar magnetron sputtering at 10“  ̂ mBar (Shamrock Sputtering Tool) 

or alternatively by thermal evaporation at mBar (Edwards AUTO 306). All sputtering 

targets and evaporation sources are of at least 4N purity. Metal alloy evaporation sources have 

been prepared by weighting stoechiometric amounts of the respective metals and melting the 

mixtures into ingots in an in-vacuum arc-melter~ until homogeneous. Metal layer thickness is 

30 nm for the diodes prepared for galvanic measurements, and 15 nm for the diodes prepared 

for photovoltaic measurements. Consecutively thick Ag contact pads are evaporated for the 

external contacts on the metallic side.

The Ohmic contacts are prepared by direct soldering with In metal at 400 K and consecutive 

rapid annealing at 800 K. During the entire process, the metal side of the junctions is cooled by 

a jet of high-purity Ar gas, in order to avoid oxidation and intermixing and large inter-difFusion 

of metal atoms, across the Schottky interface.

One example of a diode mounting configuration is shown on figure A. 11. Other sockets and 

various mounting methods (i.e. wire-bonding, In soldering, silver-painting) have been employed 

for measurements in various configurations and at various temperatures'*.

A .6.2 D escription of I-V curve tracer

A block diagram of the I  — V  curve tracer is shown at figure A .12. The arbitrary waveform 

generator is either 6 MHz H P/Agilent 82 or 10 MHz TTI 1484. The digitising oscilloscope 

used is 8-bit, 40 MHz Tektronics 220. Current compliance is about 10 mA at 1 kHz. Voltage 

compliance is 10 V throughout the frequency window DC to 1 MHz. Sweeps can be performed 

at constant rate of change of voltage by supplying a triangular waveform of the appropriate 

frequency. All resistors used have tolerances better than 1 % and are low inductance, metal 

thin film type. Measurements have been performed in the dark, at ambient conditions.

^The eching solution is supplied by Honeywell Inc. USA.
^All ingots have been remelted at least three times.
® Selection is based on experimental requirements and limitations like: temperature region and thermal 

conductivity, available size, mechanical vibrations, external illumination, etc.
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e v a p o r a t e d  Au + Ag l aye r
(40n m  e ac h )  s o l d e r ed

wi r e s

r a r e  e a r t h  a l l oy  
( e v a p o r a t e d  l ayer )

d o u b l e - s i d e d
tape

Figure A .l l :  Diode mounting configuration, used for ambient temperature diode characterisation.

Diode Under 
Test

Digital
Oscilloscope

Arbitrary
Waveform
Generator

Current Sensing 
Resistors

Figure A .12: Block diagram of the I — V  curve tracer used for fast diode characterisation.
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A .6.3 Transport m easurem ents setup

DC m easurem ents are perform ed using the  stan d ard  4-wire m ethod w ith  source-m eters (Keith- 

ley 2400, 2410 and HP228 series). Two basic connection diagram s are shown on figure A .13.

DlgKai

Diod* Undar 
Tact

Figure A .13: Block diagram of the I  — U curve curve measurement configurations for low device 

impedance (a), and for high device impedance (b).

AC m easurem ents are perform ed using a resistance bridge, w ith an  isolating transform er for 

the  A C /D C  decoupling, Lock-in amplifiers (EG& G 50, 52 and 82 series), and  program m able 

voltage source (K eithley 240). Two basic connection diagram s are shown on figure A. 14.

Digital Orclllitor

Conductance Bridge

Arbitrary Bias 
Oenerator

hmpedar>ce 
Matching Circuit

Decoupling
Transformer

Blas-T

Figure A .14: Block diagram of the AC/DC bridge device comparison setup.

The tem pera tu re  is stabilised using a w ater b a th  (G rant) to  circulate w ater through two 

planar heat sinks, between which the diodes were sandwiched. The tem p era tu re  is, thus, stable
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to within 0.05 K. The absohite temperature is know to better than 0.5 The maximal 

temperature difference between diodes, one of which is situated in, and the other out of, the 

region of the magnet bore is measured to be below 3 K and stable to better than 0.1 K , 

independently of the magnetic field applied. Verification for field sweep at a rate of 0.1 T/m in is 

shown at figure A. 15. Alternatively, the samples are mounted into a He vapour-flow variable

302.974 W ater Bath at 303.15 K

302.972

302.970

^  302.J
S
3
5  302.5

I
E«

302.964

302.962

302.1

302.958

302.956

0 200 400 600 800 1000

Time t, s

Figure A. 15: Temperature, as monitored by a 4-wire AC-bridge measurement on Class A, Pt 100, 

standard resistor. During the scan the field was ramped continuously at a rate of 0.1 T/m in.

temperature insert, providing temperatures in the region of 1.9 - 350 K, within an error margin 

of 0.1 K and stability of about 0.01 K.

Magnetic field was provided with a 5.5 T wide bore^ superconducting magnet (Cryogenic 

UK) with stability of 0.05 % for a period of 1 h. The magnetic field applied was deduced from 

the energising current measured as a voltage drop across a high stability shunt. Alternatively, 

the superconducting magnet of a commercial Physical Property Measurement System (PPMS), 

Quantum Design Inc., is used, providing fields of up to 14 T.

The diodes are illuminated using a fibre-optic assembly, with focusing/defocusing lenses and 

collimators. Air-cooled, filtered xenon lamp (Xe KL1500) is used as a light source.

'T h e  uncertainty arrises form the mciximal possible thermal gradients between the temperature sensor and

the devices under test.
^The magnet used has useful bore diameter of 10 cm.
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Appendix B

A ppendix B

B .l  Transfer H am iltonian approach to  spin-polarised tu n 

nelling

Bellow, a brief account of the generalisation of the transfer Hamiltonian approach is given, 

based on the discussion by Zhang & Levy (1999).

A simple mani-body theory to recover non-vanishing magneto-conductance within the WKB 

approximation for the wavefunctions of the individual quasiparticles may be constructed by 

using a matrix version of a second-order quantisation theory. Starting with a Hamiltonian 

matrix H  for the spin-polarised electrodes of the form:

are representing the population of the s-like stated, the d-like states, and their hybridisation. 

The Hamiltonian of the entire tunnel junction may be thus written like:

with the part describing the transfer of electrons from one side to the other and expressed 

as:

where and are the annihilation operators for the left and right-hand-side electrodes for 

the s-like states and the d-like states, respectively, and the filling-coefficients and

(B.1.2)
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where the matrix elements are responsible for the transfer of s-like and <i-like electrons, 

which in the WKB approximation is inversely proportional to the density of states as already 

mentioned in section 3.1.4:

^  Di(£;k)2)r(i^k')

where C is a coefficient, that depends on details of the potential barrier profile, the actual value 

of which is not important for the present considerations.

Further, the particle number operator n can be introduced in the usual way:

k 5

and its time evolution described by the conventional propagator (anti-commutator with the 

Hamiltonian):
Hn*’’'

z/i— = [ n '^ H ]  (B.1.6)

and finally the tunnelling current from left to right may be evaluated as the long-time average

In order to obtain an explicit formulation, further simplifying propositions must be made.

One is to neglect the second half of the transfer Hamiltonian, namely, the tunnelling of the 

d-like states. In this case:

k k ' s

and the equation of motion B.1.6 simplifies to^:

=  E  ^kk' k V k ' .  -  h.c.l (B.1.8)
kk'.

The current thus becomes:

I  =  q Y l  /  l^kk'al" (k ',  s; E)  § ‘ (k, s-,E +  qV )̂ [f,  ( E)  - f r { E  +  qV )̂] (B.1.9)
kk's

where are the spectral functions of the s-like states. Those can be evaluated as the negated 

imaginary part of the respective Green’s functions:

3l,r

The Green’s function S (k, itself, may be evaluated as the inverse of the Hamiltonian of 

the s-like states, within first order time-dependent perturbation theory (see Landau & Liphshitz

'h .c. - is used to  denote Hermitian conjugate, i.e. complex conjunction and transposition.
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(1976)), where the d-like states are considered to  interact perturbatively with the s-Uke states 

with and energy scale of

TT s - l , r
h -  -

d_l.r
- 1

the poles of the above Green’s function are situated at £■ =  given by:

±
J,r , d J .r '

(B. l .12)

and their corresponding renormalisations (calculated as residuals) are:

2  \  - 1/
^l,r _ I

V
p \ ,T  _  d  l,r 

^ k s

(B. l .13)

Using the residuals theorem, the imaginary part of the Green’s function can then be expressed 

as:

Im (S‘’0  =  [ e  -  E l l )  (B.1.14)

In the final step of this evaluation, the sum over /c-space overlap in equation B.1.9 can be 

substituted by an integral over energy of the overlap of the density of states, like:

1, 1, /  Jkk

The tunnelling current in the limit of T  ^  0 and V —> 0 thus becomes:

I = 27rq^V,C^'^ZX

(B. l.15)

(B .l.16)

- = l , r
vhere are the fc-space averaged renormalisation factors.

It is im portant to note, th a t once again (as in section 3.1.4), the density of states of the 

electrodes, explicitly present in equation B .l .15, cancels with the inverse dependence of the 

matrix element B .l.4 on the density of states leaving no explicit dependence in the expression 

for the tunnelling current. Nevertheless, the renormalisation factors remain in, carrying the 

uform ation for the polarisation of s-like states via their hybridisation with the d-like states.

The realisation of the fact that, the renormalisation factors, rather than  the density of states, 

ihat influence the tunnelling conductance, gives a way of understanding the experimental fact 

evidence mainly from superconducting tunnelling experiments to 3d ferromagnetic metals), 

•hat the m ajority (spin-up) electrons have higher transmission coefficients, while having lower 

density of states at, or close to  the Fermi level. As the minority (spin-down) electrons have a
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lower Fermi energy (are more strongly hybridised), the difference is smaller, and

leads to smaller (see equation B.1.13) renormalisation factors and correspondingly smaller

tunnelling current component.

B.2 Sample preparation and initial characterisation

B.3 M easurement technique

A conventional four-wire DC -I- AC resistance technique has been used for the simultaneous 

measurement of both the quasi-static I  — V  characteristics, and the first and second derivative 

of voltage drop across the sample with respect to current. A schematic representation of the is 

shown at figure B.l. The realisation is similar to the one suggested by Hipps & Mazur (2002), 

with an optional software control of the modulation amplitude. The measurement of differential 

resistance, instead of differential conductance, has several important distinctions;

1. A true four-wire sample leads compensation can be realised (to the level of the device

2. Low noise JFET pre-amplifiers can be used, preserving satisfactory level of impedance 

matching, and therefore better noise performance.

3. A higher level of protection against electrical breakthrough of the junction under test 

may be achieved when actively limiting the maximal current, thus avoiding overheating 

problems.

4. The current sourcing (both DC and AC parts) can be readily bypassed, preserving the 

current limits upon connection and disconnection of a device to the measurements sys

tem. As the device connections are essentially all shorted to the system ground during 

bypassing, the level of electrostatic safety is considerably improved.

5. As DC resistance and AC differential resistance are the natively determined parameters, 

the determination of DC and AC conductance has to be done numerically. For example, 

if the first and second derivative of the voltage drop with respect to current axe known 

(or evaluated numerically), the second derivative can be computed like (see Wolf & Losee

chip, only).

(1970)):
aV d '^ V

(B.3.1)dV^ d P  \ d J
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■ DC Sourcemeter LIA with JFET Pre-Amp _
Keythley 2400 EG&G 7265 detecting at v -

■̂ DUTl

Signal Generator 
Agilent 33220A

LIA with JFET Pre-Amp 
EG&G 7265 detecting at 2v

Figure B .l: Schematic diagram of the setup used for four-wire DC resistance and AC differential 

resistance measurements.

The sample environment has been provided in a Quantum Design, PPM S' system, equipped 

with a 14 T superconducting magnet, and a He vapour flow tem perature control system,

with an in-vacuum sample space. The data  acquisition and control software has been written

specifically for this class of measurement platforms, and allows for full system monitoring, 

control and programming. Detail on the design of the control system are given in appendix 

B.5.

An im portant verification of the technique and instrumentation, th a t is normally performed 

before each measurement cession, is the bias dependence of a standard low-noise metal thin 

film resistor. Example of such a procedure is shown on figure B.2. It is readily seen, tha t

0.335 I------- 1------------- 1---------- . I I I I — ■
I •  1 kfl Standard Resistor \

-S- 0.334 .
i> u,

o
0.331 -

<- ■ I ■ —  -I—
•1.0 -0.5 0.0 0.5 1.0

Applied Voltage (V)

Figure B.2: Voltage dependence of the differential resistance of a 1 kfi standard resistor. The noise 

band is shown for a time constant of 0.1 s.

^Physical Property Measurement System
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the measured differential resistance is constant with respect to  the statistical dispersion of the 

data, as expected. The band noise shown, is primarily determined by the imperfections in the 

shielding of the screened twisted pairs used for connection to the devise under test (interference 

pick-up from other subsystems in the same measurement platform), while the sample and pre

amplifier noise, are often not a point of concern. Of course, in situations, where there is a large 

impedance mismatch between the measured junction and the ampUfiers (both measurement 

and current/voltage sourcing ones), excessive noise can become an issue. Therefore, care must 

be taken in order to both, select proper pre-amplifiers, and select working frequencies and 

frequency filtering strategies, th a t would guarantee minimal interference and optimal amplifier 

noise-figures. Moreover, conditioned current and voltage signals have been monitored directly 

on a digital oscilloscope, in order to exclude the possibility of sporadic or systematic interferences 

of large magnitude interfering with the signal of interest and influencing the detected amplitudes 

or their current and instrumental broadening.

Examples of electromagnetic interference, as coupled to  a standard grounded chassis 50 f2 

BNC connector are shown on figures B.3 and B.4. As anticipated, the most prominent

.8 

-9

E
®  -10 

I  -11 

-*  -12 

-13 

-14
0 200 400 600 800 1000

Frequency f, Hz

Figure B.3: Electromagnetic interference as coupled to a standard BNC connector, in a normal labo

ratory environment, in the frequency window where mains interference is dominant.

sources of interference are the mains power supply units, both with conventional rectifiers and 

pulsed-width modulation ones. The frequencies th a t should be avoided are thus the mains fre

quency (50 Hz in this particular case) and its odd harm onics', and some frequencies generated

^The generation of predominantly odd harmonics, is only the case, when close to ideal rectifiers are used, 

as the Fourier transform of a generally asymmetric transfer function (neither odd, not even), contains both odd 

and even harmonics.

 Lab Noise
22:00h 31/05/2003

249.8

61.2

349.6 549.3 7 4 9  ^
439.4

948.8
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 Lab Noise
22:00h 31/05/2003

63.8

g 25.!

-12 68.5

0 20 40 60 80 100

Frequency f, kHz

Figure B.4: Electromagnetic interference as coupled to a standard BNC connector, in a normal labo

ratory environment.

by pulse-width modulation power supplies (26, 64, 66 kHz). In synchronous, heterodyne detec

tors, lock-in amplifiers, etc., where notch filters are used to reduce mains interference, often, 

useful frequencies for modulation are in the region above 500 Hz. Elevated working frequencies 

also have the advantage of providing smaller minimal integration time constant, and therefore 

faster da ta  acquisition, on the expense of complications related to the capacitive and inductive 

components of the impedances in the measurement circuit.

B .4  Ferrom agnet - Superconductor tunnelling

Below a summary, within the classical semi-empirical model, is given of the basic features of 

the tunnelling process between a superconductor and a ferromagnetic metal. This is im portant, 

as the techniques developed in this respect are still a source of basic information about the 

spin-polarisation in ferromagnetic metals (see Meservey et al. (1970) and Tedrow & Meservey 

(1973)), but also in order to  point-out the differences in the tunnelling process (mainly the 

influence of the density of states).

The current is expressed through m atrix element in the normal state like:

OO

j  =  ? P ij |2 D j(o )d ^ (o )  I  p^„p(E) [f{E) -  f [ E  -  qV,)] d E  (B.4.1)
— (X

where psup is the BCS theory ' energy dependence of the state density, given (neglecting the 

^Bardeen - Cooper - Schreiffer theory of conventional superconductivity
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thermal smearing by):

P s u p (-B )  =  \ E \  >  A s

P s u p { E )  =  0, 1̂ 1 <  As (B.4.2)

where the superconducting gap is given by 25s-

Conventionally, the dependence of the tunnel current on the normal-state density is taken 

care of by normalising the differential conductance measured in the superconducting state for 

one of the electrodes, to the one measured with both electrodes in the normal state, like:

  OO expr I  exp )
/  P s . . { E ) - -  V " (6. 4. 3)

J L  ^ ^ [ l + e x p ( ^ ) ]

for the case of non-ferromagnetic electrodes, or simply as a convolution of the superconduct

ing density of states with the conventional Fermi-smearing kernel (see equation 3.2.37), which 

reduces to  a delta function in the limit T  ^  0 ,  leaving the normal conductance directly propor

tional to the superconducting density of states. For a ferromagnetic second electrode, neglecting 

interactions th a t would generate spin-flip transitions (for example spin-orbit interaction), i.e. 

making the independent spin-channel approximation, the normalised differential conductivity 

can be expressed as:

7 / a «  + l \  1 e x p ( ^ ^ )

j - i c  ^ ^ [ l + e x p ( ^ )

+  /  ^   ^ d £  (B.4.4)

where a® is, as customary, the static density of states polarisation of the ferromagnetic elec

trode, a t the Fermi level. Equation B.4.4 represents one of the most valuable methods for 

determination of the static polarisation of Ferromagnetic metals at low temperatures.

There are couple of factors th a t contribute to  the difficulty of observing density of states 

effects in normal metal - ferromagnet junctions, or direct relation of density of states polarisa

tion and conductivity for ferromagnet - ferromagnet tunnelling. One is the step-like density of 

states is a peculiarity of the superconducting state (or other similar gapped states), which allows 

for the clear separation of the individual spin-channel contributions, under the application of 

external magnetic field^ Another is the intrinsic conflict, between the demands for reasonable

'For example, similar effects are difficult or impossible to observe in semiconductor-ferromagnet tunnelling, 

as the typical semiconductor gaps are of the order of 100 meV, and the externally applied bias Va, tends to
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spectroscopic resolution, that should be comparable to  the zeeman splittings accessible exper

imentally, and high Curie tem perature, which is necessary for both practical applicability and 

in order to  provide an advantage over the cryogenic methods.

An open possibility still remains, for the observation of density-of-states related effects in 

normal m etal - low Curie point ferromagnet tunnel junctions, which can be readily driven 

through a sharp transition; or the utilisation of semimetal - ferromagnet junctions, should the 

semi-metal have a low-enough density of states at the Fermi level, while preserving sufficient 

conductivity (i.e. very high mobility) at low tem perature. True half-metals may also be applied 

as selective electrodes, however, there is limited evidence for sharp features in the tunnelling 

involving alleged half-metals like (LaSr)M n0 3  (see Mukhopadhyay et al. (2005) and references 

thereof).

B .5 P hysical P roperty  M easurem ent System  Controller  

Software Package

The following is a brief description of the functionality offered in the PPM S Controller software 

package.

The package is aimed at providing all basic functionality of the standard MultiVu soft

ware package supplied together with the Physical Property Measurement System^ (PPMS) 

measurement platform. Apart from providing means of direct dialog control of all functional 

parameters of the system the software package provides means of monitoring, logging and some 

safety features like command param eter control and low He level system shutdown.

There are three m ajor differences between the PPM S Controller and MultiVu^:

1. PPM S Controller is able to  acquire data  at much higher rates than  the MultiVu. The in

herent parallelism of the program allows for d a ta  rates as high as 50 Hz^, while monitoring 

and logging the system status at say 1 Hz.

create extended voltage drop across m etal-sem iconductor junctions, due to the relatively low carrier densities in

semiconductors, and accordingly worse charge screening.
* Quantum Design Inc., San Diego, CA, USA
‘̂ M ultiVu  is the softwaje package supplied with the PPM S system  and well established among the user 

community.
^Actual experimental rate, when polling four independent full-speed GPIB compatible devices.
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2. PPM S Controller is able to control equipment external to the PPMS system, connected 

on RS-232', GPIB^, USB'^ or any other Windows*"’ compatible interface.

3. PPM S Controller has a far more sophisticated scripting language, allowing for variables, 

cycles, labels, branching, floating point and boolean computation, among others.

The grammar is non-context sensitive (in its dominant part) - second level"*, mainly agglu

tinating, and partially inflecting language (see Chomsky (2006)). The execution is done line by 

line, unless required by cycles or branching. The sequence can be term inated by user request, 

by a stop command or by an system event - like a low He level alarm. The grammar is not 

case sensitive nor space (tab) sensitive. The commands can be abbreviated to the shortest 

distinguishable symbol sequence.

B .5 .1  C ontrol C om m ands

The following is a list of all control commands available in Version 1.0 of PPM S Controller 

’ - Remark command - anything on the same line after this symbol is not executed.

% variable = expression - Changes the value of variable or defines a new variable and sets 

its value to  expression.

'’’string’'’ - Represents a string contained inside the quotation marks.

a{n(string) - Adds to  the name (leaving the extension untouched) of the present file the 

contents of string or any variable cited inside the brackets, 

c lr  - Clears all presently defined dynamic variables, 

e n d  - Unconditionally discontinues the execution of the sequence.

h\\{level I enable | disable) - Enables, disables or sets the Low Hehum Level action and 

trigger level at level (the PPM S Controller will perform the action independently of whether 

the sequence is running or not).

sd  - Brings the system into Shutdown state.

sf(sei field, field rate, approach mode, final state) - Sets the magnetic field, where set field 

can take any value between -140000 and 140000, in Oe, field rate can take any value between 

0.001 and 133.1, in Oe/s, approach mode can be any of the following: linear, novershoot and 

oscillate, final state can be either persistent or driven.

^Historic, but widely used, low speed, serial interface standard.
^General Purpose Interface Bus 
^Universal Serial Bus
'*The actual level may be considered as high as 2.5.
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s im (o n  | off) - Switches on or off the simulation mode (in simulation mode the sequence is 

executed as usual, though no actual commands are send to the system).

sp{setangle, speed) - Sets the angular position of the horizontal rotator to setangle degrees 

at speed defined as a number between 0 and 15, 0 corresponding to fastest speed of about 1 

degree per second.

st{setpoint , temp rate, approach) - Sets the system’s tem perature to setpoint, any value 

between 1.8 and 400, at temp rate, any value between 0.01 and 20, in K /s, and regulates the 

approach to be fast or noovershoot.

s\'{variable, value) - Sets the value of the variable to  value. If the variable is not existant - 

it will be created.

w a it {wait time) - The execution of the sequence is paused for wait time number of millisec

onds.

■wi{time, timeout) - Waits until the system field has been stable for more than time number 

of seconds. The execution will continue either if the first condition is satisfied or if more than  

timeout number of seconds elapse since the command has been issued. A timeout of 0 requires 

the satisfaction of the condition with an indefinite timeout.

wp{tim e, timeout) - W aits until the system angular position has been stable for more than 

time number of seconds. The execution will continue either if the first condition is satisfied or 

if more than timeout number of seconds elapse since the command has been issued. A timeout 

of 0 requires the satisfaction of the condition with an indefinite timeout.

w t{tim e, timeout) - W aits until the system tem perature has been stable for more than time

number of seconds. The execution will continue either if the first condition is satisfied or if 

more than timeout number of seconds elapse since the command has been issued. A timeout of 

0 requires the satisfaction of the condition with an indefinite timeout.

B .5 .2 D a ta  Taking C om m ands

The following is a list of all d ata  taking commands available in Version 1.0 of PPM S Controller 

log(on  I off) - Switches on or off the log information saving mode (logging is performed in 

the default data  file).

save(on  [ off) - Switches on or off the fast data saving mode.

saveone - Saves one da ta  point (all da ta  and status information, th a t has been selected for

saving).

re a d o n e  - Acquires one d ata  point (all selected devices are polled).
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ru n f( mco; iter, max speed) - Starts a fast data  acquisition process of max iter number of 

data  points at max speed da ta  taking speed in Hz.

s to p f  - Stops the fast data  aquisition process started with runf.

B .5.3 Cycling Commands

The following is a list of all cycle commands available in Version 1.0 of PPM S Controller 

for{variable, start value, end value, step) - S tarts a cycle on the variable from start value to 

end value inclusive, a t a step defined by step. The cycle contains all sequence lines before the 

first encountered next operator. A sequence may contain a number of nested cycles of various 

types.

n e x t - Delimits the last open for cycle.

r e p e a t  - Initiates a cycle on all lines in the present sequence to the next u n til  command, 

u n til  condition - Delimits a cycle initiated by the re p e a t  command if condition is not true, 

w en d  - Delimits the last open w hile  cycle.

w hile  condition do  - Cycles all lines to the next w end  command upon the condition being 

true.

B .5.4 Branching Com mands

The following is a list of all branching commands available in Version 1.0 of PPM S Controller 

{label} - Labels the following command with label. The label can be any string th a t does 

not contain a valid command.

if condition th e n  label else  label - Jumps to  first label upon the condition being true otherwise 

jumps to  the second label if the else  clause is present or to the next line if it is omitted.

B.5.5 Expressions

The following is a list of all expressions available in Version 1.0 of PPM S Controller in a modified 

Backus-Naur Form (see Naur (I960)).

expression ::= constant \ - any numeric constant

% variable \ - any already defined variable

- standard multiplication

- standard division

- standard addition

- standard subtraction

expression * expression \ 

expression /  expression \ 

expression +  expression \ 

expression - expression \
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expression '  expression \ 

log expression \

In expression \

( expression ) |

expression \  expression \

expression m od expression

exp  expression \

sin  expression \

cos expression \

tan  expression \

atn  expression \

abs expression \

int expression \

sgn expression \

sqr expression

bool expr ::= true| 

false I

( bool expr ) | 

not bool expr \ 

bool expr and bool expr \ 

bool expr or bool expr \ 

bool expr xor bool expr \ 

bool expr im p bool expr \ 

bool expr eqv bool expr \ 

expression > expression \ 

expression < expression \ 

expression >= expression \ 

expression <= expression \ 

expression = expression \ 

expression <> expression \

string ::= ” string const'''’ \

string + string

arbitrary power 

decimal logarithm 

natural logarithm 

standard bracketing 

integer division 

remanent after division 

standard exponent 

standard sine 

standard cosine 

standard tangent 

standard arcus tangent 

absolute value 

integer part

the signum of the expression 

standard square-root

logical true 

logical false 

standard bracketing 

logical not (inversion) 

logical and (conjunction) 

logical or (disjunction) 

logical exclusive or 

logical implication 

logical equivalence 

greater than 

less than 

greater or equal 

less or equal 

strictly equal 

strictly not equal

string constant string const 

concatenation of two strings
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Appendix C

A ppendix D

C .l  E xperim ental setup and sam ples for direct m agnetic  

detection  o f spin injection

The experimental setup is presented on the top panel of figure 4.1. The samples have been di

mensioned to make optimal use of the second-order gradiometer in a Quantum Design MPMS 5 

XL SQUID based magnetometer system. The main parameters being the on-axis-approximation 

decorrelation length of 1.00 cm (see C.3) and the maximal accessible sample translation (12 

cm).

The samples, schematically visualised on figure C .l, are prepared on either 200 |i.m borosil- 

icate glass substrates, 5.5 mm wide, 25 mm long (Sample 1), or on 1 mm high purity (5N5) 

fused silica rod 18 cm long (Sample 2). Gold contacts 40 nm thick are first evaporated in a 

AUTO 306 thermal evaporator in a dry vacuum of 5 • 10~^ mbar, using set of shadow masks. 

The two injection electrodes (Fe, Co, Ni or Zn) 10 nm thick, either 2 mm x 5.5 mm (Sample 

1) or 0.5 mm x 1 mm (Sample 2), with a centre spacing of 20 mm are evaporated next. The 

aluminium strip, either 20 mm x 5.5 mm x 40 nm, or 20 cm x 1mm x 500nm, is deposited 

last. Bare gold wires 35 ^m in diameter are attached to the gold contacts using indium sol

der. The samples are mounted in clear drinking straws and connected to a double twisted 

pair or oxygen-free copper wires for electrical measurements. Care is taken to orthogonalise 

any potential current loops with respect to the measurement axis of the system, in order to 

minimise the mutual inductance with the gradiometer. Current is supplied, either by a Keithley 

2400 source-meter for DC measurements or by a TGA 1242 arbitrary waveform generator and
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Sample 1

H, M

Au A1 Injector 
/  1 /

A C ) 11 I'l •

Sample 2 z-axis

'^^straw

= = 3

Figure C .l: Schematic representation of the two types of samples used to investigate the possibilities 

for direct magnetic detection of injected spin polarisation.

EG&G 5209 lock-in amplifier for AC measurements.

The measurements are performed by translating the sample assembly with a maximum 

displacement of 80 mm along the gradiometer axis and either digitising the amplified voltage 

proportional to  the flux coupled to the gradiometer (DC method) or by acquiring the in-phase 

and out-of-phase components with respect to  the excitation current for zero, positive or negative 

constant current bias (AC method). The choice of low-pass filter (nominally 12 dB/O ctave at 

80 Hz) is determined by the electronic drift in the DC method and by the working frequency in 

the AC method. The maximal applied field (along the z-axis of the assembly) has been limited 

to  500 m T and is determined by the flux drift due to  the field inhomogeneity in the sample 

region. A minimal applied field of 20 mT is chosen in order to  guarantee the stability of the 

magnetisation in the Fe injection electrodes.

C.2 M aterials used in the spin injection experim ent

Below axe notes on the magnetic properties of some of the materials used in the construction 

of the samples used in the experiments described in section 4.4.

The tem perature dependence of the magnetic susceptibility of the A1 source material used is 

an im portant factor th a t ultimately limit the maximal tem perature elevation of the samples used 

for magnetic detection of spin-injection. The measured magnetic susceptibility is dominated by 

the Pauli paramagnetic contribution, and agrees well with existing data  on pure A1 and dilute 

Al-Mn alloys, in the pure A1 limit (see Hedgcock & Li (1970)) of 2.07 ■ 10“ ^, as evidenced by 

figure C.2.
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Figure C.2: Magnetic moment as a function of temperature, measured in a field of 1 T, for a 4N pure 

Al sample of mass 211.5 mg.

Aluminium exhibits a relatively large quadratic in tem perature correction to the dominant 

constant term  in the Pauli susceptibility (the Fermi energy of Al is about 10 eV) a.s has been 

first noted by Wheeler (1968). This has been illustrated on figure C.3. Systematically repro-

■3 1.0x10"

• Pure Al 99.99 %
A = 1.7853(4)x10^ emu/cc 
B = -3.71(3)x10" amu/ccK’

g . 4.0x10'

0.0
0 1x10* 2x10* 3x10* 4x10* 5x10* 6x10‘ 7x10* 8x10* 9x10*

f .

Figure C.3: The dataset of figure C.2, replotted in order to illustrate the quadratic temperature 

dependence of the magnetic susceptibility.

ducible low-temperature upturn of the paramagnetic susceptibility is also commonly observed 

in aluminium. The tem perature dependence is Curie-like, as evidenced on figure C.4, but is 

unlikely to  be due to  the paramagnetism of isolated impurity ions, because of their high Kondo 

tem perature in Al, and is considered an effect intrinsic to  the electronic structure of the material 

(see Cooper & Miljak (1976); Hedgcock & Li (1970)).

A reasonable agreement between the experimental data  and a combined model, including
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Figure C.4: The dataset of figure C.2, replotted in order to illustrate the low temperature Curie-like 

temperature dependence of the magnetic susceptibility.
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Linear Fit 
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B = 9.9(2)x10'
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0.2 0.4 0.
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Pauli paramagnetism and Curie-like term at low tem perature, is achieved in tem perature region 

1.8 - 300 K, as evidenced on figure C.5.

• Pure Al 99.99

"X 1.7x10"

a  i.exio'

1.6x10"

I.SxIO"

1.5x10"
1001 ISO :

Temperature T, K
200 2S0 300

Figure C.5: A fit to the dataset of figure C.2, including the temperature dependence of the Pauli 

susceptibility and the Curie-like low temperature upturn.

The susceptibility of the borosilicate glass substrates used, has been found to be a super

position of a diamagnetic and paramagnetic (with some evidence of interaction effects) terms 

of comparable magnitudes, as shown on figure C.6. Compensation is reached for tem peratures 

in the region of 10 K. The strong, hyperbolic tem perature dependence of the susceptibility is a 

major factor, preventing samples prepared on these substrates to be used for optimal resolution 

spin-injection experiments.

The magnetic susceptibility of the fused silica rods, used to prepare the support for Sample
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Figure C.6: Magnetic susceptibility as a function of temperature for a borosilicate glass sample.

2, has been found to be diam agnetic and essentia lly  tem perature independent as expected  

(see figure C .7). The experim ental d im ensionless susceptib ility  of Ksi0 2  =  1-52(3) • 10“ ® (in SI 

units) agrees well w ith  th e standard value of 1 .5 5 -1 0 “ ® (see Keyser & Jefferts (1989)). The  

tem perature stability  of the susceptib ility  and its high uniform ity throughout the m aterial used  

ensures optim al suppression of spurious effects due to  sam ple heating.

0.0

•2.0x10''
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> -e.oxio'^

h«
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w
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^ H = 5 T

100 150 200 250

Temperature T, K

300 350

Figure C.7: Magnetic susceptibility as a function of temperature for a 5N pure fused Si02 rod sample. 

The data has not been corrected for an absolute sensitivity calibration factor of 1.085(1) valid at the 

time of the measurement.
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C.3 M agnetisation M easurem ents Using Second Order Gra- 

diom eters

C.3.1 G radiom eters for m agnetisation m easurem ents

The increasing requirements, mainly in solid-state physics, for characterisation of small or 

weekly magnetic samples, such as thin films, has tightened the requirements on high-sensitivity 

vibrating sample (VSM) and SQUID' magnetometers. Various first and second order gradiome- 

ter coil assemblies have been optimized to measure the different components of the magnetic 

moment of a sample. For their better suppression of external interferences second order gra

diometers are generally preferred. They are widely used in the popular single axis SQUID based 

magnetometer.

A number of theoretical works describe procedures for calculating the response functions 

of various pick-up assemblies under more-or-less severe restrictions. Very often the sample 

is approximated by an ideal dipole perfectly positioned in the centre of the sample holder; 

extended samples are often considered to be homogeneously magnetised. Detrimental effects 

relating to the mechanical orientation and translation of the sample or the existence of image 

effects (due to the presence of superconducting material in the form of shields or coils) are 

neglected. A review of works, on both image and sample geometry effects, is provided by Zieba 

( 1993).

The following analysis is illustrated with a particular example of a SQUID magnetometer 

(Quantum Design Magnetic Property Measurement System MPMS XL ^), equipped with lon

gitudinal pickup coils, although the approach used can be readily generalized and exploited for 

simulating the response of any other induction-based magnetometer.

C .3.2 Second-order gradiom eter analysis

The second-order gradiometer under consideration is depicted on the inset in figure C.8. It 

consists of four single turns of superconducting wire wound on a cylindrical support and con

nected as (- - t -  - I -  -). In order to calculate the response of a second-order gradiometer pick-up 

coil assembly one may estimate the induction B  at an arbitrary point r outside the sample with 

'Superconducting Quantum Interference Device
^Quantum Design Magnetic Property Measurement System MPMS XL, Quantum Design, 6325 Lusk Boule

vard - San Diego, CA 92121-3733, USA
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Figure C.8: Spatial frequency domain spectrum of the second-order gradiometer used (solid line), 

compared to the background drifts and noise spectrum (dotted line). The inset shows the geometry of 

gradiometer and the reference frame used.

m agnetisation d istribu tion  M (r ') ,  following Ausserlechuer et al. (1998):

B (r )  =  £ / ( M ( r r V ' ) ^ ^ d V  (C.3.1)

where th e  integral is taken  over all space, considering M (r ')  ^  0 only inside the  region of 

in terest (i.e. sam ple and sam ple holder). For the  simplified case of a single m agnetic dipole m  

in the  centre of the  coordinate system , (see for exam ple G araclitchenko et al. (1992)), equation 

C.3.1 reduces to  the  well-known expression for th e  field of a  point dipole:

3 ( m r ) r  m  
>y>5 (pS (C.3.2)

T he z-com ponent of the  m agnetic induction  couples to  the  pick-up coils and  is given in any 

point by:
Mo rnA  / n  o  qn

j  (C.3.3)

The resulting flux through any of th e  four coils can be obtained by analytical or numerical 

in tegration over the  area of the  loops:

3 3 „

$ t o t  =  E  =  E  /  ( ‘^ • 3 - 4 )
i= 0

the  area of the  of the  four coils being denoted as (i =  0 . . .  3), w ith  dA  =  dxdy.  For this 

particu lar geometry, taking into account the  dim ensions of th e  gradiom eter and  transla ting  the 

sample, so th a t it is s itua ted  on the  z-axis a t point the  to ta l flux $tot th reading  th e  pick-up
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assembly is:

^ t o t  = 2
+  (C +  A)^

3 /2
r2 + ( C - Ar

3/2 (C.3.5)

where Vc is the radius of the coils, and A is the base distance of the gradiometer. This function 

is plotted on C.9 As this flux is coupled via a superconducting transformer and consecutively 

converted to  measurable voltage using a SQUID device (see for example Gallop & Petley (1976)). 

Introducing a constant calibration factor S, the response of the system is thus described by:

V  =  ■{2 [r“ + < "]-*  -  [r." +  K +  A)"] -  [r= +  (( -  A)"] ■ ̂  } (C.3.6)

Expression C.3.6 is valid exactly only when the sample is adequately represented by a point 

dipole on the measurement axis of the system (i.e. a homogeneously magnetised sample th a t 

occupies only few per cent of the volume of the pick-up coils assembly and is properly centred), 

and only after the background signal due to the sample mounting has been properly subtracted 

(SMC (2000)) or its contribution minimised (Hautot et al. (2005); Kamenev et al. (2006); 

Lewis & Bussmann (1996); Sese et al. (2007)). For real-life samples the above requirements are 

rarely satisfied, it is therefore useful to look at the different imperfections in more detail in the 

following section.

C .3.3  D ata  regression  algorithm s

There are three distinct, commonly-used procedures for data reduction based on equation C.3.6:

1. The full scan algorithm is based on the facts th a t the function C.3.5 has a compact carrier 

and is proportional to  m^, so th a t its norm over the entire z-axis (or the entire scan length, 

as $tot decays quickly outside the gradiometer volume), is given by:

<1$tot(C)'dC = Cfslm, (C.3.7)

where Cfs is a constant th a t can be either evaluated analytically, calculated numerically 

for given pick-up coil dimensions or combined with S  and calibrated experimentally using 

a standard sample. In the example followed here, Cfs =  1.182 ■ 10“ ® Wb • m^/^/Am^ for a 

point dipole oriented along z (the value is strictly valid only in this case). The integral can 

be substituted by a root mean average over discreet set of data  points and the magnitude 

of the z-axis projection of the dipole moment thereby evaluated (ODR (2001)).
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F ig u re  C.9: The to ta l coupled flux due to  a point dipole of 1 ■ 10“ ® Am^: situated  in the centre of the 

system  and oriented along the 2-axis (top panel); radially offset a t p =  0.5 cm and oriented along the 

2-axis (middle panel); radially offset at p =  0.5 cm and oriented perpendicular to  the 2-axis (bottom  

panel). Linear fits around the right-hand-side m axim al derivative position are also shown, together 

w ith the actual z-axis spans used.
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2. An alternative approach is based on the fact, that close to its maximum derivative position, 

the function C.3.6 can be approximated by a straight line (see C.9). Again as $tot is 

proportional to mz, the slope of the measured curve C.3.6 will be given by:

■dy(c)-max =  (C.3.8)
dC

where Cir is a constant that can be estimated numerically or calibrated experimentally 

using a standard sample. In our example, C\  ̂ can be readily evaluated, for the case of point 

dipole oriented along z, to be Cir =  1.399-10“  ̂ Wbm“ ^/Am^. The actual projection of 

the sample dipole moment can thus be inferred from the slope of the linear regression fit 

to the experimental data in a narrow region around the maximal derivative position of

3. The third standard approach is based on a non-linear least squares regression using the 

function C.3.6 to fit the data in a roughly centred interval around the sample position. 

Extra degrees of freedom can be added in order to account for constant, or linear on z-axis 

coordinate, background, as well as to correct for small misplacements of the sample along 

the axis of the gradiometer (ODR (2001)).

C .3 .4  V arious im p erfection s

Below the various imperfections associated with the limited validity of simple analytical expres

sions, like equation C.3.6, are discussed.

C.3.4.1 Sam ple shape and  size

Finite sample size invalidates the use of equation C.3.1 to describe the induction field. The 

general expression C.3.2 is still applicable, but direct analytical integration is not generally 

possible. A number of different approaches are possible, some are described briefly.

Green’s function for the magnetic scalar potential For certain high symmetry sample and coil 

geometries (i.e. cylindrical), it is possible to derive analytical expressions for the Greens function 

G{r,r') for the magnetic scalar potential due to the sample magnetisation, and calculate the 

scalar potential as:

^r(r) = -  j  [V • M (r')] G(r, r')d^r' (C.3.9)

The magnetic flux density is then given as:

B(r) =  -/[xoV^'(r) (C.3.10)
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The to tal flux $tot can be thus calculated by integration, as defined in equation C.3.4. An 

example of application of this approach can be found in reference (Osterman & Williamson 

(1983)), together with a comparison with experimental da ta  for a first-order gradiometer coil.

Analytic multipole expansion The non-linearity of the integrand in equation C.3.1 can be 

handled at reasonably large distances from the sample by expanding the term  as a Taylor

series in r ',  thus making use of a multipole expansion of the sample magnetisation. At large 

distances |r| ^  |r'l the lowest order term  in the series (the dipole moment of the magnetic 

configuration) is sufficient to  describe the magnetic field profile. The higher order multipole 

terms are, however, necessary to accurately describe the near-field contributions, as they contain 

the detailed information about the size, shape and structure of the magnetisation distribution. 

This procedure is described in great detail by Ausserlechner et al. (1998), together with analysis 

of the region of applicability for of the approximations.

Finite element analysis A different approach is to  approximate the sample by a set of point 

dipoles (not necessarily placed on the 2-axis), and calculate the superposition of the induction 

created by the individual elements. The resulting total flux through the gradiometer of interest 

can then be evaluated numerically using equation C.3.4. This m ethod contains the hidden 

disadvantage th a t the magnetic induction vector has to be calculated over a reasonably fine 

grid spanning the coil areas A i, and at each point the contributions of all elementary dipoles 

to  be superposed.

Semi-analytical finite element analysis A modification of the above scheme is to use exact 

analytical expressions (these axe often obtainable when the pick-up coils have a particular, for 

example cylindrical, symmetry) or approximate solutions for the flux created by the individual 

point dipoles (ideally, situated at an arbitrary position and having arbitrary magnitude and 

orientation, so as to represent the sample magnetisation state  correctly), and then obtain the 

to tal flux threading the gradiometer as a direct scalar sum. Examples of the expressions for 

pickup coils with cylindrical symmetry and a single point dipole can be found in reference (Miller 

(1996)). The computational problem is thus linear with the number of elementary dipoles N ,  

and relatively free of the convergence problems often encountered in the multipole expansion 

method, apart of a small region of space close to  the pickup windings. Strictly, the expressions 

for the total flux components should only be divergent if there are point dipoles (elements of 

the representation) coincident with the coils.

Results of the calculated response using the standard d a ta  regression algorithms for some 

common sample shapes and orientations are presented in table C.IO. The relative errors, re

gardless of the regression procedure, are smaller than  4 %, except for the case of paramagnetic
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film on diamagnetic substrate, where the errors can be very large, as explained later. Simi

lar calculations can, in principle, provide correction factors for already processed data or, at 

least, set the minimal possible absolute uncertainty of moments extracted using the standard 

regression routines.

sample shape, position and magnetisation distribution are known), there are a number of cases 

of interest, when some of these key parameters are not well defined (i.e. weakly magnetic and 

inhomogeneous materials specimens or elongated biological membranes). In these situations 

the signal obtained upon translation of the sample through the pick-up coils is a convolution 

of the z-axis magnetisation distribution with the single dipole response function (point spread 

function), which in the example considered here, is a normalised version of equation C..3.6. This 

is strictly valid for a homogeneous magnetisation distribution with a carrier on the z-axis, as 

elsewhere the response function may contain components odd on z, or be different in shape 

from the standard model. Under this approximation, following Blott & Daniell (1993), for 

continuous a distribution mz{Q the convolution is;

where r?(z) is the residual noise in the data. In Fourier space, the same process can be expressed 

as:

with v{k), 4>{k), Mz(k)  and N{k)  being the Fourier transform of V{z),  $tot, ’>nz{z) and r]{z), 

respectively. Neglecting the noise, equation C.3.12 can be solved for Mz{k)  giving:

The real space distribution can then be recovered via an inverse Fourier transform, and if 

necessary, mz{Q) integrated over a region containing the sample, to recover the total magnetic 

moment, though, as pointed out by Blott & Daniell (1993), equation C.3.13 is practically useless.

in the data, as well as various backgrounds and drifts (mechanical, electronic, etc.) Results are 

not satisfactory even when band-pass spatial frequency-domain filtering is used, because of the

some high-frequency electronic noise components and low-frequency flux-drift components (see

Deconvolution and spatial frequency domain analysis While the above three procedures can 

be readily applied to solve the direct problem (to evaluate the response of the system if the

OO

(C.3.11)
— OO

v{k) = 4>{k)Mz{k) + N{k) (C.3.12)

Mz{k)  =  v{k)(f){k) ^ (C.3.13)

due to the rapid noise expansion, mainly due to the high spatial frequency noise often contained

relatively large possible overlap between Fourier transform of the point spread function and
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Figure C.IO: Calculated total coupled flux quoted in 10“ ^̂  Wb (numbers on top), and deviations 

relative to a point dipole (numbers on bottom) for different geometrical distributions of magnetic 

moment. The three columns correspond to the three standard data reduction procedures discussed in 

the text. The total sample moment is set to 1 • 10“ ® Am^. The sizes are 0.5 cm in all dimensions, as 

appropriate, apart from the film on substrate examples where the substrate thickness is 0.5 mm and 

the ratio of the paramagnetic moment of the film to the diamagnetic moment of the substrate is 1:2. 

Continued on pages 326 and 327.

325



C. APPENDIX D

> Plane

Disc

5.820

- 1.5 6 %

6.045

2.25  %

5.653

-2.23  %

5.946

2.84  %

5.781

- 1.5 5 %

6.004

2.25 %

Disc

5.847

- 1.0 9 %

5.697

- 1.4 7 %

5.807

- 1 . 1 1  %

Cube

5.909

-0.05  %

5.789

0 . 1 2 %

5.869

-0.05  %

Cylinder

5.851

- 1.0 3 %

5.710

- 1.2 5 %

5.811

- 1.0 4 %

Sphere

5.912

0.00 %

5.782

0.00 %

5.872

0.00 %

Figure C.ll; Continued from page 325.
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Figure C.12: Continued from page 326.

figure C.8). Additional information is necessary in order to recover useful distributions of the 

magnetisation.

One possible approach is a matched filter deconvolution procedure described by Blott & 

Daniell (1993). For a discreet data  se t d i, i =  1 . . .  N ,  magnetic moment distribution rrii and 

residual noise of each data  point rii , the convolution process C.3.11 is given by:

d  =  w m  +  n  (C.3.14)

where w  is the convolution m atrix for the discreet version of the point spread function. As the 

direct inversion

m  =  (C.3.15)

is practically inapplicable because w  is often close to  singular, using a postulated noise model 

with an autocovariance R , the best value for the magnetisation distribution is given as;

a  =  (C.3.16)

where ^

p  =  +  ^ 1 ^  (C.3.17)

and R  =  R(a,Cb,fTn)- For the case described by Blott & Daniell (1993), tTb and <7n are the

standard deviations of a semi-stochastic process describing the background drift and uncorre

lated Gaussian noise, respectively. The a  param eter is a constant close to unity determining
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the smoothness of the background noise distribution, and <7m is the standard deviation of the 

Gaussian distribution assumed a priori for m . The above variances may be estimated from 

the data  using convergent iterative procedure. The errors of resulting to tal moments depend 

on how close the actual distribution of m  is to the postulated one and the various constraints 

imposed on the deconvolution procedure (i.e. maximal sample size).

W ithin reasonable constraints, direct least squares multi-parameter fitting  can be employed 

to reduce the experimental data. A detailed look at the normalised autocorrelation function 

defined as:
OO

/  VicWic -  z)dc
C{z) =    (C.3.18)

/  V̂ {C)̂ dC
—  OO

and plotted at figure C.13, of the gradiometer response clarifies the criteria th a t have to
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Figure C.13: Autocorrelation function (solid line) and the squared correlation function (dotted line) 

for the response function of the gradiometer used. The distances at which two point dipoles are 

independent are given with arrows.

be satisfied. It is clear th a t the response of the pickup to closely situated dipoles is strongly 

correlated. For the example considered here, the responses of the system to two point dipoles 

are linearly independent when they are situated at distances S(̂  =  1.00,3.19 cm and, naturally, 

for distances larger than the maximal z-axis span. The response of the system can, therefore, 

be approximated by a system of point dipoles m {zi) , with \zi\ < L  situated at 5z = Zi+i —Zi >  

Kmin(<5(^), where for practical purposes k > 0.5 is a number depending on the level of high 

spatial frequency noise in the data, as well as the ratio of the to tal number of independent data 

samplings to the to tal number of free parameters in the fit. The maximal value of L  depends 

on the magnetometer system hardware, though it is often possible to  define a more compact
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region where 7n{z) ^  0. Any other independent constraint, which can be imposed on the fitting 

parameters, further increases the limiting signal to  noise ratio limit for practical applicability 

of the method. An example of the deconvolution procedure output is shown on C.14. The
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Figure C.14: Calculated and deconvoluted a-axis profile of the magnetisation distribution, by multi

parameter regression (top panel), and by abruptly filtered SVD deconvolution (bottom panel, bars) 

and smoothly filtered SVD (bottom panel, line); for a system of three point dipoles of magnitudes 1, 

-0.5 and -0.25, situated at positions z =  0, 0.45 and 3.19 cm , respectively. The simulated random 

noise background is 0.1 % of the signal amplitude.

algorithm yields errors generally smaller than  2 % in the determination of the to tal magnetic 

moment rritot = uni-directionally magnetised distributions compact on a scale
i

close to or larger than  5^, with peak-peak noise of 1 %. A particularly disadvantageous case is 

a distribution m {z), which abruptly changes sign on a scale smaller than  S(. W ith the above 

noise floor requirements, errors exceeding 20 % are often observed.

Another possibility is to  employ the singular value decomposition - SVD matrix inversion 

method to solve the inversion C.3.15 by factoring out the singular values of w as:

w  =  Udiag(s)V"' (C.3.19)
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where for a square matrix w, the matrices U and V are orthogonal, and diag(s) is a diagonal 

matrix containing the singular values of w  (see for example reference Press et al. (1992)). In 

order to limit the detrimental noise expansion effects, due the fact that the response matrix is 

ill-conditioned (its condition number, defined as the ratio 7  =  max(s) /  min(s) is rather large, 

or 1 / 7  ^  max |n |/m ax  |m |), the vector of its singular values can be filtered, so as to exclude 

from the solution the eigenvectors whose eigenvalues are close to zero. This can be done by- 

zeroing the elements of diag{s)~^, which correspond to small singular values, or in other words, 

define a filtered vector f of singular values as:

fi
0 , Si < threshold
^  , otherwise \ )

where the constant threshold is larger than zero and should be determined in accordance with 

the signal-to-noise ratio of the data. The inverse of the modified response matrix is then given 

by:

w - i  =  Vdia5 (f)U'^ (C.3.21)

and the distribution m  may be recovered using C.3.15 to be:

m =  w~^d (C.3.22)

The result of such a filtering process is virtually analogous to low-pass filtering of the spatial 

Fourier transform of the response as can be seen on figure C.14. As with any perfectly sharp 

filter this causes ‘ringing’ of the output signal. In order to achieve smooth filtering of the vector

of sorted singular values, a modified analj^ical form may be used instead of equation C.3.20;

‘' i  — c u to f f  ■
1 — tanh (C.3.23)

slope ■ N

where cu to f f  and slope are constants ranging between zero and unity, that characterise the 

filter and have to be determined with respect to the width of the singular values spectrum of the 

response matrix, and the signal to noise ratio of the data. The application of equation C.3.23, 

as can be evidenced from figure C.14, leads to satisfactory profiles of the z-axis magnetisation 

density. More importantly, the total magnetic moment can often be recovered with an error of 

less than 2 %, provided the peak to peak noise amplitude in the data vector does not exceed 3 

%. An example of the performance under realistic conditions is demonstrated on figure C.15. 

This algorithm, also, has the advantage of being relatively insensitive to abrupt changes in 

sign in m{z). Though it is generally not possible to resolve opposing dipoles situated less than 

(5C/2 apart, the total magnetic moment mtot is recovered within the above-stated limits. It is 

important to note that without the filtering action of equation C.3.20 or C.3.23, this approach
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is as bad as the direct m atrix inversion in amplifying the noise in the data  vector. As the use 

of inversion C.3.21 can be treated as modification of the response matrix, the singular value 

selection should be done so as to conserve the norm of the data  vectors in the sense of equation 

C.3.7.

10

■ - 0.8

— Iterative 
Muttl-Linear 

- A  Smooth SVD 
▼ Sharp SVD

02

0 10 20 30 40 so 60

Sam ple Ler^ght d. mm

Figure C.15; Normalised total magnetic moment response of various deconvolution procedures, com

pared with the standard iterative regression procedure, for a system consisting of a spring of 99.9 % 

pure Ag wire {(f) 0.5 mm, m  =  124.5 mg), elongated to different lengths d. Note relative stability of 

response of the smooth-filtered SVD deconvolution procedure.

It is often useful to assume th a t the magnetic moment distribution is either only positive 

or only negative, thus imposing constrains on the deconvolution process. A simple iterative 

process can be used employing equation C.3.13, so as to keep the same sign for all the elements 

of m. The procedure can be described as follows:

1. use equations C.3.11 and C.3.13 to  recover an estimate of m;

2. calculate the vector of the error as e =  d — f , where d is the measured vector of the 

coupled flux distribution, and f  is the recovered one;

3. convert, using equation C.3.12, the error vector e to obtain the residual moment vector 

u, then use u to correct the estimate for m  like m  m  +  rju, where r/ < 1 is a number, 

th a t will determine the rate of convergence;

4. zero any elements in m  th a t are not satisfying assumption for the sign and use the new 

guess for m to  calculate a new estimate for the coupled flux distribution f;
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5. go to step 2, unless the maximal element of the error vector is below a predefined threshold 

or the difference between two consecutive guesses for m  is below a predefined value; 

otherwise stop.

This process is rapidly converging to a reasonable estimate for m  and is normally numerically 

stable, as it is free from the direct inversion problems encountered when using equation C.3.15 

without modifying the response matrix w . An example of application of this procedure is 

discussed later.

C .3.4.2 Sam ple position  and  o rien ta tion

The errors falling into this category have been analysed in detail for the case of a point dipole, 

studied by Miller (199(i), and classified under the following three categories: radial off-centreing 

of a correctly oriented dipole, angular misalignment of a centred dipole and angular misalign

ment of a radially off-centred dipole. Here we would like to point out that the rotation of a 

radially-centred dipole, due to the symmetry of the coil assembly yields the angular dependence 

of the measured projection m^, and therefore may not be considered an imperfection. Never

theless, the misplacement of the sample in the a;y-plane can give rise to an odd component in 

the response function, which is zero when the dipole lies on the z-axis, due to the symmetry of 

the gradiometer.

The influence of the radial displacement on the response function (for a gradiometer sim

ilar to our example) has been demonstrated by Miller (1996), for the case of a point dipole. 

Analytical generalisations of equation C.3.6 for this more general case axe unattainable. There

fore numerical integration must be used to evaluate the modified response function in every 

particular case. Nevertheless, it is instructive to analyse the response of an individual coil 

(i.e. one of the central coils of the second-order gradiometer) to a point dipole as plotted on 

figure C.16. The area of the resulting peak of the coupled flux $tot(C) is virtually constant 

for different radial offsets p e [0,9] mm, changing by less than 0.2 % (the error being at

tributed to the small but non-zero coupled flux at both ends of the finite integration interval 

of ±4 cm). The width W  of the peak is a quadratic function of the radial offset of the form 

W  = 14.8(8) mm — 0.167(2) mm“  ̂ p^, as demonstrated on the inset of Fig. 6 for the coil 

dimensions of our example.

This general notion can be propagated using C.3.4 for the case of complete gradiometer as

sembly. Both the positive and the negative peaks of the response function are, therefore getting 

narrower with increasing p, keeping the total integral on z approximately constant. Generally,
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increased radial offset p, makes the response function more sensitive to the high frequency 

components in the spatial Fourier transform of the measured magnetisation distribution.

''o

K 5

e*
S 4

F W H M s 
14.8(8) mm- 
0.167(2) mm"’

R adia l o ffse t A
Radial Offset8

§ 2
3 mm 
5 mma»

I  '

0
- 4 - 2  0 2

z. cm

Figure C.16: Single coil response function at different radial offsets p.  The inset shows the dependence 

of the width of the response peak on the radial offset (dots) and a quadratic fit for its dependence on 

p (line). The radius of the coil is Tc = 0.97 cm.

The dependence of the observable to tal flux on the radial displacement is plotted on figure 

C.17. The results coincide with the ones calculated for the least squares fitting procedure 9, 

within 5 % error due to the slightly different coil dimensions used. It can be noted tha t the 

error in the apparent flux is smallest for the linear regression algorithm. A typical curve flux 

profile for a radially misplaced sample is shown on figure C.9 (middle panel). An example of the 

response to a dipole oriented perpendicular to the z-axis and radially displaced is demonstrated 

also on figure C.9 (bottom  panel).

Although, radial misplacements are generally considered imperfections, on-purpose intro

duced displacements of sufficiently small samples can yield information for the both axial M z  

and radial M p  components of the magnetisation, as dem onstrated on figure C.18. The base-set 

{ F z , F p )  can be readily calculated either in point dipole approximation or using finite element 

analysis. An example for radial offset p  =  2.5 mm is shown on figure C.19. The applicability of 

such an approach to  vector magnetisation measurements is limited by the fact th a t the orthog

onal to  the z-axis component is sensed with at least three times smaller amplitude, compared to 

the axial one, and therefore is prone to background noise and sample holder contributions. The 

success of this procedure is ultimately limited by the homogeneity of the field source along the 

z-axis, as the sample has to be translated at large lengths during the measurement (otherwise 

the radial base-function R p  wound not be sufficiently de-correlated from the linear electronic 

and background drifts).
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1.4x10’ — Geometrical Average 
— Linear Regression 

^  Iterative Regression
1.2x10’

^  1.0x10'

8.0x10'’

J.OxlO'’

4.0x10’’

0.0 0.4 0.6 0.8 1.0

Displacement p, cm

Figure C.17: The response of the three standard regression procedures to a point dipole of 1 • 10“® Am^, 

radially displaced at a distance p.

Better understanding of the various regression procedures’ response to  elongated samples 

is achieved by studying a model system consisting of two point dipoles situated at a distance 

Z  on the 2 -axis. As can be seen on C.20, the response is roughly analogous in shape to the 

autocorrelation function, though the amplitudes of the dependencies and their symmetry are 

algorithm dependent.

C .3 .4 .3  N o n -u n ifo rm  m a g n e tisa t io n  d is tr ib u tio n

As pointed out by Ribeiro et al. (1987), a gradiometer acts as a spatial high-pass filter, and is 

thus particularly sensitive to high spatial frequency components in the measured distribution of 

the magnetic moment of the sample and the holder. A common example of an inhomogeneous 

magnetisation distribution is a sample consisting of a ferromagnetic film on a diamagnetic 

substrate. This case is particularly troublesome when the two opposing moments are of similar 

magnitude. The calculated effect on a non-linear magnetisation curve is shown on figure C.21a. 

together with an experimental example of the observation of this imperfection on figure C.21b, 

for a thin film of Sn0 .9 5 Co0 .0 5 O on AI2 O 3  substrate. It is instructive to study the normalised 

response of the different regression algorithms to  a system of opposing dipoles with a different 

base distances d, as plotted on figures C.22, C.23 and C.24. It is should be emphasised th a t the 

divergences in the response of the geometric averaging and iterative regression procedure are 

greater than  the one observed with the linear regression algorithm. It is therefore advantageous 

to use a linear fit around the maximal derivative position in such cases.

When the distribution of the magnetisation is not known, but is radially confined to a rea

sonable approximation around the z-axis of the system, often deconvolution may provide a good
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F ig u re  C .18; M agnetisation curves for pieces of C r02 commercial magnetic recording tape situated  

a t a radial offset p  =  2.5 mm, and oriented parallel (top panel) and perpendicular (bottom  panel) to  

the z-axis. Both the  axial ruz and radial com ponents of the m agnetic moment are extracted.
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F ig u re  C .19: Base-set functions for a  point dipole situated  a t a radial offset p =  2.5 mm: on axis 

com ponent Fz (solid line) and radial component Fp (dotted line).

4.5x10’” 
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F ig u re  C.20: Response of the three standard  regression procedures to  a system  of two point dipoles 

of 0.5 • 10“ ® Am^ each, one of which is situated  a t the centre of the system and the other one is placed 

a t a  distance Z  along the 2-axis.
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F ig u re  C .2 1 : (a ) A rbitrary  n o n - lin e a r  m a g n e tis a t io n  cu rv e  (so lid  line) o f  a  sy s te m  o f  tw o  p o in t  d ip o le s  

s i tu a te d  0.5 m m  a p a r t ,  o n e  o f  w h ic h  p o s it iv e  a n d  saturating  in  a p p lie d  field , a n d  th e  o th e r  o n e  n e g a tiv e  

a n d  lin e a r in  a p p lie d  field . The c a lc u la te d  re sp o n se  o f  th e  i te ra t iv e  re g re ss io n  procedure is sh o w n  as 

(d o ts ) .  Note th e  la rg e  d e v ia t io n s  around zero  to ta l  m a g n e tic  moment, (b ) M agnetisation cu rv e  a t  

300 K for 100 n m  th ic k  Sn0.95Co0.05O film  o n  R-cut AI2O3 s u b s tr a te  (0.5 x 5 x 5 m m ). Please, n o te  

th e  d e v ia tio n s  p o in te d  out in  th e  reg io n s w h e re  th e  to ta l 2-axis dipole m o m e n t ruz  is close to  zero.
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F ig u re  C .22: Response of the geom etrical average d a ta  regression procedure, for a  system of two point 

dipoles of opposite signs and various m agnitudes, for different distance d between them.
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F ig u re  C.23: Response of the linear d a ta  regression procedure, for a  system  of two point dipoles of 

opposite signs £ind various m agnitudes, for different distance d between them.
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Figure C.24: Response of the iterative data regression procedure, for a system of two point dipoles of 

opposite signs and various magnitudes, for different distance d between them.

estimate of the to tal magnetic moment of the sample (see figure C.15). If the signal-to-noise 

ratio permits, an experimental profile of the on-axis magnetisation distribution can be often ob

tained, as shown on figure C.18, for a discreet set of magnetic moments (small pieces of magnetic 

recording tape). The best results are achieved with, constrained to either positively-defined or 

negatively-defined magnetisation distribution, deconvolution, which can yield resolution of ap

proximately L / N  (1.7 mm for our example), where N  (64 in our example) is the maximal 

number of data  points in a full z-axis scan. As evidenced from figure C.25, the distribution 

mz{z)  is not only recovered qualitatively, bu t also the magnitudes of the moments, relative to 

the largest one, (0.48, 1.00, 0.61, 0.31) are reproduced as (0.43, 1.00, 0.59, 0.23). of Multi

param eter fitting, for comparison, can reach resolution of 2L/N.  M agnetisation distribution 

profiles recovered by non-constrained deconvolution are generally harder to  interpret, as they 

are prone to background noise and drifts. Unknown non-uniform distributions combined with 

large radial displacements are not trivial to  analyse.

C .3.5 Calculation details

A semi-analytical finite element analysis code has been developed in Mathcad, Maple and C, 

to  simulate the response of a second order gradiometer pick-up coil assembly (for example, 

the Quantum Design Magnetic Property Measurement System MPMS XL). The flux integrals 

are computed for a given sample shape, orientation and position, arbitrary direction of the 

magnetisation and magnetic moment spatial distribution, and their axial distributions analysed 

using all three standard regression procedures (geometrical average, linear regression, non-linear 

least squares).
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Figure C.25: Measured and deconvoluted 2-axis profile of the magnetisation distribution, by con

strained to positive dipole density multi-linear fitting (top panel, bars) and SVD deconvolution (top 

panel, line), by multi-parameter regression (middle panel), and by abruptly filtered SVD deconvolution 

(bottom panel, bars) and smoothly filtered SVD (bottom panel, line); for a system of four dipoles 

of relative magnitudes 0.48, 1.00, 0.61 and 0.31, situated at positions z =  3.3, 6.2, 7.2 and 9.6 cm, 

respectively. The sample consists of pieces of standard Cr02 magnetic recording tape. Total moment 

is 4.4 -10"® Am^.

The dimensions of the pick-up assembly relevant to our example are =  0.97 cm and 

A =  1.519 cm (see SSH (2002)). The virtual measurement is done by translating the sample 

along the z-axis with a maximal scan amplitude with respect to the centre of the gradiometer L 

=  4 cm. For the calculation of the systems response, the samples were discretized on a regular 

1, 2 or 3-dimensional grid, containing at least n =  20 nodes per dimension. The sample is 

described by a set of matrices containing the three coordinates of each elementary dipole, the 

magnitude and the direction of the magnetisation. The orientation and position of the sample 

are specified by the radius vector of the centre of the discretization grid rghift, and three angles 

of rotation around the x, y and z-axis of the stationary frame connected to the gradiometer. 

The amplitude of the span used in the linear regression moment extraction algorithm was 

a =  0.5 cm. Unless otherwise specified, the total magnetic moment of the samples is set to 

m =  1 ■ 10“ ® Am^. All numerical results are valid to at least 0.1 %.
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C .3.6 Experim ental details

The experiments have been performed on a commercial SQUID m agnetom eter^ The samples 

have been mounted either in drinking straws or in 20 cm long fused quartz tubes. Both standard 

stepping transport mechanism and a servo transport mechanism have been used as appropriate. 

Whenever the non-linear least squares algorithm have been used, the sample has been scanned 

with amplitude of 1 cm around the central position. Whenever the linear regression algorithm 

has been used the sample has been oscillated with an amplitude of 0.5 cm around the maximal 

derivative position.

C .3 .7 Experim ental precautions

For homogeneously magnetized samples th a t are well centred and occupying only a few percent 

(<  5 %) of the gradiometer volume, no corrections to  the standard point dipole approximation 

are normally necessary. When the magnetic moment of interest is small, compared to the 

background of the sample holder, the la tter should be properly subtracted in accordance with 

SSH (2002), provided the sample can be removed from the sample holder without damage, or 

better the very construction of the holder changed so as to  produce minimal background (see 

for example SMC (2000), Roy et al. (1982) and Bedanta et al. (2005)).

When the sample position on the ^-axis is unlikely to change (for example due to the 

therm al expansion of the sample rod), measurements done by oscillating the sample with small 

amplitude around the maximal derivative position of the response function are to be preferred, 

because of their relative insensitivity to  the exact magnetisation state of the sample and better 

noise suppression (in the case when lock-in detection and filtering are used).

In the case of extended samples of a well-defined geometry, pre-calculated correction factors 

can be introduced on data  already processed by one of the standard methods using one of the 

exact or approximate methods described. A better approach is to  recalculate a modified re

sponse function and use it instead of the standard point-dipole approximation in the regression 

procedure of choice for the measurement. Reproducible and small radial off-centring can also 

be accounted for employing one of the above approaches, assuming th a t the sample is magne

tised along the a:-axis of the gradiometer. As a last resource, a suitable deconvolution method 

may be applied. Similar remarks can be made about non-idealities related to inhomogeneous 

magnetisation distribution.

One of the most problematic imperfections is the existence of net dipole component of the 

sample magnetic moment th a t is substantially radially off-centred and orthogonal to  the z-axis

^Quantum Design MPMS XL
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of the pickup assembly. If the reliability of the background subtraction permits, it may be 

possible to avail for the odd component in the response function and even extract an estimate 

for the radial component of the sample magnetisation.

C .3.8  C onclusions

Finite sample size, misorientation and other imperfections may and do become im portant under 

extreme circumstances - large samples, large spatial offsets, non-uniform or non-collinear local 

magnetisation, and lead to  substantial absolute errors in the deduced magnetic moments, even 

for statistically acceptable (i.e. judged by the regression value RVA (2001)) experimental data. 

The expected response profiles can be estimated and the errors involved in making various 

approximations predicted. These allow for higher absolute accuracy of the actual magnetisation 

measurements, virtually Umited by the flux noise levels, the electronic and mechanical noise 

and, to a great extent, by the reproducibility and the scale of the relative contribution of the 

sample mounting. A possibility is also defined for measurement of transverse components of 

the magnetisation without a second coil assembly, provided th a t the sample is sufficiently small 

and situated off the central axis of the system.
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A ppendix E

D .l  Sam ple preparation and characterisation

The magneto-transport in Co-doped ZnO, including data up to 20 T, have been investigated at 

three diflFerent m agnet/cryostat cites, a 5 T superconducting magnet with a vapour flow cryostat 

(Quantum Design, USA), a 14 T superconducting magnet with a in-vacuum cryostat (Quantum  

Design, USA), and magnet cite M3, at the Grenoble High Magnetic Fields Laboratory, with a 

vapour flow cryostat. The samples have been measured either in the Van der Pauw geometry 

or as patterned by wet-etching Hall bars. Contacts have been prepared by thermal evaporation 

of A l/A u  bi-layer.

A multitude of samples have been studied, with a; =  0, with x =  0.04 prepared in different 

conditions and couple with a; =  0.25. All samples have been prepared by pulsed laser deposition 

on sapphire substrates, maintained at fixed temperatures, between 400 °Cand 700 °C. It can 

be argued, that there is a narrow process window of substrate temperature around 450 °C, 

where films on c - cut AI2 O3  exhibit ferromagnetism. They all show <001 >  texture with 

a =  0.316 nm, c =  0.524 nm. The film thickness is 80 - 100 nm, as determined by optical 

transmission/reflection measurements (see figure D.l ) ,  and by grazing incidence x-ray diffraction 

(Phillips X ’Pert Pro). The films with x — 0.25 and one of the two with x =  0.04 are 

ferromagnetic with Curie temperatures well above room temperature and moments of 0.5 /xb/Co 

and 0.1 h b / C o, respectively. The other films with x =  0.04 or a; =  0.05 are paramagnetic.

Co metal clusters have been detected by XRD in a sample with x =  0.25, with an average 

size of 18 ±  1 nm, while clusters have not been resolved in the films with x =  0.04 prepared 

and measured in the same conditions. Four times thicker films, analogous to the ones used
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Figure D .l: Approximate thickness determination from the optical transmission of a seres of 5 % Co 

doped ZnO films made at different occasions.

in the present study, but with x = 0.05, have been found to co contain a detectable by XRD 

concentration of Co metal clusters with average size 7±1 nm. Therefore, no perfect substitution 

is expected for the Co ions, even in the films with x  — 0.04. Judging from recent experimental 

data  by Denardin et al. (2005), the blocking tem perature can be expected to be above room 

tem perature, already for Co clusters of average size 3.5 nm. The oxidation state of Co in films 

with X < 0.05, analogous to the ones used in the present study, has been found to  be 2+ by 

Fitzgerald et al. (2005).

Optical absorption spectroscopy has been performed on two different setups. One is a 

commercial dual beam system (Perkin-Elmer, Lambda 800). The other is a home made fibre- 

optic coupled system with two different spectrometer units: SIOOO and S2000 by Ocean Optics, 

Holland. An example of absorption spectrum is given on figure D.2.
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Figure D.2: Optical absorption spectrum in the NIR-VIS-NUV region. The data is a combination of 

two data sets measured with SIOOO and S2000, fibre-optic coupled spectrometers.
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A ppendix C

E .l  Sam ples Inform ation

HOPG samples have been obtained from the Graphite Research Institute, Moscow, Russia, and 

Advanced Ceramics (formerly Union Carbide), USA. The samples investigated have been of 

different grades - ZYA, ZYB and ZYH graphite of nominal 5N5 purity with Mosaic spread of 

around 0.3 °, for the best grade. The samples are cut with a diamond blade and cleaved before 

contacting (for the transport samples) with 30 nm thick, evaporated gold pads.

The multi-walled carbon nanotubes used have been produced by the standard He ark tech

nique from 5N5 pure graphite ingot, and are on average 1-3 (i.m long, with a mean diameter 

of about 20 nm.

E.2 M agnetisation  M easurem ents

M agnetisation measurements have been performed on a SQUID-based magnetometer (Quantum 

Design XL 5). The maximal appUed field has been 5 T  with reproducibility of around 0.01 mT. 

The tem perature in which is controlled with a He vapour-flow cryostat in the range 1.7 - 300 K. 

The samples have been mounted in clear drinking straws using gelatine capsules, ensuring 

tha t no air had been trapped in the sample space (as oxygen is strongly paramagnetic at low 

tem perature). Linear regression at the maximal slope position, data  processing strategy has 

been employed for measurements performed a t fixed tem perature. Iterative regression and 

autom atic sample tracking have been used for the measurements performed as a function of 

tem perature.
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E.3 Transport M easurem ents

Transport measurements at small fields (up to 5 T) have been performed in system described 

in point section E.2, using a resistance bridge (Linear Research-200 series) and source-meter 

(Keithley 2400). Transport measurements at high fields (up to 23 T) have been performed 

at Grenoble High Magnetic Field Laboratory (magnet site M3), using two different set-ups - 

a Hê  bath cryostat with a biaxial rotation stage, and a Hê  cryostat with uniaxial rotation 

stage, in the temperature range 0.3 - 5 K. Vernier Lock-in amplifiers (EG&G 58xx series) 

detection has been used with an arbitrary moderate DC bias for removal of the zero-bias 

contact abnormalities.

E.4 M any-carrier transport m odel

Below, a simple recollection of the many-carrier transport model is given. Conductivity tensors 

corresponding to the individual carrier types can be written (in their own coordinate system) 

as:
r <7 ^y  y  (E.4.1)
.  ^ y x  ^ y y  .

where i indexes the carrier types, the magnetic field is assumed to be applied along the 2:-axis,

and the external potential difference along the x-axis, so that nominally the component is

due to the sample resistivity, and the component to the Hall effect.

Because of symmetry of the transport coefficients with respect to time reversal, the corre

sponding tensors are normally antisymmetric:

(E.4.2)

< y  =  - 4 x  (E.4.3)

and are, most simply, defined as:

(E.4.4)

-  (RLB)
a* =  -----0 -2 E.4.5

where are the resistivities of the individual carrier types, which within the Druide model, 

may be expressed as:

(E.4.6)
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and i?fj are the corresponding Hall coefficients:

i  (E.4.7)

where g* =  ± q  with the sign being (—) for electron-like carriers, and (+) for hole-like carriers, r f  

are the carriers’ concentrations, m* the corresponding effective masses, and r* the corresponding 

scattering times.

If charge conservation is obeyed, and in the linear regime, the conductivity tensor for the 

entire system is given simply by:

a  =  ^  CT* (E.4.8)
i

where i runs over all carriers types. The resistivity tensor can be then calculated as the inverse:

p =  (E.4.9)

and the resulting functional dependence used for fitting and other data-regression purposes.
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List of Publications

1. On the direct magnetic detection of spin injection and adiabatic depolarization in alu

minum

Journal of Magnetism and Magnetic Materials, 320, 403-406, (2008)

P. Stanienov and J. M. D. Coey

2. Magnetic and structural properties of Co-doped ZnO thin films 

Journal of Magnetism and Magnetic M aterials, 310, 2087-2088 (2007)

L.S. Dorneles, M. Venkatesan, R. Gunning, P. Stamenov, J. Alaria, M. Rooney, J. G. 

Lunney and J. M. D. Coey

3. Magnetic, magnetotransport, and optical properties o f Al-doped C'oq.os 0  thin films

Applied Physics Letters, 90, 242508 (2007)

M. Venkatesan, P. Stamenov, L. S. Dorneles, R. D. Gunning, B. Bernoux, and J. M. D. 

Coey

4. Sample size, position, and structure effects on magnetization measurements using second- 

order gradiometer pickup coils
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P. Stamenov and J. M. D. Coey

5. Magnetoresistance o f Co-doped ZnO thin films 

Journal of Applied Physics, 99, 08M124 (2006)
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mismatch, 52 

contacts, 7, 10 

continuity equation, 279
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density of states, 13 

depletion region, 9 

diffusion

coefficient, 16

400



INDEX INDEX

velocity, 19 

Dirac
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e-e interaction, 114 
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golden rule, 286 
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surface, 241 

wave vector, 13 
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distribution, 57 

integral, 14 
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Fowler’s hypothesis, 57 

Fowler-Nordheim, 277 

Franz-Keldysh effect, 59 

free-electron 
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fudge factor, see ideality factor 

full depletion, 17, 280 
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gap states, 11

gradiometer, 318

half-metal, 6 

Hanle effect, 7, 202 

Heine model, 11 

hot electrons, 191

ideality factor, 29 

im pact ionisation, 54 

interface index, 11 

inversion layer, 10
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scattering, 146 
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relations, 115
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Landau
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Lande g-factor, 41 

Larmor

frequency, 44 

localised spins, 191

minority current, 21 
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resistance, 188 
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quantum
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current, 91 

velocity, 19 

Richardson

constant, 18 

Richardson velocity, 284
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space-charge, 278 

spin

injection, 187 

temperature, 190 

spin electronics, 5 

spin injection, 7 

spin-filter, 7 

spin-flip, 190
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spin-orbit

scattering, 190 
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surface potential, 35 

surface states, 8 

Sze model, 18
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theory

Bethe, 16 

Schottky, 16 
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activation, 89, 92 
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wave vector, 13 
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expression, 44 

tunnelling

current, 21
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WKB approximation, 285 

work function, 8
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energy, 44 

splitting, 115 
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