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Abstract

Message delivery in sparse Mobile Ad hoc Networks (MANETs) is difficult due to the fact 

that the network graph is rarely (if ever) connected. As a consequence, a full end-to-end path 

between nodes may not exist at any given point in time. However, an end-to-end connectivity 

graph that is time-varying may exist to forward messages. The disconnected nature and the 

lack of end-to-end connectivity between nodes means that the communication must be delay- 

tolerant. In order to support message delivery in such disconnected delay-tolerant MANETs 

(DDTMs), each node acts a router, forwarding messages to other nodes. Messages are buffered 

using a store-and-forward mechanism where the data is physically carried through the time- 

varying network graph.

The disconnected network graph and dynamics of the network result in limited availabil­

ity of information regarding the connectivity of the underlying network. The challenge is to 

identify potential paths without global knowledge of the present state of the graph and without 

knowledge of its future state. Consequently, the selection of a next hop as a potential carrier 

for messages is not an easy one.

This thesis proposes using social network analysis techniques in order to determine the 

underlying social structure of the network. This is motivated by the fact that information in 

regards to underlying social structure is less dynamic and time dependent than evaluating tem­

poral connections. Using this social structure, nodes that are useful in connecting otherwise 

disconnected nodes may be identified. Consequently, if no information is available regarding 

the destination node, then central nodes may be used to route information to nodes that have 

a higher probability of encountering information about the destination node. Additionally, the 

social structure may be used to identify nodes that belong to similar groups as the destination 

node. Finally, social network analysis techniques may be used to evaluate social tie strength, 

which represents the strength of a connection between two nodes. Strong ties have a higher

xvi



probability o f being available for inform ation dissem ination.

The thesis presents Parasitic Routing which uses a novel and practical routing m etric to pro­

vide efficient message delivery in disconnected delay-tolerant M ANETs. This metric is based 

on social analysis o f a node’s past interactions and consists o f three locally evaluated com ­

ponents: a node’s ‘betw eenness’ centrality (calculated using ego networks), a node’s social 

‘sim ilarity’ to the destination node and the strength o f a node’s relationship to the destination 

node. Parasitic Routing m akes no assum ption o f prior knowledge o f the nodes contained in the 

netw ork or o f the area covered by the netw ork and requires no control over node m ovements. 

A sim ulation im plem entation of Parasitic Routing is evaluated using real world trace data cap­

turing encounters between devices. The trace data consists of varying node populations and 

experim ental time fram es and include B luetooth devices carried by people and 802.11 devices 

carried on buses enabling inter-vehicle com m unication. The sim ulation results show that in 

nearly all o f  the scenarios, Parasitic Routing achieves delivery perform ance close to the the­

oretical max (achievable by flooding) and that this perform ance is achieved with significantly 

less overhead than flooding. Additionally, when storage capacity is lim ited on nodes. Parasitic 

Routing outperform s flooding. The evaluation also shows that Parasitic Routing achieves supe­

rior delivery perform ance com pared to the m ost influential state-of-the-art protocol for routing 

in DDTM s.
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Chapter 1

Introduction

This thesis addresses the problem of providing communication in Mobile Ad hoc Networks 

(M ANETs) that are disconnected. This is achieved through the design of a new routing protocol 

called Parasitic Routing, which relies on the use of a node’s history of encounters in order to 

evaluate the utility of a node as a potential carrier of messages. In this way, data is physically 

carried from source to destination. The utility of a node is based on social analysis of a node’s 

past interactions and consists of a node’s locally determined centrality and the strength of the 

node’s relationship with the destination node. Parasitic Routing makes no assumption of prior 

knowledge of the nodes contained in the network or of the area covered by the network, and it 

requires no control over node movements.

This introductory chapter discusses the motivation behind the Parasitic Routing protocol. 

The chapter introduces mobile ad hoc networks in general and delay-tolerant networks in par­

ticular in order to position the work in relation to these areas. Next, the thesis contributions are 

summarised before outlining a roadmap for the remainder of the thesis.

1.1 Motivation

The increase of mobile computing and communication devices, such as cell phones, laptops 

and handheld digital devices such as Personal Digital Assistants (PDAs), means that wireless 

networks are increasingly the most convenient solution for interconnection in many usage sce­

narios. Since the early 2(X)0s mobile devices are getting smaller, cheaper and more convenient 

to carry, with the ability to run applications and connect to network services. Currently, most

1



of the connections among wireless devices are achieved through fixed infrastructure service 

providers or private networks. For example, since the 1980s mobile phones have been con­

nected by cellular networks, and the connection of laptops to the Internet via wireless access 

points has grown rapidly in popularity in the early 2000s [73]. Current developments, such 

as 3G and 4G phones, show litde signs of change in this trend. While infrastructure-based 

networks provide an effective mechanism for mobile devices to get network service, setting up 

the necessary infrastructure can be time consuming and incurs potentially high costs. There 

are situations where networking connections are not available in a given geographic area, and 

providing connectivity and network services in these situations becomes a real challenge. Ex­

amples range from wildlife tracking and habitat monitoring sensor networks, military networks, 

inter-vehicle communication, disaster response networks, inter-planetary networks to nomadic 

community networks. For this reason, alternative ways to deliver services in disconnected en­

vironments have been emerging. Two such areas include MANETs which arose in the 1990s, 

and more recently delay-tolerant networks (DTNs) which were first introduced in 2001.

1.2 MANETs

M ANETs were traditionally developed for tactical networks related to improving battlefield 

communication where the network cannot rely on access to a fixed communication infrastruc­

ture. A MANET is a dynamic wireless network with or without fixed infrastructure. Nodes 

may move freely and organise themselves arbitrarily; thus the network’s wireless topology may 

change rapidly and unpredictably [29]. Each node may communicate directly with any node 

within transmission range. Communication beyond that range is achieved by using interm edi­

ate nodes to relay messages hop by hop. Such a route may include multiple hops, and therefore 

the resulting network may or may not be a multi-hop network. MANETs do not depend on 

centralised administration, rather each node acts as an independent router and typically also as 

an application node, generating and receiving application data. As such, network management 

is distributed across the nodes. Figure 1.1 shows an example of multi-hop routing. In the sce­

nario, node A is out of direct communication range with node C, but can com municate with 

node C by using node B as an intermediary.

MANET routing protocols can be classified into two main categories: proactive routing pro-

2



Fig. 1.1: Multi-hop Routing in MANETs

tocols and reactive routing protocols. Proactive routing protocols attempt to maintain routing 

information for every pair of network nodes by actively propagating route updates. Reactive 

protocols establish a route to a destination only when needed. The source node initiates a route 

discovery process when the route is required, and once a route has been established it is main­

tained until either the destination becomes inaccessible or until the route is no longer used. 

Both categories of MANET routing protocols assume the existence of a full (possibly, multi­

hop) route from source to destination at the time of sending, and if one is not available routing 

fails.

The assumptions of MANETs of complete routes available at the time o f sending in the 

network makes them unsuitable for environments where disconnections are frequent and po­

tentially long-term.

1.3 Delay-Tolerant Networks (DTN)

A delay-tolerant network (DTN) provides ‘interoperable communications with and among 

challenged environm ents’ [36]. A challenged network is defined as a network that has one or 

more of the following characteristics: high end-to-end path latency; end-to-end disconnection 

meaning a path between a node pair my never exist; limited resources or limited life expectancy 

either due to lack of battery power, such as in sensor networks, or node damage as may occur 

in battlefield deployments. Such networks may never have an end-to-end path from source to 

destination at a given time. The routing problem in DTNs can be described as ‘where mes-
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sages are to be moved end-to-end across a connectivity graph that is time-varying but whose 

dynamics may be known in advance’ [62],

DTNs stemmed from research to develop an interplanetary Internet (IPN). The Delay- 

Tolerant Network Research Group (DTNRG) have proposed an architecture to support m es­

saging in delay-tolerant applications. The architecture presented by Kevin Fall [36| consists of 

an overlay, called the bundle layer. A bundle is defined as a number of messages to be delivered 

together. DTN nodes implement the bundle layer which forms an overlay that employs persis­

tent storage to overcome network interruptions. The bundle layer stores and forwards bundles 

between DTN nodes. The bundle layer is situated below the application layer and above the 

transport layer, thus allowing environment-specific underlying protocols.
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R e g io n  B 
B u s  R o u te

D TN  G W

D e s tin a tio nLayers S o u rc e

A pplication • •

B undle
P o ten tia l

D elay
P o ten tia l 

? D elay  ^
P o ten tia l 

7 D elay  ^
P o ten tia l

b e la y

T ra n s p o r t TCP TCP TCP TCP Non-;TCP
T ra n s p o r t

Ncin-TCP
T ra n s p o r t

N etw o rk IP IP! IP ip; Non:-IP
N e tw o rk

N p n -IP
N e tw o rk

Link

Physica l
DTN NODE 

1
DTN NODE DTN G a te w a y  

1 1
DTN NOD 

1
R egion  A R egion  C

R egion  B

Fig. 1.2 : DTN Architecture using a DTN gateway to interconnect regions running dissim ilar 

protocols

Figure 1.2 shows an example of a DTN configuration consisting of three regions. Region A 

is an intranet which is running TCP/IP and region B consists of a bus carrying a DTN Gateway
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node (DTN GW). Region C is running a non-TCP/IP environment specific transport protocol. 

In order for the DTN Gateway to carry bundles between region A and region C, the DTN GW 

of region B must run multiple lower-layer protocols to allow the gateway to span two regions 

using different lower-layer protocols.

The key contribution of the architecture is the bundle layer, which facilitates hop-by-hop 

reliability and retransmission. It also implements a naming scheme that uses late binding, 

which means that the name is not mapped to an address until topologically near the target of 

communication. Each DTN node has a two-part name, consisting of a region ID which is 

known among all regions of the DTN and an entity ID which has a regional scope. Routing 

between regions is based only on region IDs, which are bound to their corresponding addresses 

throughout the DTN. Routing within regions is based only on entity IDs, which are bound to 

their corresponding address only within that region.

The bundle layer provides an overlay to hide disconnections and delays from the application 

layer and provide transparent communication between different regions. However, the problem 

of how to route within, and among the regions is still an open issue.

1.4 Disconnected Delay-Tolerant MANETs (DDTM)

This thesis is concerned with supporting communication in disconnected M ANETs with such 

a sparse population of nodes and so little (or no) fixed infrastructure that the network graph 

is rarely, if ever, connected. The networks considered are autonomous and do not depend on 

established infrastructure. Each node acts a router, forwarding messages to other nodes. Due to 

the disconnected network graph, a full end-to-end path to nodes may not exist at any given point 

in time. However, an end-to-end connectivity graph that is time-varying may exist to forward 

messages. The challenge for routing protocols in this type of environment is to achieve the best 

delivery ratio with the available information about the network. Messages are buffered using 

a store-and-forward mechanism, where the data is physically carried through the time-varying 

network graph. These challenged environments are characterised by their disconnected nature 

where continuous end-to-end connectivity cannot be assumed. As a result, they suffer from long 

or variable delay times, asymmetric data rates and high error rates. The disconnected nature 

and the lack of end-to-end connectivity between nodes means that the communication must
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be delay-tolerant. We will refer to such a networks as disconnected delay-tolerant MANETs 

(DDTMs).

Routing protocols designed for fixed networks cannot be used in DDTMs as they depend on 

the assumptions of continuous bidirectional end-to-end paths, short round-trip times and low 

error rates. Routing protocols designed for MANETs do not work properly in such networks, 

since under these protocols, when packets arrive and no existing end-to-end paths for their 

destination can be found, these packets are simply dropped. The DTN architecture presented 

in [36| accounts for end-to-end disconnections and delays. However, the DTN architecture is 

mainly concerned with constructing an overlay connecting nodes that may be delay-tolerant 

and is not concerned with routing. Routing in delay-tolerant networks is still an open issue.

1.5 Thesis Contributions

Message delivery in sparse Mobile Ad hoc Networks (MANETs) is difficult due to the fact that 

the network graph is rarely (if ever) connected. As a consequence of the disconnected network 

graph, a full end-to-end path to nodes may not exist at any given point in time. However, an end- 

to-end connectivity graph that is time-varying may exist to forward messages. The challenge 

is to identify potential paths without global knowledge of the present state of the graph and 

without knowledge of its future state. Consequently, the selection of a next hop as a potential 

carrier for messages is not an easy one.

This thesis proposes using social network analysis techniques to identify such paths by de­

termining the underlying social structure of the network. This is motivated by the fact that 

information in regards to underlying social structure is less dynamic and time dependent than 

evaluating temporal connections. Using this social structure, nodes that are useful in connecting 

otherwise disconnected nodes may be identified. Consequently, if no information is available 

regarding the destination node, then central nodes may be used to route information to nodes 

that have a higher probability of encountering information about the destination node. A ddi­

tionally, the social structure may be used to identify nodes that belong to similar groups as the 

destination node. Finally, social network analysis techniques can be exploited to evaluate social 

tie strength, which represents the strength of a connection between two nodes. Strong ties have 

a higher probability of being available for information dissemination.
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The work presented in this thesis focuses primarily on the investigation of techniques based 

on social network analysis in the design and implementation of a routing protocol for DDTMs. 

The contributions can be summarised as two primary and one secondary contributions to the 

state of the art in the area of DDTM routing:

•  A set of metrics for capturing the underlying time-varying network structure in discon­

nected delay-tolerant MANETs where global topology information is unavailable. These 

metrics are derived from a translation of social network analysis techniques for capturing 

the behaviour of nodes.

•  A protocol, called Parasitic Routing, that supports message delivery in DDTMs by util­

ising these metrics to provide a complete solution for delay-tolerant message delivery in 

disconnected networks. An implementation and evaluation validates the Parasitic Rout­

ing protocol using real world trace data capturing encounters between devices.

•  A secondary contribution is an analysis of the challenges associated with the specific 

mobile computing environment constituted by disconnected delay-tolerant MANETs.

1.6 Thesis Roadmap

The remainder of this thesis follows the following structure:

Chapter 2 defines the challenges associated with disconnected delay-tolerant MANETs 

and an analysis of the mobile computing environment.

Chapter 3 presents the state of the art in routing in disconnected networks.

Chapter 4 presents social network analysis techniques and explains how they may be ap­

plied to delay-tolerant networks.

Chapter 5 presents the Parasitic Routing protocol design.

Chapter 6 presents an simulation implementation of the design of the Parasitic Routing 

protocol from the previous chapter.

Chapter 7 evaluates the work described in the thesis using real-world trace data.

Chapter 8 concludes and discusses future work.
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Chapter 2 

The Challenges of Disconnected 

Delay-Tolerant MANETs

The challenges associated with mobile computing are not new. A comprehensive overview 

was given as far back as 1994 by Forman et al. [40]. This paper identified the challenges of 

mobile computing which are classified into three main categories each stemming from an in­

herent property of mobile computing. These categories are wireless communication, mobility 

and portability. We build on this format and divide the challenges of DDTMs into the same 

three groups. The issues identified in wireless communication such as low bandwidth, discon­

nections and high bandwidth variability are problematic and further exacerbated in DDTMs by 

little or no infrastructure, variable node population and lossy links. DDTMs additionally face 

challenges of mobility without the presence of servers, as originally contemplated by Forman 

et al., where each node must act as a router. Mobility is frequent and uncontrolled resulting 

in a highly dynamic topology and disconnected network graph. However, the challenges of 

portability remain the same, where battery power, memory and processing power are limited.

In this chapter the main underlying challenges related to DDTMs are divided into wireless 

communication, mobility and portability. These challenges combined result in aggregated chal­

lenges. As such we encompass these issues identified by Forman et al. and classify them as first 

tier challenges. Forman’s classifications are then extended to include the challenges that occur 

due to the collective first tier challenges, by adding a classification of second tier challenges.

This chapter discusses these challenges. Section 2.1 discusses the issues relating to com ­

munication in the wireless environment. Section 2.2 examines the consequences of mobility.



Section 2.3 investigates the pressures that portability places on the network and section 2.4 

presents the combined issues that are identified as second tier challenges. Finally, the chapter 

is summarised.

2.1 Wireless Communication

Communication in DDTMs is primarily wireless. It is well known that the wireless com m u­

nication environment presents many more challenges than a wired one. Forman et al. observe 

that this is due to the surrounding environment which interacts with the signal which may re­

sult in blocking of signal paths and introduces noise and echoes [40]. As a result, bandwidth 

is limited and suffers from lossy links. Additionally, the varying capabilities of nodes result in 

asymmetric links.

The node movement also affects the communication and means that disconnections are the 

norm rather than the exception. As a result, the traditional solutions trying to prevent discon­

nections such as choosing alternative links, performing route recovery or changing transmission 

range are unsuitable for these environments. Forman et al. note that in such circumstances it is 

important for a mobile device to operate as a stand-alone device, and utilise links only when 

they become available. As such, in order to exploit connections to their full potential, the 

problems associated with wireless communication must be addressed.

2.1.1 Little or No Infrastructure

As discussed in section 1.2 a MANET is a dynamic wireless network with or without fixed 

infrastructure. M ANETs have traditionally been based on the cellular networks, such as GSM, 

and relied on good infrastructure support, in which mobile devices communicate with access 

points or base stations connected to fixed network infrastructure. Though infrastructure should 

be used if available, it is an unrealistic assumption for all mobile environments. One example 

where fixed infrastructure is unavailable is disaster relief. Nodes are placed in the network in 

response to an emergency and must self-organise without the presence of infrastructure and 

centralised coordination.

The lack of infrastructure means that control and management of the network is distributed
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across the nodes. Communication to out of range nodes is accomplished through intermediate 

nodes. MANET routing protocols such as Ad hoc On Demand Distance Vector (AODV) [98], 

Dynamic Source Routing (DSR) [64] and Destination-Sequenced Distance-Vector (DSDV) 

[99] function without the presence of infrastructure. These protocols have proved effective 

in infrastructureless environments when node mobility is limited and node population is lim­

ited. However, performance varies greatly in the presence of high mobility and increasing 

node population [21, 114]. Additionally, the above protocols assume the existence o f a full 

path from source to destination at the time of sending. However, this may not be the case in 

DDTMs, resulting in a failure to deliver data.

W hat can be learned from these protocols is that reactive routing protocols outperform 

proactive routing protocols in high mobility scenarios [63]. This is due to reactive protocols 

focusing only on needed connectivity and not complete connectivity. A protocol suitable for 

highly dynamic environments should only focus on connectivity as it is needed.

2.1.2 Variable Node Population

The disconnected nature of these networks along with the limited topology information avail­

able, means that the node population is unknown. Chlamtac et al. point out that the majority 

of popular network management algorithms were designed for either fixed or relatively small 

wireless networks [27]. However, there are a large number of M ANET environments that in­

volve tens of thousands of nodes such as in sensor networks. As such, handling of varying node 

population is critical to the successful deployment of these networks.

Increased node population may result in excessive routing overhead. Large populations of 

stationary nodes may be overcome using hierarchical routing, where nodes are divided into 

clusters with one node communicating to other nodes on behalf of the cluster. However, in 

mobile environments where nodes come and go, hierarchies must be continuously updated 

rendering them inefficient. Location information may be used to reduce routing information 

propagation. For example, Location-Aided Routing (LAR) first searches a limited area for a 

route before resorting to searching the entire network [69[.
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2.1.3 Limited Bandwidth

The wireless bandwidth available for mobile devices is much more limited than for stationary 

nodes. Toh states that wireless links have significantly lower capacity than wired links, due 

to effects of multiple access, multi-path fading, noise, and signal interference [113]. This 

means that wireless links may have a throughput less than the radio’s maximum transmission 

capacity. This is not just due to the communication capabilities o f the node but also due the 

problem of finite battery power which is further discussed in section 2.3.1. Chlarntac et al. state 

that experiments have shown that networking activities consume approximately 10% of overall 

power consumption in laptops and as much as 50% in handheld devices [27].

Though wireless bandwidth has improved exponentially since the 1990’s as can be seen 

from figure 2.1, bandwidth improvements remain low in contrast with the developments of 

CPU and storage capacity. Toh observes that if a routing protocol incurs excessive control 

traffic, the available network bandwidth will be consumed by control traffic which can impact 

performance [113]. In such environments where routing is performed through opportunistic 

links, the limited bandwidth may result in a bottleneck where the contact cannot be used to the 

full before severed.

The result of not utilising bandwidth effectively will result in missed communication oppor­

tunities. It will also result in a reduction in the battery life of the node. Methods for maximising 

wireless communication include data compression and protocol design to use communication 

between nodes sparingly and effectively.

2.1.4 High Loss Rate

W ireless links suffer from a much higher loss rate than wired links. Ramanathan and Steenstrup 

observe that wireless links tend to have lower and less predictable quality than wired links, and 

their quality is highly sensitive to environmental conditions such as the terrain, surrounding 

noise and the distance between nodes [100]. Packet loss may also occur due to disconnections 

caused by node mobility. A related problem is that transport protocols such as TCP anticipate 

that packet loss is caused by congestion as it was designed to work over wired links [59]. As 

a result the TCP congestion protocol may tell the sending node to reduce the sending rate, as­

suming the loss is due to congestion. This causes a decrease in performance. The transmission

1 1



protocol needs to distinguish the nature of the error in order to determine the most appropri­

ate action. Ad hoc TCP (ATCP) utilises Explicit Congestion Notification (ECN) messages to 

explicitly notify the sender of network congestion [83], On receipt of an ECN message, con­

gestion control is invoked. If loss occurs and the ECN flag is not set, ATCP assumes that loss is 

due to errors and retransmits the lost packet, thus differentiating between loss due to congestion 

and lossy links.

2.1.5 Presence of Asymmetric Links

An asymmetric link is when communication between two nodes has a higher capacity in one 

direction than in the other. This can occur for a number of reasons such as heterogeneity in 

transmission capabilities such as bandwidth and transmission power. Additionally, it may be 

caused by the use of directional antennas or the existence of background noise. Extreme cases 

of link asymmetry can result in unidirectional links when information can be sent and received 

in one direction but not the other.

Conventional network and transport protocols assume bidirectional communication in or­

der to function. The performance of TCP in asymmetric links, for example, is reduced as the 

throughput is regulated through the flow of acknowledgments, meaning the capacity is lim­

ited to the capacity of the slower direction. Additionally a number of acknowledgments may 

arrive at once causing bursty traffic in the forward path known as ACK compression [I24 |. 

Additionally, asymmetric conditions may result in inaccurate round trip time estimations.

The conservative solution employed by MANET routing protocols such as AODV is to 

detect asymmetric links and avoid using them. Alternatively, communication is enabled by 

tunneling through intermediate nodes. However, in sparse node population environments this 

may prove to be impractical as it cannot be assumed that there will be other nodes within 

communication range to provide tunneling. However, Sterbenz et al. observe that the usefulness 

o f such networks may require the use of highly asymmetric and possible unidirectional links 

and as such must be supported [109].

For example, a number of techniques have been proposed for improving TCP performance 

in asymmetric links. TCP header compression can be used to reduce the size of ACK packets 

|60]. However, as stated in [8], this solution alone is ineffective due to the per-packet over-
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head, which is independent of pacicet size. ACK filtering attempts to minimise the amount of 

acknowledgments in the lower capacity link by suppressing acknowledgments waiting at lower 

capacity node and then discarding them when new ACKs are to be queued [9]. ACK recon­

struction can be used in conjunction with ACK filtering to smooth out the appearance of ACKs 

thus reducing the effect on TCP of infrequent acknowledgments on the sender’s side [8]. ACK 

scheduling prioritises ACKs over data on the constrained link in order to minimise the time 

ACKs spend queued behind upstream data packets in an attempt to protect the sender from 

starvation [8], The ECN mechanism discussed in section 2.1.4 also aids in dealing with asym ­

metric links by explicitly notifying the sender when congestion occurs, signaling the sender to 

slow down the transmission rate. Balakrishnan et al. in [8] propose sender adaptation where 

the sending node does not just consider the number of acknowledgments received to determine 

the sending rate, but also the amount of data that has been acknowledged.

The aim of the above techniques is to reduce the amount of data that needs to be sent 

along the lower capacity link, while preventing the reduced traffic from adversely affecting the 

transmission rate along the higher capacity link.

2.2 Mobility

The ability of nodes to change location frequently and possibly be constantly in motion is the 

source of many of the challenges in DDTM environments. The high mobility combined with 

a sparse node population results in disconnected network graph with a highly dynamic topol­

ogy. This is compounded by lack of control over node movements with limited knowledge of 

future node movements. These characteristics combined result in limited topology information 

available.

2.2.1 Limited Control Over Node Movements

The environments considered consist of nodes that may be attached to other objects such as 

vehicles, animals or people. Given these assumptions, it is not generally possible to assume 

the existence of any control or influence over node movements. The assumption of control 

over node movements would result in a limitation to the usefulness of the network, which can
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only be used in specific environments where the network nodes have an influence over their 

trajectories.

However, even though node movements cannot be controlled, nodes tend to exhibit some 

degree of regularity in mobility patterns [112], As such, mobility prediction techniques may be 

used to estimate how nodes are expected to move and therefore aid routing decisions.

2.2.2 Limited Knowledge of Future Node Movements

As previously mentioned nodes may move frequently or be in constant motion. Though re­

sources exist to determine current location such as GPS, location beacons and so forth, the 

knowledge of future node movements may be limited. In certain circumstances assumptions 

may be made, for example using bus route time tables or predefined trajectories, however this 

may not always be the case. Mobility prediction techniques may be used to predict node move­

ments.

The Mobile Motion Prediction (MMP) algorithm makes use of the user’s movement history 

[82j. Movements are considered to be a combination of random and regular movements and 

are matched using a Markov chain model made up of movement circles and movement tracks. 

The main drawback of the MMP algorithm is its high sensitivity to random movements. Any 

movement that cannot be classified by the simple mobility patterns defined is classified as 

random movement. Prediction performance of MMP decreases linearly with the increase in the 

random factor [82]. Su et al. predict the Link Expiration Time (LET) between any two nodes in 

an ad hoc network by making use of the co-ordinates of the nodes, their speeds and direction of 

motion [ 110|. Chellapa et al. assume that the area is divided into cells and mobility prediction 

is on predicting the next cell a node will visit based on their current location within that cell 

[25]. However, the assumption that the area is pre-divided into cells imposes restriction on the 

usefulness.

However, a key challenge of highly dynamic environments is to adapt to node movements. 

Though some knowledge may be available in regards to future node movements, this does not 

guarantee that nodes will not diverge from these trajectories. As such, any information avail­

able cannot be considered static or guaranteed. Additionally, any mobility prediction method 

used must be reactive and adaptable, using node movements to further improve prediction ca-
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pabilities.

As such, it is necessary then to assume that information available is probabilistic and may 

change over the course of the message traversing through the network. This means that for­

warding decisions must be locally determined based on the current information available.

2.2.3 Disconnected Network Graph

The characteristics of DDTM environments mean that the network graph is rarely if ever con­

nected. The result is that two nodes wishing to communicate may never have a full end-to-end 

path to each other at any given point in time.

The majority of classic MANET routing protocols such as AODV [98], DSR [64|, DSDV 

(99J and LAR [69] make the assumption that the network graph is fully connected and fail to 

route messages if there is not a complete route from source to destination at the time o f sending. 

Kevin Fall in [38] states that interruption is an characteristic of the operating environment that 

must be accommodated by any architecture. The solution is to assume that only asymmetric 

communication is possible.

Epidemic routing presented in [115] disseminates information between nodes by exchang­

ing summary vectors of messages held by each node. Nodes compare summary vectors and 

exchange previously unseen messages thus propagating messages across a disconnected net­

work. Though promising as a solution, messages are distributed to each node in the network 

which is relatively wasteful of valuable resources.

2.2.4 Highly Dynamic Topology

In M ANETs nodes may move freely and organise themselves arbitrarily, thus the network’s 

topology may change rapidly and unpredictably. Unlike fixed infrastructure networks where 

link failures are relatively rare, McDonald et al. observe that the rate of link failure due to 

node mobility is the primary obstacle to routing in ad hoc networks [88]. High mobility causes 

rapid changes in link connectivity meaning that topology information cannot be distributed 

throughout the network, as it would result in a prohibitively large amount of routing updates 

that would consume the available bandwidth. Additionally, the dynamic nature may mean that 

any topology information may become stale after a short period of time making it ineffective
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for use in forwarding decisions.

As a result, the knowledge of complete paths will not be available in the network. The 

solution is to ensure that forwarding decisions are based on local knowledge, exploiting new 

links as they become available.

2.2.5 Limited Topology Information

W hereas sections 2.2.1 and 2.2.2 dealt with a node’s knowledge and control of its own be­

haviour, this section deals with a node’s knowledge of its surroundings. As mentioned in sec­

tion 2.2.4 the network will be highly dynamic and as a result the topological information of the 

network available may be extremely limited. Due to high mobility and limited transmission 

range traditional MANET routing protocols cannot react quickly to the rapidly changing topol­

ogy and may also cause excessive overhead of large update messages which may become stale 

very quickly, ultimately degrading the performance of the network. As a result, nodes may 

have little if any information regarding the number of other nodes and the location and links 

between them. This means that at no time can the complete network topology be known by any 

individual node. It is also to be assumed that based on the information available a complete 

route to a given destination may not be available. The result is that each node must form a local 

view of the network topology and forwarding decisions made accordingly.

2.2.6 Variable Link Duration

Link duration defines the amount of time a link between two nodes remains useful for trans­

mission. The frequent movements of nodes and the assumption that node movements are not 

influenced means that the duration of connections between nodes may vary greatly. Nodes may 

be in contact for a long period of time or it may be only a passing connection. The anticipated 

length of the connection may have an influence on the forwarding strategy used. A short link 

duration may mean that not all data destined for that node may be transferred within the limited 

conncction duration.

A number o f techniques exist to estimate the stability of links. Su et al. define Link Ex­

piration Time (LET) using location information to predict the duration of the link in order to 

anticipate a disconnection [110]. Routelifetime Assessment Based Routing (RABR) is based
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on analysing signal strength. It tries to predict the time when the received signal strength falls 

below a critical threshold by measuring the average change in received signal strength [6],

2.3 Portability

Small portable mobile devices are heavily constrained due to pressures of size and weight. 

As a design trade-off for portability mobile nodes have access to limited resources. Though 

resources in mobile nodes are increasing, the fact remains that mobile nodes are much more 

resource limited than wired nodes, therefore, resource conservation remains a vital underlying 

challenge for such networks.
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Fig. 2.1: Laptop technology improvements during the past decade. The logarithmic scale shows 

multiples of the technology’s improvement since 1990 [108]

2.3.1 Limited Battery Power

Forman et al. observe that battery power is finite and represents one of the greatest constraints 

in designing algorithms for mobile devices. Goldsmith et al. point out that energy constraints 

are not inherent in all ad hoc networks, as some nodes may have access to a power source [48] .



However, many if not most, mobile ad hoc nodes will be powered with batteries with a limited 

lifetime. As can be seen in figure 2.1 the improvement of battery power over the last decade 

is the least improved of node resources, meaning it will continue to be a constraint for mobile 

nodes.

Wireless communication generally consumes significant battery power and Chlamtac et al. 

in [27] observe that in such MANETs each node is acting as both an end system and a router at 

the same time placing additional energy demands on nodes. Additionally, Goldsmith et al. in 

[48] discuss that energy constraints impact both hardware operation and the signal transmission 

associated in hardware operation, thus having a direct impact on other resources available on 

the mobile node such as processing power and signal transmission.

If power-saving techniques are not employed the depletion of batteries in nodes greatly 

reduces the performance of the overall network. If a node no longer has power, then it can no 

longer participate in the network in forwarding/storing data and data that is stored on the device 

is no longer accessible.

General solutions are to reduce wireless communication through efficient transmission in 

order to increase the operating time of the mobile node and to enable power management tech­

niques at the hardware level.

2.3.2 Limited IMemory

Forman et al observe in [40] that storage capacity on portable computers is limited by physical 

size and power requirements. Though there have been improvements as seen in figure 2.1 these 

values represent laptop specifications which may have significantly more storage capacity due 

to their size, as such memory still needs to be considered limited.

Limited storage capacity poses a problem as there may be a large amount o f data generated 

by the application, and due to the limited connectivity and available bandwidth of the device it 

may have to store this data for extended periods. Additionally, information used during routing 

protocol need to be held in memory by the device consuming this limited resource.

As the storage capacity is finite the potential to run out of memory is high, resulting in 

loss of data. Common solutions to this problem include data compression, limiting the routing 

information required and reducing the memory footprint of the application.
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2.3.3 Limited Processing Power

Though mobile devices still have lower processing power than most stationary devices, the 

rate of improvement of CPU capabilities is far greater than improvements in available battery 

power and bandwidth as can be seen in figure 2.1. CPU utilisation requires battery power but it 

requires significantly less than wireless transmission, and as battery power and bandwidth are 

the more scarce resource it can be contended that expending additional CPU resources in order 

to reduce transmission is desirable.

2.4 Second Tier Challenges

The previous section discussed in detail the primary challenges associated with DDTMs. For­

man et al.’s classification is extended to include the combined challenges of the wireless envi­

ronment, mobility and portability result in low delivery reliability, high end-to-end latency and 

poor QoS support. These aggregated challenges are referred to as second tier challenges in or­

der to highlight that they occur due to the combination of first tier challenges. This relationship 

is highlighted in figure 2.2.
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Fig. 2.2: Tiered Challenges
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2.4.1 Low Delivery Reliability

Delivery reliability is defined as the fraction of data generated within the network that is eventu­

ally delivered to the destination. Delivery reliability is low in DDTMs due to limited resources 

(section 2.3), asymmetric links (section 2.1.5) and a disconnected network graph ( 2.2.3). On 

this topic, Fall states that ‘for networks which lack any return channel at all, any form o f re­

liability will be at best probabilistic’ [36]. Delivery guarantees cannot be provided because 

resource constraints on nodes may cause an intermediate node to drop messages. However, 

attempts can be made to improve reliability.

It is the task of any routing substrate to maximise the probability of the delivery o f data 

to the network destination. Conventional reliable delivery techniques use end-to-end acknowl­

edgments to verify that data has been delivered and resend any data that has not been delivered 

within a designated time. The highly disconnected and end-to-end latency of these networks 

makes this solution difficult and unsuitable. Possible solutions to improve delivery reliabil­

ity include flooding, replication, hop-to-hop acknowledgments and custody transfer. Flooding 

consists of forwarding the message to all nodes met on the network which is excessive, send­

ing many more messages than necessary. This solution consumes considerable bandwidth and 

memory resources and as a result can eventually degrade the performance of the system. Repli­

cation involves duplicating the message and distributing it to several nodes, but typically not 

all. Different replication strategies may be used, such as limiting the number of copies allowed 

to exist in the network. Thus consuming less bandwidth and memory, leading to better scal­

ability. However, sensible replication strategies must be used in order to conserve resources. 

Custody transfer proposed in [38] essentially changes the notion of reliability from end-to-end 

reliability to hop-by-hop reliability whereby a node receiving a message assumes responsibil­

ity for the eventual delivery. This is not necessarily employed at each hop, potentially utilising 

nodes with added resources such as persistent data storage or longer battery life time. This 

mechanism has the advantage of not wasting node resources while taking advantage o f nodes 

with more extensive resources. However, once custody has been transferred if the node were to 

fail unexpectedly, reliability would be lost.
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2.4.2 High End-to-End Latency

End-to-end latency is high in DDTMs. This is due to the disconnected nature resulting from 

mobility (section 2.2) and the variable link quality due to the wireless environment (section 2.1). 

End-to-end latency is dependent on the time varying graph. While a route may be available 

from source to destination when considering the time varying graph, the time considered by 

the graph may be anything from minutes, hours, days and even weeks. This problem is further 

exacerbated by the limitations of the connectivity of the network. Though a node may establish 

a connection with a suitable node for delivery of the data, the limited bandwidth and variable 

link duration, could result in the data not being transferred during that connection. As a result, 

the data may have to remain on the intermediate node until another opportunity to transfer the 

data arises. As such, standard mechanisms in network management cannot be employed, such 

as the use of acknowledgments to clear out buffers, the provision of reinforcement learning 

for stable links and identification of shortest paths. The latency to be expected depends on the 

deployment environment and the application. Support should ideally handle varying delivery 

latencies.

2.4.3 Poor Quality of Service Support

Quality of Service (QoS) aims to a provide consistent, predictable data delivery. However, low 

delivery reliability and high end-to-end latency means that DDTMs have poor support for QoS. 

Typically QoS mechanisms involve raising the priority of a flow or limiting the priority of an­

other. W hile traditional QoS cannot be provided where absolute performance requirements are 

facilitated, Brunner et al. point out that some facility for an application to indicate its inten­

tions associated with the data may be important [19]. They observe that this is different from 

traditional QoS which provides absolute performance requirements. The QoS in DDTMs more 

involves giving a hint to nodes on the network as to how to treat the data.

C erf et al. have defined priority classes for data in DTNs [22]. The class priority system 

is based on the U.S. postal service where there are generally no strong guarantees of timely 

delivery, however, there are some forms o f class of service. The priority classes are defined 

as bulk, normal and expedited. Bulk messages are not forwarded until all other classes of 

messages for the destination have been forwarded. Normal messages are shipped before bulk
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messages, but only after any expedited messages for the destination node. This mechanism is 

a simple method for ranking messages in order to give priority to more important message.

2.5 Summary

This chapter outlined the challenges associated with DDTMs. Using the format defined by For­

man et al. new challenges that are specific to the environment of DDTMs have been identified. 

The consequences of three primary characteristics of DDTMs have been discussed: wireless 

communication, mobility and portability. Wireless communication results in a challenging 

communication environment where pair-wise communication is not simple. Mobility causes a 

highly dynamic network where information in regards to the network is extremely limited and 

volatile. Portability has the consequence of limited resources and limited longevity.

Additionally, Forman et al.’s classification has been extended by identifying a new clas­

sification of first and second tier challenges. First tier challenges fall into the classification 

outlined by Forman et al., second tier challenges are a result of the combination of first tier 

challenges. The second tier challenges discussed are poor delivery reliability, high end-to-end 

latency and poor quality of service support which are problematic in traditional computing. 

The inter-relationships between these challenges have also been outlined.
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Chapter 3

State of the Art

In MANETs nodes can only communicate directly with other nodes that are within range. 

As such, communication with nodes out of range is achieved through repeatedly forwarding 

messages to intermediate nodes until reaching the destination. In networks where nodes are 

constantly moving, the decision of which node to forward messages to is difficult, since the 

network’s topology is constantly changing. Additionally, in sparse networks an end-to-end 

path may never exist between nodes at a single point in time. Finding a solution to this problem 

has been an area of much research spawning a number of different terms.

Delay-tolerant networks (DTN) - This term was first coined by Vint Cerf et al. in an Internet 

draft in relation to interplanetary research [231. The authors determined that such 

a network should not assume a direct or indirect path to the destination at the time 

of sending and a store-and-forward mechanism should be used to route data.

Disruption-tolerant networks - Upon the creation of the Delay-tolerant Networking Research 

Group, DARPA announced a similar program referred to as Disruption-tolerant 

networks also referred to as DTN [3]. The term disruption-tolerant networks is 

used by DARPA specifically, to describe military tactical communication environ­

ments.

Partially connected networks - Vahdat and Becker used this term to describe MANETs where 

the presence of a connected end-to-end path from source to destination may not be 

assumed [115]. A partially connected network is a fragmented network, i.e. a net-
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work where groups of nodes are interconnected with each other, but disconnected 

from the rest of the network.

Intermittently connected networks - Vint Cerf et al. broadly classified contacts in DTNs into 

persistent and intermittent contacts [23]. A contact is a time-window when data 

can be exchanged between two nodes within range. Any contact that is not persis­

tent and always available is therefore an intermittent contact. Intermittently con­

nected networks (ICN) generally defines any network where intermittent contacts 

are utilised in order to forward data [79].

Opportunistic routing - Opportunistic networks are a subclass of DTNs. Vint Cerf et al.

defined different types of intermittent contacts where a contact could be sched­

uled, opportunistic or predicted [23]. ‘Opportunistic contacts are those that are 

not scheduled, but rather present themselves unexpectedly’. An opportunistic net­

work is a network that exploits opportunistic contacts in order to forward data to 

an encountered node.

Space-time routing - Space-time routing determines a route over a network graph that is dis­

connected at any given point in time [89]. When the future movements at specific 

times are known, a space-time graph may be constructed in order to determine a 

time-dependent route. Space-time routing can be classified as a routing mechanism 

suitable for a subclass of DTNs where contacts are scheduled.

Challenged environments - Challenged environments is a term used to describe the type of 

network environments that are characterised by end-to-end latency, bandwidth lim­

itations, limited node longevity, resource limitations and end-to-end disconnec­

tions between nodes [37]. DTN protocols are designed to function in challenged 

environments.

Extreme networks - Extreme networks is a term used to describe networks that operate in 

challenged environments [35].

All of the above terms describe a network that may never be completely connected. Evidently,

there is a large amount of overlap in these terms but the problem of how to route messages in
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a disconnected delay-tolerant network remains the same. The disconnected nature means that 

message forwarding generally works using the ‘store-carry-forward’ paradigm. The idea origi­

nated from telecommunications research where switches used the ‘store-and-forward’ method. 

This method involved a switch fully receiving a packet and temporarily storing it while veri­

fying the contents before forwarding it. The paradigm is extended in disconnected networks 

with the use o f ‘store-carry-forward’ where a node receives a message, stores it and physically 

carries it to a different location before the message is forwarded. The ‘store-carry-forward’ 

mechanism loosely describes the solutions presented in the remainder of this section. Although 

the mechanisms used are similar, they differ in determining when and to whom the message is 

forwarded.

Current approaches to determine forwarding decisions can be broadly divided into two cat­

egories: deterministic and stochastic |125]. Deterministic methods solve the problem o f how 

to route in a disconnected delay-tolerant network by making the assumption that the dynamics 

of the network are not unpredictable but deterministic and known a priori [53, 62, 89]. An 

example of a network with deterministic dynamics are orbiting satellites, where the time where 

a satellite may be within range is completely dependent on the orbit of the satellite. Another 

possible deterministic network is a factory consisting of robots that move in a predetermined 

manner. As such, the routing problem becomes a matter of determining a path over a connec­

tivity graph that is time-varying but whose dynamics are known in advance.

This assumption greatly simplifies the problem by total predictability. However, in real life 

environments, the dynamics may not be so accurately predictable and known in advance. For 

this reason, stochastic methods have been proposed which attempt to cope with the randomness 

that may exist in the network, where the next state of the environment is not fully determined 

by the previous state. The term stochastic describes a system involving chance or probability. If 

the time-evolving topology is stochastic, routing can be achieved by moving the message closer 

to the destination one hop at a time. Various approaches exist, for example epidemic-based 

solutions blindly inject a number of copies of the message into the network f 10, 31 ,51 , 93, 96, 

102, 105, 115], History or prediction-based solutions attempt to improve on blind forwarding 

by employing some form of ‘probability to deliver’ metric in order to preferentially forward 

to nodes deemed most likely to deliver. These metrics are based on either contact history 

[20, 65, 67, 80, 111], location information [70, 71] or utility metrics [26, 87, 106]. Some
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projects go further in using nodes to deliver data by assuming control or influence over node 

movements [74, 126], Additional research has been done utilising coding-based techniques to 

encode messages before being transferred in the network in order to provide redundancy or 

combining multiple messages into a single message [61, 75],

This section reviews routing approaches in disconnected networks. Deterministic solution 

are reviewed in section 3.1. The various stochastic solutions are presented in the remaining 

sections. In this section only routing protocols that provide a store-carry-forward mechanism 

are considered. In particular, protocols that assume end-to-end connectivity are not considered, 

as these solutions are unsuitable for DDTM environments as discussed in section 1.4.

3.1 Deterministic Approaches

The term deterministic describes a system whose time evolution can be predicted exactly. If a 

complete future topology of the network is deterministic and known in advance the forwarding 

path can be scheduled ahead of time. Zhang has classified deterministic methods based on the 

underlying graph theoretic technique used in each solution [125].

3.1.1 Space-Time Routing

Merugu et al. achieve routing over a disconnected path by constructing space-time routing 

tables where the next node in the path is selected based on current as well as future neighbours 

[89]. The destination and the arrival time of the message are both used to determine the next 

hop in order to minimise end-to-end delivery delay.

The dynamic network is modeled as a space-time graph. The space-time graph is con­

structed as follows. Assume that node movements and timing information is known in advance 

over a finite time horizon T  or an infinite time horizon if the node moves in a cyclic manner 

The graph can be represented as G{t) = {V, E{t)) where V  is the set of nodes and E(t)  rep­

resents the links between these nodes at time t. E{t) can also be represented as Lij{t) which 

denotes a link between nodes i and j  at time t. Using the location and time information of each 

node, it can be determined that a connection exists between node i and j  if the distance between 

the physical location P\{t) of node i at time t and the physical location Pj(^) of node j  at time
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t is less than the transmission radius. A layered graph is then constructed, where each layer 

corresponds to a specific time t. Using this information the routing tables are constructed for 

each node and the path with the minimum end-to-end delivery delay is computed.
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(a) Routing space-time graph for 
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(b) Next Hop Routing table o f  Node A

Fig. 3.1: Space-time routing (derived from [89])

Figure 3.1 a) shows a time-space network graph for node a, nodeb  and nodec. The next 

hop is selected as a function of destination and time. Figure 3.1 b) shows the routing table 

of node a. In order to route a message from node a to nodec, two paths are available, if the 

message arrives at node a at time tO the message could be forwarded to node b at time tO 

arriving at time t l .  Node b carries the message until t2 when a link exists to node c at which 

time the message is forwarded to node c. If the message arrives after tO, node a must carry the 

message until time t3 at which time a direct connection exists with node c.

The time expanded graph is based on Ford and Fulkerson’s time-expanded networks, where 

the network is viewed as a static network with one copy of the node set at each time step build­

ing a time layer [39], Using this technique the network flow over time problem is translated 

into a static network flow, and standard graph theory is applied to compute the shortest path for 

a source to destination.
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Discussion

The authors do not make any assumption of controlling node movements, however, the strong 

assumption is that complete knowledge of node future trajectories are available and reliable. 

Based on this assumption, communication is achieved in a completely disconnected network 

graph. The graph topology may be highly dynamic, as long as it is known in advance. How­

ever, any deviation from the predicted topology will result in broken paths. Routing tables are 

constructed once in an initialisation phase with all the trajectory information available. Once 

a message has been scheduled for transmission at a given time slot, the slot is considered full 

and further transmissions to that node are scheduled on the next available time slot. The result 

is that the protocol does not take advantage of long links in order to transmit the maximum 

amount of data queued. Additionally, it is not clear that they take into account the possibility 

that the data scheduled for transmission at a given time slot may not be fully transferred before 

the link is severed.

Routes between each node pair at each time step is calculated at initialisation, there is no 

exchange of routing information, or routing requests. All transmissions and therefore resources 

are utilised to transfer data, rather than consumed with control data. Because all routing deci­

sions are made in advance, the only resources during the network’s operation is node memory 

for storing the routing ‘script’. Additionally, only one copy of the message exists on the net­

work at any given time, and the solution therefore avoids needlessly retransmitting the message, 

as well as the need for multiple nodes to store the message at a given time. The computation of 

the routing tables at initialisation is significant, but occurs only once. Following initialisation, 

route calculation is a basic routing table look-up. As a result the protocol performs well in 

regard to resources.

Assuming the node movements are exactly known and do not deviate from the defined 

trajectory and timing information then delivery reliability is high and the end-to-end latency 

is minimal. However, the repercussions following deviation from the predefined trajectory 

could significantly degrade the solution’s performance. A delay o f a single node could cause 

large queues as the node currently carrying the message waits for another possible connection. 

Additionally, if the node is delayed once, unless there is a means for the node to catch up and 

return to the predefined trajectory, the delay would result in the routing tables of all nodes that 

use this node as an intermediate node to be inaccurate, thus reducing reliability and significantly
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increasing end-to-end delays. As such the solution is unadaptive.

Though this solution requires no additional infrastructure, it will not cope with a changing 

node population as each node and its trajectory information is known in advance. As a result, a 

new node joining the network may not participate, and a node unexpectedly leaving the network 

would result in the failure of any path that includes that node.

3.1.2 Tree Approach

Handorean et al. model the connectivity of a disconnected network by mapping the sequence of 

connectivity between nodes to a directed graph [53], A message path between any two nodes 

is defined as a sequence of hops that a message can follow over time from the source node to 

the destination node.
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Fig. 3.2: Message Path [531
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The mobility of each node is captured in what is referred to as a ‘characteristic profile’. 

The ‘characteristic profile’ of each node is known in the system and mapped as mp{t) where m  

is the physical location of node p at time t. Using this information, the connectivity between 

two nodes may be determined if the distance between two nodes’ physical location at a given 

time is less than the transmission radius of the nodes. Figure 3.2 shows a simple example of 

the future interactions between node a, node b and node c. In order to route a message from 

node a to node c, a directed graph is constructed, with the source node as the tree root. From 

this graph, the number of hops and the estimated arrival time for the message can be computed.
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A list of visited nodes is maintained while computing each path in order to prevent loops. The 

directed graph is constructed each time a node wants to send a message to a destination node.

An extension to the algorithm relaxes the assumption that each node’s ‘characteristic pro­

file’ is globally known throughout the network. Upon meeting, nodes exchange information 

in regards to their own mobility and the mobility of other nodes met. The complete route is 

calculated by the source node before sending. However, if an intermediate node receiving the 

message has a better route, then the intermediate node makes the local decision of adjusting 

the message path accordingly. If a complete path is unknown to the source node at the time of 

sending. Epidemic Routing is used | l  15|. Epidemic Routing is further discussed and explained 

in section 3.2.

Discussion

No control over node movements is assumed, however, nodes must have complete knowledge 

of their future movements. The topology information is either globally known, or when only 

partial knowledge is available a local view of the topology is constructed. As such, communi­

cation is achieved across a completely disconnected network graph. However, the assumption 

is that knowledge of future node movements is perfect, thus any deviation from the future 

trajectory information will result in path failures.

Route calculation must be performed each time a message is sent. The route calculation is 

quite complex and therefore requires a lot of processing power. The characteristic profile of 

each node must be stored locally imposing significant memory constraints on the device. The 

assumption is that the trajectory information may be stored in the form o f a repeated equation, 

or a repeating sequence of movements. But if the movement of nodes is not repeating, then the 

characteristic profile becomes prohibitively large and as such the protocol cannot be used. If 

global topology information is assumed, bandwidth and battery power are conserved because 

the message is only forwarded along one path. However, if a complete path is unknown at the 

time of sending, the protocol resorts to Epidemic Routing [115]. Epidemic Routing is costly in 

terms of resources which is discussed further in section 3.2. Alternatively, if we do not assume 

global knowledge, nodes exchange their characteristic profiles and the characteristic profiles of 

all nodes encountered. These characteristic profiles could be potentially quite large, and as such 

may consume a large amount of bandwidth upon two nodes meeting. As such the protocol has
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high memory, processing power and bandwidth requirements if global topology information is 

not assumed.

Assuming complete mobility information is available and accurate, the algorithm calcu­

lates the optimum path and as a result delivery reliability is high. However, ‘characteristic 

profiles’ contain explicit location and timing information, and therefore clock synchronisation 

is required. Clock synchronisation is difficult to guarantee in a highly distributed environment. 

Errors in clock synchronisation will result in inaccurate mobility information and may result 

in path failures, thus reducing delivery reliability. Additionally, if the link between two nodes 

along a path is already being used for a transmission, the message may be queued for a long 

period o f time before it is able to be transmitted, thus reducing the usefulness o f calculating 

the optimum path. Additionally, the size of data to be delivered in an encounter between nodes 

is not considered even though the duration of node encounters is known. As a result, there is 

no guarantee that the entire message will be delivered in the duration of the connection. As 

such deviations from the predefined trajectory, clock synchronisation errors and contention for 

transmission slots will affect delivery reliability.

Similar to Merugu et al. (section 3.1.1) this solution makes no assumption of the existence 

of infrastructure. The protocol provides greater flexibility compared to M erugu et al. in that 

new nodes may join the network by meeting a node and exchanging characteristic profiles. 

However, if a node leaves the network unexpectedly and is an intermediate node along the 

route path, then the route becomes invalid. As a result, the system does not cope well with 

unexpected departures from the network.

3.1.3 Modified Shortest Path Approaches

Jain et al. present a number of algorithms for routing in delay-tolerant networks [62]. They 

assume the existence of one or all of the following information in the form of oracles that have 

specific knowledge about the network: ‘contact summary oracle’, ‘contact oracle’, ‘queuing 

oracle’ and ‘traffic demand oracle’. The ‘contact summary oracle’ contains the average waiting 

time until a given connection becomes available. A contact is defined as an opportunity for 

two nodes to exchange data at a given time. The ‘contact oracle’ contains exact information 

regarding contacts that will occur between two nodes at any point in time. The ‘queuing oracle’
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knows the buffer occupancy of any node at any given time. The ‘traffic demand oracle’ contains 

information about the present or future traffic inserted into the network at any given time. Ail 

the oracle information is calculated in advance and different oracles are made available to nodes 

for a number of different scenarios. The intention is to determine how much information needs 

to be available to nodes in the network in order to achieve high delivery performance, load 

balancing etc.

Routing with partial knowledge is achieved through assigning costs to edges, where edges 

are links between nodes as they become available. This information is used to construct a 

shortest-path problem, where the shortest path is the path with the minimum cost associated 

with it. Assuming only the contact summary oracle is available, the information is time- 

invariant. Therefore, the Dijkstra’s shortest path algorithm may be applied using the average 

waiting time to calculate the cost of a route.

The contact oracle information is time-variant. As such, Dijkstra’s algorithm is modified 

to take into account the time-varying information of the start time T  and the time the message 

will arrive at each node in order to calculate the cost. This variation of Dijkstra’s algorithm is 

applied where the cost of the edge is computed under two different scenarios. The first utilises 

the contact oracle and local queuing information in order to route around congestion at the first 

node along the path. The second utilises the contact oracle and the queuing oracle where global 

queuing information is available and edges along the computed path are reserved to ensure that 

messages are transmitted over the assigned edge to avoid missing scheduled contacts due to 

congestion. Finally, the authors consider the scenario where all the oracles are available. In 

this case, the optimal route is calculated to minimise the average delay in the network using a 

linear programming formulation.

Discussion

This work makes the assumption that global knov/ledge of node contacts, queue size and traffic 

demands are available. The authors acknowledge that the implementation of these knowledge 

oracles in a real world situation would be impractical. But the approach is still useful in order 

to analyse performance results of scenarios where different knowledge oracles are available. 

These results are then used to identify which information is most useful in calculating routes 

in order to achieve the best delivery performance. The analysis extends on the previously
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presented work in section 3.1.1 and section 3.1.2, where the route is not calculated purely 

based on computing a path given mobility information, but also using queue size and traffic 

demands in order to take into account that the optimum path may be congested in a realistic 

network environment. Results analysis determined that in environments where contacts are 

plentiful the benefits of full knowledge are minimal. However, when resources are limited 

(such as limited contacts, bandwidth and storage) then the knowledge oracles become useful. 

Under these circumstances the contact oracle and the use of local queuing information proved 

valuable. Though promising, the problem still remains that node behaviour in this network is 

assumed to be deterministic, where node contacts are predictable and known in advance.

3.1.4 Conclusion

Deterministic methods solve the problem of how to route through a disconnected delay-tolerant 

network by making the assumption that the dynamics of the network are completely pre­

dictable. As such, the routing problem becomes a matter of determining a path over a con­

nectivity graph that is time-varying but whose dynamics are known in advance. These solu­

tions however, are limited to environments where such an assumption may hold. Examples 

of such environments include interplanetary communication, where the orbit of satellites are 

predictable and cyclic and the use in a factory where the robots are used and the movement 

patterns are predefined and known in advance.

The assumption of deterministic behaviour means that these solutions perform well in term 

of delivery reliability as discussed in section 2 .4 .1. However, the environments that discussed in 

section 2.2 do not necessarily have deterministically predictable or globally known movement 

patterns. As such these solutions are unsuitable for DDTMs.

3.2 Epidemic-Based Approaches

Epidemic algorithms were first used to guarantee consistency in distributed databases in 1987 

[32]. They adopt the terminology of modeling infection diseases used in epidemiology litera­

ture. The ‘simple epidem ic’ is one in which individuals are either susceptible or infective. An 

individual is susceptible to a disease if it is prone to it and infective describes an individual
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that is infected with the disease. When n  individuals are initially susceptible, one individual 

is inserted that is infective. The infective individual upon meeting a susceptible individual will 

infect them. Eventually, all n  individuals will become infective. This is known as the suscepti- 

ble-infective-susceptible (SIS) model [54].

3.2.1 Classic Approach

One of the first protocols to solve the problem of routing in disconnected environments was 

epidemic routing for partially connected networks proposed by Vahdat and Becker [115]. Their 

epidemic algorithm is a method for distributing messages in a dynamic disconnected network 

[32]. Epidemic Routing relies on nodes referred to as carriers coming into contact with other 

connected portions of the network through node mobility. Messages spread like a disease 

epidemic through the network as nodes meet and infect each other with messages. The aim is 

to deliver a message to a particular host with a high probability and to minimise the message 

delivery latency.

Each host maintains a buffer consisting of messages it has generated along with messages it 

has received from other nodes. Each node stores a summary vector representing the messages 

held by the node. When two nodes come within communication range, they exchange their 

summary vectors, each node examines the other’s summary vector in order to determine which 

messages held by the other node it has not yet received. In turn, each node then requests 

copies of the messages not stored in its buffer. This algorithm effectively results in flooding 

the message throughout the network. Given sufficient buffer space and time, this protocol 

guarantees eventual delivery. In order to limit the number o f copies of the message contained 

in the network, a maximum hop count is assigned, meaning a message with a hop count o f one 

will only be delivered if the carrier comes directly into contact with the destination. Higher 

priority messages may be assigned a large hop count, meaning a large number of copies may 

be distributed throughout the network in order to reduce delivery time.

As an example of Epidemic Routing in a real environment. Small and Haas have presented 

the Shared Wireless Infestation Model (SWIM) in order to deliver sensor data held by mobile 

devices carried by whales [105]. The mobile devices attached to whales collect data which is 

stored on the device. Upon meeting another whale. Epidemic Routing is employed to exchange

34



sensor information. When a whale passes by an Infostation, the information held by the mobile 

device is uploaded.

Davis et al. explored using Epidemic Routing among Wearable Computers attached to peo­

ple [31]. Vahdat’s work assumed infinite resources are available, the authors extend this work 

and apply Epidemic Routing to situations where resources are limited. In this case, buffers 

will become full and messages must be dropped. They propose four types of drop strategies: 

Drop-Random (DRA), Drop-Least-Recently-Received (DLR), Drop-Oldest (DOA) and Drop- 

Least-Encountered (DLE). Results revealed that dropping packets destined for nodes that have 

been encountered less in relation to other nodes (DLE) leads to the best results.

Discussion

Epidemic Routing supports eventual delivery of messages with minimal assumptions regarding 

the underlying topology and connectivity of the underlying network. Only pair-wise connec­

tivity is required to ensure eventual message delivery. It succeeds in routing where classic 

M ANET routing protocols would fail. The flexibility of the protocol means that the networks 

can cope with nodes joining and leaving efficiently.

However, nodes are required to have a large buffer size to ensure eventual delivery. Accord­

ing to [ 115] in order to ensure eventual delivery the buffer size on a subset of the nodes must be 

at least equal to the expected number of messages in transit at any given time. If resources such 

as buffer space and bandwidth were unlimited, this approach would achieve best possible per­

formance as it would find the shortest delay path possible from source to destination. However, 

as discussed in section 2.3 resources in mobile devices are limited. Limited resources mean 

that delivery reliability is reduced, as messages are dropped when buffers are full. The work 

of Davis et al. shows that intelligent drop strategies may be used to reduce the adverse effects 

of limited resources on delivery reliability [31]. However, delivery performance of Epidemic 

Routing with limited resources is still less than that where infinite resources are assumed, even 

with an intelligent drop strategy.

Additionally, this scheme is wasteful o f energy and suffers from contention for network 

resources such as bandwidth and buffer space, which can significantly degrade the performance 

o f the network as has been noted in [96, 79]. Two general approaches have been taken when 

trying to reduce the overhead associated with epidemic routing. The first is to limit the number
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of copies of the message allowed in the network as reviewed in section 3.2.2. The second is to 

minimise the number of hops as discussed in section 3.2.3.

3.2.2 Limited Number of Copies

One simple modification was proposed by Ni et al. to significantly reduce contention and re­

source consumption |96]. When a node receives a message through Epidemic Routing the node 

forwards the message with a probability p. When p =  1 the scheme is equivalent to flooding. 

The results showed that in a dense population of nodes, a small value of p  is sufficient, however, 

a larger value of p  is needed if the node population is sparse.

Spyropoulos et al. attempt to tune the number of copies based on the population introducing 

‘Spray and Wait’, a technique that sprays (distributes) a number of copies into the network, 

and then waits till one of these nodes meets the destination |1()7]. A message is assigned a 

replication number n. Upon encountering a node that does not hold a copy of the message the 

node forwards the message with a replication number of n /2 , keeping a value of n /2  for itself. 

The node continues forwarding messages until n  =  1, meaning the node can now only perform 

a direct transmission to the destination node. The value of n  is tuned based on the estimated 

node population. The estimated population is derived from sampling the time it takes for a 

node to meet one node T l  and the time taken to meet the next node T2.

Discussion

Limiting the number of copies reduces the memory requirements and bandwidth consumption 

associated with Epidemic Routing. However, work of Spyropoulos et al. is based on the premise 

that node movements are similar to that of a random walk. As such each node has an equal 

probability of meeting every other node, and therefore, as long as the number of message copies 

is proportional to the node population, the message has a high probability of being delivered. 

However, in real environments nodes do not move according to a random walk mobility model 

and as such delivery performance may be greatly reduced.

3.2.3 2-Hop Approaches

While the previous section presented solutions that limited the number of message copies in 

the network, a number of solutions attempt to reduce resource consumption by limiting the
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num ber of hops a message may take. Grossglauser and Tse limit the number of hops to two, 

however, an infinite number of copies is allowed [51], Essentially, the source node distributes 

the message to all other nodes it meets. These nodes then become relays, and upon meeting the 

destination node, the message is delivered. In the theoretical network the authors have used for 

m odeling the approach, the nodes have infinite buffers and move randomly in the network.

Beaufour et al. propose to use Epidemic Routing in order to distribute data in a disconnected 

network consisting of a set of static sensor nodes, static information display nodes, and a large 

number o f mobile smart-tags [10], Similarly, the Pollen project consists of a set of PDAs held 

by moving people and a set of static nodes located at places of interest or on devices [471. 

W hen a PDA comes into contact with a node, epidemic forwarding is used and the two nodes 

exchange previously unknown packets, thus distributing information throughout the network.

DataM ULES designed for sensor networks assumes three entities in the system: sensors. 

Mobile Ubiquitous LAN Extensions (MULEs) and base stations 1102]. MULEs move around 

randomly collecting data from sensors. When a MULE passes by a base station, it uploads the 

data. There is no attempt to identify location pattems, and the assumption is that the MULEs 

have a high memory capacity, since they must carry all data until they randomly pass a base 

station.

The DakNet project developed a wireless network for rural areas in India [97]. Mobile 

Access Points (M APs) are used to deliver data to wireless-enabled village kiosks. The M AP is 

mounted on a bus or motorcycle and travels in a circuit through villages. When a MAP comes 

within range o f a village kiosk, it uses a wireless connection to deliver and collect data. When 

the M AP passes by a Hub with Internet access, it uploads the collected data and receives new 

data for the village kiosks. Though it is possible to have more than one MAP in the network, 

MAPs do not communicate or exchange data, and so provide a rather basic pick-up and drop­

off service. M APs are assumed to have very high buffer capacity in order to store all data until 

a Hub is reached. This is a very simple mechanism where information is physically carried the 

whole distance in a circuit around the villages. It should be noted that these are mechanisms 

for distributing data rather than a routing protocol, because the routing decision is a simple 

transm ission from a static node to a mobile node.

Nain et al. present the Message Relay Protocol (MRP) [931. MRP runs in conjunction with 

the DSDV M ANET routing protocol [99]. When DSDV fails to find a route for a packet, the
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packet is passed on to the MRP layer. The MRP layer then broadcasts the packet locally to 

the node’s neighbours, who become relay nodes for the packet. If the node currently has no 

neighbours, the packet is repeatedly broadcast until a number of nodes have acknowledged the 

receipt of the packet. Each node carries the packet until a route is discovered less than d hops 

away, using DSDV as the underlying routing protocol. This protocol is designed to enhance the 

delivery performance of DSDV rather than serve as a routing solution for completely discon­

nected networks. The use of DSDV as an underlying routing protocol means that it is primarily 

useful for a network that is mostly connected, with a small number of disconnected nodes in 

the network.

Discussion

Limiting the number of hops reduces the resources consumed compared to Epidemic Routing. 

However, this has the affect that a node may have to carry the message for a long period of 

time, as a result buffers may become full before the message has been forwarded and as a result 

may be dropped from the network.

The above protocols are either based on nodes moving according to a random movement 

model [51, 102] or under the assumption that static nodes exist at locations nodes frequently 

visit [ 10, 97], As with the solutions presented in section 3.2.2, the selection o f which node to 

carry data is unimportant since each node has an equal probability of delivering the data.

There are no real routing decisions made in (10, 47, 97, 102]. The systems offer a simple 

exchange of information between stationary nodes and mobile nodes. They essentially carry 

data through disconnected parts of the network where the mobile nodes act as a virtual back­

bone.

3.2.4 Conclusion

Though Epidemic-based routing solutions provide an effective method for routing in discon­

nected environments, they are very resource intensive. The biggest drawback of epidemic 

solutions is the high consumption of bandwidth, and as a result there is a high consumption 

o f battery power. Furthermore, the propagation of messages to a high population of the nodes 

causes high memory usage. There are few or no calculations in terms of forwarding, as a result 

very little processing power is required.
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Epidemic solutions adapt well to the wireless environment, assuming no existing infras­

tructure and a highly variable node population, where any joining node may contribute to the 

network. The 2-hop solutions have the disadvantage that an unexpected failure or departure 

from the network of an intermediate relay node carrying the data will result in the message 

being lost. Assuming the use a sufficiently high degree of replication, packet loss is overcome 

by using redundancy, although this comes at a price of heavy bandwidth consumption.

In Epidemic solutions node mobility is considered an asset rather than a disadvantage and 

no assumption in regards to control over node movements or knowledge o f future movements 

are made. The network may be highly dynamic and disconnected and no topology information 

is required. However, the information is blindly forwarded to nodes without any effort to guide 

the message towards its destination. In the case of classic Epidemic Routing this guarantees 

eventual delivery since every node carries a copy of the message. However, in solutions pre­

sented in sections 3.2.2 and 3.2.3, carriers or relay nodes are selected randomly. But since the 

majority of the protocols are evaluated based on random mobility this does not have an adverse 

affect on performance since each node has an equal probability of being able to deliver the data. 

In a real environment, where nodes do not move in a random mobility model, the probability 

of a node meeting a given node or visiting a given location is not an even distribution. In a 

study of tracing user movements by logging the access points a user visits throughout a campus 

Hsu and Helmy found that none of the users visited more that 40% of the access points on the 

campus [56]. Consequently, the delivery performance of may be greatly affected in a realistic 

environment.

The metrics o f delivery reliability and end-to-end latency are highly dependent upon the 

level of replication used. In the extreme scenario of classic Epidemic Routing [115], data is 

distributed to all nodes, and assuming infinite buffer space, the optimum path is always found. 

Quality of Service requirements can be used in order to tune the replication number, assigning 

a lower value to less important data, and a high replication value for high priority data.

3.3 History or Prediction-Based Approaches

History or prediction-based techniques attempt to improve on epidemic routing by not blindly 

forwarding messages between nodes. Instead intermediate nodes estimate the probability of
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eventually meeting the destination. Based on these estimated probabilities, nodes determine 

whether to forward the message to a given node, or wait until a more appropriate node becomes 

available. These probabilities are based on either contact history, location information or utility 

metrics.

3.3.1 Contact-Based

Lindgren et al. proposed Probabilistic Routing Protocol using History of Encounters and Tran­

sitivity (PRoPHET) [80]. PRoPHET uses a probability metric referred to as delivery pre­

dictability, P{a,b), at node a for each known destination nodeb. Upon two nodes meeting, 

this information is used to determine which message to forward to the other node, and which 

messages to request from the other node. The delivery predictability is based on the frequency 

of nodes encountered, and is updated every time a node encounter occurs. The delivery pre­

dictability held by node a for node b h  given below where Pmit G [0,1], is an input initialisation 

parameter:

^{a,b) ~  P(a,b)old (1 P{a,b)old)  ̂ P in it (3.1)

If a pair of nodes have not encountered each other in a while, then they are less likely to be 

good candidates to forward the message to. Consequently, this metric is then decreased over 

time using a decaying factor. The decay predictability P(a,b) 's given below, where 7 e  [0,1], is 

the aging constant and k is the number of time units elapsed since the last encounter.

P{a,b) =  P(a,b)old X (3-2)

The appropriate time unit used differs depending on the application and the expected delays 

in the network. The delivery predictability is not based solely on direct encounters, but also 

on indirect encounters. If node a frequently m.eets node b and node b frequently meets node c, 

node a has an indirect delivery predictability to node c through node b. The transitive delivery 

predictability is shown below where (5 G [0,1] is a scaling constant that determines how large 

an impact transitivity should have on delivery predictability.

P(a,c) ~  P(a,c)old (1 P(a,c)old) ^ P(a,b) ^ P{b,c) ^ (3.3)
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Similarly to epidemic routing, when two nodes meet they exchange a summary vector con­

taining a list of messages they are carrying, along with the current node’s delivery predictabil­

ity for each message. The delivery predictability is used to determine which messages should 

be exchanged where each message is forwarded to the node holding the higher delivery pre­

dictability value. This method has shown to be promising with simulation results showing 

similar delivery performance to Epidemic Routing and improved performance when the queue 

size is limited.

ZebraNet was designed to collect sensor data from collars carried by zebras [67]. A mobile 

base station is located on a vehicle, which is driven around the area on a daily basis. The 

history-based protocol defines the likelihood of a node being in range of the base station by 

assigning each node a hierarchy level based on its past success rate at transferring data to the 

base station. The higher the hierarchy level, the higher the probability that the node will come 

into range with the base station. Each node requests the hierarchy level of all other nodes within 

range and transfers its data to the responding node with the highest hierarchy level. When a 

node comes within range of the base station its hierarchy level is raised. Conversely, when a 

node is out of range of the base station the hierarchy level decays.

Tan et al. present an algorithm for shortest path routing where they calculate a delivery 

probability based on past node encounters in order to calculate the cost of the route [111]. The 

probability of a link between node i and j  is given by;

P^J = ^  (3.4)

where T^j is the amount of time that a link has existed between node i and node j  over 

a previous time frame T w  This probability is stored for each link and upon meeting, nodes 

exchange probabilities along with a sequence number in order to replace old probabilities with 

new. On receiving a link probability update message, a node updates its local table and uses 

Dijkstra’s shortest path algorithm to calculate the expected path length to all other nodes in 

the network, where the weight of each link is the reciprocal of P ij. The smaller the expected 

path length, the higher the probability of delivery. In order to route a message from node a to 

node d, node a upon meeting node b compares the expected path length held by node b with its 

own. If the expected path length of node b is smaller, then the message is transferred to node b.

Jones et al. [66] explore a distributed version of the contact summary oracle presented in
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[62| discussed in section 3.1.3. Where global knowledge is assumed in [62] to calculated the 

average expected delay, Jones et al. use previously observed contacts. The average expected 

delay is referred to as the minimum estimated expected delay (MEED) and is based on the 

amount of time a link has existed over a sliding window of time. The MEED is calculated 

by each node and stored in a routing table. Routing information is distributed in an epidemic 

fashion where upon meeting two nodes exchange a summary vector of their routing table as well 

as updated values of their routing information and the information received by other nodes. 

With the use of this information a path to the destination can be calculated using Dijkstra’s 

shortest path algorithm as done in |62]. The route is recalculated at each intermediate node, in 

order to make use of the most recent information.

Burgess et al. present M axProp where each node is ranked with a delivery likelihood, a 

probability based on contact history [20]. Initially the delivery likelihood o f node i for each 

n o d e j  is given by:

where s is the total number of nodes encountered so far. Each time node i encounters node 

j  this delivery likelihood is incremented by 1. Then all the probabilities are normalised in order 

to sum to a total of I which is referred to as incremental averaging.

The result is that infrequently encountered nodes obtain lower delivery likelihood probabil-

likelihood. Acknowledgments are sent to all nodes upon delivery and delivered messages are 

then deleted from the buffers. Whenever two nodes meet, messages are exchanged with priority 

given to messages that have not traveled far in the network, followed by the remaining messages 

in order of highest delivery likelihood. Priority is given to messages that have not traveled far 

because the authors observed that transmitting in order of delivery likelihood favours the for­

warding of messages with a high delivery likelihood, while others never get propagated. If the 

connection lasts long enough all messages are transmitted, and therefore similar to Epidemic

f i
pi  _  J  j  o l d  

J  ~  s
(3.6)

ities over time. Messages stored in the buffer of the node are ranked according to their delivery
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Routing. However, the authors cater for the reality that connections may not last long enough 

in order to complete a full transfer of data between nodes. As such, information is exchanged 

in order of importance based on the probability that the encountered node will be able to deliver 

the message.

Discussion

Encounter-based schemes improve upon Epidemic-based schemes in that messages are not 

blindly forwarded to any encountered nodes. In a real environment nodes do not meet ran­

domly and therefore encounter-based schemes attempt to predict which node is most likely to 

encounter the destination. With the exception of [20] the above solutions assume a limited num­

ber of copies of each message on the network meaning resource consumption is much reduced 

compared to epidemic-based schemes. Consequently, when resources are limited encounter- 

based schemes perform better than epidemic-based schemes in realistic movement scenarios. 

Additionally, encounter-based schemes have the same benefit of Epidemic-based schemes, in 

that they require no global knowledge in the network, unlike deterministic solutions.

3.3.2 Location-Based

Lebrun et al. in |70] propose a location-based delay-tolerant routing scheme to deliver data to 

static destinations, whose position is globally known through mobile vehicles equipped with 

GPS receivers. Nodes transmit periodic HELLO messages and upon receiving a HELLO the 

receiving node responds with its trajectory information. The sending node then compares the 

responding node’s trajectory with its own.

The trajectory information is used to predict if the node is moving towards or away from the 

destination, and the closest the node will be to the destination in the future if the node continues 

along the current trajectory in a straight line. In figure 3.3 is the motion vector of node a. 

The second vector, AD  is drawn from the node to the destination. The angle between the two 

vectors is given by:



destination

node a

Fig. 3.3 : MoVe vector calculation derived from [70]

The closest predicted distance da is given by sin{9)  x A D .  If 0 <  90, the node is moving 

towards the destination, otherwise it is moving away. A node forwards the message to another 

node if the responding node is heading towards the destination, and the predicted distance from 

the destination is less than the distance from the current node to the destination.

Leguay et al. introduce a virtual coordinate system where the node coordinates are com ­

posed of a set of probabilities, each representing the chance that a node will be found in a 

specific location (71, 72|. The aim is to forward the message to the node that has the most sim ­

ilar mobility profile. When two nodes meet, they exchange mobility profiles and the euclidean 

distance is used to compute similarity between the encountered node and the destination node. 

If the encountered node’s mobility profile is closer to the destination node’s mobility profile 

than that of the current node, then the message is forwarded. All nodes are aware of their own 

and other node’s mobility patterns.

Similarly, Ghosh et al. propose exploiting the fact that nodes tend to move between a small 

set of locations, which they refer to as ‘hubs’ [46]. The movement between these hubs form 

‘sociological orbits’. A list of ‘hubs’ specific to each users movement profile is assumed to be 

available to each node on the network in the form of a ‘probabilistic orbit’ which defines the 

probability with which a given node will visit a given hub. Messages destined for a specific 

node are routed towards one o f these user specific ‘hubs’. The delivery probability of a node 

delivering a message to a specific node is based on a combination of: the probability that 

node Hi will travel to hub hj,  the next hub h{rii) the node will visit which is assumed to be 

known according to the probabilistic orbit profile and the probability that node n ,

will have contact with destination node Uj at hub hj. The delivery probability of node
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rii for hub hj  is given by:

rnax{Pl„Ji{ni)) *

The sending node distributes k / 2  copies of the message to the k / 2  nodes that have a higher 

probability of visiting the most visited hub of the destination node, and k / 2  copies to the 

k / 2  neighbours that have a higher probability of visiting the second most visited hub of the 

destination node, where fc is a replication parameter. In this solution the mobility profiles are 

assumed to be available to all other nodes. In this manner the notion o f routing is changed from 

routing to a specific node, but to a location the node is considered likely to visit.

Discussion

Routing in disconnected networks using location-based schemes is not as well researched as 

that of encounter-based schemes. This is primarily due to the difficulty in capturing location 

data in an efficient manner. The use of simple velocity and direction information as used in 

(70| is useful as a short term predictor to the general destination of a node, but under realistic 

mobility scenarios it cannot provide a good indicator for long term future locations.

The solution proposed by Leguay et al. provides mechanism for routing messages to nodes 

with the most similar mobility profile |7 1, 72]. A problem that may occur with such a scheme 

is where nodes may visit similar locations but at different times, meaning the opportunity to 

exchange data may not occur. As such routing purely based on similar location profiles may 

have limited usefulness depending on the mobility of the nodes in the network. Ghosh et al. 

provide a similar notion of routing based on locations nodes frequent [46]. Both solutions 

simplify the problem of capturing location information by assuming key locations to each user 

are pre-identified. Additionally they assume that this location information is globally available 

to all nodes.

In other work by Ghosh et al. the problem of identifying these hubs is explored by logging 

user visits to buildings on a university campus [45]. They found that hub identification was 

possible by analysing the frequency distribution of these visits. However, the process takes 

approximately a week to generate a hub distribution list, and following that the hub must be 

updated approximately once every two weeks. Though promising, the time required to identify 

specific locations and distributing them dynamically throughout the network, remains an open
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issue. Due to the training period of mobility profiles and the distribution of these mobility 

profiles hub lists, these solutions are most appropriate for long term networks where the node 

population is reasonably static. As nodes that are part of the network for a short time will be 

unable to participate without a mobility profile that is known locally, and by other nodes on the 

network.

3.3.3 Utility-Based

Chen et al. propose a utility-based scheme in order to move the message to a node closer than 

the current node carrying the message [26]. The utility of a node reflects the probability that 

the node will meet the destination before the message becomes invalid. Each node calculates 

their own utility for a given message on demand. Nodes repeatedly initiate a probe phase after a 

given timeout, which is referred to as the rediscovery interval. During the probe phase the node 

broadcasts a request containing the destination id, the time to live of the message and the utility 

of the requesting node. The receiving node then calculates its own utility and if it is higher than 

that of the requesting node, the encountered node sends a response with its own utility value. 

The message is then transferred to the node encountered with the highest utility value.

The utility calculation is based on five components:

•  List of nodes most recently encountered

CurrentTim e — Tim eLastN oticedo.
Umrn =  ( 1 --------------------- 7̂ .— 7 7 - -̂------------------- X 100 (3.8)

I imeUutm

-  where the Tim eLastNoticeo  is the time of the last encounter of the destination 

node D and the TimeOutm  is the time after which the message m  is no longer 

valid in the system.

• List of nodes most frequently encountered

CurrentTim e — FirstT im eN oticed0 -.
Num Tim esN oticedo  x TimeOutm

• Future plan of the node

-  This utility component is only available if an explicit calender is available on the 

node, where information can be extracted as to the next expected meeting time of
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node D. Alternatively, the node may hold a list of nodes which are expected to be 

met in a given time frame. If such information is available the calender utility value 

is given as:

NextM eetinqTim eo — CurrentTime.
U c A L  = { l ------------------ -7 ^ .— ------------------------) x l OO (3.10)

1  t m e U u i m

The power level

TimeOut 
EstimatedRemaining PowerUpomer -  ( 1  ~  ^ ) >< 1 1 )

• The rediscovery interval

-  The rediscovery interval reflects the frequency with which a node initiates a probe 

phase searching for a next hop. This frequency is dependent on the environment,

where the frequency is increased when new encounters become more frequent. The

premise is to forward messages to more active nodes that are currently forming new 

contacts.
M I N rOI /•!!

U r d i  — —f{Dj— ^ (3-12)

-  Where the M I N r d i  the minimum R D I  for that node and R D I  is the current 

rediscovery interval for that node.

The utility value is calculated by combining the above utility components. Each component is 

assigned a different weight depending on the application area in order to give higher weight to 

the components deemed most useful for the given application domain.

Musolesi et al. present context aware routing for sensor networks (SCAR) and choose mul­

tiple carriers among neighbours of the data source based on their history of encounters, mobil­

ity and resources [87]. Each node evaluates their rate of change of connectivity, their history 

of encountering the destination node and their battery resources. These context attributes are 

combined in order to determine a delivery probability.

The first context attribute considered is the change degree of connectivity Ucdc{si) which is 

the number of connections and disconnections that a node experienced over the last time period 

[t — 1, t], which is normalised by the number of hosts that have been in reach during that time 

period. This attribute attempts to measure the relative mobility, and hence the probability that 

a node will meet different nodes in a given time period.
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Where N̂  ̂ is the number of reachable hosts at time t. The next attribute considered is the 

history of the node encountering the destination which they refer to as the co-location attribute 

Ucoioc{si). The value is high if a node has recently encountered the destination. The co-location 

attribute measures the percentage of time that two nodes have been in reach. It is calculated 

by periodically running a Kalman filtering process, assuming that the value is 1 if the node is 

currently in reach or 0 if not. The resultant predicted values will be in the range [0, 1 ] reflecting 

an estimation of the probability of being in reach of the node in the future.

The final attribute is the estimation of the future battery level of the node Ubat{si). The 

value 1 corresponds to a full battery, and 0 corresponds to an empty one. The calculation of 

Ucoioc{Si) and Ubat{si) is achieved using a Kalman filter in order to predict the future values.

The context attributes considered are combined to present the best trade-off among the 

varying attributes to determine the best carrier. By considering the three attributes and their 

utility functions, they formulate the problem as a multiple criteria decision problem with three 

goals, where U{Si) represents the utility of node s*. Weights are assigned to each attribute 

in order to reflect the relevance of each goal where Wcdc , Wcoioc and Wbat are the significance 

weights.

'^cd£^cdc{^i^  ^co /oc^co /oc(^z) (3 * 1 4 )

Upon encountering other nodes, the messages are transferred to nodes with a greater prob­

ability of delivering to the destination node. Probability calculations are performed locally and 

nodes only exchange data in regards to their delivery probabilities and available buffer space. 

Nodes maintain a list of neighbouring nodes, including themselves, in the order of their deliv­

ery probability. The data is replicated to the R  nodes with the highest delivery probability, or 

/? — 1 if the current node is included in the list of R nodes. The replica of the data is sent to 

the node with the highest probability value and marked as master copy. The other replicas are 

distributed to the remaining nodes and marked as backup copies. The backup copies are deleted 

when the node buffer is full, but the master copy is only to be deleted when it is delivered to the 

destination. The value of R  is left up to the developers to determine and is based on priority.



where higher priority data is given a higher value of R, thus increasing delivery reliability and 

decreasing end-to-end latency.

Spyropoulos et al. [106| use an analysis of random walk combined with a set of timers 

recording the time since all known nodes are encountered. Based on a random walk model 

they utilise timers to predict hitting times, which is the estimated time when a node will arrive 

at a given location or meet a given node. This information is then used to compute a utility 

value. They propose a hybrid approach called ‘seek and focus’ where the message is initially 

forwarded until it meets a node with a utility value above a certain threshold. From there 

on, the message is routed by transferring the message to the node with a higher utility value. 

The premise behind the ‘seek and focus’ hybrid approach is that the source node may have 

to wait a long time until it finds a next hop with a higher utility, and therefore by using the 

random walk initially this slow-start phase is avoided. The simulation results show that the 

end-to-end delivery delay is higher using the hybrid approach compared to a pure utility-based 

approach, however, the total number of message delivered is improved. It should be noted that 

the simulation utilises a random walk mobility model for all nodes, which is the basis for the 

utility metric. Consequently, it is unclear how well this utility metric will translate in a more 

realistic movement scenario.

Discussion

As can be seen from the above related work, utility-based forwarding approaches attempt to 

take into account more than encounters and location information. They also take into account 

available node resources such as battery power and available buffer space. As such, many 

aspects of a node are considered to determine the nodes potential usefulness in relation to 

the delivery of a given message. A good example where this could prove beneficial is if a 

node has low battery power remaining, but has a high probability of delivering a message, the 

usefulness of forwarding the message to the node is significantly reduced. Additionally, utility 

may prove useful if there are a number of ‘super-nodes’ in the network with renewable energy 

and very high memory capacity. Though such nodes may not have a high chance of meeting 

the destination node, the message has a high chance of being stored on the network without 

being lost until a suitable intermediate node can be found.
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3.3.4 Conclusion

History and prediction-based schemes are highly useful in reducing the number o f copies of 

a message on the network required to ensure successful delivery. This is accomplished by 

forwarding messages only to nodes that provide a good chance of delivering the message. As a 

result, the load on resources is distributed throughout the network rather than consum ed by all 

nodes holding and forwarding each message .

History and prediction-based schemes assume the existence of no infrastructure and attempt 

to reduce the amount of bandwidth required. The variable node population means that new 

nodes may take a while before they build up a useful history to determine a delivery probability. 

In the case of utility-based schemes, message loss through node failure as a result o f battery 

depletion can be reduced by taking into account the battery power remaining before forwarding 

a message to a node.

History and prediction-based schemes assume no control over node movements. Assum p­

tions are made in regards to node future movements based on the fact that histor)' and prediction- 

based schemes assume that a node does not move randomly. As a result, encounter and move­

ment patterns that have been seen before will most likely occur again. The network graph can 

be highly disconnected and dynamic, and no topology information is assumed other than that 

observed by the node. As a result, history and prediction-based schemes are well suited to 

address the challenges of mobility as discussed in section 2.2.

Battery power and buffer space is used more sparingly than in epidemic-based schemes. 

However, depending on the node population, memory is required to store history and prediction 

information, which is not the case for epidemic routing. The storage capacity required can be 

reduced by potentially only storing information about nodes that are deemed most useful, where 

nodes that are rarely met being assumed to be equivalent to a node never met.

Delivery reliability and end-to-end latency is inevitably lower than that of epidem ic routing 

which finds the optimal path. However, this is a trade-off in order to provide better node 

longevity and more efficient buffer usage.
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3.4 Approaches Based on Movement Control

The previously discussed approaches assume no control over node movements and passively 

wait for connections between nodes to arise. Some recent research proposes exploiting and 

controlling node mobility in order to provide guaranteed connections. For example Li and 

Rus aim to guarantee message transmission in minimal time [74]. By allowing mobile hosts 

to actively modify their trajectories to transmit messages. Information about the motion of 

the destination host is used to determine how the message can be sent by the co-operation of 

intermediate hosts. The authors assume an ad hoc network where the trajectory of each node is 

approxim ately known.

A trajectory is computed for sending a message from A to B by asking intermediate nodes 

to change their trajectory in order to complete a routing path between nodes A and B. The aim 

is to minimise the trajectory modifications while delivering the message with the minimum 

end-to-end delay. The protocol is an application layer protocol.

There are two versions of the protocol presented. The first assumes information about the 

motions and locations of all nodes is known to all hosts. The second does not assume that 

movements of the nodes is known. Nodes inform other nodes of their current position.

W hen a host needs to transmit a message, it computes the optimum relay path which is 

a sequence o f intermediate hosts that can relay the message to the destination. The optimum 

relay path is computed by first calculating the amount of time required for the sending node 

to move within communication range of the destination node, which is marked as the current 

optimum  path. Next, the neighbouring node that requires the least amount of time to move 

within com m unication range is selected as an intermediate node. The time cost of each path is 

now recom puted using the intermediate node as a relay, if the new path is less than the current 

optimum  path then it is replaced with the indirect path. This continues until an optimum path 

has been com puted for all destination nodes.

In the second scenario it is not assumed that movements of the nodes is known. Instead, 

nodes inform  other nodes of their current position. Communication is achieved by constructing 

a m inim um  spanning tree which contains the shortest edges in the graph that provide full con­

nectivity in the graph. Each host has the responsibility of updating its location by informing all 

the hosts connected to it in the minimum spanning tree. This work assumes that the network is
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almost fully connected. It is not clear how the minimum spanning tree is determined or what 

happens if no such minimum spanning tree is found. Additionally their protocol considers the 

propagation of only one message (end-to-end) each time, as it has not been defined how to deal 

with multiple, contradicting trajectory modification requests.

Zhao et al. propose Message Ferrying for data delivery in sparse networks [126]. Message 

Ferrying is a proactive approach that utilises a set of special mobile nodes called message 

ferries to provide communication for nodes in the network. A message ferry moves around 

the deployment area and carries data between nodes. By inserting designated message ferries 

into the network they introduce non-randomness in the movement of nodes and exploit this 

non-randomness to help deliver data. They present two schemes, node-initiated and message 

ferry-initiated. In the message ferry initiated scheme, ferries travel through the network along 

a known route. Nodes can move towards a message ferry at a designated time to exchange 

messages. The message ferry route is calculated using the solution to the traveling salesman 

problem to compute the shortest route using the average delay time as the weighting rather 

than the shortest route. In the node-initiated scheme a node may initiate communication by 

sending a packet to notify a message ferry using a long range radio; the message ferry then 

sets a trajectory in order to intercept the node and exchange data. This protocol assumes that 

mobile nodes can control their movements, and that there are a number of designated message 

ferries to travel around the area.

The Message Ferrying solution involves one message ferry providing communication be­

tween nodes. Zhao et al. went on to explore the use of multiple message ferries in a network 

[ 127]. Message ferries communicate with both nodes and each other, either directly or through 

the use of stationary relay nodes, in order to deliver data. The multiple data ferry routes are 

computed in order to allow communication between each pair of nodes with the minimum 

possible delay and optimum load balancing. Nodes are assigned to specific ferries

It is important to note that in both Message Ferrying schemes, the complete node population 

and their locations needs to be known to the message ferries in order to compute the route. 

Essentially the problem of connecting a relatively static disconnected network graph is solved 

through the insertion o f deterministic movement of a mobile message ferries.
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3.4.1 Conclusion

The use o f  contro lled  node m ovem ents in order to delivery data lim its the application areas 

for the solution. It could be argued that the presence o f specific nodes, such as in 1126] is 

essentially  a form  o f  infrastructure. The existence o f a base-station is replaced by the existence 

o f  m obile nodes that act as a m obile base station, visiting the vicinity o f each node. Both 

solutions discussed in this section, assum e the know ledge o f  the com plete node population 

m eaning nodes m ay not jo in  and leave unexpectedly. These assum ptions m ean that bandw idth  

usage is lim ited and efficient.

The assum ption o f  control o f node m ovem ents also includes the assum ption o f  know ledge 

o f  future node m ovem ents. The netw ork graph is disconnected, however, it is not highly dy ­

nam ic. Li and Rus com m unicate node location changes throughout the netw ork m eaning that 

if nodes are highly m obile and dynam ic the netw ork will fail [74] . Sim ilarly, the M essage 

Ferrying project assum es that the general location o f nodes are know n to the m essage ferries in 

order to guarantee that the m essage ferry will be able to visit all nodes [ 126]. The assum ption 

the node locations are known and that node m ovem ents are infrequent lim its the environm ents 

that these solutions apply to. In a highly dynam ic m obile environm ent these solutions cannot 

provide m essage delivery.

3.5 Coding-Based Approaches

C oding-based techniques utilise m essage encoding techniques before forw arding m essages. 

E rasure-coding techniques provides redundancy by encoding the contents o f  a m essage over 

a num ber o f  different packets. N etw ork coding techniques com bine m ultiple m essages into a 

single m essage in order to reduce transm ission overhead.

3.5.1 Erasure-Coding

E rasure-coding based schem es provide redundancy by encoding a single m essage into a large 

num ber o f code blocks, such that if  a fraction -  or m ore o f the code blocks are received, then the7 y. 1

m essage can be reconstructed at the destination. This technique has been prim arily  proposed 

for m ulticast or broadcast protocols, w here retransm ission can be avoided in the case o f nodes
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experiencing packet loss [91]. Erasure-coding differ from replication schemes where entire 

copies of a message are simultaneously propagated over multiple paths.

Wang et al. propose the use of erasure-coding for opportunistic networks [117]. A message 

M  is encoded into k  code blocks, where fc is a constant. These blocks are then equally dis­

tributed among the first kr  nodes met, where r is the replication factor. To compare it to simple 

replication if =  1 then this scheme is replication with r copies of the message. The code 

blocks are distributed to the first k r  nodes met, these code blocks are then carried by each node 

until they meet the destination. When the destination receives  ̂ o f the code blocks the message 

M  can be reconstructed. The aim is to utilise more nodes to carry portions of the data making 

the network is more robust to failures or bad routing choices. However, it also means that a 

node must wait longer in order to meet a sufficient number of nodes to carry the code blocks. 

This mechanism has been shown to converge to a constant average delay, however, it does not 

achieve minimum delay compared to replication or history-based schemes.

Liao et al. build upon this method by taking into account a node’s probability to deliver 

when distributing the code blocks [75]. The probability to deliver value is a simple average 

contact frequency (ACF), which is defined as the number of encounters between node i and 

node j  within a given time frame. The source node encodes the message into kr  blocks. Upon 

encountering another node B,  if the current node A holds more than k  code blocks, the code 

blocks are distributed between the nodes in proportion to the probability of a node to deliver 

where the number of code blocks m s  to he transferred to node B from source node A is given 

by:

r r i B ^ n i A  —  (3.15)
J^A,D +  ^B ,D

where is the number of code blocks held by node A and T a ,d and T b ,d is the probability 

to deliver to destination node D  held by node A  and node B respectively. When the current node 

is holding k  or less code blocks, and the encountered node has a higher probability to deliver, 

then all the code blocks are transferred to the encountered node.

Jain et al. perform a theoretical analysis of using erasure-coding in DTNs under varying path 

reliability [61]. They assume that paths and the path reliability of each path are globally known. 

Path failures are then simulated and the results of the analysis show, that when path reliability 

is low in the network, then simple replication performs better than erasure-coding. When path
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reliability  is approxim ately 60%  the benefits o f  erasure-coding are only evident w hen there 

are m any paths available on w hich to  split the code blocks. Finally, w hen path reliability  

is high both erasure-coding and replication perform  well with erasure-coding outperform ing 

replication w ith near perfect results. These results show that erasure-coding, though potentially  

im proving delivery perform ance, the benefit is very m uch dependent on the underly ing netw ork 

and the path reliability. In D D TM s it is quite unlikely that there will be many, high probability  

paths to a destination, as such erasure-coding techniques may not be beneficial.

Discussion

O ne o f the advantages o f  erasure coding techniques by distributing code blocks over a large 

num ber o f  relays is that sending only a fraction o f  the code blocks over each relay allow s 

control o f  the routing overhead in term s o f  bytes transm itted. However, this schem e results in a 

higher num ber o f  transm issions per m essages, and establishing a connection is costly  in term s 

o f  battery power. As such, erasure-coding techniques may result in heavy pow er consum ption  

in the netw ork.

3.5.2 Network Coding

N etw ork coding is a m echanism  proposed to im prove throughput utilisation o f  a given netw ork 

topology. N etw ork coding originated in order to m axim ise the data sent in a single transm ission. 

A hlsw ede et al. show ed that interm ediate nodes in a netw ork m ix inform ation from  different 

flows in order to achieve broadcast capacity  [7]. As an exam ple, assum e node A and node C 

w ish to  com m unicate through node B. N ode A sends a m essage Ma,c to  node B and node C 

sends a m essage to node B. N ode B then com bines these tw o m essages and instead o f 

individually  forw arding the m essages, it broadcasts the com bined m essage Ma,c © N ode 

A has the m essage Ma,c and thus can decode the m essage Mc^a from  the com bined  encoded 

m essage, node C can do likewise. The aim  is to utilise broadcast in order to be able to deliver 

d ifferent m essages to different receivers w ith one transm ission.

W idm er et al. propose using netw ork coding in extrem e netw orks [121]. N odes encode 

the contents o f  several m essages they receive into a single m essage w hich is then broadcast 

to neighbouring nodes w ith a probability o f p. Figure 3.4 a) shows an in term ediate node, 

upon receiving m essage x \  and X2 encoding both m essages into a single m essage y  using an
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encoding vector g — (2 ,1). A node forwarding an encoded message includes the encoding 

vector g. Figure 3.4 b) shows a destination node receiving three encoded messages. When 

enough packets are received at the destination node, the original message can be used to decode 

the message using Gaussian elimination.

Y2= 5 X j + 2 x 2 + 2 x

(b) Message Decoding

= 2xi+x

(a) Message Encoding

Fig. 3.4: Network Encoding [ 120]

Discussion

The result is that an encoded version of all messages are eventually delivered to all nodes. This 

mechanism ensures high delivery reliability and low latency, however, it results in high buffer 

occupancy and high bandwidth consumption. Additionally, this mechanism makes encoded 

data segments indistinguishable from each other, and though this solution is appropriate for 

blind forwarding, it is unsuitable for applications where stale data needs to be removed. If an 

application is only interested in up-to-date data there needs to be a mechanism for removing 

obsolete data. This can only be done by a node after decoding, which is time and resource 

consuming. It is not possible to decode partial sets of data and the limited storage available in 

nodes may prevent it from saving a full set of data.

3.6 Discussion of DDTM routing Solutions

Deterministic solutions have limited application areas due the strong assumptions of global 

knowledge and deterministic behaviour The stochastic solutions presented in the this chapter 

can be classified into two general categories: blind forwarding and metric-based. M etric-based
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schemes are based on previous encounters, location information or a node utility. Blind for­

warding schemes require more resources. In order to provide reliability of delivery they either 

require a great deal of replication which results in heavy bandwidth, battery or memory con­

sumption, or require nodes to carry data for a great deal of time until they come within range 

of an appropriate delivery node. Metric-based schemes have the benefit that they require less 

resources and generally require less replication in order to achieve delivery.

A number of contact-based solutions for routing in disconnected networks are based on 

a node’s observed encounters where data is routed to nodes with the highest ’probability to 

deliver’ to a destination node. Such metrics are typically based on either direct or indirect 

observed encounters [20, 80, 68]. These schemes are well suited to dynamic networks where 

topology information is limited.
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Fig. 3.5 : Disconnected Clusters

However, some networks may consist of cliques where metrics based on direct or indirect 

encounters may not find a suitable carrier for the message. Consider three disconnected clusters 

in figure 3.5. Source node s wishes to send a message to destination node d. However, node s is 

involved in a highly cliquish cluster in which none of the nodes have directly or indirectly met 

destination node d. This makes the decision of selecting a node to forward data difficult. The 

three clusters are linked by bridging ties from i l  to i2 and from i3 to i4. A path exists between 

the three clusters using intermediate nodes il, i2, i3 and i4 which form bridges between the 

three clusters. Weak acquaintance ties of i l- i2  and i3-z4, illustrated by the dashed lines, become 

a crucial bridge between the three tightly connected groups, and these groups would not be 

connected if not for the existence of these weak ties. Motivated by this observation the next 

chapter explores social network analysis theory in order to identify such ‘bridges’ and the 

identification of nodes that reside within the same cluster as the destination node, along with 

evaluating the strength of node relationships.
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Chapter 4 

Social Networks for Information Flow

In a disconnected environment, data must be forwarded using node encounters in order to 

deliver data to a destination. The problem of message delivery in disconnected delay-tolerant 

networks can be modeled as the flow of information over a dynamic network graph with time- 

varying links. The majority of protocols discussed in chapter 3 have been evaluated using 

homogeneous movement patterns of nodes where each node is generally as good a candidate 

to encounter the destination node as another. In a real world environment this is not the case. 

Current research supports the observation that encounters between nodes in real environments 

do not occur randomly [58] and that nodes do not have an equal probability of encountering a 

set of nodes. In fact, one study by Hsu and Helmy observed that nodes never encountered more 

that 50% of the overall population |56]. As a consequence, not all nodes are equally likely 

to encounter each other, and nodes need to assess the probability that they will encounter the 

destination node. Additionally, Hsu and Helmy performed an analysis on real world encounters 

based on network traffic traces of different university campus wireless networks [55]. Their 

analysis found that node encounters are sufficient to build a connected relationship graph, which 

is a small world graph. Therefore, social analysis techniques are promising for estimating 

the social structure of node encounters in a number of classes of disconnected delay-tolerant 

MANETs.

Social networks exhibit the small world phenomenon which comes from the observation 

that individuals are often linked by a short chain of acquaintances. The classic example is Mil- 

gram s’ 1967 experiment, where 60 letters were sent to various people located in Nebraska to 

be delivered to a stockbroker located in Boston [90]. The letters could only be forwarded to
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someone whom the current letter holder knew by first name and who was assumed to be more 

likely than the current holder to know the person to whom the letters were addressed. The 

results showed that the median chain length of intermediate letter holders was approximately 6, 

giving rise to the notion o f ‘six degrees of separation’. M ilgram’s experiment showed that the 

characteristic path length in the real world can be short. O f particular interest, however, is that 

the participants did not send on the letters to the next participant randomly, but sent the letter to 

a person they perceived might be a good carrier for the message based on their own local infor­

mation. In order to harness the benefits of a small world networks for the purposes of message 

delivery, a mechanism for intelligently selecting good carriers based on local information must 

be explored. In DDTMs we wish to exploit the underlying social network structure in order 

to provide information flow from source to destination [30|. The remainder of this chapter 

reviews network theory that may be applied to social networks along with social network anal­

ysis techniques. These techniques have yet to be applied to the context of routing in DDTMs. 

Social network analysis is the study of relationships between entities, and on the patterns and 

implications o f these relationships. Graphs may be used to represent the relational structure of 

social networks in a natural manner. Each of the nodes may be represented by a vertex o f a 

graph. Relationships between nodes may be represented as edges of the graph.

4.1 Network Centrality for Information Flow

Centrality in graph theory and network analysis is a quantification of the relative importance 

of a vertex within the graph (for example, how important a person is within a social network). 

The centrality of a node in a network is a measure of the structural importance of the node, 

typically, a central node has a stronger capability of connecting other network members. There 

are several ways to measure centrality. Three widely used centrality measures are Freem an’s 

degree, closeness, and betweenness measures [41, 42].

‘Degree’ centrality is measured as the number of direct ties that involve a given node [42], A 

node with high degree centrality maintains contacts with numerous other network nodes. Such 

nodes can be seen as popular nodes with large numbers of links to others. As such, a central 

node occupies a structural position (network location) that may act as a conduit for information 

exchange. In contrast, peripheral nodes maintain few or no relations and thus are located at the
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margins of the network. Degree centrality for a given node Pi where a{pi ,pk)  =  1, if a direct 

link exists between pi  and pk is calculated as:

N

C d {P i ) =  " ^ a { p i , p k )  (4.1)
k=l

‘Closeness’ centrality measures the reciprocal of the mean geodesic distance d{pi , pk) ,  

which is the shortest path between a node Pi and all other reachable nodes [42]. Closeness 

centrality can be regarded as a measure o f how long it will take information to spread from a 

given node to other nodes in the network [951. Closeness centrality for a given node, where N  

is the number of nodes in the network, is calculated as:

Cc{Pi )  =  — -------- 7 (4.2)
N  -  1

El'Ll d{Pi,Pk)
‘Betweenness’ centrality measures the extent to which a node lies on the geodesic paths 

linking other nodes [4 1 ,42 |. Betweenness centrality can be regarded as a measure of the extent 

to which a node has control over information flowing between others [95], A node with a high 

betweenness centrality has a capacity to facilitate interactions between the nodes that it links. 

In our case, it can be regarded as how much a node can facilitate communication to other nodes 

in the network. Betweenness centrality, where gjk is the total number of geodesic paths linking 

Pj and Pk, and gjkiPi) is the number of those geodesic paths that include p* is calculated as:

=  (4.3)

Borgatti analyses centrality measures for flow processes in network graphs [14]. A number 

of different flow processes are considered, such as package delivery, gossip and infection. He 

then analyses each centrality measure in order to evaluate the appropriateness of each measure 

for different flow processes. His analysis showed that betweenness centrality and closeness 

centrality were the most appropriate metrics for message transfer that can be modeled as a 

package delivery.

Freem an’s centrality metrics are based on analysis of a complete and bounded network, 

which is sometimes referred to as a sociocentric network. These metrics become difficult to 

evaluate in networks with a large node population because they require complete knowledge 

of the network topology. For this reason the concept of ‘ego networks’ has been introduced.
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Ego networks can be defined as a network consisting of a single actor (ego) together with the 

actors they are connected to (alters) and all the links among those alters. Consequently, ego 

network analysis can be performed locally by individual nodes without complete knowledge 

of the entire network. Marsden introduces centrality measures calculated using ego networks 

and compares these to Freeman’s centrality measures of a sociocentric network [85]. Degree 

centrality can easily be measured for an ego network where it is a simple count o f the number 

of contacts. Closeness centrality is uninformative in an ego network, since by definition an ego 

network only considers nodes directly related to the ego node, consequently by definition the 

hop distance from the ego node to all other nodes in the ego network is 1. On the other hand, 

betweenness centrality in ego networks has shown to be quite a good measure when compared 

to that of the sociocentric measure. Marsden calculates the egocentric and the sociocentric 

betweenness centrality measure for the network shown in figure 4.1.

Sociocentric Egocentric 
Node betweenness betweenness 
w1 3.75 0.83
w2 0.25 0.25
w3 3.75 0.83
w4 3.75 0.83
w5 30 4
w6 0 0
w7 28.33 4.33
w8 0.33 0.33
w9 0.33 0.33
S1 1.5 0.25
s2 0 0
s4 0 0
11 0 0
13 0 0

Fig. 4.1 : Bank Wiring Room network sociocentric and egocentric betweenness [85]

The betweenness centrality CsiPi)  based on the egocentric measures does not correspond 

perfectly to that based on sociocentric measures. However, it can be seen that the ranking of 

nodes based on the two types of betweenness are identical in this network. This means that 

two nodes may compare their own locally calculated betweenness value, and the node with 

the higher betweenness value can be determined. In effect, the betweenness value captures the 

extent to which a node connects nodes that are themselves not directly connected. For example.

w3

w4

w l

w7w8

w6

w9

w5

w2
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in the networic shown in figure 4.1, w9 has no connection with w4. The node with the highest 

betweenness value connected to w9 is w7, so if a message is forwarded to w7, the message 

can then be forwarded to w5 which has a direct connection with w4. In this way, betweenness 

centraUty may be used to forward messages in a network. Marsden compared sociocentric and 

egocentric betweenness for 15 other sample networks and found that the two values correlate 

well in all scenarios.

The correlation is also supported by Everett and Borgatti who also identified a correlation 

of ego network betweenness and betweenness in a complete network |34|. They observe that it 

is common practice to normalise centrality scores in order to be able to compare measures with 

different networks consisting of varying population size. However, normalisation assumes the 

knowledge of a maximum centrality score which is not the case in ego networks. Consequently, 

they recommend not normalising betweenness scores. Additionally, the larger the number of 

contacts a node has, the higher the probability the contacts are between nodes outside of the 

ego network view. Normalisation would counter this effect as the size of an ego’s ego network 

is a valuable piece of information.

Discussion

Routing based on betweenness centrality provides a mechanism for information to flow from 

source to destination in a social network. However, routing based on centrality alone presents a 

number of drawbacks. Yan et al. analysed routing in complex networks and found that routing 

based on centrality alone causes central nodes to suffer severe traffic congestion as the number 

of accumulated packets increases with time, because the capacities of the nodes for delivering 

packets are limited [122]. Additionally, centrality does not take into account the time-varying 

nature of the links in the network and the availability of a link. In terms of information flow, a 

link that is available is one that is ‘activated’ for information flow.

4.2 Strong Ties for Information Flow

The previous section discussion of information flow based on centrality measures does not take 

into account the strength of the links between nodes. In terms of graph theory, where the links 

in the network are time-varying, a link to a central node may not be highly available. Brown and
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Reingen explored information flow in word-of-mouth networks and observe that it is unlikely 

that each contact representing potential sources of information have an equal probability of 

being activated for the flow of information [18J. They hypothesize that tie strength is a good 

measure of whether a tie will be activated, since strong ties are typically more readily available 

and result in more frequent interactions through which the transfer of information may arise. 

In a network where a person’s contacts consisted of both strong and weak tie contacts. Brown 

and Reingen found that strong ties were more likely to be activated for information flow when 

compared to weak ties.

Tie strength is a quantifiable property that characterises the link between two nodes. The 

notion of tie strength was first introduced by Granovetter in 1973. Granovetter suggested that 

the strength of a relationship is dependent on four components: the frequency of contact, the 

length or history of the relationship, contact duration, and the number of transactions. Gra­

novetter defined tie strength as; ‘the amount of time, the emotional intensity, the intimacy 

(mutual confiding), and the reciprocal services which characterise a tie’ [49]. Marsden and 

Campbell extended upon these measures and also proposed a measure based on the depth of 

a relationship referred to as the ‘multiple social context’ indicator. Lin et al. proposed using 

the recency of a contact to measure tie strength [77]. The tie strength indicators are defined as 

follows:

F'requency Indicator - Granovetter observes that ‘the more frequently persons interact 

with one another, the stronger their sentiments of friendship for one another are apt to be’ [49]. 

This metric was also explored in [49, 86, 11, 12, 78]

Intimacy/Closeness Indicator - This metric corresponds to Granovetter’s definition of the 

time invested into a social contact as a measure for a social tie [12, 49, 86]. A contact with 

which a great deal of time has been spent can be deemed an important contact.

Long Period of Time (Longevity) Indicator - This metric corresponds to Granovetter’s 

definition of the time commitment into a social contact as a measure for a social tie [ 12, 49, 

86]. A contact with which a person has interacted over a longer period of time may be more 

important than a newly formed contact.

Reciprocity Indicator - Reciprocity is based on the notion that a valuable contact is one 

that is reciprocated and seen by both members of the relationship to exist. Granovetter discusses 

the social example with the absence of a substantial relationship, for example a ‘nodding’
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relationship between people living on the same street [12, 49], He points out that this sort of 

relationship may be useful to distinguish from the absence of any relationship.

Recency Indicator - Important contacts should have interacted with a user recently [77]. 

This relates to Granovetter’s amount of time component and investing in the relationship, where 

a strong relationship needs investment of time to maintain the intimacy.

Multiple Social Context Indicator - Marsden and Campbell discuss using the breadth of 

topics discussed by friends as a measure to represent the intimacy of a contact [ 12, 86).

Mutual Confiding (Trust) Indicator - The mutual confiding indicator can be used as a 

measure of trust in a contact [49, 86|.

Discussion

Routing based on tie strength in network terms is routing based on the most available links. 

A combination of the tie strength indicators can be used for information flow to determine 

which contact has the strongest social relationship to a destination. In this manner, messages 

can be forwarded through links possessing the strongest relationship, as a link representing a 

strong relationship more likely will be activated for information flow than a weak link with 

no relationship with the destination. These social measures lend themselves a local view of a 

network graph as they are based solely on observed link events and require no global knowledge 

of the network.

However, Granovetter argued the utility of using weak ties for information flow in so­

cial networks [49], He emphasised that weak ties lead to information dissemination between 

groups. He introduced the concept of ‘bridges’, observing that

information can reach a larger number of people, and traverse a greater social dis­

tance when passed through weak ties rather than strong ties . . .  those who are 

weakly tied are more likely to move in circles different from our own and will thus 

have access to information different from that which we receive [49].

Consequently, it is important to identify contacts that may act as potential bridges. Between­

ness centrality is a mechanism for identifying such bridges. Granovetter differentiates between 

the usefulness of weak and strong ties, ‘weak ties provide people with access to information
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and resources beyond those available in their own social circle; but strong ties have greater mo­

tivation to be of assistance and are typically more easily available.’ As a result, routing based 

on a combination of strong ties and identified bridges is a promising trade-off between the two 

solutions.

4.3 Tie Predictors

Marsden and Campbell distinguished between indicators and predictors [86]. Tie strength 

evaluates already existing connections whereas predictors use information from the past to 

predict likely future connections. Granovetter argues that strong tie networks exhibit a ten­

dency towards transitivity, meaning that there is a heightened probability of two people being 

acquainted, if they have one or more other acquaintances in common [49]. In literature this 

phenomenon is called ‘clustering’. Watts and Strogatz showed that real-world networks exhibit 

strong clustering or network transitivity [118]. A network is said to show ‘clustering’ if the 

probability of two nodes being connected by a link is higher when the nodes in question have a 

common neighbour.

Newman demonstrated this by analysing the time evolution of scientific collaborations and 

observing that the use of examining neighbours, in this case co-authors of authors, could help 

predict future collaborations [94]. From this analysis, Newman determined that the probability 

of two individuals collaborating increases as the number m of their previous mutual co-authors 

increases. A pair of scientists who have five mutual previous collaborators, for instance, are 

about twice as likely to collaborate as a pair with only two, and about 200 times as likely 

as a pair with none. Additionally Newman, determined that the probability of collaboration 

increases with the number of times one has collaborated before, which shows that past collab­

orations are a good indicator of future ones.

Liben-Nowell and Kleinberg explored this theory by the following common neighbour met­

ric in order to predict future collaborations on an author database [76]. The probability of a 

future collaboration P (x , y) between authors x  and y, where N{x)  and N{y)  are the set of 

neighbours of author x  and y  respectively, is calculated by:

P{x , y )  =  \N{x)  n  A^(y)| 
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Their results strongly supported this argument and showed that links were predicted by a 

factor of up to 47 improvement compared to that of random prediction. The common neighbour 

measure in equation 4.4 measures purely the similarity between two entities. Liben-Nowell also 

explored using Jaccard’s coefficient which attempts to take into account not just similarity but 

also dissimilarity. The Jaccard coefficient is defined as the size of the intersection divided by 

the size of the union o f the sample sets:

y)  (4 5)
 ̂ \ N{ x ) UN{ y ) \

Adamic and Adar performed an analysis to predict relationships between individuals by 

analysing user home pages on the world wide web (WWW) [5]. The authors computed fea­

tures of the pages and also took into account the ingoing and outgoing links of the page, and 

defined the similarity between two pages by counting the number of common features, assign­

ing greater importance to rare features than frequently seen features. In the case of neighbours, 

Liben-Nowell utilised this metric which refines a simple count of neighbours by weighting rarer 

neighbours more heavily than common neighbours. The probability, where N{ z )  is the number 

of neighbours held by z, is then given by:

z€N (x ) r \ N{ y )  ^

All three metrics performed well compared with random prediction. Liben-Nowell explored 

a number of different ranking techniques based on information retrieval research, but generally 

found that common neighbour, the Jaccard’s coefficient and the Adamic and Adar technique 

were sufficient, and performed equally as well, if not better than the other techniques.

Discussion

Centrality and tie strength are based on the analysis of a static network graph whose link avail­

ability are time-varying. However, in the case of DDTMs the network graph is not static; it 

evolves over time. Tie predictors can be used in order to predict the evolution of the graph 

and evaluate the probability of future links occurring. Tie predictors may be used not only to 

reinforce already existing contacts but to anticipate contacts that may evolve over time.
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4.4 Applications of SNA

Social network analysis techniques have been applied to a number of different areas. Several 

research initiatives have looked to harness these techniques for a range of computer-related 

problems. The following section highlights a number of them.

W hittaker et al. explored classifying user email contacts based on email logs. They asked 

participants to classify all extracted contacts into important and unimportant contacts [119]. 

They then evaluated a number of different social ties in order to identify how well they cor­

related to the participants’ classification as important or unimportant contacts. Contacts were 

measured on frequency, reciprocity, longevity and recency. The authors found that reciprocity 

and longevity were the two highest predictors. Recency also was quite good with frequency 

being a weaker but still significant predictor.

Multiple social context has been used by Eagle and Pentland who recorded nine months of 

mobile phone users data recording other phones met, cellular towers seen and static bluetooth 

devices [33]. Based on past observed encounters, given the time of day and that the user is at 

work, Bayes rule was be applied in order to predict the probability of encountering a specific 

individual. They compared relationships defined by users as friends to the daily proximity 

relationship and found that the networks share a similar structure indicating that proximity is a 

good indication o f a relationship.

Zhang and Ackerman analysed strategies for searching for experts in a social network using 

an Enron email data set [123]. The authors generated a query from a random person using the 

email database. They evaluated searching based on a number of different algorithms including 

Breadth First Search (broadcast query to all neighbours). Random Walk Search (randomly se­

lect neighbour from list). Best Connected Search (send query to the neighbour with the highest 

out-degree), Weak Tie Search (send query to the neighbour who received the fewest emails 

from the current user) and Strong Tie Search (send the query to the user who received the most 

emails from the current user). This analysis can be seen as comparing the utility of strong 

ties, weak ties and centrality. The Best Connected Search achieve maximum performance with 

minimal path length. Weak Ties Search performed slighdy better than Strong Ties search with 

slightly lower path lengths. They additionally found the Best Connected Search was the most 

resilient to path failure where they removed weak ties from the network and surprisingly also
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when they removed central nodes.

The application of tie strength indicators in DDTM has been explored in limited terms. As 

discussed in section 3.3, the frequency indicator has been used in several routing solutions for 

disconnected networks [20 ,26 ,67 , 80 |. Intimacy/closeness in terms of the amount o f time spent 

with a node has also been used in disconnected networks [66, 111]. Choudhury and Pentland 

explored the use of wearable sensors in order to detect underlying social patterns based on 

the frequency and duration o f a contact by measuring conversations between users based on 

microphones and proximity sensors [28], They found that the use of frequency lead to the 

discovery of a larger number of weaker ties, whereas duration identified less, but stronger ties. 

Consequently, the use of more indicators may prove more useful for evaluating ties strength.

4.5 Conclusion

We propose that information flow in a network graph whose links are time-varying can be 

achieved using a combination of centrality, strong ties and tie prediction. Social networks may 

consist of a number of highly disconnected cliques where neither the source node nor any of 

its contacts has any direct relationship with the destination. In this case, relying on strong ties 

would prove futile, and therefore weak ties to more connected nodes may be exploited.

Centrality has shown to be useful for path finding in static networks, however, the limitation 

of link capacities causes congestion. Additionally, centrality does not account for the time 

varying nature of link availability. Tie strength may be used to overcome this problem by 

identifying links that have a higher probability of availability. Tie strength evaluates existing 

links in a time varying network but does not account for the dynamic evolution of the network 

over time. Tie predictors may be used to aid in predicting future links that may arise. As such, 

we propose that the combination centrality, tie strengths and tie predictors are highly useful in 

routing based on local information when the underlying network exhibits a social structure.
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Chapter 5

Parasitic Routing for DDTMs

This chapter presents the Parasitic Routing protocol, which is a protocol for delay-tolerant 

routing in disconnected MANETs. The goal of Parasitic Routing is to provide efficient m es­

sage delivery in a highly dynamic disconnected delay-tolerant MANET. The routing protocol 

supports autonomous forwarding decisions by individual nodes to achieve message delivery in 

such challenging environments. The inspiration for the approach stems from social networks 

and the observation that many mobile networks exhibit small world properties. Chapter 4 gave 

an overview of social network analysis techniques and how these apply to information flow in 

a dynamic network graph whose links are time-varying. In this chapter these techniques are 

exploited in the protocol design. The result is a routing protocol that support message delivery 

without global knowledge and with no assumptions in regards to the control, or knowledge of 

future node movements.

Section 5.1 discusses the requirements for Parasitic Routing. Section 5.2 shows the appli­

cation of the of social network analysis techniques discussed in chapter 4 as forwarding metrics 

for DDTMs. Section 5.3 presents the Parasitic Routing protocol design, beginning with a high 

level overview followed by detailed descriptions o f the Parasitic Routing components. Finally, 

section 5.4 explains how the requirements are satisfied by the Parasitic Routing protocol.

5.1 Requirements

Chapter 2 presented the challenges associated with routing in DDTMs. These challenges can 

be used to derive design requirement for the Parasitic Routing protocol.
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Rl Support for autonomous forwarding decisions •

R2 Support for uncontrolled and unknown mobility •

R3 Support for localised autonomous topology discovery • •

R4 Limit resource consumption • •

R5 Support for unreliable wireless communication •

R6 Support for delay-tolerant message delivery • •

R7 Support for different quality of service requirements •

Table 5.1: Overview of the Requirements

R l: Support for autonomous forwarding decisions. Each node must act as a router and 

make forwarding decisions in the absence of any centralised administration. Nodes must 

autonomously determine whether to forward a message to an encountered node, or con­

tinue buffering it. Due to the mobile environment resulting in a disconnected network 

graph as discussed in section 2.2.3, an end-to-end route from source to destination may 

never have a full end-to-end path to each other at any given point in time. Consequently, 

the decision must be based on locally available information and estimate which of the 

encountered nodes will be the better carrier for a specific message.

R2: Support for uncontrolled and unknown mobility. The consequences of node mobil­

ity constitute one of the most important and challenging attributes of MANETs. In the 

context of DDTMs, nodes may be attached to a number of different physically moving 

objects such as cars, people or animals. Consequently, and as discussed in sections 2.2.1 

and 2.2.2, no assumptions can be made with regards to control over node movements or 

knowledge of future movements.
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R3: Support for localised autonomous topology discovery. Due to the dynamic nature of 

the mobile environment as discussed in sections 2.2.4 and 2.2.5, limited topology in­

formation is available and its utility is volatile. As a consequence, an attempt is not 

made to analyse current connections to derive the topology of the network but instead 

use social network analysis in order to identify topological ‘bridges’ and long-term re­

lationships between nodes in the network, which are not volatile and whose status will 

change slowly.

R4: Limit resource consumption. Resource consumption must be limited wherever possi­

ble. Memory concerns discussed in section 2.3.2 have the consequence that memory 

resources must be conserved by restricting the maximum number of messages a given 

node may buffer. When the maximum buffer size has been reached messages must be 

dropped. Battery power must be conserved whenever possible, as power concerns, dis­

cussed in section 2.3.1, remain one of the biggest problems for mobile nodes. Addition­

ally, limited bandwidth resulting from wireless communication as discussed in section 

2.1.3 means that transmissions must be used conservatively. The result of limited trans­

missions also aids in reducing power consumption as wireless communication is costly 

in terms of battery power.

R5: Support for unreliable wireless communication environments. Communication in a 

wireless environment means that one hop message delivery is not guaranteed. This may 

be due to lossy links or the fact that a node has moved out of range as discussed in sec­

tion 2.1.4. Consequently, hop-by-hop acknowledgments must be used to determine if 

an encountered node has fully received forwarded messages. Additionally, the presence 

of asymmetric links, as discussed in section 2.1.5, means that communication may be 

possible in one direction but not the other. Despite their obvious inferior utility to sym­

metric encounters, such asymmetric encounters may still prove useful for learning about 

the social structure of the network.

R6: Support for delay-tolerant message delivery. In disconnected networks, a direct path 

from source to destination is assumed to be unavailable due to the disconnected network 

graph, as discussed in section 2.2.3. Therefore nodes must buffer messages they receive 

from the application layer and forward them to encountered nodes. Poor forwarding de-
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cisions result in low delivery reliability, as discussed in section 2.4.1. Consequently, for­

warding decisions must be made to maximise the probability of delivery, this is achieved 

by forwarding data to nodes that provide a higher probability of encountering the desti­

nation node. This requirement is the most important differences between DDTMs and 

classic MANETs.

R7: Support for different quality of service requirements. Application messages may have 

different quality of service requirements, as discussed in section 2.4.3. For example, 

some data may be time-dependent and lose its value after a given timeout. Others may be 

less time-dependent but may require stronger guarantee of delivery. Therefore support 

must be in place to allow applications to define differing quality of service requirements 

which must be utilised in order to provide differing levels of service.

The requirements imposed by the DDTM environment must be satisfied by the Parasitic Rout­

ing protocol design in order to provide sufficient message delivery support in such an environ­

ment. These requirements are used to drive the protocol design and are discussed throughout 

the chapter.

5.2 Using Social Network Analysis for Routing in DDTMs

Chapter 4 presented social network analysis for information flow in a dynamic network graph 

whose links are time-varying. This section describes how these metrics may be applied to in­

formation flow in DDTMs. Each metric is translated from a traditional social network analysis 

metric into a metric that is meaningful in a DDTM context. Additionally, the requirements of 

those presented in section 5.1 met by each metric is discussed.

5.2.1 Measuring Centrality for DDTMs

Betweenness centrality is calculated using an ego network representation as discussed in sec­

tion 4.1, where a contact is a node which the ego node has encountered. When two nodes 

meet, they exchange a list of contacts. A contact is defined as a node that has been directly 

encountered by the node. The received contact list is used to update each node’s local ego 

network. Mathematically, node contacts can be represented by an adjacency matrix A, which
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is an n X n symmetric matrix, where n is the number of contacts a given node has encountered. 

The adjacency matrix has elements:

Contacts are considered to be bidirectional, so if a contact exists between i and j  then there 

is also a contact between j  and i. The betweenness centrality is calculated by computing the 

number of nodes that are indirectly connected through the ego node. The betweenness cen-

[1 — A]. J [34] where i ,j  are the row,column matrix entries respectively. A node’s between­

ness utility is given by:

ered. When a new node is encountered, the new node sends a list of nodes it has encountered. 

The ego node makes a new entry in the n x n matrix. As an ego network only considers the 

contacts between nodes that the ego has directly encountered, only the entries for contacts in 

common between the ego node and the newly encountered node are inserted into the matrix. 

The betweenness centrality aids in satisfying two of the seven requirements. Betweenness cen­

trality locally and autonomously measures the utility of a node in connecting other nodes in the 

network topology, satisfying R3. This utility can then be used by a node to locally determine its 

utility for carrying messages, which aids in satisfying R l. Additionally, the ego network may 

be stored as a sparsely populated matrix of O’s and 1 ’s which is efficient in terms of memory 

resources, which is desirable for meeting requirement R4.

Measuring tie strength will be an aggregation of a selection of indicators based on those dis­

cussed in section 4.2. One issue of concern is to ensure that each metric is on a similar scale. In 

order to accomplish this, an evidence based strategy is used to evaluate whether each measure 

supports or contradicts the presence of a strong tie. The evidence is represented as a tuple (s, c) 

where s is the supporting evidence and c is the contradicting evidence. Given two pieces of

0 otherwise

1 if there is a contact between i and j
(5.1)

trality of the ego node is the sum of the reciprocals of the entries of A' where A ' is equal to

(5.2)

Since the matrix is symmetrical, only the non-zero entries above the diagonal need to be consid-

5.2.2 Measuring Tie Strength for DDTMs
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evidence (s, c) and {s', c') the tuples may be compared where (s, c) <  (s', c') if (s/c) <  (s ' /d)  

[50]. Consequently, the trust in a piece of evidence is measured as a ratio of supporting and 

contradicting evidence. Therefore as long as the ratio increases and evidence is at least as nu­

merous as tuple (s', c') then it can be determined that (s', c') expresses more evidence in favour 

of the proposition. Below elaborates on specific tie strength indicators, representing them as a 

ratio of supporting and contradicting evidence and bring them into the context of DDTMs.

Frequency Indicator - In the case of DDTMs, the frequency indicator may be based on the 

frequency with which a node is encountered. The supporting evidence of a strong tie strength 

is defined as the total number of times node n has encountered node rn. The contradicting 

evidence is defined as the amount of encounters node n has observed where node m  was not 

the encountered node. The frequency indicator FIn{m),  where /(m )  is the number of times 

node n encountered node m  and F{N)  is the total amount of encounters node n has observed, 

is given by:

Intimacy/Closeness Indicator - In the case of DDTMs, the duration indicator can be based 

on the amount of time the node has spent connected to a given node. The supporting evidence 

of intimacy/closeness is defined as a measure of how much time node n has been connected 

to node m.  The contradicting evidence is defined as the total amount of time node n  has been 

connected to nodes in the network where node m  was not the encountered node. If d{m)  is 

the total amount of time node n has been connected to node m  and D{N)  is the total amount 

of time node n has been connected across all encountered nodes, then the intimacy/closeness 

indicator can be expressed as:

=  dW ^ )
Long period of time (Longevity) Indicator - In the case of DDTMs, the longevity indica­

tor can be based on the length of time a node has known a given node. The evidence supporting 

the longevity indicator is the total amount of time node n has known node m.  The contradicting 

evidence is the amount of time node n has been in the network and not known node m.  If l{rn) 

is the amount of time node n has known node n and L{n) is the total amount of time node n 

has been a part of the network, the longevity indicator is given as:
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L I n { m )  =  ( 5 .5 )
L(n) — l{rn)

Reciprocity Indicator - In the context of DDTMs, the equivalent of a ‘nodding’ relation­

ship may be the reception of a ‘hello’ message broadcast by a passing node. The passing node 

may not receive a reply and therefore remains unaware of the contact. This ‘nodding’ relation­

ship is captured by the frequency indicator. In order to differentiate between this ‘nodding’ 

relationship and one that is reciprocated, the supporting evidence is defined as the number of 

times node n has observed a reciprocated encounter with node m. The contradicting evidence 

is the number of times node n encountered node m  which did not result in a reciprocated en­

counter in which a full two-way ‘hello’ exchange occurred. The reciprocity indicator, where 

r(m ) is the total number of reciprocated encounters and f{m)  is the total number of times node 

n encountered node m, is given as:

R I n { m )  =  (5 .6 )/(m) -  r(m)

Recency Indicator - The recency indicator is based on how recently node n has encoun­

tered node m. According to social network analysis theory a strong tie must be maintained 

in order to stay strong which is captured by the recency indicator. The supporting evidence 

rec(m), is how recently node n last encountered node m. This is defined as the length of time 

between node n  encountered node rn and the time node n has been on the network. The con­

tradicting evidence is the amount of time node n has been on the network since it has last seen 

node m. The recency indicator, where L{n) is the total amount of time node n has been a part 

of the network, is given as:

R e c W  ^  ' (5 .7 )
L(n) — rec[m)

Multiple Social Context Indicator - In the case of DDTMs, multiple social context could 

correspond to nodes that encounter each other in various locations. For example a contact 

experienced in the workplace that is also seen outside of the workplace suggests a stronger 

relationship than one in which contacts only occur in the office. The multiple social context 

indicator evaluates how many different locations node n has encountered node m. The multiple 

social contact indicator is defined where c(m) is the total number of locations node n has
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encountered node m normalised by the total number of places node n has visited C{N)  w'here 

node n was not encountered.

MSCInim) = c{rn)
(5.8)

C{N) -  c{m)

Mutual confiding (trust) Indicator - In the case of DDTMs, trust could be based on the 

number of times a successful message exchange has occurred between two nodes. This measure 

differentiates between nodes that may form brief contacts which do not last long enough to 

provide a successful exchange and nodes that provide an opportunity for full message exchange. 

In this case, it is not a measure of the strength of a relationship but rather a measure of the 

usefulness of the relationship.

Tie strength is a combination of a selection of indicators and the above metrics are all 

combined in order to evaluate an overall single tie strength measure. A strong tie should, 

ideally, be high in all measures. Consequently, the tie strength of node n for an encountered 

node m, where t is the total number of social indicators and Wk is the weighted value of each 

perspective indicator, is given by:

5.2.3 Measuring Similarity for DDTMs

Node similarity is calculated using the n x matrix discussed in section 4.3. The number of 

common neighbours between the current node i and destination node j  can be calculated as 

the sum of the total overlapping contacts as represented in the n x n matrix. This only allows 

for the calculation of similarity for nodes that have been met directly, but during the exchange 

of the node’s contact list, information can be obtained in regards to nodes that have yet to be 

encountered. As discussed in section 4.3, the number of common neighbours may be used 

for ranking known contacts but also for predicting future contacts. Hence, a list of indirect 

encounters is maintained in a separate n x m  matrix, where n is the number of nodes that have 

been met directly and m  is the number of nodes that have not directly been encountered, but

(5.9)
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may be indirectly accessible through a direct contact. The similarity calculation, where Nn and 

Ne are the set of contacts held by node n  and e respectively, is given as follows:

Sim {n ,e )  = (5.10)

5.2.4 Node Utility Calculation

The Parasitic utility captures the overall improvement a node represents when compared to an 

encountered node across all measures presented in sections 5.2.1, 5.2.2 and 5.2.3.

Selecting which node represents the best carrier for the message becomes a multiple at­

tribute decision problem across all measure, where the aim is to select the node that provides 

the maximum utility for carrying the message. This is achieved using a pairwise comparison 

matrix on the normalised relative weights of the attributes.

Attribute Nodel Node2 Sum Nodel Normalised Node2 Normalised

BetUtility betl bet2 betl +  bet,2 be tl /be tSum bet2/betSum

SimUtility sirnl sim2 s im l  +  sim2 s im l  /  s im S u m s im 2 /s im S u m

TieUtility t ie l tie2 t ie l  +  tie2 t ie l / t ie S u m tie 2 / t ieS u m

ParasiticU til i ty l ParasiticU tility2

Table 5.2: Parasitic Utility Calculation

The tie strength utility T i e U t i l n ,  the betweenness utility B e t U t i l n  and the the similarity

utility Sim U tiln  of node n  for delivering a message to destination node d compared to node m

are given by:

T i e U t i l M  =  (5.11)
T i e n i d )  + T i e m . { d )

, .X S i n i n i d )

BetU tiU  =  f l * "  (5 .13)
Uetn  +  Betjn

The ParasiticUtiln{d) is given by combining the normalised relative weights of the at­

tributes, where =  {TieUtil, S im U til,  BetUtil}:
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ueU

ParasiticUtiln{d) =  '^liUnid)  (5.14)
i= \

The parameter 7 is the relative weight for a given utility in U .  Consequently, these param­

eters allow for the adjustment of the relative importance of each attribute utility value.

5.2.5 Social Network Analysis and Requirements

The use of social network analysis techniques satisfies a number of the requirements for routing 

in DDTMs.

# Requirement Satisfied by SNA

Rl Support for autonomous forwarding decisions •

R2 Support for uncontrolled and unknown mobility •

R3 Support for localised autonomous topology discovery •

R4 Limit resource consumption

R5 Support for unreliable wireless communication environment

R6 Support for delay-tolerant message delivery •

R7 Support for different quality of service requirements

Table 5.3; Overview of the Requirements

The utility of a node is calculated based on locally evaluated information compared with that 

of an encountered node. Consequently, each node can make local and autonomous forwarding 

decisions in order to forward a message from source to destination, which satisfies R l. The 

metrics outlined for the parasitic utility calculation are based on observed interactions between 

nodes and require no further assumptions about past or future node movements, satisfying R2. 

Additionally, the metrics locally capture the underlying dynamic network graph whose links 

are time-varj'ing, which satisfies requirement R3. As has been shown in chapter 4, information 

flow based on these social analysis metrics is possible. The message forwarding problem in 

delay-tolerant networks can be modeled as an information flow problem in a dynamic network 

graph whose links are time-varying. Consequently, these techniques provide support for R6. 

The remainder of this chapter describes the Parasitic Routing protocol which provides support 

for the remaining requirements.
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5.3 Parasitic Routing

The Parasitic Routing protocol is based on the concept of social network analysis. Instead of 

blindly forwarding messages, as in Epidemic Routing [115], the Parasitic Routing component 

forwards message to an encountered node that has a higher probability of being able to deliver 

the message to a given destination. This probability is based on a combination of social analysis 

metrics and available resources on the routing node, such as buffer space and battery power. 

When two nodes meet, they first exchange a list of contacts they have previously encountered. 

This information is used to update the local betweenness value as described in section 5.2.1. 

Each node in turn then sends a Summary Vector, which contains a list of destination nodes 

which they are currently carrying messages for, along with their betweenness centrality metric, 

available resource information and the social utility values of similarity and tie strength for each 

entry in the Summary Vector. Upon receipt of a Summary Vector, the node locally determines 

its own utility values for each destination and sends a Summary Vector response. Based on this 

information, the receiving node determines whether to forward messages to the encountered 

node or to continue buffering them.

5.3.1 Protocol Architectural Overview

Parasitic Routing is a reactive routing protocol that exploits mobile node encounters as they oc­

cur in order to route data from source to destination. The model assumes that each mobile node 

has a Parasitic Routing layer, which is situated between the application layer and the network 

layer. Figure 5.1 shows a logical overview of the Parasitic Routing layer. No bootstrapping is 

required to join the network, and once a joining node encounters an existing node, it is eligible 

to start transferring messages. Node mobility means that IP addresses may not be used as node 

identifiers because they may change as nodes move around the network. Consequently, it is as­

sumed that each node has a unique DTN routable node identifier. Like all M ANET protocols, 

the model requires each participating node to contribute resources in order aid the propagation 

o f messages.

The Parasitic Routing layer is composed of four components: the Parasitic Routing com ­

ponent, the Queue Managers, the Social Component and a Neighbour Discovery Service. The 

following sections present the individual components in turn.
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Fig. 5.1: Parasitic Routing Component Architecture

5.3.2 Neighbour Discovery Service

The Parasitic Routing component needs to be notified when a new node comes within trans­

mission range, and when old nodes disappear. The Neighbour Discovery Service keeps track 

of one-hop asymmetric neighbours using periodic broadcasts of ‘hello’ messages. Receipt of 

another node’s ‘hello’ message indicates a one-hop neighbour relationship between those two 

nodes. The Neighbour Discovery Service maintains a list of its active neighbours. At each 

‘hello’ interval, the heartbeat value of each neighbour is decremented. When a ‘hello’ message 

is received from an active neighbour the heartbeat value is reset. When a given number of 

‘hello’ timeouts have occurred and a ‘hello’ message has not been received, then the neighbour 

is assumed to have been lost and the Parasitic Routing component is notified. Upon receipt of 

a ‘hello’ message, the sending node is determined to be a new encounter, if it is not already in 

the neighbour discovery list of currently available nodes. The Parasitic Routing component is 

notified o f this event.

Neighbour discovery in MANETs is typically very expensive in terms o f battery power. In 

order to avoid missing potential connections nodes must continuously scan for new neighbours.
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Typical MANET neighbour discovery solutions use a fixed timeout range where a node scans

a minimum and a maximum timeout interval. The exact timeout within this range is uniformly 

randomly selected in order to avoid synchronisation of node discovery resulting in collision of 

several ‘hello’ messages originating from different nodes.

However, this constant scanning for new neighbours results in quickly draining the battery. 

In order to address R4 and conserve resources, an adaptive neighbour discovery timeout interval 

is used. The onus of neighbour discovery is put on nodes currendy buffering a number of 

messages (MQS) .  If a node is currently not carrying any messages, the time out is set to the 

maximum. If the node is carrying a large number of messages the timeout range is selected 

proportional to the number of message the node is carrying in its buffer.

As a consequence, the larger the queue size, the shorter the discovery timeout, whereby 

the timeout is bounded to Alax, if the message queue size is 0 and converges to M in  if the 

M Q S  is large. The premise behind this design decision is to take advantage of every possible 

opportunity to transfer messages if a node is carrying a number of messages. This requirement 

is less prevalent for nodes that are not carrying any messages. However, it is still desirable to 

discover a node early enough in order to allow for an exchange of neighbour information.

5.3.3 Social Component

The Social Component is responsible for analysing observed encounters in order to evaluate 

three metrics: tie strength, social similarity and betweenness centrality, as described in section 

5.2. The Social Component maintains a direct encounter list and an indirect encounter list, as 

shown in figure 5.2. The direct encounter list consists of node identifiers of nodes that have 

been directly encountered by the node. Each entry has a pointer to the row, column entry in 

the encounter matrix, which is used to calculate the node’s ego network betweenness value. 

Additionally, the entry maintains a pointer to the statistics related to the encountered node, 

which are required to calculate tie strength. The indirect encounter list has a pointer to the

for new neighbours. For example, the timeout will be anywhere within the range specified by

T
i f MQShO  

) otherwise
(5.15)

81



column index of the indirect encounter matrix. The similarity of two nodes is calculated by 

obtaining the column entries of each corresponding node. In the example below, node b and 

node X have a similarity value of 1 as they share a common contact in node c.

E ncounter
Matrix

Direct
E ncounter

List

Node
Iden tifiers

Node
Data

- Frequency
- Duration
- Reciprocated

Ind irec t
E ncounter

Matrix In d irec t
E n co u n ter

List

Node
Iden tifie rs

Fig. 5.2 : Social Component Data Structure

The direct encounter matrix and the indirect encounter matrix are sparsely populated m atri­

ces consisting of O’s and 1 ’s. As a consequence, it is possible to store the matrix in com pressed 

form [52, 104]. In this fashion, the structure of data storage of the Social Component addresses 

R4 where limited storage requirements is desirable for forwarding information.

5.3.4 Queue Manager

Parasitic Routing is a store-carry-forward routing mechanism. Consequently, messages must be 

buffered on a node until an appropriate carrier is found or the destination node is encountered. 

The Queue M anager is responsible for buffering the messages currently held by the node. In 

order to address R4, the Queue M anager must control the length of the queue and potentially 

which messages occupy it, by selecting which packets should be dropped when appropriate.

W hen the Parasitic Routing component receives a message, either from the application layer 

or from an encountered node, the message is inserted into the queue. Due to limited resources.
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nodes may need to drop messages. A node must define a queuing policy to determine how its 

message queue should be handled. This section defines some basic queuing policies that could 

be deployed or combined to form more sophisticated schemes.

If the queue is full, then the Queue Manager determines which message may be dropped. 

There are a number of different options in regards to drop policy design.

FIFO - Handle the queue in a First-In-First-Out order The message that was first entered into 

the queue is the first message to be dropped.

TTL - Drop shortest Time-To-Live first. Each message has a timeout value specifying when 

it is no longer meaningful to the application and should be deleted. This could be envi­

sioned for applications where the utility of message delivery is time-dependent.

DLU - Drop Least Utility first. The Queue Manager drops the message that the currently 

carrying node has the least utility for delivering.

DLP - Drop Lowest Priority. Each message is assigned a priority level by the application layer 

in order to allow for differential quality of service support. When a buffer is full, lowest 

priority messages are dropped first.

FQ - Fair Queuing. In order to provide fair buffer management for all nodes on the network, 

drop a number of messages where either the source or the destination of the messages 

constitute the highest proportion of messages currently in the queue.

More than one queuing policy may be combined, where the first policy is used primarily and 

the second policy is used only if there are two messages with the same eviction priority as 

determined by the primary eviction policy. Dropping messages only when needed results in 

the queue being full a large proportion at a time. Consequently, the Queue Manager may need 

to employ active queue management techniques [44]. This may be achieved by examining 

the queue and dropping any packets containing a timeout value that has expired when the 

queue length reaches a certain threshold. The DLP drop strategy provides support for R7 to 

accommodate varying QoS requirements based on priority.

The Queue Manager is also responsible for returning a list of destination nodes for which 

messages are currently held in the queue to the Parasitic Component. Additionally, the Queue
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Manager is responsible for returning a set of messages for a given destination node. The mes­

sages for a given destination must be returned to the Parasitic Routing component in order of 

priority determined by the queuing policy.

Buffer space is limited and represents a valuable resource in the mobile environment. There­

fore, in order to address R3, the available buffer space becomes a node attribute ResUtil.  This 

attribute is incorporated into the ParasiticUtil value given in section 5.2.4. Consequently, the 

ParasiticUtilnid)  where U = {TieUtil, SirnUtil, BetUtil,  ResUtil]  and 7 is the relative 

weight for a given utility in U, is given by :

uEiU

ParasiticUtilnid) = "^liUnid) (5.16)

As a result, if two nodes have similar Parasitic social metrics, the message is forwarded to 

the node with the most available buffer space. However, the resource utility must only be used 

as a tie break if two nodes are similar across all other utilities.

5.3.5 Parasitic Routing Component

The Parasitic Routing component is responsible for initialising the Queue Manager, the Social 

Component and the Neighbour Discovery Service as shown in a UML 2.0 activity diagram in 

figure 5.3.
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Fig. 5.3 ; Control Flow During Initialisation
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The component is event-driven in design and processes events from the application layer 

and the network layer. Figure 5.4 shows an overview of the protocol information flow. When 

two nodes a and b meet by exchanging hello messages, they first deliver messages destined 

for each and exchange contact information. The two nodes then exchange Summary Vectors 

containing a list of message destination nodes that are currently held in the Queue Manager 

along with the Parasitic metric information. If node b has a higher Parasitic utility value for 

a given destination node c, then node a immediately forwards all messages destined for node 

c to node b. If node a has a higher Parasitic utility for a given destination node d, then the 

destination node d is added to a Summary Vector response message. Upon node b receiving 

a Summary Vector response, the requested messages for node d are forwarded from node b to 

node a. The remainder of this section gives a more detailed account of how message receipt 

events are processed. It is important to note that a Parasitic node never misses an opportunity 

to deliver data or to forward data to a node with a higher utility. This is to address R5 and the 

fact that in DDTMs the duration of an encounter may be limited, and to take full advantage 

of even short encounters. Additionally, forwarded messages are not deleted from the message 

queue until these messages have been acknowledged by the next-hop node. Acknowledgments 

are piggybacked onto other messages in order to reduce overhead.
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2. Contact Exchange + Deliver Message

3. SV Exchange

4. SV Reponse + Forward Messages

1. Receive 
Hello

4. Receive 
SVR

3. Receive 
SV

Deliver M essages
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Send SV

2. Receive 
Contacts

IDLE
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(a) M essage Flow (b) State Transition Diagram

Fig. 5.4 : Parasitic Routing Protocol Information Flow
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Message Receive Event: Upon receipt of a message from the application layer or from 

an encountered node, the Parasitic Routing component inserts the message into the Queue 

Manager and updates the queue size value of the Neighbour Discovery Service as shown in 

figure 5.5.
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insert new 
m essag e

update  
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Fig. 5.5: Response to Message Receive Event

Neighbour Discovery Event: Upon notification of a neighbour discovery event, the Par­

asitic Routing component first notifies the Social Component that a node encounter has taken 

place. It then checks the Queue Manager to see if there are any messages currently held for 

the encountered node. If this is the case, it then sends these messages through the network 

layer to the encountered node. The Parasitic Routing component then gets a list of contacts 

representing encountered nodes from the Social Component and sends this to the encountered 

node as shown in figure 5.6.
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Fig. 5.6: Response to Neighbour Discovery Event

Contact Message Exchange Event: Upon receipt of a contact list, the Parasitic Routing 

component notifies the Social Component of the contact list which is used to update the be­

tweenness representation matrix along with the indirect encounters matrix. Additionally, since 

a complete message exchange has occurred between the current node and the encountered node, 

the Parasitic Routing component notifies the Social Component that a reciprocated encounter 

has occurred. The Parasitic Routing component then compiles a Summary Vector message con­

taining the betweenness value, the available queue resources, the similarity and the tie strength 

for each node in the Summary Vector as shown in figure 5.7 .
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Fig. 5.7: Response to Contact Exchange Event 
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Summary Vector Received Event: Upon receipt of a Summary Vector, the Parasitic Rout­

ing component compares its own Parasitic utiUty with that of the encountered node. If the 

encountered node has a higher Parasitic utility value, then messages for the given destination 

node are forwarded to the encountered node. If the current node has a higher Parasitic utility 

value, then the node adds this information to a Summary Vector Response as shown in figure 

5.8.
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Fig. 5.8: Response to Summary Vector Event

5.3.5.1 Message Scheduling

In order to address R7, the Queue Manager is responsible for returning messages to the Par­

asitic Routing component for a destination node. These message may be returned in order 

of priority such as to ensure higher priority messages are delivered before those with a lower 

priority. Nodes forward messages upon receipt of a Summary Vector in the order in which 

the destinations appear in the Summary Vector or Summary Vector response. The Parasitic 

Routing component may order the destination nodes in a Summary Vector or Summary Vector 

response in the order of message importance based on a scheduling policy. There are a number 

of different options in regards to scheduling policy design.

FHU - Forward Highest Utility first. Messages are forwarded in descending order of the Para­

sitic utility the encountered node holds for the message destination node. Consequently, 

messages that the encountered node provides the highest utility for are forwarded first.



FHP - Forward Highest Priority. Each message is assigned a priority level by the application 

layer in order to allow for differential quality of service support. Messages are forwarding 

in descending order of priority.

FTTL - Forward shortest Time-To-Live first. Each message has a timeout value specifying 

when it is no longer meaningful. In order to provide these messages with the best chance 

of arriving at the destination node before this timeout, messages may be forwarded in 

ascending order of the TTL value.

FFQ - Fair Forwarding. In order to provide fair opportunity for messages for all nodes on the 

network, a proportion of messages for each node are forwarded first before the remaining 

messages of a source or destination are forwarded.

Messages are forwarded in the order dictated by the chosen forwarding policy. Consequently, 

if the encounter does not last long enough to exchange all messages the those that are deemed 

the most important are delivered first.

S.3.5.2 Replication

As discussed in chapter 3, replication is a standard way to improve the probability of successful 

message delivery. Consequently, in order to further satisfy R7, replication may be used for high 

priority messages where either the delivery time is of importance or the success of delivery of 

a high priority. A maximum replication number may be assigned to the Parasitic Routing com­

ponent. When a message of high priority is received from the application layer, the maximum 

replication number is assigned to the message. Upon forwarding a message to an encountered 

node, the replication number is divided between the two nodes. This division is dependent on 

the Parasitic utility value of each node which is a value between 0 and 1 therefore the division 

of the replication number Ra and Rb for destination d between node a and node b is given by:

Ra — yRcur X ParasiticU tila{d)\ (5.17)

(5.18)
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Consequently, the node with the higher utility value receives a higher replication value. 

Replication improves the probability of message delivery, however, this comes at the cost of 

increased resource consumption. If replication is used, in order to avoid sending messages to 

nodes that are already carrying the message the Summary Vector must include a list of message 

identifiers it is currently carrying for each destination node.

5.4 Summary

This chapter has presented the Parasitic Routing protocol. The protocol requirements were 

defined in section 5.1. The mapping of social network analysis techniques that may be applied 

to DDTMs were described in section 5.2. The details of the Parasitic Routing protocol design 

were given in section 5.3.

Section 5.2.5 identified the requirements satisfied by utilising social network analysis to 

provide routing in DDTMs. Table 5.4 summarises the requirements satisfied by social net­

work analysis techniques (the SNA column), protocol design (the PD column) and the overall 

resulting Parasitic Routing protocol (the PR column). The protocol design reduces resource 

consumption through the reduction of overhead associated with neighbour discovery, as pre­

sented in section 5.3.2. Due to the nature of wireless communication in mobile environments, 

communications may not last long enough in order to transfer all control information and ex­

change messages. The protocol design addresses this by first ensuring messages destined for 

the encountered node are delivered before any control data is exchanged, as described in sec­

tion 5.3.5. Additionally, messages are forwarded to encountered nodes based on a message 

scheduling policy, as described in section 5.3.5.1. Consequently, if the encounter only lasts 

long enough for a small number of messages to be exchanged, those messages represent the 

most important messages as defined by the message scheduling policy.
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# Requirement SNA PD PR

R] Support for autonomous forwarding decisions • •

R2 Support for uncontrolled and unknown mobility • •

R3 Support for localised autonomous topology discovery • •

R4 Limit resource consumption • •

R5 Support for unreliable wireless communication environment • •

R6 Support for delay-tolerant message delivery • •

R7 Support for different quality of service requirements • •

Table 5.4: Requirements Satisfied by Social Network Analysis (SNA), Protocol Design (PD)

and Parasitic Routing (PR)
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Chapter 6 

Implementation

This chapter describes a simulator-based implementation used for evaluating the Parasitic Rout­

ing protocol as presented in chapter 5. The motivation behind the choice o f implementation in 

a simulator is first discussed. The main architectural components and their interfaces are de­

scribed in detail. The chapter is structured as follows: Section 6.1 describes the trace-based 

simulator. Section 6.2 provides a high-level component overview of the Parasitic Routing 

layer. The next section defines the Parasitic Routing API, followed by an overview of the 

inter-component communication. The following sections 6.5 to 6.8 detail the application pro­

gramming interfaces of the respective components.

6.1 Trace-Based Simulator

A trace-based simulator was implemented in order to provide a framework to evaluate Parasitic 

Routing under a range of conditions using real trace data of node encounters. The sim ulator 

was written in Java and replays encounters between nodes using trace files. Consequently, the 

simulation is driven by encounter events.

Trace files are fed into the simulator as inputs. Each encounter logged in the trace file is 

treated as a discrete encounter event. Events are ordered chronologically as shown in table 

6.1. These encounters are treated differently depending on the level of detail available in the 

trace data. The example shown in table 6.1 captures the start time and end times o f each 

encounter and the node identifiers of the nodes involved. If trace data is available for all nodes 

included in the experiment, then it is possible to differentiate between encounters where one
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device recognised the presence of another device, but the encountered device remains unaware 

of the encounter. If this is the case, the encounter is inserted into an event queue and is only 

processed if both devices recorded the encounter An example of a bi-directional encounter is 

shown in events 38 and 39 of table 6.1. As can be seen, start time and end time may differ due 

to clock synchronisation problems. To accommodate this, the encounter duration is taken to 

be the average of the two recorded encounter durations. If the two nodes differ in the recorded 

encounter duration by more than 15 minutes, then an error is assumed and the lower of the two 

values is used as the encounter duration.

Event Id Nodel Node2 start time end time

35 29 68 2004-08-01 14:04:51 2004-08-01 14:10:04

36 68 31 2004-08-01 14:05:20 2004-08-01 14:09:04

37 29 21 2004-08-01 14:21:14 2004-08-01 14:21:14

38 83 86 2004-08-01 15:50:14 2004-08-01 18:48:41

39 86 83 2004-08-01 15:58:32 2004-08-01 18:42:36

Table 6.1: Example Trace File Extract

The trace file encounters are used to simulate a node encounter where the simulator initiates 

communication between the two devices. It is possible for events to occur around the same 

time, however, the chronological ordering of encounters artificially imposes event ordering. 

As a consequence, when messages are exchanged between nodes, the time that this occurs is 

logged, meaning a message that arrived during an encounter may not be forwarded until after 

this encounter has ended. As a result, messages exchanged between nodes 29 and 68 during 

event 35 may not be forwarded to node 31 during event 36. The details of the individual trace 

data are discussed in more detail in the evaluation in chapter 7.

6.2 Architectural Overview

The Parasitic Routing layer sits between the mobile application and the underlying network 

layer Although figure 6.2 shows an implementation above 802.11, Bluetooth or others can be
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substituted. Figure 6.3 depicts a high-level component diagram of the Parasitic Routing Layer. 

The layer is divided into four individual components: Parasitic Routing, Neighbour Discovery, 

Social, and Queue M anager components.

W hile the Parasitic Routing component provides the infrastructure and the hooks into the 

application and network layers, the remaining three components are responsible for specialised 

functionality provided to the Parasitic Routing component. The primary pattern used in the de­

sign o f the Parasitic Routing layer is the Observer pattern [43]. The motivation for applying the 

observer pattern is based on the observation that proper encapsulation mandates loose coupling 

of objects that manage the same data, while data only managed in objects internally should be 

highly cohesive f 1011. Intuitively, coupling and cohesion are attributes that measure the degree 

of interdependence among objects and within objects, respectively [16]. In the context of the 

observer pattern, the subject is represented by the Parasitic Routing component and the ob­

server is represented by concrete Listener classes (implemented in the respective components) 

that declare interest in a particular Event triggered within the Parasitic Routing component. 

When a particular Event is triggered, the Parasitic Routing component notifies the registered 

listeners. Each registered listener gets the chance to handle the event and update the internal 

state of the respective component. This design has the benefit that the Parasitic Routing com ­

ponent does not have to call interfaces of Neighbour Discovery, Social, and Queue M anager 

components. This reduces coupling and maintains a high degree of extensibility which is one 

of the desired features of this design. New functionality can be easily added by implementing
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specialised listeners and registering those with the Parasitic Routing component.

6.3 Parasitic Routing Layer API

The Parasitic Routing component exposes only two methods to the application layer:

• sendMessage (Destination, Message, TTL, Priority) is called when 

the application layer has a message to be delivered to a remote destination node. The 

message is then passed down to the Parasitic Routing layer.

• receive (Message) the callback is raised when a message has been delivered to the 

Parasitic Routing component where the current node is the destination. The Parasitic 

Routing layer then delivers the message to the application layer.

We assume the underlying network layer exposes two methods to the Parasitic Routing com ­

ponent:

• sendlpMsg (Message, Destination) is called by the Parasitic Routing com po­

nent and passes an IP message to the networking layer. The network layer then assumes 

responsibility for delivering the message to the next hop destination node.

• receive(Message, SrcIpAddress, lastHopMacAddress, dstlpAddress 
, Priority, TTL) is a callback method which passes a received IP message from

the networking layer to the Parasitic Routing component.

6.4 Inter-Component Communication

Inter-component communication is achieved using the observer pattern, where components 

register their interest in specific events. The events are defined as follows:

• HelloEvent : the node has received a hello message from an encountered node.

• ContactEvent : the node has received a contact exchange message from a neighbour­

ing node.
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• SummaryEvent : the node has received a Summary Vector, or a Summary Vector Re­

sponse.

• MessageEvent : the node has received a new message either from the application layer 

or from a neighbouring node.

• MessageAckEvent : the node has received an acknowledgment for a message for­

warded to an encountered node.

These events mirror the abstract events discussed in section 5.3.5. In this way, the relevant com­

ponents are notified when events occur and act accordingly. The following sections describe 

the handling of these events by each component.

6.5 Neighbour Discovery Service

This section describes the Neighbour Discovery Service derived from the design discussed in 

5.3.2. As stated earlier, a loosely coupled relationship with the Parasitic Routing component is 

achieved using the observer pattern.
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Fig. 6.4: Neighbour Discovery Service Class Diagram

Figure 6.4 shows the class diagram of the neighbour discovery service and its associations 

to classes contained in the Parasitic Routing component. The responsibilities of the neighbour 

discovery service is to maintain a list of neighbours within radio transmission range. Conse­

quently, a HelloListener is registered with the Parasitic Routing component to be notified
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when a HelloEvent is raised. In this case, the HelloListener adapts the number of 

Neighbours and updates their heartbeat values accordingly. A neighbour is identified using 

the Identifier class. The sub-class Nodeldentif ier is a specialisation that represents 

a node with its IP address and MAC address.

Given these interactions, the neighbour discovery interface is defined as follows:

• neighbourDiscovered (Identifier) is a callback raised to notify the neigh­

bour discovery service that a new node has been discovered. The neighbour is added to 

the list of current neighbours.

• neighbourLost (Identifier) is a callback raised to notify the neighbour discov­

ery service that a neighbour has been lost, at this point the neighbour is removed from 

the current neighbours list.

• setQueueSize ( i n t ) is a method called by the Parasitic Routing Component. The 

Parasitic Routing component is responsible for notifying the neighbour discovery service 

of the size of the message queue in order to determine the neighbour discovery timeout 

interval.

6.6 Social Component

This section outlines the classes and application programming interface of the Social Com­

ponent. Similar to the Neighbour Discovery Component described in section 6.5, the ob­

server pattern is represented by the concrete listener implementations, HelloListener, 
ContactListener , and ReciprocateListener which listen to the HelloEvent 
and ContactEvent.

The social component, shown in figure 6.5, is responsible for associating social metrics 

with a node. The relevant information to identify a node is given by the Nodeldentifier 
class. In line with the design given for the social component in section 5.3.3, the application 

programming interface for the Social Component class exposes the following methods:

• encounterNode (Nodeldentifier) is called by the Parasitic Routing component 

upon the discovery of a new neighbour in order to update encounter metrics for this node.
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• reciprocatedEncounter (Nodeldentif ier) is called by the ReciprocateListener
when a reciprocated message exchange has occurred between the current node and the 

encountered node in order to update reciprocated metrics for this node. The message 

exchange originates from the ContactEvent triggered in the Parasitic Routing com ­

ponent. When this occurs the the

• updateTimeConnected (Nodeldentif ier. Timestamp) is called by the Par­

asitic Routing component when notified by the Neighbour Discovery Service that a 

neighbour has been lost. The Timestamp is the amount of time that has passed 

since the Neighbour Discovery Service registered this node as a neighbour and when 

the Neighbour Discovery Service determines that the neighbour has been lost.

• getTieStrength (Nodeldentifier) is called by the Parasitic Routing com po­

nent to determine the tie strength utility of the node for a given message.

• getSimilarity (Nodeldentif ier ) is called by the Parasitic Routing component 

to determine the similarity utility of the node for a given message.

getBetweenness () is called by the Parasitic Routing component to determine the 

betweenness utility of the current node.
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• get Contacts () is called by the Parasitic Routing component in order to generate a 

contacts message to be sent to an encountered node.

6.7 Queue Manager

This section deals with the application programming interface and internal behaviour of the 

Queue Manager component based on the design described in 5.3.4. Section 5.3.4 discussed 

the motivation behind queue management and presented a few basic queuing policies, includ­

ing FIFO (first-in first-out), TTL (time-to-live), DLU (drop least utility first), DLP (drop low­

est priority first), and FQ (fair queuing). Only these basic queuing policies were considered, 

although the design of the Queue Manager component allows for possible extensions to the 

queuing strategies.
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Figure 6.6 shows the class diagram of the Queue Manager component. Like the previously 

discussed components, the queue manager employs the observer pattern in order to register an 

interest in MessageEvents. The MessageListener implements the behaviour to be ex­

ecuted on the arrival of new messages. This listener class is registered by the QueueManager 
with the Parasitic Routing component. Similarly, the MessageAckListener listens for 

message acknowledgments or, more specifically, to the MessageAckEvent triggered by the 

Parasitic Routing component.
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The queue manager interface is as follows:

• insert (Destination, Message, TTL, Priority ) is called by the MessageListener
when a message is received and the MessageListener is notified by the Parasitic 

Routing component. The message is then inserted into the queue.

• delete (MessagelD) this method is called by the MessageAckListener upon 

the receipt of an acknowledgment. Next hop message delivery is not guaranteed, as a 

result messages are not deleted from the message queue until an acknowledgment has 

been received from the encountered node.

• getDestinationList () is called by the Parasitic Routing component to compile 

a summary vector message to be sent to an encountered node. The summary vector 

contains a list of destination nodes the current node is carrying messages for along with 

the Parasitic utility values.

• getMessagesForDest (Nodeldentif ier) is called by the Parasitic Routing com ­

ponent either when a destination node is encountered that messages are carried for or 

when it is determined that an encountered node is a better carrier for messages for a 

given destination.

• getQueueSize () is called by the Parasitic Routing component in order to determine 

how many messages are currently stored in the message queue.

The Queue M anager component incorporates a Strategy pattern [43] in order to encapsulate 

the queuing policies ( DropPolicy) into separate classes and allow those to be interchanged 

transparently. The strategy DropPol icy interface declares methods common to all drop poli­

cies. The family ofconcrete strategies (drop policies)considered in this section are FIFO, TTL,
DLU, and DLP. The strategy is used in the so-called context object (here the QueueManager 
). The QueueManager maintains a reference to the DropPolicy object, which is con­

figured with a concrete drop policy implementation. Furthermore, several drop policies can be 

combined through the Decorator pattern [43]. The decoration has the advantage of avoiding 

class explosion, if inheritance was used to add responsibilities to individual objects. Also, it of­

fers flexibility to instantiate Parasitic Routing to match requirements specific to the application 

domain.



6.8 Parasitic Routing Component

This section provides the algorithmic details of the component based on the design described in 

5.3.5. Figure 6.7 outlines the classes of the Parasitic Routing component which is the primary 

component that handlers the interaction between the constituent components of the Neighbour 

Discovery Service, the Social Component and the Queue Manager. These interactions are 

discussed in the following event handling algorithms.

< < lnterface> > < < lnterface > >
Event Listener

<  <implements>>

Summary Event

HessageEvent

HelloEvent

ContactEvent

^ a s s a g a A c k E v e n t

ParasiticRoutlng

Identifier

Nodaldantifiar

< < lm p le m e n ts»

Parasitic Routing

Neighbour Discovery Component

MelghbourDlscovery

SoclalServlce

QuauaManagar

Social Component

< < /nterface> >  
DropPolicy

Queue Manager

« lm p le m e n ts> >

Fig. 6.7 : Parasitic Routing Class Diagram

6.8.1 Event Handling Algorithms

The Parasitic Routing component is an event-based component where listeners have to be reg­

istered to declare interest in particular events. This allows the Parasitic Routing com ponent to
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be fairly independent of status updates in sub-components, i.e., the Neighbour Discovery Com­

ponent, the Social Component, and the Queue Manager component. The events were described 

in section 5.3.5. Their handling by the Parasitic Routing component is described below.

6.8.1.1 Message Receipt Event

Upon receipt of a message from the application layer or from an encountered node, the Parasitic 

Routing component notifies the QueueManager and the neighbour discovery service in order 

to insert the new message and update the queue size respectively as shown in algorithm 1.

Algorithm 1 MessageReceiptEvent

I :  notify(Q ueueM anager, M essage)

2: notify(N eighbourD iscoverySer\nce, Q ueueSize)

6.8.1.2 Neighbour Discovery Event

Algorithm 2 depicts the behaviour of the Parasitic Routing component when a neighbour dis­

covery event occurred. Upon notification of a neighbour discovery event, the Parasitic Routing 

component must first notify the Social Component that a node encounter has taken place. It 

then checks the Queue Manager to see if there are any messages currently held for the encoun­

tered node. If this is the case, it then sends these messages through the network layer to the 

encountered node. The Parasitic Routing component then gets a list of contacts representing 

encountered nodes for the Social Component and then sends this to the encountered node.
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Algorithm 2 NeighbourDiscoveryEvent

1: not\{y(SocialComponent, Nodeldentifier)

2 : msgsList <— QueueManager.getMessagesForDest{NodeIdentifier) 

3: for all m 6  msgsList do 

4: sendlpM sg(m)

5: end for

6 : contact <— SocialComponent.getContacts{)

7: create contactMessage cm 

8: sentlpM sg(cm)

6.8.1.3 Receive Contact List Event

Upon receipt of a contact list, the Parasitic Routing component notifies the Social Component 

of the contact list, which subsequently is used to update the betweenness representation matrix 

along with the indirect encounters matrix. Additionally, since a complete message exchange 

has occurred between the current node and the encountered node, the Parasitic Routing com po­

nent notifies the Social Component that a reciprocated encounter has occurred. It then compiles 

a summary vector message containing the betweenness value, the message queue size and then 

the similarity and tie strength for each node in the summary vector The individual steps are 

formalised in the algorithm 3.
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Algorithm 3 ReceiveContactListEvent

1: # ContactMessage represents the list of contacts of encountered node 

2 : contactList^ContactMessage.getContactList(}

3 : notify(SocialComponent, Nodeldentifier, contactList)

4 : notify(SocialComponent, Nodeldentifier)

5 : create summaryVectorMessage svm 

6: svm.betweenness ^SocialComponent.getBetweennessQ  

7 ; svm.queueSize*^ QueueManager.getQueueSize{)

8 : destList <— QueueManager.getDestinationList{)

9 : for all d ^  destList do 

10: create summaryVectorElement sve

II: sve.dest-^ d

12: sve.sim*— SocialComponent.getSimilarity(d.dest)

13: sve.tie ^  SocialComponent.getTieStrength(d.dest)

14: svm.add(sve)

15: end for

16: sendIpMessage{svm, destination)

6.8.1.4 Receive Summary Vector Event

Upon receipt of a Summary Vector the Parasitic Routing component compares its own Parasitic 

utility with that of the encountered node. If the encountered node has a higher Parasitic utility 

value then messages for the given destination node are forwarded to the encountered node. If 

the current node has a higher Parasitic utility value then the node adds this information to a 

Summary Vector Response as oudined in algorithm 4.
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Algorithm 4 ReceiveSummary VectorEvent

I: #  SummaryVectorMessage represents the list of nodes the encountered node is carrying 

messages for, along with the utility values 

2: encounteredBetweenness ^  SummaryVectorMessage.getBetweenness()

3: encounteredQueueSize <— SummaryVectorMessage.getQueueSize{)

4: create summaryVectorResponseMessage svrm 

5: svrm.betweenness <^SocialComponent.getBetweenness{)

6: svrm .queueSize^ QueueManagergetQueueSize{)

7; elementList^SummaryVectorMessage.getContactList()

8; for all e G elementList do

9; if compareUtilityie.dest, encounteredBetweeness, e.similarity, e.tieStrength, encoun­

teredQueueSize) == 1 then 

10: create summaryVectorResponseElement sve

11: sve.sim*— SocialComponent.getSimilarity(e.dest)

12; sve.tie ^  SocialComponent.getTieStrength{e.dest)

13: svm.add(sve)

14: else

15: msgsList *— Queue Manager getMessagesForDest{e.dest)

16: for all m G msgsList do

17: sendlpMsg(m)

18: end for

19: end for

20: sendIpMessage{svrm, destination)

6.9 Protocol Message Format

Figure 6.8 shows the protocol message formats. The message header is shown in figure 6.8 

a) which includes the protocol version number, the message type, the length of the message 

and source, destination node addresses followed by the message body. The MsgType field
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identifies the format of the message body. The message body may be a contact exchange, a 

summary vector request or response or a message transfer as shown in figure 6.8 b) and c) 

respectively. In the case of a ‘hello’ message, the message body is empty.

Source Address

Destination Address

Contact Address 1

Contact Address 2

Betutil AvailUtil

Node Address 1

Simlitill TleUtill

Contact Address n

Node Address n

(a) Message Header (b) Contact Exchange Message (c) Summary Vector Message

Body Body

Fig. 6.8 : Protocol Message Format

• Ver This identifies the protocol version number

•  MsgType The MsgType field identifies the type of message that is in the body of the 

message.

• Total Length This value gives the total length of the message

• Source Address DTN routable identifier of sending node

• Destination Address DTN routable identifier of message destination node

•  BetUtil the Betweenness utility of the sending node

• AvailUtil the available resources utility of the sending node

•  Node Address 1 the DTN routable identifier of a node the sending node is carrying a 

message for

• SimUtill The similarity utility of the sending node for the node identified by Node Ad­

dress 1

•  TieUtill The tie strength utility of the sending node for the node identified by Node 

Address 1
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6.10 Summary

This chapter has presented a simulator implementation of the Parasitic Routing protocol as de­

fined by the protocol design in chapter 5. The trace-based simulator can be used for evaluation 

purposes to determine the utility of the metrics described in chapter 4 and is used to assess 

the performance of the protocol in chapter 7. The implementation of Parasitic Routing uses 

the Observer pattern in the software design, and is implemented in Java. The implementation 

details of the Parasitic Routing components in the form of the Neighbour Discovery Service, 

the Queue Manager, the Social Component have been described, along with the key algorithms. 

Additionally, the protocol specific message formats have been given.
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Chapter 7

Evaluation

This chapter evaluates Parasitic Routing for message delivery in disconnected delay-tolerant 

mobile ad hoc networks (DDTMs). First, the evaluation plan is presented and the evaluation 

criteria are defined. The related protocols that will be used for comparison to Parasitic Rout­

ing are then described, along with the evaluation parameters. The evaluation is based on five 

case studies using trace data consisting of real world device interactions. Each case study is 

discussed in turn and the performance of the respective protocols assessed. Finally, the chapter 

concludes.

7.1 Evaluation Strategy

The objective of the experiment is to establish how well Parasitic Routing has addressed the 

requirements as presented in section 5.1. The key aim is to provide delay-tolerant message de­

livery in an environment that is disconnected and where node movements are uncontrolled and 

unknown. Each node must operate autonomously, making forwarding decisions with no global 

knowledge as to the underlying network. Additionally, the protocol must achieve message 

delivery under realistic scenarios where resources are limited.

Protocols for Comparison

In order to evaluate the performance of Parasitic Routing versus other protocols, two related 

protocols were implemented which are also designed for message delivery in disconnected
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networks. Epidemic Routing as presented in section 3.2 represents the only protocol that guar­

antees message delivery in disconnected networks, even though it assumes infinite bandwidth 

and node storage requiring no global knowledge [115]. As a result. Epidemic Routing rep­

resents a good baseline in terms of message delivery because it always finds the shortest path 

from source to destination, given that one exists. The second protocol is a version of the 

PRoPHET protocol as reviewed in section 3.3, which was implemented according to the design 

presented in [80, 81 ]. PRoPHET encapsulates a number of solutions based on past encounters 

and requires no global knowledge and makes no assumptions with regards to node movements. 

Additionally, PRoPHET is the only routing protocol that has been submitted as an internet draft 

to the DTNRG [2]. PRoPHET constitutes the primary currently accepted solution to routing in 

disconnected delay-tolerant networks where node movements are unknown and uncontrolled.

Protocol Parameters

Epidemic Routing requires no parameter tuning. When a node encounter occurs, nodes ex­

change a summary vector containing a list of message identifiers and the destination node of 

each message currently stored in the node’s buffer. Nodes then exchange messages not con­

tained in the encountered node’s summary vector.

PRoPHET has four parameters. The default PRoPHET parameters as recommended in [80] 

were used. However, one parameter that should be noted is the time elapsed unit k used to age 

the contact probabilities. The appropriate time unit used differs depending on the application 

and the expected delays in the network. Therefore, this parameter was tuned for each simulation 

and the value that delivered the optimal results was selected. For completeness, the results from 

simulations used to tune the parameters are presented in Appendix 8.3.

The Parasitic Routing utility is the combination of three attribute utilities: TieUtil,  S im U til ,  

BetUt.il, as discussed in section 5.2.4. When node storage resources are limited the ResUtil  

attribute is used as a tie break between nodes with equal ParasiticUtil  values. Each attribute 

is assigned equal weight. TieUtil  is based on four indicators as presented in 5.2.2: frequency, 

intimacy/closeness, reciprocated and recency. Each tie strength indicator is assigned equal 

weight.

Two versions of Parasitic Routing and PRoPHET are evaluated: a single-copy version and a
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multi-copy version. In the single-copy strategy, when two nodes meet, messages are exchanged 

between nodes such that messages are forwarded to the node with the highest utility. The node 

that has forwarded the message must then delete the message from its message queue. In the 

multi-copy strategy, replication is used where messages are assigned a replication value R. 

When two nodes meet, if the replication value i? > 1 then a message copy is made. The 

value of R is divided between the two nodes, as discussed in section 5.3.5.2. If i? =  1 then 

the forwarding becomes a single-copy strategy. A replication value of i? =  4 is used in the 

experiments presented here.

Evaluation Criteria

The performance of each protocol is evaluated under the following criteria, which are common 

metrics for comparing routing protocols:

•  Total Number of Messages Delivered: The ultimate goal of the protocol is to achieve 

message delivery in a disconnected mobile environment where no global knowledge is 

available and where node movements are unknown and uncontrolled. This metric is 

measured as the total number of messages that arrive at the messages’ destination. It 

is expected that with the assumption of infinite bandwidth and unlimited node storage. 

Epidemic Routing will achieve very high delivery performance, as the redundancy of 

replicated messages means that a route will always be found if one exists. Single-copy 

Parasitic Routing and PRoPHET do not have the benefit of redundancy and consequently, 

message delivery is expected to be lower. Multi-copy Parasitic Routing and PRoPHET 

include a degree of redundancy, although on a much lower scale than that of Epidemic 

Routing.

•  Average End-to-End Delay of Delivered Messages: End-to-End delay is an important 

concern in DDTMs. Long end-to-end delays mean messages must occupy valuable buffer 

space for longer, and consequently a low end-to-end delay is desirable. Additionally, low 

end-to-end delays are generally desirable in communication environments. The end- 

to-end delay is measured by logging the time (maintained globally by the simulator) 

at which the message was generated by the source node and the time at which it was 

delivered at the destination node. The average end-to-end delay is the total delay across
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all messages normalised by the total number of messages delivered. Epidemic Routing 

is expected to perform well, as it is guaranteed to find the shortest route from source to 

destination. As with message delivery, because Parasitic Routing and PRoPHET include 

limited redundancy the average end-to-end delay is expected to be greater.

•  Average Number of Hops per Delivered Message: The average number of hops taken 

by a message in order to reach the destination is important for resource consumption in 

the network. Wireless communication is costly in terms of battery power, and as a result 

minimising the number of hops also minimises the battery power expended in forwarding 

messages. This metric is measured by incrementing the hop count of a message every 

time it is forwarded. When the message is delivered, the number of hops taken by that 

message is added to a global overall number of hops. The average number of hops 

per message is the total value normalised by the total number of messages delivered. 

Epidemic Routing will find the optimal path in terms of time, even if the shortest route 

requires more hops. However, it is still expected that the average number of hops for 

Epidemic Routing will be close to optimal. We place no limit on the number of hops 

a message may take, and consequently Parasitic Routing and PRoPHET may require a 

greater number of hops to reach the destination.

•  Total Number of Forwards: The number of forwards represents the overhead in the 

network in terms of how many times a message forward occurs in the network. This 

metric is measured by incrementing a counter every time a node exchanges a payload 

message with an encountered node. This metric excludes any control data messages and 

messages that are delivered to the destination node. Epidemic Routing is expected to 

perform poorly in this metric, as each node forwards each message to an encountered 

node currently not carrying the message. Single-copy PRoPHET and Parasitic Routing 

are expected to lead to a much lower number of forwards as only a single copy of each 

message exists in the network. Multi-copy PRoPHET and Parasitic Routing are expected 

to incur an increased number of forwards when compared to the single-copy strategy. 

However, due the relatively low replication value, they are expected to show a much 

lower number of forwards than Epidemic Routing.

•  Control Data Overhead: Protocol control overhead can be costly in highly mobile
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MANETs. If  the protocol overhead is great then it can significantly affect the utility 

of the protocol. This metric is measured by keeping an overall total of the amount of data 

in bytes exchanged between nodes on the network. In the case of Epidemic Routing, the 

only control data exchanged is a summary vector including a list of message identifiers 

along with the destination node. However, as each node eventually will carry a copy of 

each message contained in the network, the size of the summary vector will grow with 

time. For each encounter, PRoPHET first exchanges a list of all nodes that have been en­

countered directly and indirectly along with a delivery predictability for each destination 

node. Parasitic Routing first exchanges a list of all nodes that have been directly en­

countered, followed by a summary vector containing a list of destination nodes for which 

it is currently carrying messages along with the Parasitic Routing Utility metrics. The 

PRoPHET probabilities are a single float, where as the Parasitic Routing utility includes 

two values for each destination node, tie strength and similarity. As a result, it is expected 

that Parasitic Routing will show an additional overhead when compared to PRoPHET. In 

the case of multi-copy Parasitic Routing and PRoPHET, in order to prevent messages 

from being routed to nodes already carrying the message, nodes must exchange a sum­

mary vector containing a list of message identifiers currently held on the node, similar to 

that of Epidemic Routing. Consequently, the control data required for multi-copy Para­

sitic Routing and PRoPHET is expected to be greater when compared to the single-copy 

strategies.

Simulation Setup

Parasitic Routing is based on the non-random movement and encounter patterns o f nodes in 

real world scenarios. The value of the validation is therefore highly dependent on realistic 

movement models for simulation. In the Random Waypoint mobility model [17], which is 

widely used in M ANET evaluation scenarios, a node randomly selects a destination within the 

network and randomly selects a speed within a defined range. The node then travels to the 

selected location at the given speed. Once the node reaches the destination, it remains there for 

a given pause time (also randomly determined) and then repeats the process by again selecting 

a random destination and speed. The movement of the nodes is in a bounded space, and the
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density of nodes at the center of the simulation area tends to grow indefinitely.

In response to the growing need for more realistic mobility models, a number of new mod­

els have been proposed based on emulating social structure [15, 92], Both of these mobility 

models are relatively new and therefore their validity has not been verified. As a result. Parasitic 

Routing is evaluated using real world trace data which is known to capture realistic node en­

counter patterns. All of the traces include data regarding encounters between electronic devices 

and the time at which these encounters took place. Movement information is not available, and 

for this reason popular simulators such as ns2 are unsuitable. Consequently, the trace data 

is used to create an event-based simulation as described in section 6.1. The traces include a 

number of different network scenario, ranging from node population from 30-228, and include 

long and short term interactions [IJ. Bluetooth devices are used in data sets consisting of en­

counters between devices carried by people. Additionally, the final data set includes 30 buses 

communicating using 802.11.

For each data set, four experiments were conducted, comparing the performance of each 

protocol.

• Baseline Comparison: The first test is designed to highlight the utility of each pro­

tocol without real world constraints of limited resources and limited bandwidth. It is 

assumed that each encounter that lasts longer than zero seconds is sufficient to transmit 

all control data, exchange appropriate messages and deliver all messages destined for the 

encountered node. Additionally, there is no limit to the number of messages a node may 

carry. The motivation behind this experiment is to evaluate purely the routing strategy 

over a graph whose links are time-varying. Additionally, because the network graph is 

disconnected, the existence of a path from source to destination is not guaranteed. If one 

such path exists. Epidemic Routing will find it and consequently, its results represents a 

baseline for the maximum possible number of message that could be delivered.

• Limited Bandwidth - Transfer Speed: This experimental setup is similar to the pre­

vious one, except in this case a fixed message size of IK is assumed and delivery per­

formance is evaluated as a function of transfer speed with the parameter ranging from 

33Kbps to 1000Kbps . These ranges were selected to reflect the varying transmission 

capabilities of Bluetooth and 802.11 [57]. In this case. Parasitic Routing and PRoPHET
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Message Size Transfer Speed Capacity

IK 33Kbps 1MB

lOK 50Kbps 5MB

50K 1 OOKbps lOMB

lOOK 500Kbps 30MB

- 1000Kbps 50MB

Table 7.1: Experimental Parameters

employ the priority scheduling policy FHU, as discussed in section 5.3.5.1, where mes­

sages are forwarded in descending order of the node’s utility for delivering to each desti­

nation.

• Limited Bandwidth - Message Size: In this experiment, the total number of bytes that 

may be transferred during an encounter is restricted based on the encounter duration and 

assuming a fixed transfer speed. At each step in each protocol flow (message delivery, 

exchange control data, and message exchange), the size of each communication in bytes 

is calculated. If there are sufficient bytes remaining to complete the step, then the protocol 

continues. If there are no bytes remaining, then the simulator terminates the encounter. 

This experiment is repeated for various message sizes ranging from IK to lOOK, and 

assumes a fixed transfer speed of lOOKbps.

•  Limited Capacity: In order to evaluate how each protocol performs under the realistic 

assumption that device memory capacity may be limited, the above experiment is re­

peated assuming a message size of IK and a fixed transfer speed of 100Kbps with the 

additional constraint that the buffer space is limited. If a node must drop a message. 

Epidemic employs a FIFO drop strategy. In the case of Parasitic Routing and PRoPHET, 

the DLU drop strategy is used in which a node drops messages that it has the lowest 

probability to deliver as discussed in section 5.3.4.

Table 7.1 summarises the experiment parameters. The following sections presents the de­

tails of each data set and the result of the simulation experiments and their analysis.
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Intel Cambridge Infocom

Participants 8 12 41

Total Devices 128 223 264

Total Encounters 2,264 6,736 28,250

Average Encounter Duration 885 secs 572 secs 231 secs

Duration 3 days 5 days 3 days

Table 7.2: Haggle Data Set

7.2 Case Study: Haggle Data Set

Cambridge University and Intel Research conducted three experiments of Bluetooth encounters 

using 8 participants carrying iMote devices [24, 58]. Encounters between Bluetooth devices 

were logged. Log entries include: the encounter start time, the devicelD, the devicelD of the 

encountered node and the duration of the encounter. Logs are only available for the partici­

pating nodes, but the data set also includes encounters between participants carrying the iMote 

devices and external Bluetooth contacts. These include anyone who had an active Bluetooth 

device in the vicinity of the iMote carriers.

The experiments lasted between three to five days and only included a small number of 

participants. As a result, all encountered devices are used as inputs for the simulator described 

in section 6.1, and each device represents a possible sender, receiver and carrier of data. In 

order to provide PRoPHET and Parasitic Routing an opportunity to gather information about 

the nodes within the network, 15% of the simulation duration is used as a warm up phase. 

After the warm up phase, each node on the network generates messages to uniformly randomly 

selected destination nodes at a rate of 20 messages per hour from the start of the message 

sending phase when the sending node first reappears on the network until the last time the 

sending node appears on the network during the sending phase. The sending phase lasts for 70% 

of the simulation duration, allowing an additional 15% at the end in order to allow messages 

that have been generated time to be delivered. Table 7.2 summarises the experiment details for 

each data set.
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Fig. 7.1 : Baseline Protocol Performance for Intel Data

7.2.1 Intel Data Set

The first experiment included eight researchers and interns working at Intel Research in Cam ­

bridge and lasted three days |24], A total of 128 nodes, including the eight participants, were 

encountered for the duration of the experiment.

7.2.1.1 Baseline

The following experiment determines the baseline performance of each protocol under the con­

ditions of unlimited bandwidth and memory resources. The simulations were run for all three 

protocols 10 times with different random number seeds. In this case, it is assum ed that each 

Bluetooth encounter provides an opportunity to exchange all routing data and all messages. 

Additionally, there is no limitation on the number of messages a single node may store. Figure

7.1 graphs the results for this simulation, and table 7.3 shows the statistics with the average and 

standard deviation across all runs of the simulation. As shown in figure 7.1 a) it is clear that

117



Epidemic Routing outperforms both Parasitic Routing and PRoPHET under scenarios with un ­

limited resource and infinite bandwidth. Single-copy Parasitic Routing delivers fewer messages 

than Epidemic but shows improvement when compared to Single-copy PRoPHET. M ulti-copy 

Parasitic Routing shows significant improvement with the addition of replication resulting in an 

improvement of nearly 50% than the single-copy strategy. Multi-copy PRoPHET shows much 

less improvement with the addition of replication, achieving results comparable to single-copy 

Parasitic Routing. All protocols show a number of plateaus where no messages are delivered 

before the 150 mark and at the 200 mark. These plateaus represent night time when the devices 

are not within range of other devices.

Figure 7.1 b) shows the average number of hops taken by the delivered messages. All 

protocols result in a small number of hops of around 3. Single-copy and multi-copy PRoPHET 

show the largest and smallest number of average hops respectively. Single-copy and m ulti­

copy Parasitic Routing show very similar average hop values, meaning the path lengths found 

by single-copy Parasitic Routing were close to that achieved by multi-copy Parasitic. Epidemic 

achieves short paths from the source to destination of just below an average of 3. Parasitic 

Routing shows a distinct increase in the average number of hops after the 300 mark, which 

coincides with a large number of messages being delivered. This indicates that these messages 

required a larger number o f hops in order to be delivered, thus raising the average.

Figure 7.1 c) shows the average message end-to-end delay. As expected. Epidemic Routing 

shows the lowest average end-to-end delay. Single-copy PRoPHET shows the highest overall 

delay. Single-copy Parasitic Routing shows similar delays. Both multi-copy Parasitic Rout­

ing and PRoPHET show reduced delays with multi-copy Parasitic Routing resulting in low 

delays similar to that of Epidemic Routing. All protocols show a significant increase in delay 

around the 250 mark, which coincides with a steep increase in the number of messages deliv­

ered, meaning these delivered messages required a longer amount of time to be delivered, thus 

increasing the average end-to-end delay.

The true disadvantage of Epidemic Routing becomes clear when examining the total num ­

ber of forwards as shown in figure 7.1 d). Epidemic Routing continues to forward messages 

throughout the network as time goes on and as a result incurs a great deal of overhead. Single­

copy Parasitic and PRoPHET only have a single copy of each message on the network, resulting 

in a significantly lower number of forwards. Multi-copy Parasitic Routing and PRoPHET as
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M essage Delivery Average Number of Hops

Mean StdDev Mean StdDev Sample Size

Epidemic 4470.20 64.44 2.83 0.01

Prophet R=4 2688.60 54.04 2.27 0.02

Parasitic R=4 4030.20 67.39 3.25 0.02

Prophet 2552.89 54.89 3.38 0.06

Parasitic 2704.40 64.88 3.17 0.04

Average End-to-End Delay Total Number of Forwards

Mean StdDev Mean StdDev Sample Size

Epidemic 51514.35 1063.61 889047.10 4358.01

Prophet R=4 60200.47 1372.33 76585.00 1317.87

Parasitic R=4 55660.54 1110.22 103818.90 267.41

Prophet 81526.66 2857.29 34452.89 499.21

Parasitic 73152.45 1804.72 61800.60 231.92

Table 7.3: Baseline Protocol Performance Statistics for Intel Data

expected show an increase in the number of forwards with the use of replication. However, 

when com pared to that of Epidemic Routing, multi-copy Parasitic Routing results in approxi­

mately 98% reduction in number of forwards. Single-copy and multi-copy PRoPHET results 

in the least num ber of forwards, but results should be viewed in the context that PRoPHET 

delivered less messages overall.

Figure 7.2 a) shows the protocol control data overhead in bytes. The overhead resulting 

from Epidemic Routing is so large it makes it difficult to differentiate between the over head 

generated by Parasitic Routing and PRoPHET This is because the summary vector must con­

tain a list o f all messages the node is currendy carrying, and as the number of messages on 

the network increases, so does the control data. Single-copy Parasitic Routing and PRoPHET 

generate significantly lower overhead due to the fact that nodes exchange information about 

message destination rather than explicit message identifiers. As a result, there is an upper limit 

on the am ount of bytes required. This upper bound depends on the node population. Figure 7.2 

b) shows the control data overhead for Parasitic Routing and PRoPHET. Single-copy Parasitic
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Fig. 7.2: Baseline Control Data Overhead for Intel Data

Routing surprisingly shows a lower amount of control data required. The reason for this is that 

the upper bounds in terms of neighbour exchange is lower for Parasitic Routing than PRoPHET. 

PRoPHET exchanges data in regards to all nodes that have been encountered directly and in­

directly, meaning that if all nodes have information about all other nodes on the network, then 

the control data required is directly proportional to the node population. In the case of Parasitic 

Routing however, the information exchange is limited to the number of nodes directly encoun­

tered and the number of destination nodes it is currently carrying messages for. In the case of 

the Intel data, the maximum number of nodes a single node encountered was 84, and the av­

erage was approximately 33. Consequently, on average nodes exchange encounter information 

for only 33 nodes, whereas PRoPHET may result in information exchange including up to 128 

nodes. Multi-copy Parasitic Routing and PRoPHET show an increase in control data due to the 

necessary exchange of message identifiers, thus reducing the benefit of exchanging only rout­

ing data, as is the case for the single-copy strategy. However, the overhead is still significantly 

lower than that of Epidemic Routing due to the fact that nodes do not carry a copy o f every 

message in the network.

From this experiment, we can determine that single-copy and multi-copy Parasitic Routing 

show higher message delivery when compared to that of PRoPHET. M ulti-copy Parasitic Rout­

ing achieves delivery performance similar to that of Epidemic Routing with short path lengths 

and low end-to-end delay. The use of replication comes at the cost of an increased number 

of forwards and an increase in control data. However, when compared to that of Epidemic 

Routing, these metrics are still relatively low in terms of overhead.
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7.2.1.2 Limited Bandwidth

The baseline tests show the protocol performance under idealised circumstances where band­

width is unlimited and memory capacity is infinite. In order to evaluate the performance of 

the protocols in a more realistic scenario, the transfer speed is varied starting with 33Kbps up 

to lOOOKbps bandwidth capabilities. Each message is IK in size. As can be seen in figure

7.3 a) the performance of Epidemic and PRoPHET shows a small decrease in performance

transmission speeds of 33Kbps. Interestingly, single-copy Parasitic Routing shows an increase 

in performance at 33Kbps. This is an unforeseen side effect of the message scheduling pol­

icy where messages are forwarded to an encountered node in decreasing order of the Parasitic 

utility of the encountered node. Consequently, the messages that do not get a chance to be for­

warded due to reduced bandwidth must remain on the current node for a longer period of time 

than with high transfer speeds. As a result, the message waits until a node with a higher utility 

is encountered. Multi-copy PRoPHET achieves delivery performance similar to that of single­

copy Parasitic Routing. Multi-copy Parasitic Routing shows delivery performance similar to 

that of Epidemic Routing. These results suggest that for this data set, encounters generally 

lasted long enough to transmit most of the data, meaning bandwidth is not a severe bottleneck 

when the message size is small.

In order to evaluate performance with limited bandwidth as a function of message size, 

the experiment is repeated with fixed transfer speeds of 100Kbps. As shown in figure 7.3 b) 

the performance of Epidemic Routing decreases significantly when the message size increases 

to 1(X)K. Multi-copy Parasitic Routing shows virtually identical performance. Interestingly,
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single-copy Parasitic Routing actually outperforms Epidemic Routing and multi-copy Parasitic 

Routing when the message size is lOOK. This illustrates that the benefit of replication is reduced 

when the opportunity to transfer replicated messages is limited. Single-copy and multi-copy 

PRoPHET result in the lowest overall message delivery. As the message size increases, the 

single-copy and multi-copy strategies converge in performance. PRoPHET shows a drop in 

performance but it is a less significant drop than that of Epidemic Routing.

7.2.1.3 Limited Capacity

The above evaluation limits the node transmission capabilities, but retains the assumption that 

node buffer space is unlimited. In order to evaluate performance under limited memory space 

capabilities, we perform a set of experiments in which the message queue capacity is varied 

from 1MB to 50MB. The message size and transmission speed are fixed at IK and l(X)Kbps 

respectively. For Epidemic Routing, a FIFO drop strategy is used. In the case of Parasitic Rout­

ing and PRoPHET, a DLU strategy is used. Figure 7.4 shows the results. The performance of 

Epidemic Routing is greatly affected at buffer capacity of 1MB. In this case, both single-copy 

and multi-copy Parasitic Routing and PRoPHET outperform Epidemic Routing, and Parasitic 

Routing achieves the best results. Multi-copy Parasitic Routing continues to outperform Epi­

demic Routing until the capacity increases to 10MB at which time they achieve the same results. 

Epidemic Routing requires a buffer size of 20MB in order to perform optimally. Single-copy 

Parasitic Routing and PRoPHET only require SMB before limited capacity no longer becomes 

a limitation on delivery performance. Multi-copy PRoPHET achieves results similar to that of 

single-copy Parasitic Routing. Multi-copy Parasitic Routing requires 10MB before the perfor-
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mance remains steady. Consequently, it can be determined that Parasitic Routing outperforms 

Epidemic Routing when node capacity is very low.

7.2.2 Cambridge Data Set

The second data set included twelve doctoral students and faculty from Cambridge University 

Computer Lab [24]. The experiment lasted 5 days, and a total of 223 devices, including the 

participants, were encountered during the experiment.

7.2.2.1 Baseline

Figure 7.5 graphs the results from the baseline performance tests, and table 7.6 shows the 

statistics. Plateaus are again evident across all protocols where message delivery remains level. 

There are three such plateaus around the 2()0, 300 and 400 marks are again night time where de­

vices are inactive. The first night occurred before the message sending phase commenced and
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the 200, 300 and 400 represent the 2nd, 3rd and 4th night of the experiment respectively. As ex­

pected, Epidemic Routing shows superior delivery performance compared to that of PRoPHET 

and Parasitic Routing as shown in figure 7.5 a). Single-copy Parasitic Routing outperforms 

both single-copy and multi-copy PRoPHET. Single-copy Parasitic Routing achieves improved 

delivery performance of 100% when compared to single-copy PRoPHET. More dramatically, 

multi-copy Parasitic Routing achieved improved delivery performance of 300% when com ­

pared to that of multi-copy PRoPHET.

Figure 7.5 b) shows the average number of hops. As with the previous experiment, all pro­

tocols achieve message delivery in a relatively small number of hops o f around 3-4. Epidemic 

Routing results in the highest average. It could be assumed that this is due to the higher number 

of messages delivered by Epidemic Routing resulting in a number of messages that required 

a larger number of hops in order to reach the destination. However, upon inspection o f the 

message delivery graph, the average number of hops remains level for Epidemic Routing even 

after a large proportion of the messages are delivered. This can be explained by the fact that 

Epidemic Routing finds the optimum path in terms of delivery delay rather than the shortest 

path. Multi-copy PRoPHET results in the least number of hops. Interestingly, multi-copy Par­

asitic Routing results in a higher average when compared to single-copy Parasitic Routing, but 

this increase around the 250 mark coincides with a sharp increase in message delivery. After 

this time, the average number of hops starts to decrease.

Figure 7.5 c) shows the average message delay. Epidemic Routing shows the highest over­

all delay, but it can be noted that the delay increases most sharply around the 350 mark. Upon 

inspection of the delivery graph 7.5 a) this increase can be explained by the increase in total 

messages delivered, representing the fact that the messages delivered during this time phase 

were unable to be delivered in a shorter time. Approximately 30% of the encountered nodes do 

not appear in the network until after the 300 mark. PRoPHET shows the lowest overall delivery 

delay due to the fact that it delivered a smaller proportion of the total messages. Parasitic Rout­

ing results in an average end-to-end delay between that of PRoPHET and Epidemic Routing. 

Similar to the average hop count, multi-copy Parasitic Routing shows an increase in average 

end-to-end delay when compared to single-copy Parasitic Routing. The increase in delay is 

clearly related to the increase in message delivery, and follows a trend almost identical to that 

o f Epidemic Routing.

124



Message Delivery Average Number of Hops

Mean StdDev Mean StdDev Sample Size

Epidemic 14821.80 73.08 3.84 0.01 10.00

Prophet R=4 3372.30 44.80 2.67 0.05 10.00

Parasitic R=4 9814.40 96.69 3.38 0.02 10.00

Prophet 2460.30 64.18 3.27 0.15 10.00

Parasitic 5044.20 55.55 3.06 0.03 10.00

Average End-to-End Delay Total Number of Forwards

Mean StdDev Mean StdDev Sample Size

Epidemic 117615.90 321.11 4587653.30 21254.75 10.00

Prophet R=4 60089.97 603.84 188636.70 2870.29 10.00

Parasitic R=4 113903.65 595.10 168261.60 337.07 10.00

Prophet 63046.79 1390.96 73814.10 1606.37 10.00

Parasitic 87153.66 865.35 82251.30 165.86 10.00

Table 7.4: Baseline Protocol Performance Statistics for Cambridge Data Statistics

Figure 7.5 d) shows the total number of message forwards throughout the simulation. As 

with the previous data set. Epidemic Routing clearly results in an exponentially large number of 

forwards, which is to be expected with a flooding protocol. Single-copy Parasitic Routing and 

PRoPHET result in a relatively low number of forwards. This value increases for multi-copy 

Parasitic Routing and PRoPHET. Unlike the previous data set, multi-copy PRoPHET results in 

a higher number of forwards than that of multi-copy Parasitic Routing. As a result, it can be 

determined that this value is dependent on the dynamics of the underlying network rather than 

a deterministic side effect of the protocol.

Figure 7.6 shows the total overhead associated with the control data for each protocol. Epi­

demic Routing as expected increases dramatically as the number of messages on the network 

increases. The overhead associated with PRoPHET and Parasitic Routing is shown in figure 

7.6. Both single-copy Parasitic Routing and PRoPHET protocols increase at approximately the 

same rate, however, single-copy Parasitic Routing results in the lowest number of bytes. Multi­

copy Parasitic Routing results in a larger amount of control data when compared to multi-copy
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PRoPHET, however, both protocols follow a similar trend.

1.1.2.1 Limited Bandwidth

Figure 7.7 a) shows the results of limited bandwidth tests on varying transmission speeds. 

Single-copy Parasitic Routing shows a slight drop in performance at transfer speeds of 33 Kbps 

and 50 Kbps, however, at speeds of 100 Kbps and above the performance remains constant. 

PRoPHET produces steady results at all transfer speeds. Epidemic Routing, as expected is the 

most affected under limited transfer speed capabilities, requiring transfer speeds of 500 Kbps 

in order to achieve full delivery. Multi-copy Parasitic Routing is similarly affected.

Figure 7.7 b) shows the results of limited bandwidth with varying message size assuming 

a fixed transfer speed of 100 Kbps. Single-copy Parasitic Routing shows a slight decline in 

performance as the message size approaches lOOK. PRoPHET shows a similar but less pro­

nounced decline. As expected. Epidemic Routing shows the worst degradation in performance.
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but it still outperforms both Parasitic Routing and PRoPHET. Multi-copy Parasitic Routing 

shows similar degradation. As the message size approaches lOOK, the delivery performance of 

Epidemic Routing and Parasitic Routing start to converge.

1.1.23 Limited Capacity

Figure 7.8 shows the results of varying the message queue capacity assuming a Hxed message 

size of IK and a fixed transfer speed of 100 Kbps. Similar to the Intel data set. Epidemic 

Routing achieves the lowest overall message delivery at a buffer size of 1MB and performs the 

same as single-copy Parasitic Routing at a buffer size of 5MB. Multi-copy Parasitic Routing 

outperforms Epidemic routing until the buffer size reaches 10MB at which time the results are 

identical. Both single-copy and multi-copy PRoPHET show the lower message delivery and 

reach the maximum performance at buffer size SMB.

The third experiment collected data of encounters using iMotes equipped with Bluetooth dis­

tributed among conference attendees at the IEEE 2005 Infocom conference [58]. The par­

ticipants were chosen in order to represent a range of different groups belonging to different 

organisations. Participants were asked to carry the devices with them for the duration of the 

conference. The experiment lasted 3 days and encounters between 264 devices were recorded.

7.2.3 Infocom Data Set
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7.2.3.1 Baseline Performance Evaluation

Figure 7.9 shows the baseline performance for the Infocom data set. Figure 7.9 a) shows the 

overall message delivery performance. Epidemic Routing shows significant improvement after 

the 150 mark. This can be explained by the fact that approximately 34% of the node population 

appear for the first time after this time frame. At this point, Parasitic Routing and PRoPHET 

start to build up encounter information in regards to these nodes. This explains why Parasitic 

Routing starts to out-perform PRoPHET after the 150 mark, because messages destined for 

nodes that have yet to be encountered are already routed to more central nodes which are 

more likely to gather encounter information more quickly about the previously unseen nodes. 

Multi-copy Parasitic Routing achieves message delivery close to Epidemic and outperforms 

PRoPHET.

Figure 7.9 b) shows the average number of hops of delivered messages. Epidemic Routing 

results in hop lengths of approximately 4. Single-copy Parasitic Routing and PRoPHET achieve
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Message Delivery Average Number of Hops

Mean StdDev Mean StdDev Sample Size

Epidemic 27052.70 84.66 4.50 0.01 10.00

Prophet R=4 14465.90 86.49 3.08 0.01 10.00

Parasitic R=4 22575.10 82.81 9.33 0.05 10.00

Prophet 8828.22 184.18 5.43 0.17 10.00

Parasitic 11517.50 95.51 5.82 0.03 10.00

Average End-to-End Delay Total Number of Forwards

Mean StdDev Mean StdDev Sample Size

Epidemic 51619.43 203.55 26437449.40 67467.75 lO.(X)

Prophet R=4 42514.64 234.32 2999041.90 12546.18 10.00

Parasitic R=4 52536.07 298.14 2119212.40 3761.09 10.00

Prophet 47025.95 1685.28 248830.67 8239.56 10.00

Parasitic 49671.18 501.64 240261.80 553.26 10.00

Table 7.5: Baseline Protocol Performance Statistics for Infocom Data

similar results of between 5 and 6 hops. However, PRoPHET results in the lowest number of 

hops. Multi-copy PRoPHET results in the lowest number of hops. In contrast, multi-copy Par­

asitic Routing shows significant increase, resulting in hops of approximately 9. This increase 

is due an increased path length of the additional messages delivered by multi-copy Parasitic 

Routing that remained undelivered for single-copy Parasitic Routing. Figure 7.9 c) shows the 

average end-to-end delay. Even with the increased path lengths used by multi-copy Parasitic 

Routing, the average end-to-end delay is similar to that of Epidemic Routing. The sharpest 

increase occurs for Epidemic after the 150 mark which is most likely when messages are de­

livered to nodes previously unseen nodes on the network. Parasitic Routing shows a similar 

increase. PRoPHET shows the lowest average delay, however, the fact that it shows delays 

lower than that of Epidemic Routing illustrates that the increase in message delay shown by 

Epidemic is caused by the additional messages delivered, which required a greater amount of 

time before it was possible to deliver these messages.

Figure 7.9 c) shows the average message delay. Similarly to the Intel and Cambridge data
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sets. Epidemic Routing shows the greatest average delay due the higher proportion of messages 

delivered. The sharpest increase occurs after for Epidemic after the 150 mark which is most 

likely due to message delivery of messages destined for the previously unseen on the network. 

Parasitic Routing shows a similar increase just before the 250 mark which coincides with an 

increase in message delivery. Consequently, this increase also coincides with the messages 

delivery to nodes that have yet to be encountered.

Figure 7.9 d) shows the total number of messages forwarded in the network. As ex­

pected, Epidemic Routing results in the highest number of total forwards. Parasitic routing 

and PRoPHET result in a similar number of forwards when comparing the single-copy and 

multi-copy strategies. PRoPHET results in a larger number of forwards than Parasitic Routing.

Figure 7.10 shows the total control data associated with all protocols. The overhead of Epi­

demic Routing increases dramatically as the number of messages on the network also increases. 

As seen with the other data sets, single-copy Parasitic Routing and PRoPHET result in a similar 

amount of overhead. Multi-copy PRoPHET begins to show a climb in control data around the 

250 mark. Multi-copy Parasitic Routing shows a much lower increase. This can be explained 

by the large number of messages delivered at this time, as a result, the size of the summary 

vectors exchanged between nodes decreases. As the number of messages on the network that 

remain undelivered by multi-copy PRoPHET, so to does the overhead.

7.2.3.2 Limited Bandwidth

Figure 7.11 a) shows the effect of varying the data transfer speed between nodes. All protocols 

show a slight decrease in performance at transfer speeds of 33Kbps. As with the Intel data set,
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transfer speed has little effect on performance of all protocols, suggesting that for the Infocom 

data set contacts generally last long enough for complete messages transfer to take place when 

the message size is small.

Figure 7.11 b) shows overall message delivery for varying message sizes. As expected. 

Epidemic Routing shows the worst performance degradation as the message size increases. 

Multi-copy Parasitic Routing shows similar degradation. Single-copy Parasitic Routing and 

PRoPHET are much less affected by increases in message size, though both show a slight 

decrease.

7.2.3.3 Limited Capacity

Figure 7.12 shows the results of limiting the message buffer space available for each node in 

the network. Parasitic Routing and PRoPHET outperform Epidemic at 1MB and 5MB. In this 

case, Epidemic Routing requires 40MB of buffer space in order to achieve maximum results. 

PRoPHET reaches optimum performance at 5MB where as Parasitic Routing requires 10MB 

before limited buffer space is no longer a limitation.

7.2.4 Discussion

In all three data sets Parasitic Routing outperformed PRoPHET in message delivery. With the 

benefit of replication, multi-copy Parasitic Routing achieved delivery performance close to that 

o f Epidemic in two of the three data sets. The average number of hops was low in two of the 

three data sets. In the case of the Infocom data set. Parasitic Routing resulted in a higher than
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average number of hops. However, this did not affect the end-to-end delay resulting in delays 

similar to that of Epidemic. The high delivery performance was achieved with significantly 

less overhead than Epidemic Routing. Additionally, Parasitic Routing outperformed Epidemic 

Routing when node storage capacity is low, which highlights that Parasitic Routing requires 

less storage capacity in order to provide good delivery performance.

The Haggle data set provides a useful environment to explore routing using Bluetooth en­

counters, however, there are a number of limitations of the data set. The participating number of 

nodes included in the experiment is quite small and the duration of each experiment is relatively 

short. Though external devices are recorded and may be used as potential contacts, both sides 

of the encounter are unavailable, so it is unclear whether both devices detected the encounter. 

Consequently, it is impossible to distinguish between asymmetric and symmetric encounters. 

Additionally, it is difficult to derive much information regarding the underlying structure of 

the network in order to validate how well Parasitic Routing protocol manages to infer the un­

derlying network structure. The next section presents a case study were such information is 

available.

7.3 Case Study: MIT Reality Mining Data Set

One of the largest studies based on Bluetooth encounters is that of MIT Reality M ining project 

[4, 33]. The study consisted of 100 users carrying Nokia 6600 smart phones over the course 

of nine months. The researchers collected information using call logs, Bluetooth devices in 

proximity, cell tower IDs, application usage and phone status. Bluetooth sightings are used
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in order to identify direct contacts between nodes where data transfer could have taken place.

The MIT Reality Mining data set provides node encounters in a realistic social network. As a 

result, this data set may be used in order to evaluate to what extent Parasitic Routing is able to 

determine the underlying network structure based on local information.

Figure 7.13 a) shows the distribution of ego betweenness values calculated for all nodes at 

the end of the simulation. As can be seen, there are two primary nodes that have a high ego 

betweenness. These nodes may represent highly social people who serve to link some of the 

less sociable individuals. Interestingly, this corresponds well to the social structure shown in 

figure 7.14 which the MIT Reality Mining team derived from interviews with the participants 

as to who they spent time with, both in the workplace and out of the workplace, and who they 

would consider to be in their circle of friends [4, 33]. The authors observed two distinct cliques 

with two nodes linking them.

In order to validate how accurately the locally calculated ego betweenness value corre­

lates to a global view of the network, the UCINET software for Social Network Analysis was 

used to calculate the sociocentric betweenness value using global information of the topology 

[13]. Figure 7.13 b) shows a scatterplot of the egocentric betweenness vs. the sociocentric 

betweenness which exhibit a very close correlation. The two outlier points represent the two 

most central nodes, and although the egocentric value does not directly map to the sociocentric 

value in these cases, the relative ranking of the two nodes is identical. Pearson’s correlation of 

egocentric and sociocentric betweenness was used in order to evaluate the quality of the cor-
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Fig. 7.14: Friendship network Eagle and Pentland [33]

relation. The Pearson’s correlation value is 0.971 and thus egocentric betweenness reflects the 

comparative centrality of nodes for this network very well.

In the MIT Reality Mining data set, the encounters of all participants is available. Con­

sequently, it is possible to differentiate between symmetric and asymmetric encounters where 

both nodes observed the encounter. All Bluetooth encounters between participants are used 

to generate a trace-based simulation, as discussed in section 6.1. An asymmetric encounter is 

one that is not reciprocated by the encountered node. In this case the encounter is recorded by 

the observing node, but the encountered node remains unaware of the encounter. It is assumed 

that data transfer may only take place when both nodes have observed the encounter. Due to 

clock synchronisation problems, there is some discrepancy in the observed contact duration. 

When this is the case, the average of the two duration values is used to determine the duration 

of the contact and evaluate how much data may be exchanged. In tests and unless otherwise 

stated, nodes generate two messages per day the node appears on the network, after an initial 

15% warm up phase. Message destinations are selected uniformly randomly and the tests are 

repeated 10 times with different random seeds.

7.3.1 Baseline

The results of the baseline simulations of all protocols using the MIT data set assuming infinite 

bandwidth and buffer capacity are shown in figure 7.15. It appears from the graphs that no 

messages are delivered until the end of month three. However, this is not the case and is a 

consequence of the large amount of messages generated for this simulation along with the
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scale of the graph.

Epidemic Routing outperforms both Parasitic Routing and PRoPHET in the total number 

of messages delivered as shown in figure 7.15 a). Single-copy Parasitic Routing outperforms 

single-copy PRoPHET particularly towards the end of the the simulation. M ulti-copy Parasitic 

Routing and multi-copy Parasitic Routing achieve similar delivery performance.

Figure 7.15 b) shows the average number of hops. The messages delivered by single­

copy and multi-copy Parasitic Routing are delivered in an average of 5 hops which is slightly 

below that of Epidemic Routing which results in paths of approximately 6 hops. Single-copy 

PRoPHET results in some very long delivery paths of approximately 25 hops. However, this 

result improves significantly for multi-copy PRoPHET.

Figure 7.15 c) shows the average end-to-end delay of messages delivered for each protocol. 

Due to the long delivery paths taken by single-copy PRoPHET, the average end-to-end delay 

is the highest. Single-copy Parasitic Routing results in an average end-to-end delay lower than 

single-copy PRoPHET but significantly higher compared to Epidemic Routing, which achieves
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Message Delivery Average Number of Hops

Mean StdDev Mean StdDev Sample Size

Epidemic 211259.89 185.63 6.01 0.02 10.00

Prophet R=4 197609.00 70.71 5.54 0.51 10.00

Parasitic R=4 200769.40 180.26 3.33 0.14 10.00

Prophet 158986.40 4352.34 26.57 1.90 10.00

Parasitic 172684.33 175.91 4.74 0.66 10.00

Average End-to-End Delay Total Number of Forwards

Mean StdDev Mean StdDev Sample Size

Epidemic 931711976.61 3843519.38 628872893.89 786611.81 lO.(X)

Prophet R=4 1141111476.29 4123549.21 194659421.00 413615.65 IO.(X)

Parasitic R=4 1141050444.54 3925576.00 58599461.00 411446.94 10.(X)

Prophet 2062033746.93 182955678.7 13834633.30 827231.29 lO.(X)

Parasitic 1695042771.34 351740409.7 944439.10 205723.86 10.(X)

Table 7.6: Baseline Protocol Performance Statistics for MIT Data Statistics

the lowest end-to-end delivery delay. Multi-copy Parasitic Routing and PRoPHET improve 

upon delay performance when compared to the single-copy strategy. Both protocols result in 

almost identical delays.

Figure 7.15 d) shows the total number of forwards of messages on the network. As ex­

pected, Epidemic Routing results in significantly more forwards than Parasitic Routing and 

PRoPHET. Single-copy Parasitic Routing and PRoPHET result in the smallest number of for­

wards. Multi-copy Parasitic Routing causes an increase in the number of forwards, but the 

increase is much lower when compared to multi-copy PRoPHET. PRoPHET results in more 

forwards when compared to that of Parasitic Routing, which is primarily due to the long paths 

taken by messages in order to reach the destination.

The control data overhead generated by each protocol is shown in figure 7.16. As the num­

ber of messages on the network increases so too does the size of the summary vector which 

causes a very high amount of overhead to the point that the overhead generated by single-copy 

Parasitic Routing and PRoPHET is unintelligible on the graph. Figure 7.16 shows the con-
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trol data overhead of single-copy Parasitic and PRoPHET. Both multi-copy and single-copy 

PRoPHET shows an increase in overhead when compared to Parasitic Routing. This is caused 

by exchanging probability data for all nodes encountered directly and indirectly, whereas Para­

sitic Routing exchanges only data about directly encountered nodes and probabilities of nodes 

for which the routing node is currently carrying messages.

Delivery Performance Between Least Connected Nodes

Given the fact that the MIT Reality Mining data set reflects a real social network structure, this 

enables an evaluation of message delivery between nodes based on the betweenness centrality 

of each node. Consequently, the baseline test is repeated where each node included in the 

sending and receiving subset generates a single message for each other node. The first subset 

includes only the least connected nodes as defined by the betweenness distribution shown in 

figure 7.13 a). Each subsequent simulation increases the subset o f nodes including the next two 

in terms of increasing betweenness.

Figure 7.17 shows the delivery performance of Epidemic Routing, PRoPHET and Para­

sitic Routing for each simulation. The betweenness series shows the normalised maximum 

betweenness value o f the subset of nodes. As can be seen from the figure, the performance of 

PRoPHET increases as the betweenness value of the subset of nodes increases. W hen consider­

ing message delivery between the 20 least connected nodes, the percentage of message delivery 

for PRoPHET is low. In contrast. Parasitic Routing performs better with an improvement as 

high as 25 percentage points when considering the 6 least connected nodes. This is achieved 

by routing from disconnected nodes to a more central node in order to find a good carrier for

137



oo

o
00

o
(D

O

n̂Q_____
Epidemic
Parasitic
PROPHET
Betweenness

o
(M ,0 0 0 0 0 0 6 ®®®^*, 9 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0o

0 20 40 60 80

Number of Nodes in Subset

Fig. 7.17: Percentage of message delivered between a subset of nodes increasing based on 

increased Betweenness

the message.

7.3.2 Limited Bandwidth

Figure 7.18 b) shows the effect of varying the data transfer speed. Epidemic Routing shows 

a drop in performance at transmission speeds of below 100Kbps, after which, the decreased 

performance is relatively small and reaches full capabilities at 500Kbps. Parasitic Routing and 

PRoPHET show little change as the transmission speed increases. Consequently, the perfor­

mance of all the protocols are relatively unaffected when the message size is small.

Figure 7.18 b) shows the message delivery performance assuming a transmission speed 

of 100Kbps with message sizes ranging from IK to lOOK. Epidemic Routing performs simi­

larly to multi-copy Parasitic Routing and PRoPHET at a message size of IK. The performance 

of Epidemic Routing steadily decreases as the message size increases above 1K. M ulti-copy 

Parasitic Routing and PRoPHET show a similar declining trend although the degradation in 

performance is less severe. Single-copy Parasitic Routing and PRoPHET are less affected by 

the increase in message size, and both protocols outperform the multi-copy strategies at m es­

sage sizes of lOOK. Single-copy Parasitic Routing outperforms all protocols when the message 

size increases to 50K. However, both protocols and single-copy PRoPHET outperform Para­

sitic Routing for message sizes of IK and lOK. The poor performance of Epidemic Routing
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and the multi-copy strategies as message size increases is due to the fact that nodes may not 

exchange all messages within a single encounter. The benefit of a single copy message strategy 

is clear in this experiment as single-copy Parasitic Routing and PRoPHET both decrease with 

the same rate, however, the decrease in performance is significantly less than that of Epidemic.

7.3.3 Limited Capacity

Figure 7.19 shows the results of varying the message queue capacity assuming a fixed message 

size o f IK and a fix transfer speed of 100 Kbps. Epidemic Routing is significandy affected, 

achieving delivery performance less than either of the single-copy strategies. Single-copy Par­

asitic Routing and PRoPHET show decreased below buffer size of less than 10MB. Limited 

capacity is no longer a concern for single-copy PRoPHET at buffer capacity of 10MB, single­

copy Parasitic requires 20MB. Miltie-copy Parasitic Routing and PRoPHET show a marked 

decrease in performance at buffer capacity below 10MB. However, this improves at buffer ca­

pacity of 20MB, after which it improves slowly and does not reach full performance at the 

maximum capacity of 50MB. Consequently, for this data set due to the long duration of the 

experiment and the large amount o f messages generated, buffer capacity is a limitation for all 

replication strategies.

7.3.4 Discussion

The M IT Reality Mining data set provided a large-scale long-term representation o f the social 

interactions of devices carried by people in the real world. This data has enabled the evaluation
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of the extent to which Parasitic Routing is able to capture an underlying social structure o f the 

network. Additionally, by routing to the least connected nodes in the network, it has highlighted 

the benefit of using routing based on a combination of social ties and betweenness centrality 

where Parasitic Routing achieve marked improvement when compared to PRoPHET.

7.4 Case Study: UMassDieselNet

The previous data sets have been based encounters between devices carried by people. There 

are a number of advantages for this in the context of message delivery in disconnected net­

works. People move slowly and general walking speeds are in the range o f l-6mph. As a 

consequence, even low transfer speeds can enable data exchange of up to 1 MB in an encounter 

lasting 10 seconds [57]. One application area of interest is that of inter-vehicle com m unica­

tion. The UMassDieselNet data consists of encounters between 30 city buses using 802 .11 b 

access points attached to the buses during weekdays over the course of four months in Amherst, 

M assachusetts [20]. Buses are assigned routes each day and therefore the same bus may not 

necessarily always travel the same route. The data set consists of the encounters between buses, 

each containing: the start time, the bus identifier recording the encounter and the current route 

it is traveling, the encountered bus identifier and the route that the encountered bus is travel­

ing o n '. Additionally, the authors recorded the amount of data in bytes that is received by the 

encountered node. The amount of data that was exchanged between buses was asymmetric.

The data was parsed in order to differentiate between asymmetric encounters and recipro-

'G PS readings were also recorded, however, the authors state that this data is inconsistent and that use o f  this 
information is discouraged [20],
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Fig. 7.20: Baseline Protocol Performance for UMassDieselNet Data

cated symmetric encounters between buses where more than zero bytes were exchanged in both 

directions. As with the MIT Reality Mining Data, an asymmetric encounter is recorded by the 

observing node, while the encountered node remains unaware of the encounter. Messages are 

only transferred during reciprocated encounters. The resulting data set was used to generate a 

trace-based simulation where the total number of bytes to be exchanged by encountered nodes 

is known. A message generation rate is assumed of 20 messages per hour the bus appears on 

the network after an initial 15% warm up period. The destination node for each message is uni­

formly randomly selected. Each simulation is repeated 10 times with different random number 

seeds.

7.4.1 Baseline

The baseline performance comparison for the UMassDieselNet data set is shown in figure 7.20. 

Epidemic Routing achieves the best delivery performance as shown in figure 7.20 a). Single-
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copy Parasitic Routing achieves slightly improved performance when compared to single-copy 

PRoPHET, but the overall message delivery is comparable. Upon analysis of the interactions 

between the buses in the data set, it turned out that buses may be assigned a different route 

each day. As a result, the majority of the buses encountered a similar number o f buses over the 

course of the experiment. Given the low number of routes (12), the emergence of an underlying 

social network is reduced. Multi-copy Parasitic Routing achieves delivery performance similar 

to Epidemic Routing. Multi-copy PRoPHET shows an improved delivery also, but again lower 

than that of multi-copy Parasitic Routing.

The average number of hops of delivered messages is shown in figure 7.20 b). Epidemic 

Routing and Parasitic Routing achieve similar average number of hops of approximately 3. 

Single-copy PRoPHET results in a larger average number of hops, however, this improves for 

multi-copy PRoPHET.

The average end-to-end delay in figure 7.20 c) shows all protocols show a sharp increase 

during the 3rd month which corresponds to a rise in message delivery within the same time 

frame. Parasitic Routing and PRoPHET show a similar trend in increased message delay with 

PRoPHET resulting in the highest delivery delay. Single-copy and multi-copy Parasitic Routing 

show similar delays at the end of the simulation. In contrast, PRoPHET single copy and m ulti­

copy result in the largest and the lowest average end-to-end respectively. This shows that 

Parasitic Routing finds similarly short paths to the destination node, with or without replication.

The total number of forwards on the network is shown in figure 7.20 d). As expected, 

the number of forwards caused by Epidemic Routing increases dramatically as the number of 

messages on the network increases. Single-copy PRoPHET and Parasitic result in a low number 

of forwards when compared to Epidemic Routing. As expected, multi-copy Parasitic Routing 

and PRoPHET result in an increased number of forwards, however, multi-copy Parasitic routing 

results in less than multi-copy PRoPHET.

Figure 7.21 shows the control data overhead. Similar to previous experiments. Epidemic 

Routing causes the most amount of overhead. The control data caused by single-copy Parasitic 

Routing and PRoPHET is must less pronounced than in the previous data sets. This is explained 

by the fact that the average number of buses directly encountered during the course o f the ex­

periment is a relatively high proportion of the population (23 out of 30 nodes). Consequently, 

the difference in overhead associated with exchanging encounter information of directly en-
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Message Delivery Average Number of Hops

Mean StdDev Mean StdDev Sample Size

Epidemic 137650.70 197.96 3.06 0.02 10.00

Prophet R=4 131479.44 196.93 2.42 0.01 10.00

Parasitic R=4 135524.90 182.14 2.10 0.01 10.00

Prophet 119895.10 2489.20 7.72 1.45 10.00

Parasitic 122332.80 329.84 3.71 0.10 10.00

Average End-to-End Delay Total Number of Forwards

Mean StdDev Mean StdDev Sample Size

Epidemic 352525880.34 2036482.60 106369061.30 261172.14 lO.(X)

Prophet R=4 269188490.56 988141.94 29204589.44 40729.07 lO.(X)

Parasitic R=4 439125118.79 1971991.29 17173308.50 25918.17 10.00

Prophet 515010513.71 51470031.09 2647045.10 782147.43 10.00

Parasitic 497707113.87 14856902.72 466842.10 13046.75 10.00

Table 7.7: Baseline Protocol Performance Statistics for UMassDieselNet Data

countered nodes, and nodes encountered both directly and indirectly is significantly reduced. 

Multi-copy Parasitic Routing and PRoPHET result in lower overhead when compared to Epi­

demic Routing, but show an increased trend when compared to the other data sets.

7.4.2 Limited Bandwidth

The UMassDieselNet data set contains explicit information as to the amount of bytes that were 

actually exchanged during each encounter, but the actual duration of the encounters are un­

known. Consequently, the evaluation of varying transfer speeds is not carried out for this data 

set. The varying message size evaluation is shown in figure 7.22. Epidemic Routing achieves 

the best delivery at messages size of IK. PRoPHET and Parasitic Routing show similar de­

livery for small message sizes. Interestingly, the delivery performance of multi-copy Parasitic 

Routing and PRoPHET both show a significant decline in performance as the message size 

increases. In this case, encounter duration were not long enough to exchange all data when 

limited replication is used. Epidemic is less affected, mainly due to the small node population
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and the fact that its the heavy use of replication means the chances of at least a subset o f nodes 

managing to transfer the data is sufficient.

7.4.3 Limited Capacity

Figure 7.23 shows the delivery performance under the circumstances of limited message queue 

capacity. Single-copy and multi-copy Parasitic Routing achieve the best overall results for 

buffer capacity less than 40MB. At buffer capacity of 1MB there is a decrease in performance, 

however, from sizes of 5MB onwards the performance is steady. Single-copy PRoPHET starts 

to improve at 10MB but takes until a buffer capacity of 20MB until performance is no longer 

affected. Epidemic Routing performs the worst overall, only outperforming Parasitic Routing 

and PRoPHET with a buffer capacity of 50MB. This supports the suspicion from the previous 

tests, that only a limited subset of nodes manage to deliver the data. When the buffer capacity is 

limited, the subset of nodes can no longer carry all messages and consequently, perform ance is 

severely degraded. Multi-copy Parasitic Routing and PRoPHET are similarly affect, however,
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the drop in performance is much less severe and improves at a more steady rate.

7.4.4 Discussion

The UMassDieselNet data set has been used to evaluate performance of Parasitic Routing for 

VANETs (vehicle mobile ad hoc networks). The delivery performance was similar to that of 

PRoPHET for this type of network. This emphasises that even though Parasitic Routing may be 

used for such applications, for Parasitic Routing to achieve its best performance, an underlying 

social structure is preferable. One possible solution would be to ensure that the same Parasitic 

device is located on a bus following the same routes or subset of routes each day. If this was 

the case then a social structure would emerge where certain buses on specific routes are more 

likely to meet buses on a specific route.

7.5 Conclusion

This chapter has evaluated Parasitic Routing in terms of message delivery, protocol overhead 

and ability to achieve message delivery under the restrictions of limited bandwidth and storage 

capacity. Parasitic Routing has been evaluated using short term data ranging from 3 - 5  days and 

for long term data ranging from 4 - 9  months. Additionally, it has been evaluated for node pop­

ulation sizes ranging from 30 - 228. It has been demonstrated that Parasitic Routing achieves 

message delivery in social networks between devices carried by people, and in VANETs where 

the devices are stored on buses.

In the majority of the baseline experiments multi-copy Parasitic Routing has achieved deliv-
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ery performance similar to that of Epidemic Routing. Parasitic Routing results in significantly 

less overhead. Additionally, the average number of hops and overall delay is comparable to 

Epidemic Routing. Single-copy Parasitic Routing outperforms though not significandy for the 

UM assDieselNet data set where the social structure is less prevalent. Additionally, single-copy 

Parasitic Routing finds short paths lengths comparable to Epidemic Routing when com pared to 

PRoPHET which shows varying results. Single-copy PRoPHET shows a lower average end- 

to-end delay than Parasitic Routing. However, this results should be viewed in the context that 

PRoPHET delivered less messages overall. Multi-copy Parasitic Routing shows marked im­

provement in message delivery with the additional benefit o f replication in all three of Haggle 

data sets. Multi-copy PRoPHET on the other hand shows a much lower improvement across 

these data sets. In the case o f the MIT data set and UMassDieselNet the difference in perfor­

mance o f multi-copy Parasitic Routing and PRoPHET is less significant. However, in both data 

sets the message delivery achieved by the single-copy strategies is already close to that o f the 

theoretical maximum represented by Epidemic Routing.

When bandwidth is limited all protocol showed limited degradation in performance at low 

transmission speeds when the message size is small. However, in the MIT dataset single-copy 

Parasitic Routing outperforms Epidemic routing for transmission speed of less than 100 Kbps. 

All protocols show a reduction in performance when bandwidth is limited and the messages 

sizes approach lOOK. Single-copy Parasitic Routing is less affected in general, this is a result 

of reduced control data overhead. As a result, the decision to use replication should take into 

account factors such as the expected encounter duration and message size.

Under the constraint of limited node storage space. Parasitic Routing outperforms Epidemic 

Routing at low capacities. Single-copy Parasitic Routing and PRoPHET are the least affect, 

which is expected of single-copy strategies as the lack of redundancy reduces contention for 

storage resources. Multi-copy Parasitic Routing and PRoPHET are more affected than the 

single-copy strategies but results in less contention than Epidemic Routing.

146



Chapter 8

Conclusion

The research presented in this thesis has explored the use o f social network analysis techniques 

for routing in disconnected delay-tolerant MANETs. More specifically, it has focused on eval­

uating the utility of a node based on social analysis of the node’s past interactions. This chapter 

summarises the achievements of the work and reviews related research issues that remain open 

for future work.

8.1 Achievements

In chapter 1, it was noted that the motivation for the work presented arose from the observation 

that while infrastructure-based networks provide an effective mechanism for communication 

between mobile devices, there are situations where the required networking connections are 

not available in a given geographic area, and providing the needed connectivity and network 

services in these situations becomes a real challenge. On this basis, chapter 2 mapped out the 

challenges associated with routing in disconnected mobile networks without the existence of 

such infrastructure. These challenges extended those identified by Forman et al. [40] related to 

communication in the wireless environment and the consequences of node mobility, along with 

the pressures that the portability of the devices places on the network.

Chapter 3 reviewed current research in the area of routing in DDTMs. From this exam ­

ination, it was determined that metric-based stochastic solutions are well suited to dynamic 

networks where topology information is limited. M etric-based schemes evaluate the utility of 

a node to provide message delivery and these metrics are typically based on either direct or
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indirect observed encounters. Though promising, the utility o f a node is typically limited to the 

horizon of their encounters, and the encounters of those they have encountered.

Based on this observation, chapter 4 reviewed social analysis techniques in the context of 

information flow. The use of social network analysis was motivated by the fact that information 

in regards to underlying social structure is less dynamic and time dependent than information 

about temporal connections. Using this social structure, nodes that are useful in connecting 

otherwise disconnected nodes can be identified. Consequently, if no information is available 

regarding the destination node, then central nodes can be used to route information to nodes that 

have a higher probability of encountering information about the destination node. Additionally, 

the social structure can be used to identify nodes that belong to similar groups as the destination 

node. Finally, social network analysis techniques can be used to evaluate social tie strength, 

which represents the strength of a connection between two nodes. In particular, strong ties have 

a higher probability of being available for information dissemination.

The Parasitic Routing protocol described in chapter 5 leverages the social metrics identified 

in chapter 4 by translating them to the area of DDTMs. To the best of our knowledge, it is the 

first time such metrics have been applied to the context of DDTMs. The implementation of 

the Parasitic Routing protocol as described in chapter 6 was evaluated in chapter 7 using real 

world trace data. The simulation results showed that, in nearly all scenarios. Parasitic Rout­

ing achieves delivery performance close to the theoretical maximum achieved by Epidemic 

Routing and that performance is achieved with significantly less overhead than Epidemic Rout­

ing. Additionally, when storage capacity is limited on nodes Parasitic Routing outperforms 

Epidemic Routing. The evaluation also demonstrates that Parasitic Routing achieves superior 

delivery performance compared to the most influential of the related protocols documented in 

the literature.

The achievements can be summarised as two primary and one secondary contributions to 

the state of the art in the area of DDTM routing:

•  A set of metrics for capturing the underlying time-varying network stmcture in discon­

nected delay-tolerant MANETs where global topology information is unavailable. These 

metrics are derived from a translation of social network analysis techniques for capturing 

the behaviour of nodes.
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•  A protocol, called Parasitic Routing, that supports message delivery in DDTMs by util­

ising these metrics to provide a complete solution for delay-tolerant message delivery in 

disconnected networks. An implementation and evaluation validates the Parasitic Rout­

ing protocol using real world trace data capturing encounters between devices.

•  A secondary contribution is an analysis of the challenges associated with the specific 

mobile computing environment constituted by disconnected delay-tolerant MANETs.

8.2 Future Work

As is so often the case with research, there are some issues that remain open for possible future 

work. This section identifies four such areas.

The implementation presented in chapter 6 and evaluated in chapter 7 does not utilise all of 

the tie strength indicators discussed in chapter 4. The multiple social context indicator measures 

the range of locations two nodes have encountered each other. The premise being that a strong 

tie is most likely encountered in multiple geographic contexts. Evaluation of this indicator was 

not possible due to the lack of location information in the trace data presented in chapter 7. 

Location information could be used to augment the forwarding decisions. For example if node 

a  frequently meets node b at location x,  the probability the node a  is expected to visit location 

X could infer a higher probability of encountering node b than if node a  has a low probability 

of visiting location x  in the near future.

Additionally, the concept of trust has not been addressed, however, social network analy­

sis techniques lend themselves well to the area of trust [1031. Shi et al. propose that when 

transmitting covert or sensitive information all social ties may not be used and the route may 

be restricted to strong ties. Consequently, depending on the level of sensitivity of a message, 

a threshold may be placed on where the message is only forwarded to nodes with which the 

current node has a strong tie strength.

The current implementation uses replication as long as the replication value is above 1. 

The potential exists to refine this replication decision based on identifying messages that have 

a lower delivery probability. Analysis would need to be performed to identify the circum­

stances under which message were delivered using replication, that remained undelivered using
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a single-copy strategy. It could be that message originating from nodes with no direct relation­

ship with the destination node require a higher replication value than those that originate on 

nodes that have a strong link to the destination node.

The evaluation scenarios in chapter 7 consist of encounters between people, and the en­

counters between vehicles. An additional application area of interest is that of wildlife track­

ing. Lusseau and Newman applied social analysis techniques developed for human analysis 

to a group of bottlenose dolphins [84]. Their research showed that dolphin social structure 

exhibits communities and preferential companionship. As a consequence, Parasitic Routing 

could potentially be applied to wildlife tracking.

8.3 Concluding Remarks

The work in this thesis can be seen as part of an interesting trend of multidisciplinary research 

where the translation of ideas between domains is becoming more frequent. The problem  of 

information flow in social networks, which was used here, has also been explored in areas rang­

ing from market research identifying influential social ties in word-of-mouth referral networks 

[18] to identifying whether a startup business will succeed or fail based on the social resources 

available [116]. The concept of ‘small-worlds’ is a source of a vast amount of research, given 

the desirable structural properties such as exhibiting short path lengths. However, this does 

not guarantee that short paths will be found. One issue that needs to be considered is that the 

participants in M ilgram ’s experiment did not randomly select the next recipient o f the message, 

but used locally available, locally evaluated criteria in the decision process. In order to harness 

the power o f ‘small-world’ graphs to their full extent deeper analysis of the decision process 

is necessary. The research presented here makes a concerted effort to measure properties that 

may be used in the decision process in a localised autonomous manner with promising results. 

The lack o f global knowledge is characteristic of many existing distributed systems. W hile this 

thesis has applied these properties to the specific area of DDTMs, the results presented here 

may have wider applicability.
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Appendix A 

PRoPHET Parameter Timing

The default PRoPHET parameters as recommended in Lindgren et al. [80] were used. However, 

one parameter that required some tuning is the time elapsed unit k  used to age the contact 

probabilities. The appropriate time unit used differs depending on the application and the 

expected delays in the network. Therefore, each baseline simulation was run once using various 

time units for one random seed. The results of these simulations are summarised below and the 

optimum value highlighted.

Aging Unit Message Delivery Ave Hops Ave Delay Total Forwards

1 minute 2253 4.57 63216.63 57241

10 minutes 2544 3.91 73231.52 39880

30 minutes 2504 3.65 81186.73 38311

1 hour 2564 3.33 38311 33814

Table 8.1: Intel Baseline PRoPHET Tuning

Aging Unit Message Delivery Ave Hops Ave Delay Total Forwards

1 minute 2370 4.60 62034.55 88796

10 minutes 2419 3.45 62719.50 74586

30 minutes 2153 2.42 60086.45 51268

1 hour 2386 2.49 62609.76 28445

Table 8.2; Cambridge Baseline PRoPHET Tuning
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Aging Unit Message Delivery Ave Hops Ave Delay Total Forwards

1 minute 7978 8.18 42934.20 441003

10 minutes 8723 5.80 44316.04 279687

30 minutes 8362 5.46 45211.23 247432

1 hour 8921 5.39 48963.78 249180

Table 8.3: InfoCom Baseline PRoPHET Tuning

Aging Unit Message Delivery Ave Hops Ave Delay Total Forwards

1 minute 133315 31.88 I.87E9 15898329

10 minutes 145163 38.12 2.61E9 16950678

30 minutes 165842 28.22 2.17E9 13637660

1 hour 161649 24.52 2.04E9 12854060

Table 8.4: MIT Baseline PRoPHET Tuning

Aging Unit Message Delivery Ave Hops Ave Delay Total Forwards

1 minute 120334 8.77 4.95 E8 2840271

10 minutes 120479 10.28 6.16 E8 3047256

30 minutes 120735 8.42 5.12 E8 2916220

1 hour 120381 7.33 5.29 E8 2593729

Table 8.5: DeiselNet Baseline PRoPHET Tuning
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