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Current-induced phonon renormalization in molecular junctions
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We explain how the electrical current flow in a molecular junction can modify the vibrational spectrum
of the molecule by renormalizing its normal modes of oscillations. This is demonstrated with first-principles
self-consistent transport theory, where the current-induced forces are evaluated from the expectation value of the
ionic momentum operator. We explore here the case of H, sandwiched between two Au electrodes and show that
the current produces stiffening of the transverse translational and rotational modes and softening of the stretching
modes along the current direction. Such behavior is understood in terms of charge redistribution, potential drop,

and elasticity changes as a function of the current.

DOLI: 10.1103/PhysRevB.94.035411

I. INTRODUCTION

Current-induced forces are at the origin of a rich variety
of effects, including vibrations and rotations, as well as mass
and energy flow at interfaces [1]. These forces, developing
in the presence of a current, underpin electromigration, a
phenomenon arising from the transfer of momentum from the
conduction electrons to the ions. They can induce structural
transformation in nanosystems and transfer energy to phonons,
in addition of being the ultimate cause of Joule heating [2].
When the electron current density is large enough, current-
induced forces can control redox reactions at electrode surfaces
and affect the functionality and stability of nanodevices,
molecular motors, and switches [3—8]. As a consequence, gain-
ing insight into the microscopic mechanisms and achieving
control of current-induced forces in nanojunctions will pave
the way for key advances in interface chemistry, molecular
electronics, and in memory and logic applications.

Molecular electronic devices, consisting of a single or a
few molecules bridging two electrodes, have been thoroughly
studied [9,10]. In designing robust molecular devices, it is
crucial to have information on the status of the molecule in
current-carrying conditions, since the applied bias and the
current-induced forces may affect the chemical bonds both
at the molecule-electrode interfaces and within the molecule
itself. Molecular vibrations are directly related to the molecule
geometry and inter/intramolecular bonds. Hence, vibrational
spectroscopy methods, such as inelastic electron tunneling,
infrared, and Raman, have been widely employed to investigate
the conduction mechanism and the stability of molecular
devices [11-19]. There is also some experimental evidence that
the current can modify the vibrational modes of the molecule
in a junction [17-19]. For example, the vibrational frequencies
of a single C¢p sandwiched between two Au electrodes appear
to be systematically lowered by the applied bias voltage, indi-
cating that the C-C bonds may be weakened by the current [19].
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Although experiments may sometimes achieve atomic res-
olution [20,21], most of them can only measure macroscopic
averaged quantities, meaning that the details of the micro-
scopic processes occurring in a nanojunction often remain a
matter of conjecture. This implies that computer simulations,
which have the power to resolve processes atom by atom,
are essential to magnify our view on these phenomena.
One way to investigate how a current density perturbs the
phonons of a biased system was proposed by Liu et al. [8].
A semiclassical generalized Langevin equation obtained from
path integrals was employed together with parameters obtained
from density functional theory (DFT). This approach is based
on a perturbative expansion of an electron effective action
[22] over the electron-phonon interaction matrix. Using this
approach, the impact of the different forces—random forces
describing Joule heating, current-induced forces including
nonconservative wind forces, dissipative frictional forces, and
the effective Lorentz-type force due to the Berry phase of
the nonequilibrium electrons—was compared for a graphene
nanoconstriction carrying high current [23]. The authors
observed a strongly nonlinear current-induced heating and a
breakdown of the harmonic approximation when the Fermi
level was tuned close to a resonance in the electronic structure
of the nanoconstriction, caused by the presence of negatively
damped phonons.

Here, we take an alternative approach and describe current-
induced forces within the Born-Oppenheimer approximation.
Since we are dealing with a nonequilibrium state where the
energy may not be conserved [1], we follow the derivation
of Di Ventra [24] and compute current-induced forces in
a general way from the expectation value of the ionic
momentum operator [25]. Importantly, in the presence of a
stationary current, charge redistribution occurs, causing atomic
rearrangements and modifying the instantaneous Hamiltonian.
As a consequence, the vibrational spectrum changes. We
account for such phenomena by calculating the electron
density with the nonequilibrium Green’s function formalism
(NEGF) combined with DFT. The density is then used
to self-consistently evaluate the effective nonequilibrium
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Hamiltonian and therefore the current-induced forces, the
atomic relaxation, and the vibrational spectrum. Compared
with previous studies on the phonon spectrum of a molecule
under bias [26-28], our calculations appear to have a more rig-
orous footing, since they explicitly take into account the atomic
structure of molecular junctions and possible nonconservative
contributions to the forces. Our method is applied to show that
the modification of the geometry and the vibrational spectrum
of a prototypic Au-H;-Au junction is a genuine effect of the
current flow. Eventually, this approach could also be used to
perform ab initio molecular dynamics simulations under bias
within the Born-Oppenheimer formalism, including the effect
of current-induced forces.

II. CALCULATION METHOD

Our system consists of a hydrogen molecule sandwiched
between two semi-infinite Au(100) electrodes, with the H-H
bond parallel to the transport direction. The hydrogen molecule
is connected to the electrodes through one small pyramidal
gold tip made of a two-atom-long monatomic chain attached
to the center of a four-atom square. These four Au atoms
are the base of the pyramid and sit on the hollow sites of
the Au(100) surfaces (see Fig. 1). The atomic structure, and
vibrational and electronic transport properties of the junction
are calculated using the SMEAGOL code [29-31], which is a
practical implementation of the NEGF+4-DFT approach and
employs SIESTA as the DFT platform [32]. The atomic cores
are described by Troullier-Martins pseudopotentials, and the
wave functions of the valence electrons are expanded in terms
of atom-centered numerical orbitals [33]. While a double-zeta
polarized basis set is used for H, a double-zeta and a single-zeta
basis are respectively constructed for the 6s and 5d /6 p atomic
orbitals of Au. Periodic boundary conditions are applied in
the plane transverse to the transport, the Au electrodes are
constructed with a (3 x 3) in-plane supercell, and 3 x 3
k-points are sampled in the two-dimensional Brillouin zone.
The Perdew-Burke-Ernzerhof (PBE) generalized gradient
approximation to the exchange and correlation functional is
used to account for electron-electron interaction [34]. An
equivalent energy cutoff of 800 Ryd is used for the real space
integration grid to guarantee an accurate calculation of phonon
frequencies. A conjugate gradient geometry relaxation scheme
is applied to the junction until all the components of the forces

are smaller than 0.01 eV A_l. With the pseudopotentials and
basis functions constructed for the Au and H atoms, a lattice
constant of 4.18 A is obtained for bulk gold, which is in fairly
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FIG. 1. Optimized atomic structure of the Au-H,-Au molecular
junction. The dynamic region for the calculation of the phonon modes
includes six atoms, Au,, Au;, H;, Hy,, Auy/, and Auy. Yellow and
white spheres represent Au and H atoms, respectively.
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good agreement with the experimental value of 4.08 A [35],
while the H-H bond length and the stretching frequency of the
H; molecule in the gas phase are calculated to be 0.75 A and
4410cm™!, respectively. These are both consistent with the
experimental values of 0.742 A and 4395 cm™! [36,37].

III. RESULTS AND DISCUSSION

When the distance between the second-topmost surface
layers of the Au-H;-Au junction is set to 22.0 A (the distance
between the electrodes is arbitrary, since in real experiments,
it is set by the break junction setup) [38—42], the equilibrium
distance between the electrodes’ topmost layers is optimized
to 17.82 A, and the conductance is 0.74G, in agreement with
Ref. [43]. We then characterize the junction under bias by
monitoring its geometry, charge redistribution, potential drop,
and the energy of the vibrational modes localized on the H,
molecule. The stationary current flow through the junction
induced by the applied bias voltage is reflected in geometric
modifications. As shown in Fig. 2, under the current flow,
the H-H bond length becomes progressively larger, while all
atoms in the dynamic region, including the two H atoms
and the four neighboring Au atoms on the left and right
sides, consistently move against the current flow [1,25]. The
electronic signature of the stationary current flow through the
junction is a clear charge density polarization, as shown in
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FIG. 2. Geometric signatures of the current flow. (a) Variation
of a collective variable, defined by the average shift of the atomic
coordinates of the six atoms included in the dynamic region, with the
bias. (b) The change of the H-H bond length with the bias.
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FIG. 3. (a) Planar average of charge density redistribution per
unit voltage along the transport direction at different bias voltages, as
specified in the legend on the right (in V). (b) Isosurface (0.018¢) of
electron charge density difference between that calculated at O and
1.0 V. (c) Planar average of the potential drop per unit voltage along
the transport direction at different bias voltages, as specified in the
legend on the right (in V). The dotted lines in (a) and (c) indicate the
positions of the two H atoms and their neighboring four Au atoms.

Fig. 3(b). In the same figure, we also present the average charge
density [Fig. 3(a)] and potential drop [Fig. 3(c)] modifications
along the current direction. Interestingly, while the curves
representing the charge redistribution per unit bias voltage
at different biases nearly overlap, the ones representing the
potential drop per unit bias voltage are distinct, indicating
that the induced electric field is not linearly correlated to the
applied bias.

Since the total energy of a current-carrying open system is
not necessarily conserved, the dynamical response matrix is
calculated by evaluating the first derivative of the current-
induced forces, which are well defined. Such derivatives
are computed by finite differences at every applied bias,
starting from the relative relaxed geometry and using atomic
displacements of £0.02 A. Phonons are then evaluated by
diagonalizing the corresponding dynamical matrix. The H;
molecule and the neighboring four Au atoms are treated
dynamically and yield 18 vibrational modes. Here, we focus on
the six localized at H;, which are characterized by much higher
frequencies than the others. We also checked that a system with

PHYSICAL REVIEW B 94, 035411 (2016)

a smaller dynamic region including only two H atoms returns
similar phonons localized on the molecule. However, in order
to have a better description of the coupling of the molecule
with the electrodes, we use the larger one in the example here.
Note that, since a molecular junction is not a periodic system
(i.e., it is not translationally invariant), the acoustic phonons
sum rule is not applied.

The six vibrational modes localized on the H, molecule
include two parallel modes, namely, one translational (TZ) and
one stretching (ST), along the transport direction (the z axis)
and four transverse modes. These are the double-degenerate
translational modes (TX, TY), in which the center of mass
of the H, molecule vibrates along the transverse directions
(the x and y axes), and the double-degenerate rotational
modes (RX, RY), in which the angle between the H-H bond
and the transport direction vibrates. As we apply a bias,
we observe phonon hardening for the transverse translational
and rotational modes [see Figs. 4(a) and 4(b)], while the ST
mode gets softer [Fig. 4(c)], and the TZ mode remains almost
unperturbed [Fig. 4(d)]. We note that the ST mode of the H,
molecule in the junction is much softer than that of H, in the
gas phase. This is consistent with other studies [43,44] and is
attributed to the strong interaction of the molecule with the
two Au electrodes.

The response of the vibration energies of the two parallel
modes to the bias can be related to the system elastic properties,
and can be rationalized through a simplified one-dimensional
(1D) harmonic oscillator model (see Fig. 5). The oscillator
consists of two identical masses, m, at positions x; and x»,
representing the two H atoms, and three massless springs with
the force constants k, k;, and k,, which connect the two masses
to each other and to fixed walls on the left-hand and right-hand
sides (representing the electrodes). The equations of motion
then simply read

mi; = —kix; — k(x; — x2)

ey

miy = —kaxy + k(x1 — x2)

The model gives a translational mode and a stretching mode
along the molecular axis of

mw, f1 — f» (translational)
(2)
mws = fi + f» (stretching)
with
ki +k
fi=— > 2 4k
(3)

fr=+(ki —k)* +4k2)2

The model can be mapped onto our NEGF+DFT results
because the force constants are easily obtained from the
corresponding components of the forces computed with
SMEAGOL. Our calculations show that the frequencies obtained
by substituting the force constants in Egs. (2) and (3) at any bias
perfectly match those previously calculated with SMEAGOL
(see Fig. 4). Hence, the 1D oscillator model is adequate to
quantitatively mimic the mechanical behavior of the central
region of our junction along the transport direction.
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FIG. 4. Relative modifications with the bias of the phonon modes centered on the H, molecule. (a) Double-degenerate translational modes
along the x and y axes. (b) Double-degenerate rotational modes around the x and y axes. (c) Stretching mode along the transport direction.
(d) Translational mode along the transport direction. SMEAGOL = spin and molecular electronics algorithm on a generalized atomic orbital

landscape.

The force constants calculated from Eq. (1) as a function
of the applied bias are plotted in Fig. 5, where it can be seen
that k (the force constant between the two H atoms, mostly
responsible for the variation of the stretching mode) quickly
decreases with the bias, indicating that the corresponding
phonon mode becomes softer. Also k; and k;, connecting H,
to the leads, are affected by the bias. In particular, k) is slightly
reduced, whereas k, increases with a slope having an absolute
value larger than that of k;. Notably, since both f; and f, [see
Eq. (3)] decrease with bias, the frequency of the stretching
mode ST, obtained as their sum, decreases drastically, whereas
the frequency of the parallel translational TZ mode, obtained
as their difference, is almost unchanged.

The vibrational behavior of the Au-H,-Au junction re-
sults from the complex interplay between the electrostatic
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FIG. 5. Top: Model for the 1D harmonic oscillator. Bottom: Force
constants versus the applied bias voltage.

interaction, the charge redistribution, and the bond strength
modifications in the junction. The electrostatic interaction in
the junction can be evaluated from a simple Coulomb potential

Em=Y 2i0; @

—~ A egr; j ’

where ¢ is the vacuum permittivity, Q; and Q ; represent the
atomic charges (here the Mulliken charges; see Fig. S1 in the
Supplemental Material [45]), and r;; represents the interatomic
distance between atoms i and j. Since no charge redistribution
is observed in the electrodes [see Fig. 3(b)], we include in the
sum only the atoms belonging to the junction central region,
i.e., the gold pyramidal tips and the H, molecule. We find
that the overall electrostatic energy between the hydrogen
molecule and the electrodes becomes stronger as the bias
voltage gets larger (Fig. S2 in the Supplemental Material [45]).
This increase of the molecule-electrode interaction explains
the hardening of the transverse rotational and translational
modes with the bias.

The softening of the force constant k with bias can be
understood by measuring the role of the covalent contribution
to the interatomic energy. This can be achieved by analyzing
the crystal orbital overlap population (COOP) [46] and the
crystal orbital Hamilton population (COHP) [47], accounting
for charges of the bonds and associated energies, respectively.
In particular, the COOP is the density of states (DOS) weighted
by the orbital overlap: The more positive the COOP is, the more
bonding character the orbitals possess. Similarly, the COHP
is the DOS weighted by the Hamiltonian, which partitions
the band-structure energy into orbital-pair interactions, thus
measuring the degree of bonding interaction between pairs of
atoms. By integrating the COOP and the COHP up to the Fermi
level, one can evaluate the number of electrons participating in
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FIG. 6. Changes of the integrals of the (a) COOP and the (b)
COHP at different applied biases with respect to those at zero bias.
The pairs of atoms involved are specified in the legends.

a bond and the relative bonding energy, respectively. Usually,
the COOP and COHP are evaluated using the coefficients
of the molecular orbitals, but these are not explicitly calculated
in the NEGF+-DFT approach, which computes only the density
matrix and the spectral function. Therefore, we extend the
concept of COOP and COHP and define both of them between
a pair of atoms 7 and J at the energy ¢ in terms of the spectral
function, which can be obtained directly from the NEGF+DFT
approach [45,48]. These read

1
COOPy;(e) = g E g Az?u(g)suﬂ
nel velJ

%)
1
COHPy;(e) = Z Z Z Aﬂu(g)Huﬂ

nel velJ

where the spectral function A(e) = i[GR(g) — G*(¢)] is ob-
tained from the retarded (R) and advanced (A) Green’s
functions, while S and H are the overlap matrix and the
Hamiltonian matrix, respectively. The sums run over all basis
orbitals ¢ on atom 7/ and 4 on atom J.

The COOP and COHP for different pairs of atoms in the
Au-H;-Au junction are presented in Fig. 6 as a function of the
applied bias. Integrals of the COOP and COHP for the two
H atoms up to the Fermi level are calculated to be 0.240 and
—3.896 eV, respectively, at zero bias, indicating that the two
H atoms in the Au-H,-Au junction are still in a bonding state.
As shown in Fig. 6, as the bias voltage increases, the H-H
bond progressively acquires a more pronounced antibonding
character (more negative COOP and more positive COHP).
Such bleaching of the bonding contribution is at the origin of
the reduction of the force constant between the two H atoms,
k, and hence of the softening of the corresponding stretching
mode.
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However, this analysis shows that the two H atoms interact
not only with the immediately adjacent Au atoms (Au;-H; and
Auyp-Hy, respectively; see Fig. 1 for the atom numbering),
but also with their second neighbors (Au;-H;» and Auy-Hj,
respectively). A modulation of the bonding strength of
neighboring pairs of atoms is observed, alternatively becoming
stronger and weaker. As a result, unraveling the trends of force
constants k| and k; is not trivial. Partitioning the electrostatic
energy into the contributions from H; and from H; to all
the Au atoms helps in understanding the aforementioned
asymmetry in the slopes of k; and k;. As shown in Fig. S2
in the Supplemental Material [45], these two contributions
to the electrostatic interaction become stronger (the energy
becomes more negative) with bias, but this effect is more
pronounced for the interaction involving the H; atom (the
curve of Hy/-Auyy is always below the H;-Auyy curve). This
enhanced electrostatic interaction increases the slope of k»,
thus explaining the asymmetry.

The opposite trends of k; and k, with the bias are also
reflected in a charge depletion and accumulation in the regions
on the left-hand side and on the right-hand side of the H,
molecule (see Fig. S2 in the Supplemental Material [45]).
However, since opposite contributions to the interatomic
bonding energy sum up in a nontrivial way, such charge
depletion and accumulation along Au;-H; and Auy-Hy (see
the right panel of Fig. S2 in the Supplemental Material
[45]) do not produce weakening and strengthening of these
bonds. The opposite trend is rather observed (see Au;-H; and
Auyp-Hy curves in Fig. 6). Thus, these two numbers k; and &,
describing a progressively weaker and stronger coupling with
the electrodes, sum up at each bias all the different interactions
between the H; and H; atoms and the other Au atoms on the
left-hand and right-hand sides of the junction.

The atomic forces in our calculations include both current-
induced and field-induced components. In order to establish
which force is at the origin of the softening of the stretching
mode with the applied bias, we simulated an isolated hydrogen
molecule in a uniform electric field (Table I). In agreement
with previous studies [49—52], we observed that the electric
field makes the H-H bond longer and redshifts the stretching
frequency, as also observed in the Au-H;-Au junction. By eval-
uating the intensity of the equivalent electric field experienced
by the H, molecule in the junction at a given applied bias,
as obtained by computing the Hartree potential drop in the
region of the two hydrogen atoms, we find fields in the range
0.21-1.0 x 10° Vm™! for biases between 0.1 V and 2.0 V.
However, these are too weak to affect the bond length, the
charge redistribution, and the stretching frequency. This can
be seen in Table I, which shows that the bond length and the
stretching mode of a hydrogen molecule start to be affected

TABLEL Effects of the applied electric field (F, in x10'° Vm™)
on the H-H bond length (r, in A) and the frequency of the stretching
mode (w, in cm™") of an isolated H, molecule.

F 0.000 0.025 0.050 0.100 0.200 0.500 1.000 2.000 5.000
r 0.750 0.750 0.750 0.750 0.750 0.751 0.752 0.757 0.802
w 4411 4410 4410 4409 4410 4406 4377 4272 3441
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by the electric field for fields at least one order of magnitude
larger than that experienced by the molecule in the junction.
As a consequence, the evolution under bias of the vibrational
frequencies is mainly determined by the current flow, rather
than by the electric field. Moreover, the ratio between the
applied bias and the equivalent electric field experienced by
the H, molecule in the junction becomes larger at higher bias.
Since the junction conductance changes little with the bias
(see Fig. S3 in the Supplemental Material [45]), a resistance
decrease between the two hydrogen atoms is implied.

IV. CONCLUSION

We used the NEGF+-DFT approach to evaluate current-
induced forces and thus the phonon spectrum of the prototypic
Au-H;-Au molecular junction under bias. We observed an
elongation of the H-H bond length and a shift against the
current flow of the central dynamic region of the junction.
The most important signature of the current flow is the
stiffening of the H, transverse translational and rotational
modes and the softening of the stretching mode along the
current direction. The stiffening of the transverse modes is due
to an increase with bias of the overall electrostatic interaction,
and the softening of the stretching mode is due to the enhanced
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antibonding nature of the H-H bond, as rationalized through a
simple 1D oscillator model. Finally, by analyzing the effective
electric field experienced by the H, molecule in the junction,
we conclude that the observed geometrical and vibrational
changes are dominated by the electric current rather than by
the electric field. Our work shows that current-induced forces
can affect the structure and the stability of molecular electronic
devices, and this can be captured in a simple and elegant way
by this methodology.
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