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Sum m ary

The thesis is concerned with the calculation of the escape rate of a Brownian 

particle out of a deep potential well. A new derivation of the Kramers energy 

controlled diffusion equation using only the concept of the Langevin equation 

with multiplicative noise is presented. This equation of motion for the distri­

bution function of Brownian particles in a potential well is applicable when the 

dissipation to the thermal bath is very low. Hence, the various approaches to 

the calculation of the very low damping escape rate hitherto used may be rec­

onciled, while simultaneously removing the obscurities associated with previous 

derivations. The method is then extended to the Kramers turnover problem, per­

taining to the escape rate in the very low damping to the intermediate damping 

regime, in both the classical and semiclassical cases.
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Chapter 1

Introduction

The thesis is concerned with the calculation of the escape rate of a Brownian 

particle out of a deep potential well. The objective is to explain in detail the very 

complicated steps involved in this problem which is of interest in a multitude of 

diverse physical systems involving the decay of a metastable state. Hitherto the 

subject has been presented in such a manner that it is virtually inaccessible to 

the reader even at doctoral student level. Two distinct mechanisms contribute 

to the escape rate, namely, thermal activation overbarrier escapes and quantum- 

tunneling escapes. Classical reaction rate theory as formulated by Arrhenius, 

Eyring, Wigner and others [1,2] ignores non-equilibrium effects due to the loss of 

particles from the well when they escape due to thermal agitation. The Maxwell- 

Boltzmann distribution is assumed to apply everywhere in the well. The resulting 

application to the escape rate problem is called transition state theory (TST). 

The effects of friction are ignored and the results are applicable in situations 

where the thermal noise is sufficiently strong to thermalize the escaping particles 

but the friction has a negligible effect on the motion of the particles at the top 

of the barrier. Kramers was the first to include the effect of friction in the 

calculation of the escape rate. He showed that for sufficiently weak friction the 

escape rate is reduced due to depletion of the well population. He also showed 

that the escape rate is reduced if the friction is strong due to the slowing down 

of the particle motion at the top of the barrier. Kramers started by writing 

the Langevin equation for a point particle. The effect of the bath on a single
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particle is represented in the Newtonian equation of motion of the particle by 

a systematic force proportional to the velocity, which slows down the motion, 

on which is superimposed a rapidly fluctuating random white noise force, which 

sustains the motion. Kramers then obtained the Fokker-Planck equation for 

the distribution function in the phase space of position and momentum of the 

Brownian particles in the well. Next Kramers postulated a steady injection of 

particles into the well to replace those lost at the barrier. He then obtained 

expressions for the escape rate F over the barrier by the flux-over-population 

method, which is the ratio of the current of escaping particles divided by the 

well population, both in the limit of intermediate to high dissipation (IHD) to 

the bath and very low dissipation (VLD). The IHD rate in the limit of vanishing 

dissipation yields the above mentioned TST rate, which is the upper bound of 

the escape rate. In the case of VLD, Kramers considered the effect of the bath as 

a very small perturbation on the large amplitude motion of a particle librating 

in the well with energy equal to the critical energy at which a particle will just 

escape the well. He wrote the Fokker-Planck equation in energy-phase variables 

and averaged over the fast phase variable to obtain a one-dimensional energy 

diffusion equation. The escape rate F was again calculated by the flux over 

population method.

The Kramers method of obtaining the energy diffusion equation is rather 

opaque and it is not easy to compare it with later treatments of VLD escape by 

Stratonovich [3], Zwanzig [4], Nitzan [1], and Hanggi et al. [2]. The first task of my 

thesis is to codify the various energy diffusion equations. I succeeded in Chapter 2 

in showing that all the VLD equations are equivalent by utiUzing the easily visu­

alized low damping treatment of Stratonovich who utilized the Langevin equation 

written in energy-position variables and averaged out the position variable. This 

was the first new result of my thesis, namely, the clarification of the various en­

ergy controlled diffusion equations and the concept of the energy loss per cycle of 

the lightly damped periodic motion at the barrier energy introduced by Kramers. 

The material of this chapter is scheduled to appear as part of a review of energy 

controlled diffusion equations in Advances in Chemical Physics (in the press [32]).
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Now Kramers obtained expressions for the escape rate F that are vahd in the 

IHD and VLD regimes. However, he was unable to give the escape rate in the 

low damping (LD) or underdamped regime lying between VLD and intermediate 

dissipation (ID). This so-called Kramers Turnover Problem was solved nearly 

50 years later by Mel’nikov and Meshkov [5], and Mel’nikov [6]. However, the 

calculations which involve an energy-action diffusion equation are short in detail 

and are not easily accessible to the reader. Hence I have described in detail how 

the Green function of the energy-action diffusion equation may be obtained and 

how the determination of the escape rate may be reduced to solving a Wiener- 

Hopf equation. I have also criticized and compared the Mel’nikov calculation, 

which relies on an ad hoc extrapolation of the low damping result to IHD, with 

the method of Grabert, Poliak and Hanggi [2], which works on the premise that 

the escape rate depends on the slowest over barrier normal mode rather than 

on the particle coordinate. Thus Chapter 3 concludes the classical part of my 

work which has appeared as part of a very large chapter in Advances in Chemical 

Physics [7].

Chapter 4 of the thesis describes the principles of high temperature semiclas- 

sical calculation of the escape rate, where the physical mechanism at work is the 

escape of particles due to tunneling near the top of the barrier. The three regimes 

envisaged by Kramers, namely, VLD, LD and IHD, also occur in quantum dissi­

pative tunneling. Now an expression for the quantum IHD escape rate was first 

obtained by Wolynes [8] using path integrals. However, his calculations are so 

short on detail as to be virtually incomprehensible. An alternative approach to 

calculating the quantum escape rate was given by Poliak [9] where he considered 

the quantum particle linearly coupled to a set of harmonic oscillators representing 

the bosonic bath. Again the calculations, although more transparent than those 

of Wolynes, are short on detail and inaccessible to the general reader. I have 

therefore described Poliak’s method in a manner accessible to the reader and I 

have clearly shown each step in the procedure. My calculations on this form part 

of a chapter in Advances in Chemical Physics [7].

The second more involved calculation of F is that of Mel’nikov [6] concern-
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ing the LD case whence the VLD result simply emerges as a well defined limit. 

Mel’nikov used a method proposed by Larkin and Ovchinnikov [10] to calculate 

the probability that a particle starting in state j  will be in state /  after a time 

interval of t seconds. The probability of this noise-induced transition from state 

j  to state /  is then averaged over the state of the thermal bath. The resulting 

Green function then forms the kernel of the integral equation for the semiclassical 

energy distribution function which is again a Wiener-Hopf equation like in the 

classical LD case. Thus the semiclassical LD escape rate may be determined. 

However, the problem is more complicated than in the classical case because the 

depopulation factor, interpolating between the ID and VLD rates, must be deter­

mined for each particular potential in terms of the semiclassical matrix elements 

of the system-bath operator specifying the evolution of the state vector from one 

(relatively high) energy level to another in the well. Unlike the classical case, this 

adds an extra degree of complexity to the problem. These very involved calcu­

lations have been published in Advances in Chemical Physics [7] and are now at 

a level easily accessible to the reader. They are described in detail in Chapters 

5 and 6 of the thesis along with details of how the quantum VLD rate emerges 

from these.
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Chapter 2 

Escape R ate Theory

This chapter presents a summary of reaction rate theory for escape, due to ther­

mal fluctuations, of a particle from a one-dimensional potential well and its gen­

eralization to multidimensional systems [1] comprising many degrees of freedom. 

The main results of the effects of dissipative coupling to the bath  as obtained by 

Kramers [11], i.e. for very small (energy controlled diffusion) and relatively large 

damping (spatially controlled diffusion), are summarized while the extension of 

Kramers’ interm ediate to high damping (IHD) escape rate for the dissipative 

coupling to the heat bath  (spatially controlled diffusion) to many dimensions is 

very briefly outlined. The chapter concludes with a description of the Kramers 

turnover problem which arises when one wishes to trea t the situation where nei­

ther energy controlled nor spatially controlled diffusion entirely prevails. The 

semiclassical quantum  generalization of these results is also summarized. This 

will serve as a pointer to the detailed calculations to be presented later. The 

calculation of the classical Kramers energy controlled diffusion escape rate per­

taining to  very low damping (VLD) is described in detail in several Appendices 

as this is one of the cornerstones of the thesis.

2.1 T ransition  sta te  theory

Chemical reactions in condensed phases can be modeled as three-stage processes 

[1] which may be summarized as follows. Reactants are brought together in
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V(x)

AV

Figure 2.1: Single well potential function as the simplest example of escape over 

a barrier (from Coffey et al. [12]).

the first stage. The second stage involves the crossing of a potential barrier. 

When the barrier is high this barrier crossing or transition stage determines the 

rate of the chemical reaction. In the last stage the products are separated from 

each other. This conception of reaction rate theory began in the 1880s when 

Arrhenius [1, 2, 13-15] analysed experimental data and proposed an empirical 

equation for the rate coefficient of a chemical reaction which ultimately led to the 

idea of chemical reactions as arising in an assembly of particles situated at the 

bottom of a potential well subjected to thermal agitation. Thus a few particles 

out of the well population attain enough energy to escape over the potential 

barrier and never return [2]. The escape of a particle over the barrier represents a 

chemical reaction and x  is called the reaction coordinate. A single well potential 

function (which we shall mostly be concerned with) is illustrated in Figure 2.1. 

The population of particles is initially trapped in the well near the point A by a 

high potential barrier at the point C and is thermalized very rapidly in the well. 

However, rare particles out of the population attain enough energy to escape over 

the barrier into region B, whence they never return. The barrier height A V  is 

assumed to be large so that the rate of escape of particles is very small. In the
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model for a chemical reaction the particles to the left of the barrier correspond to 

the reactants and particles that have crossed the barrier into region B correspond 

to the products of the chemical reaction. The Arrhenius law for the escape rate, F, 

(defined as the current of particles over the barrier divided by the total population 

in the well or flux-over-population) which can be justified in terms of transition 

state theory (TST), is [1,2]

r  ^  r'^ST ^  ^^g-AV/(fcsT) ^2.1)
27T

Here, oja is the angular frequency of a particle executing small oscillations about 

the bottom of the well. The frequency cj^/27t is called the attempt frequency 

and it depends only on the shape of the potential. Using Taylor’s theorem the

potential near the bottom  of the well may be approximated as [16] (the parabola)

V{ x)  ^  V{xa)  +  (a; -  x a ) V \ x a ) +  V " { x a ) (2.2)

and we obtain

=  J S  (2.3)
V m

The escape rate given by Eq. (2.1) is the product of the attem pt frequency and 

a Boltzmann factor  ̂ weighing the escape from the well.

TST is based on two crucial assumptions [1]:

1. The thermal equilibrium (M axwell-Boltzmann) distribution is maintained 

throughout the well even at the barrier C.

2. The rate coefficient is determined by the equilibrium flux across the bound­

ary separating reactants and products.

Note that does not depend on the coupling between the molecules and their

environment and so does not involve the dissipation to the bath. It depends 

only on the parameters that determine the equilibrium distribution. A simple 

derivation of Eq. (2.1) in terms of the forward flux at the transition state x =  Xc 

is given by Nitzan [1]. This equation yields the correct TST rate provided that 

V{x)  is taken as the effective potential of the reaction coordinate. In other words 

V{ x)  is the potential of mean force along this coordinate when all other degrees
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of freedom axe in therm al equilibrium at any given point on it. A generaliza­

tion of Eq. (2.1) to an A/’ -I- 1 dimensional system with a separable and additive 

Hamiltonian such as th a t pertaining to point particles has also been described by 

Nitzan [1] and is

^TST

\i=0 i=l J

Here ojA,i are the angular frequencies of the modes which diagonalize the Hessian 

of the potential in the vicinity of the well bottom  where designates the

collection of coordinates (xo, Xi , . . . ,  xm ) while uc,i are the angular frequencies of 

the modes which diagonalize the Hessian at the saddle point However, the

product of angular frequencies in the denominator of Eq. (2.4) is only over the 

stable modes associated with the saddle point C. Thus the imaginary frequency 

LOcfi or positive eigenvalue associated with the unstable barrier crossing mode 

along the reaction coordinate is excluded so th a t the TST rate  is given [2] in 

terms of the product of all stable mode frequencies a t the bottom  of the well and 

the inverse of the product of the stable mode frequencies a t the saddle point. 

Moreover, if the unstable mode associated with the reaction coordinate can also 

be identified in the vicinity of the well bottom  and has frequency u a ,q say then 

Eq. (2.4) can be rew ritten as [1]

pT ST  ^  ^ - F c / i k g T )  ^ 2 .5 )

where the activation free energy Fc  is given by

Fc =  - k s T  In J  = W{xc,o) = T { k B ^ V  -  Sc) (2.6)

and

5 c  =  A ; B l n f n ^ j  (2.7)

Sc is the entropic component of the activation free energy. Since Eq. (2.4) can be 

written in the effective one dimensional form of Eq. (2.5) it is clear th a t we have 

a. free energy surface associated with a, free energy harrier. Equations (2.4)-(2.7) 

are im portant in the generalization (see below) of the IHD Kramers escape rate 

to many dimensions due to  Langer [17]. In his treatm ent dissipative motion is
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effectively modeled in the entire phase space of the system, whereby one treats 

explicitly the coupling to the bath degrees of freedom, as pointed out by Poliak 

et al. [18]. Eq. (2.4) can also be rewritten (details in [2]) as

pTST ^  ^2,8)
h Z q

where

1 = 0  ’ t = l  ’

are the harmonic approximations to the well and saddle partition functions re­

spectively. In other words the potential in the well is represented by a paraboloid 

in hyperspace (in two degree of freedom systems an elliptical bowl) while the sad­

dle is represented by an inverted paraboloid (in two degree of freedom systems

a horse’s saddle). An example is in the application of the theory to magnetic

relaxation of classical spins [12].

Coffey et al [19] reviewed quantum effects in reaction rate theory and analysed 

in detail the quantum generalization of Eq. (2.1).

(2 . 10)
27T

where
„  ^  ujcsinh[IvjjA/{2kBT)] ^  {2n-nkBT/ h f  ^

uja s in [/kuc/(2fcB T ')] ^^^{2mrkBT / h Y  —

is the quantum correction to the classical TST result (essentially due to Wigner 

1932 [20]). The angular frequencies 2'KnksTlh correspond to those of the bosonic 

bath (see Eq. (2.16) below). The physics of this is that the quantum correction 

factor E represents an effective lowering of the potential barrier so enhancing the 

escape rate. The mechanism at work is high temperature quantum tunneling of 

particles near the top of the barrier. Note that the correction factor given by 

Eq. (2.11) diverges at a crossover temperature Tc  given by Tc  =  hu!c/i.27rkB)- 

The divergence occurs because the parabolic (or inverted oscillator) approxima­

tion for the potential is only valid near the top of the barrier. However, at very 

low temperatures T  « T c i  the particle is near the bottom of the well, and the 

parabolic approximation to the barrier shape is not sufficient (see [21, Ch. 12]). 

In contrast, for T  > Tc the particle is near the top of the well and so transitions
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due to tunneling near the top of the barrier dominate, and the parabolic approx­

imation is accurate [19]. Eq. (2.11) was derived [19] using the Wigner function 

method which essentially allows one to calculate expectation values of quantum 

operators in the same way as classical ones by introducing a quasi-probability dis­

tribution (quasi- due to the Uncertainty Principle) in the phase space of positions 

and momenta of a particle. Wigner’s idea in introducing the phase space quasi­

distribution, which is the analogue of the classical joint distribution of positions 

and momenta, was to facilitate the calculation of high temperature quantum 

corrections (semiclassical) to thermodynamic equilibrium. The natural vehicle 

for this is the joint distribution of positions and momenta. Alternatively, the 

quantum correction, E, may be derived without the use of the Wigner formalism 

because the escape rate may be written eis [21] (the integration limits are —oo, oo 

to take account of tunnelling)

/
OO

(2 .12)

•CO

where

t{E) = [ l  + -1 (2.13)

is the exact quantum transmission (penetration) coefficient (ignoring dissipation) 

of a parabolic barrier [22]. Hence

r  = _________^ _________ p - V c / ( k B T )  (2  i4'|
2ZAsm[nwc/ {2kBTf   ̂ ^

Near the bottom of the well the partition function is approximated by that 

of a quantum harmonic oscillator so that [19]

~ ------ - e - ^ A / i k s T )  (2.15)
sinh[/ia;^/(2A:BT)]

Hence we have Eq. (2.10). It is helpful to recall tha t Eq. (2.15) may also be 

expressed as an infinite product, e.g.

 ^ = (2.16)
2sinh(/ia;o/(2fcBT)) huo ujq +

where =  2nnkBT/h  n  =  1,2, ••• are called the Bosonic Matsubara [23] 

frequencies. Eq. (2.16) follows from Eq. (4.5.68) of Abramowitz and Stegun [24]

10
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which represents sinhz as an infinite product, namely,

(2,17)
k=l  ̂ ^

This relatively high (i.e. T  > Tc) tem perature quantum  correction to the expo­

nential factor in Eq. (2.10) was essentially obtained by W igner [20]. The multi-

real oscillators with frequencies u)c,j, j  — 1 , . . . ,  and one imaginary frequency 

oscillator with frequency uJc,o (effectively as in an inverted pendulum) is [2]

However, classical TST relies entirely on the concept of equilibrium flux  (i.e.

tribution through a carefully chosen surface. This simplification often provides 

a good approximation to the observed nonequilibrium rate and for high energy 

barriers the dynamical effects sometimes lead to relatively small corrections. Nev­

ertheless, in other cases notably superparamagnetism, where TST is used to 

calculate the reversal time of the magnetization of the single domain particle 

involved, nonequilibrium effects may yield corrections of several orders of magni­

tude [12, Chapter 9]. A very unsatisfactory feature of both classical and quantum  

TST is th a t they predict escape in the absence of coupling to a heat bath which 

contradicts the fiuctuation-disspiation theorem [12]. For example, TST assumes 

th a t therm al equilibrium prevails everywhere so th a t the Maxwell-Boltzmann dis­

tribution holds throughout the well even near the barrier top a t C. However, this 

is invalid as the loss of particles from the well at C will disturb th a t distribution. 

This defect was remedied for classical TST by the pioneering work of Kramers [11] 

which we have briefly alluded to.

2.2 K ram ers’ contribution to escape rate theory

dimensional generalization of Eq. (2.10) where at the transition state  we have N

s m h [ h w A j  /  ( 2 k B T ) ]

2n sin.[hwcfi/{‘̂ ksT)]
e - ^ v / i k s T )  (2.18)

probability current) calculated for example [1] via the Maxwellian velocity dis-

Kram ers’ idea was to derive a formula for the escape rate, F, th a t accounted 

for the disturbance to the equilibrium distribution in a well due to the loss of
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particles at the barrier. This was achieved by using the theory of Brownian motion 

to represent the interaction betw^een the heat bath and a particular or tagged 

particle of the bath. In the Kramers model [2,11,13], the particle coordinate x 

represents, as usual, the reaction coordinate. The value of this coordinate, 

at the bottom of the well at A  represents the reaction state, the value, x b , in 

region B  represents the product state, and the value, Xc, at the saddle point, 

represents the transition state. In his calculations of 1940, Kramers [11,14] made 

the following assumptions:

1. The particles are initially trapped in the well near the minimum of the 

potential at the point A.

2. The barrier height is very large compared with ksT .

3. The particles receive energy from the surrounding heat bath and a Maxwell- 

Boltzmann distribution distribution is attained rapidly in the well.

4. Quantum effects are negligible.

5. Since the barrier height is very large, the rate of escape of particles is 

very small so that the disturbance to the Maxwell-Boltzmann distribution 

in the depths of the well is very small (quasistationary). Effectively the 

disturbance is then confined to a boundary layer or skin in the barrier 

region.

6. A particle that escapes over the barrier never returns.

7. The dynamics of a particle of the reacting system may be modeled by the 

theory of the Brownian motion, including the inertia of the particle.

In order to incorporate non-equilibrium effects Kramers introduced a dissipation 

dependent prefactor, /j, so that

r = (2.19)
27T

where fi removes the possibility that escape can occur in the absence of dissipa­

tion to the bath. His objective was to calculate the prefactor ^  from a microscopic
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model of the chemical reaction. The model incorporates dissipation by consider­

ing an assembly of Brownian particles in a potential well. Thus all the (c. 10̂ ' )̂ 

degrees of freedom of the system comprising a tagged particle and the bath are 

represented by the Newtonian equation of motion of the single tagged particle 

supplemented by a systematic frictional force slowing down the particle and a 

very rapidly fluctuating white noise driving force which stops it reverting to a 

completely dead state. If this were not so one cannot observe Brownian motion. 

The dissipation dependent prefactor /i is governed by the stochastic differential 

equation underlying the Brownian motion of a single particle, i.e. the Langevin 

equation for the evolution of the random (state) variables (position and momen­

tum  constituting the state  vector in the state  or phase space of positions and 

momenta of the single particle), and the associated probability density diffusion 

equation describing the evolution of the density of the realizations (phase points) 

of these random  variables in phase space. This is the Fokker-Planck equation 

(FPE), which like the Boltzmann equation [12, 25], of which it is but a par­

ticular form, is a closed equation for the single particle or reduced probability 

density function (pdf) comprising a joint distribution function in phase space. In 

the Fokker-Planck equation, the hydrodynamical or convective derivative is no 

longer zero as in the Liouville equation because the streaming motion (governed 

by H am ilton’s equations) along hitherto constant energy trajectories in phase 

space described by the Liouville equation is disturbed by the bath -partic le  inter­

action which leads to dissipation and fluctuations in the energy trajectories. Now 

Kramers was able to  calculate the value of ^  in two specific regions of damping: 

interm ediate to  high damping (IHD) and very low damping (VLD) for adiabatic 

collisions. We may summarize by saying th a t the basic idea is to  mimic the effect 

of the heat ba th  on any given particle of the assembly of circa 10̂ '̂  particles by 

postulating in the Langevin picture th a t the effect of the aath on a (tagged) par­

ticle is represented by a frictional term  in the Newtoniar. equation of motion of 

the particle. This force acting alone would ultim ately drive the  particle towards 

a dead state  (collapsing energy trajectories). However, therm al fluctuations due 

to the bath which m aintain the observed Brownian motion are represented by a
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rapidly fluctuating white noise driving force causing the equation of motion to 

have a particular integral.

2.2.1 IH D or spatia lly  controlled diffusion escape rate

To obtain asymptotes of the escape process Kramers considered a  tagged particle 

of one degree of freedom so he treated  the barrier as an inverted parabola. Since 

the escape over the barrier is an exponentially slow process he set p =  0 in 

the Fokker-Planck equation (2.20) below. The Fokker-Planck equation is the 

probability density diffusion equation governing the reduced or single particle 

distribution function (pdf), p{x,p, t) of the positions and m om enta in phase space 

of a particle, namely,

 ̂ dp dV  dp p dp n d f  ^  d p \
^ F P p = - ^  =  ^ - ^ ----------— +  ^ — I p p  +  m/ c BT— ) (2.20)

dt dx dp m d x  dp \  dp J

and the quasi-stationary probability density diffusion equation is th a t equation 

with p =  0. Notice th a t the Fokker-Planck equation may in general be written 

in terms of the convective derivative

+  (2 .21)

where /3 is the friction coefficient per unit mass, x  is the position and p  is the 

momentum. (The particular Fokker-Planck equation for point particles with 

separable and additive Hamiltonians is known as the Klein-Kramers equation.) 

The terms in j3 comprising dissipation and fluctuations represent the effect of 

the bath  on the single particle pdf. The conservative or Liouville terms (first 

two on right hand side) represent Hamilton’s equations for the single particle, 

namely, H  =  p^/ (2m) +  V(x) ,  p = —dH/ dx ,  and x  =  dH/dp ,  and in the absence 

of dissipation and fluctuations describe the streaming motion  along a trajectory 

of constant energy, H  = E, in phase space governed by the Liouville equation

D p / D t  =  0. The dissipative and fluctuation terms are contained in the Langevin

equation
d V

p = - — - ^ p  + F{t)  (2.22)
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where the effect of the bath on the particle is represented by the systematic 

retarding force —pp mentioned above which tends to destroy the streaming mo­

tion, superimposed on which is a very rapidly fluctuating white noise force F{t) 

which in contrast tries to sustain it, the net effect being diffusion of the tra­

jectories. Kramers hnearized the Langevin equation, and so the quasistationary 

Fokker-Planck equation, about the barrier top allowing him to find the escape 

rate (frequency) as the flux over population i.e. J / N,  where J  is the current of 

particles over the barrier and N  is the total number of particles in the well. The 

origin of J  is the steady current needed to replenish those particles which escape 

across the barrier so that the quasistationary distribution will be maintained. For 

the IHD rate the region of non-equilibrium is in the immediate vicinity of the 

top of the barrier and so lies well inside the range where the barrier shape may be 

approximated by an inverted parabola which is crucial to the calculation of that 

rate. The Kramers formula for the IHD escape rate is

pIH D  _ -.TST (2.23)

where loc is the characteristic angular frequency of the inverted oscillator approx­

imation to the potential V(x)  in the vicinity of the barrier. The correction to the 

TST result is essentially the positive eigenvalue (characterizing the unstable bar­

rier crossing mode) of the Langevin equation associated with the Klein-Kramers 

equation (however omitting the noise) linearized (inverted parabola approxima­

tion) about the saddle point of the potential V{x).  The reader should recall that 

in a driven linear time-invariant system the response is determined by the eigen­

functions of the transition matrix. Equation (2.23) formally holds [14], see below, 

when the energy loss per cycle of the motion of a particle librating in the well 

with energy equal to the barrier energy Ec, is significantly greater than ksT .

The energy loss per cycle of the motion of a barrier crossing particle is pS{Ec)  

(see Appendix 2.D), where S  is the action of a librating particle without dissipa­

tion evaluated at the barrier energy E  =  Ec-

The IHD asymptotic formula was derived by supposing [12]:

(i) that the barrier is so high and the dissipative coupling to the bath so strong
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TST limit / j ~  \!J3
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Figure 2.2: Prefactor /i vs. j3l2uc, showing the VLD, VHD and IHD regions 

and the TST hmit. The underdamped region essentially extends from ID to zero 

damping. Overdamped from ID to VHD. The escape rate can never exceed the 

TST rate which serves as an upper bound for it (from Coffey et al. [12]).

that a Maxwell-Boltzmann distribution distribution always holds at the 

bottom of the well, and

(ii) that the Langevin equation may be linearized in the region very close to 

top of the barrier, so that all the coefficients in the corresponding 

Klein-Kramers equation are linear in the positions and velocities. Hence we 

speak of a linearized Klein-Kramers equation.

If this is so, then the quasi-stationary Klein-Kramers equation may be integrated 

by introducing an independent variable which is a linear combination of the two 

phase variables x  and p  so that it becomes an ordinary differential equation in a 

single variable. Notice from Eq. (2.23) that if ^  > >  u c  (overdamped system) 

we get the very high damping (VHD) result.

pV H D  _  p T S T  _  - A V / l k n T )

~  P  “  27T/3
(2.24)

However, for small friction (such that j5S{Ec) «  k s T )  the IHD formula 

fails, predicting like the TST formula escape in the absence of coupling to the 

bath [14]. This failure can be attributed to the fact that for small friction the
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region of significant departure from the Maxwell-Boltzmann distribution in the 

well extends far beyond the region where the potential may be approximated by 

an inverted parabola. Kramers treated the extremely underdamped case, when /3 

is almost vanishingly small, using an energy controlled diffusion model, the gist of 

which is to consider closed librational trajectories of the deterministic (streaming) 

motion infinitesimally close to the barrier energy and then to assume that they 

become fuzzy due to dissipation and fluctuations. Then some of them will become 

open trajectories, traveling on which a particle may escape the well.

2.2.2 VLD or energy controlled diffusion escape rate

We mentioned that Kramers obtained a second formula for the escape rate which 

is valid in the very low damping (VLD) case, where the energy loss per cycle 

PS{Ec)  of a librating particle with energy equal to the barrier energy Ec  is very 

much less than the mean thermal energy k^T.  He considered particles librating in 

the well at the critical barrier energy. In the absence of damping and fluctuations 

the particles stream, according to Dp/Dt — 0, along the closed phase space 

trajectory corresponding to the critical energy. Thus they cannot on their own 

escape the well. However, the stochastic forces due to the bath will disturb the 

streaming motion in the vicinity of the barrier, so that the energy trajectories 

will diffuse (i.e. have millions of trajectories rather than the single trajectory of 

the deterministic motion) and some of them will open due to thermal fluctuations 

because the motion on the critical trajectory is metastable, so that the particles on 

those trajectories may escape. Kramers solved the VLD problem by transforming 

the Fokker-Planck equation into a new equation, using only the energy, E, and 

phase as variables. He postulated that the energy, E,  diffuses very slowly while 

the phase is very fast. Kramers then averaged the transformed equation over the 

phase and got an evolution equation for the one-dimensional energy distribution 

function w{E,t)  namely

d
2 t t

The quasi-stationary solution, w{E,t)  =  0, of Eq. (2.25) with constant injected

u,(E,t) = P ^ l s { E ) (2.25)

current (in order to replace the particles lost at the barrier so that w still remains
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.xc =  Transition point

Separatrix g
E=E,

Critical energy trajectory

Figure 2.3; The critical energy curve in phase space (adapted from Coffey et 

al. [12]). The figure is greatly magnified. The separation between the (closed) 

critical energy trajectory and the open separatrix on which the particle escapes 

is infinitesmal.

zero) then yields in the high barrier hmit the VLD formula (or energy controlled 

diffusion rate)

pVLD _  P S { E c )  <^A AV/(kf ,T)  _  /^<S'(£^c) tS T  _  A p T S T  /o  OR)
k s T  2tt kg T

where S{Ec) = § e =E c ^ ^ ^  action over an entire oscillation in the well of a 

particle with energy equal to the barrier energy and the param eter

Energy loss per cycle of a librating particle with energy E c  a t onset
A =

Thermal energy
(2.27)

This formula holds when j3S{Ec) «  ksT  and unlike the TST result vanishes 

when ^  0, so th a t escape is impossible without coupling to  the bath. The 

value of this calculation, which represents the single most im portant contribution 

of Kramers to  reaction ra te  theory, is incomparable as through the param eter A 

it allows us to establish criteria for the range of validity of the VLD and IHD 

escape rates. All th a t is required to calculate the VLD rate is then a knowledge 

of the classical undamped dynamics of the closed critical energy trajectory.

Kramers made several estimates of the range of validity of both  IHD and VLD 

formulas and the interm ediate (or moderate) damping (ID) regime where the TST
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Eq. (2.1) holds with a high degree of accuracy. However, as we saw, he was un­

able to give a formula in the underdamped regime lying between IHD and VLD, 

as there j3S{Ec) ~  k s T  so that no small perturbation parameter now exists. In 

other words the energy loss is balanced by the gain in thermal energy from the 

bath. This is known as the Kramers turnover problem essentially because the 

escape rate switches from being dominated by energy controlled diffusion where 

the escape rate is proportional to the friction, to being dominated by spatially 

controlled diffusion where the escape rate is inversely proportional to it. In this 

general underdamped region neither the purely energy nor the purely spatially 

controlled diffusion mechanism dominates. The Kramers turnover problem was 

solved nearly 50 years later by Mel’nikov [6], and Mel’nikov and Meshkov [5]. 

By means of a transformation of Eq. (2.20), with the energy E  regarded as a 

parameter which specifies the momentum p for a given value of the position vari­

able X  (see Appendix 2.G), they constructed an energy-action diffusion equation 

(3.38 below) valid in the barrier region and determined its Green function which 

represents the conditional (transition) probability that a particle commencing in 

the barrier region with (initial) energy E' will return to it with energy E. This 

is a sharply peaked Gaussian distribution which resembles a delta function due 

to the small change in energy on a typical noisy trajectory infinitesimally close 

to the undamped deterministic librational trajectory where the conditional pdf 

is just the Dirac delta function 5{E — E') representing the fact that there is no 

alteration in energy in a single cycle in this loss free case. The Green function at 

a given action, namely g{E, S\E', 0)) =  g{E — E', S), satisfies the energy-action 

diffusion equation

where the mean < E ~ E '  >= —A, and the variance cr̂  = <  {E —E 'Y  > =  2/cbTA. 

The characteristic function (Fourier transform over energy normalized by ksT)  

is

(2.28)

and is given by the Gaussian distribution
1 (g-g'+

y / in k B T A

( S - E '  +  A ) ^  
4fcgT A —oo < E  — E' < oo (2.29)

(̂A) = (2.30)
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where A is the Kramers dissipation parameter (see Chapter 3).

Using the Green function Eq. (2.29) as kernel and the principle of superposi­

tion Mel’nikov and Meshkov [5] then wrote an integral equation for the evolution 

(spread) of the energy distribution function due to dissipation and fluctuations 

in the critical or barrier region which is as already mentioned a boundary layer. ̂  

The integral equation for an arbitrary initial distribution of energy f {E' ,0)  for a 

trajectory near the barrier is then, by the principle of superposition

f {E ,  S) = f  f { E \  0)g{E -  E \  S)dE'  (2.31)
J  — OO

Mel’nikov and Meshkov then converted Eq. (2.31) into a Wiener-Hopf equation 

by appropriate use of the boundary conditions (see Section 3.3 below) which they 

could then solve by standard methods [14,26,27]. The escape rate is then found 

by normalizing the population so that F =  = J  = f { E ) d E  and r  is the

lifetime of a particle in the well. The precise details of the calculation, which 

involves taking the Fourier transform of f {E) ,  0"*"(A) given by Eq. (3.59) below, 

in both halves (±) of the complex (A) plane and then using the Wiener-Hopf 

method, are given in Chapter 3. Hence we can find the prefactor n  =  ^ (A ) as it 

is equal to '̂*‘(0) where the Fourier transform over energy is

I 7T A V  / ' ° °  i \ E
/  U { ± E ) f { E ) e ^ d E  (2.32)

J-oo

where U{x) is the unit step function and A is dimensionless. Thus Mel’nikov 

and Meshkov obtained an escape rate formula which is valid for all values of the 

friction 5̂, namely,

F =  A{A)r^™ (2.33)

where the Kramers dissipation parameter A =  /3S{Ec)/{kBT)  is, as we saw, the 

ratio of the energy loss per cycle of a particle librating with energy equal to the

^The energy action diffusion equation represents drift under a constant force and diffusion 

in energy space. The action plays the role of the time variable in conventional diffusion. An 

informative way of describing the process is also to write the corresponding Langevin equation 

with the energy as the dependent variable. This is discussed in the Appendices below and in 

Chapter 3.
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barrier energy to  the therm al energy, and

^ (A ) =  exp ( i  £  in [l -  3̂ )  (2^34)

is called the depopulation factor [28] because in the underdam ped case the flow 

across the barrier leads to a depopulation of the upper energy regions in the 

well. This depletion effect completely dominates the escape ra te  for very weakly 

damped systems [28]. In fact it leads to the boundary condition of zero density 

at the barrier used in VLD (cf Eq. (2.115) below) which is not in general true 

in the underdam ped region as dem onstrated by Mel’nikov [6]. Thus, it is clear 

how Mel’nikov solved the problem in the entire underdamped region lying be­

tween TST (ID) and zero damping. The final formula (2.33) is then obtained 

in heuristic fashion by simply multiplying the exact low damping escape rate by 

the IHD rate. (For a detailed discussion of this point see Chapter 3 where the 

“rigorous” calculation of Poliak, Grabert and Hanggi [18] (and revisited by Poliak 

and Ankerhold [29]) is summarized.) This assumption is prom pted by the fact 

tha t both the underdam ped rate and the IHD rate tend in the appropriate limits 

to the same upper bound, namely the TST rate. Finally A(A) [14] tends to A in 

the VLD limit while A{ A)  tends to 1 in the ID limit.

2.2,3 Sum m ary o f th e  Kram ers results

We saw that:

(i) the Kramers IHD result fails for low damping because the region of departure 

from the equilibrium in the well is far greater in spatial extent than  the 

region near the barrier top where the inverted parabola approximation is 

valid.

(ii) Kramers trea ted  the VLD case by considering a particle librating in the 

well with energy equal to  the saddle energy, Eq- W ithout any fluctua­

tion/dissipation the motion of this large oscillation pendulum characterized 

by librational m otion on the closed trajectory with energy E c  would persist 

forever. However, in the nearly upright position the pendulum is metastable,
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and if it is coupled to a bath the thermal fluctuations may cause the bob 

to escape from the librational trajectory. In other words, the fluctuations 

may cause this separatrix trajectory, dividing the bounded motion in the 

well from the unbounded one outside, to become an escape trajectory (cf. 

the energy is now a random variable with a Gaussian distribution given by 

Eq. (2.29)). Kramers treated the VLD case by writing the Klein-Kramers 

equation in energy-phase variables and considering trajectories in the vicin­

ity of the barrier in energy-angle (phase) space. Because the damping is 

very small he is able to average over the angle (or phase) variable. Now since 

the Liouville equation is simply the derivative of the distribution function 

w.r.t. the phase, he used that equation (conservation of density in phase), 

thereby postulating that the disturbance to the streaming motion at the 

critical energy is almost negligible, to eliminate the conservative term in 

the transformed Klein-Kramers equation, meaning that he assumed no cou­

pling between dissipative and conservative terms. This procedure yielded 

an energy diffusion equation whence, by assuming that all particles that 

reach the separatrix cross the barrier, the escape rate is easily calculated 

by the flux-over-population method as detailed in the Appendices to this 

Chapter. The latter assumption is only true for VLD and has been justified 

rigorously by Mel’nikov [6] (see also Chapter 3).

However, this energy controlled diffusion result cannot apply in the entire 

underdamped region because of Kramers’ assumption that the coupling 

between the Liouville and conservative terms in the transformed Klein- 

Kramers equation can be ignored so that he can use the Liouville equation 

to eliminate the phase. Instead the Klein-Kramers equation in the barrier 

region must be written in energy-action variables and the variation of the 

distribution function w.r.t. the action, which is ignored in the VLD case, 

is now included [6]. Thus the energy trajectories at a given action diffuse, 

c.f. his remark: “We consider a thin ring of thickness d l  This (partial) 

energy action diffusion equation may then be converted into an integral 

equation (details in Chapter 3) ultimately yielding in terms of the depopu-
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lation factor a formula for the escape rate which is valid in the entire low 

damping region. According to [5] the escape rate in the entire range of 

damping may then be determined heuristically by simply multiplying the 

LD escape rate by the IHD rate (cf. Eq. (2.33)).

(ill) The precise definition of the escape rate, which was obtained asymptotically 

by Kramers and by Mel’nikov and Meshkov, is in fact the high barrier limit 

of 1 / ( 2 T m f p t )  where T m f p t  i s  the mean first passage time from the bottom 

to the summit of the well. If a multidimensional representation space is 

involved however, leading to a multidimensional PDE, e.g. as in the Klein- 

Kramers equation, T m f p t  i s  difficult to calculate because, although one 

can write a formal expression for it, one cannot use quadratures so that a 

Fourier expansion of the distribution function is always involved [30].

(iv) The IHD escape rate in the limit of vanishing friction becomes the TST 

result. Eq. (2.1). This behaviour is inconsistent [14] with the assumptions 

made in the derivation of Instead this limit yielding should be

termed intermediate damping. In contrast, the correct formula is Eq. (2.26) 

which can be written as

VLD ^  P S { E c ) uJa  AV/lknT)  C2 3 5 )
27tA:bT

Using as an approximation the harmonic oscillator action [31] Sc  =  27rAV’/w4 

Eq. (2.35) becomes

r  =  (2.36)
k sT

If we define a dimensionless friction parameter a  =  2'k^ / ua Eq. (2.36) 

becomes

r = (2̂ 37)
Kb  I

q;AV is approximately the energy loss per cycle. Hence, the condition for 

the validity of the VLD Eq. (2.36) becomes a A V  << ksT , while one would 

expect the IHD formula to be valid if aA K  > ksT . The damping a l^V  ~

k s T  defines a crossover region, where neither VLD nor IHD formulas are

valid. This criterion serves to define the Kramers turnover region.
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The Kramers theory may be verified numerically for high potential barriers by 

calculating the smallest nonvanishing eigenvalue of the Klein-Kramers equation 

[14], Since the barrier is high {AV/{kBT)  > 5) the escape ra te  is tiny. The 

smallest nonvanishing eigenvalue is then exponentially smaller than  the higher 

order ones, which pertain  to the fast motion inside the well.

As just alluded to, another way of treating the problem is to consider the 

escape rate as 1 / ( 2 T m f p t ) where T m f p t  is the mean first passage time from 

the well bottom  to  the summit of the well. This has the advantage th a t in one 

dimension an exact integral formula for Tm fpt exists. For details of the method 

see [14,32]. The Kramers escape rate for VHD and VLD which are governed 

by 1-D diffusion equations may then be calculated via the asym ptotic expansion 

of Tmfpt as comprehensively illustrated for VLD in Appendix 2.C. However, it 

seems impossible at present to  extend the integral formula calculation to more 

than one dimension, which is necessary in order to trea t the turnover region, 

as a simple m ethod of solution of the multidimensional PD E which involves the 

adjoint Fokker-Planck operator does not exist in the form of quadratures. The 

extension of the Kramers IHD theory to many degrees of freedom is essential for 

the calculation of the quantum  IHD rate. Thus we summarize it here.

2.3 E xtension  of Kram ers’ IHD result to  many 

dim ensions

The Kramers IHD rate  which applies to a system governed by the Langevin 

equations {x,p  are the state  variables (2-dimensional phase space), 1 degree of 

freedom)

(2.38)
m

(2.39)

where F{t) is white noise, may be written in the form

r  =  :^±^e-AV/(fcBT) _  ^  (<^^-AV/{kBT)] ^  ^ T t s t  (2.40)
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where

is the positive eigenvalue of the set of noiseless Langevin equations for the motion 

of the random variables governing the evolution of the state variables, linearized 

in the barrier region (inverted parabola approximation) corresponding of course 

to the unstable barrier crossing mode (e^+*). Now

/ d e t E ^

uc \l\detE^\ ^

where detE ^ =  —ouc and detE'^ =  are the Hessians (determinants) of the 

Hessian matrices of the saddle and well energies, when the inverted parabola and 

parabola approximations to the saddle and well energies are taken. The multidi­

mensional Kramers problem was first solved in the VHD limit by Brinkman [33] 

and Landauer and Swanson [34]. However, the most complete treatment is due to 

Langer in 1969 [17], who considered the IHD limit. He generalized the Kramers 

HID result to a system of N  degrees of freedom characterized by a 2N  dimensional 

phase space yielding (details in [14])

/  det,E-< 12 4-si
27rV|detE<^|  ' '

Here Ea and Ec are the Hessian matrices of the well and saddle energies in the 

paraboloid and inverted paraboloid approximation. A+ is the (positive) eigenvalue 

(associated with the barrier crossing mode) of the linearized set of Langevin 

equations for the state variables in the vicinity of the barrier. Eq. (2.43) may be 

written as

r  = ^  (n ‘"A./ n  (2.44)
\i=l 1=1 /

Eq. (2.44) is of the same form as Eq. (2.4). Moreover, it constitutes a gen­

eralization of Becker and Doring’s famous 1935 calculation [12] of the rate of 

condensation of a supersaturated vapour. Now as well put by Hanggi et al. [2] 

the generalization of the Kramers rate due to Langer is then equivalent to a 

multidimensional TST rate where the dissipative motion is modeled in the entire 

phase space of the system, i.e. one treats explicitly the coupling to the bath
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degrees of freedom as was accomplished by Poliak [18] who showed how to  relate 

the products of quantum  partition functions to memory friction. Thus Langer’s 

expression is the TST rate in the entire representation or phase space i.e. with 

all the degrees of freedom included. Note th a t A_i_ the eigenvalue associated with 

the unstable barrier crossing mode effectively represents a renormalized barrier 

frequency known [2] as the Grote-Hynes frequency. Again Langer’s formula only 

applies in the strong coupling limit where the effects o f nonequilibrium due to 

energy controlled diffusion are negligible.

This identification w ith TST in the complete phase space is extremely impor­

tan t because as we shall see in Chapter 4 it allows one to  generalize, w ithout the 

use of path integrals, the IHD result to  the (high tem perature) quantum  case as 

was originally done by Poliak [18] (see quantum IHD escape ra te  below).

As an example we mention for the purposes of illustration th a t Coffey et 

al. [14] used Langer’s m ethod to derive the IHD result of Kramers. The linearized 

Langevin equation (om itting the noise) in the barrier region is

The positive eigenvalue corresponding to the unstable barrier crossing mode, is 

then

m U n X

0 1/m

mujQ ~ P
(2.45)

or

X = AX, (2.46)

with secular equation

det(A  — AI) =  0 (2.47)

which has solution

(2.48)

(2.49)
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The Hessian matrices of the saddle and well energies (in the parabolic approxi­

mation) are given by

„ /  mu% 0 \ A I rnuPi 0 \
^  and ^ (2.50)

y 0 —Xj m j  V ^ —1/m  j

Thus, the Hessians are given by detE*" =  — and d e tE ^  =  a;^, and so

det E'^ u)A
[detE* !̂ Lk>c

The escape rate is then

(2.51)

p _ ^-AVI(knT) _  ^
2 t t u j c  27T 2ucJ 2uc

^ - A V / i k s T )  (2.52)

Equation (2.52) is K ram ers’ IHD Eq. (2.23). We should mention th a t the calcula­

tions leading to Langer’s general IHD rate Eq. (2.43), which essentially rely on the 

Kramers m ethod of forcing in the IHD limit the multidimensional Fokker-Planck 

equation into a one-dimensional Fokker-Planck equation for a linear combination 

of the state  variables, are very long and involved. Thus we only quote the result 

here in so far as it is needed.

2.4 Q uantum  IH D Escape R ate

The quantum  IHD rate  was first obtained by Wolynes [8] using path  integrals. 

This derivation is ra ther involved and the result was obtained in a far simpler 

way by Poliak [2,9,35] by recognizing th a t the IHD rate is simply the TST rate 

in the complete phase (representation) space of the system consisting of bath 

and particle. Thus Eq. (2.8) applies. The basic idea underlying the approach of 

Poliak lies in the reasoning of Grabert [28] th a t the escape dynamics is governed 

in both classical and quantum  cases by the unstable normal mode coordinate and 

not the particle configuration coordinate [2]. We note that:

1. The multidimensional normal mode TST rate is the spatial diffusion con­

trolled Kramers ra te  as anticipated by Langer.
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2. The unstable normal mode dynamics decouples from the other modes very 

near to the barrier, so near in fact th a t the norma! mode dynamics governed 

of course by the harmonic approximation are virtually exact. (Pull details 

in Chapter 4). Furtherm ore the loss of energy in this unstable mode governs 

the escape ra te  process.

In more succinct term s Poliak [35] starts from a generalized Langevin equation 

which may be derived from the Hamiltonian of a particle bilinearly coupled to a 

harmonic bath. In order to  calculate the escape rate he must then according to 

Eq. (2.8) evaluate the quantum  partition functions a t the barrier and the well via 

a normal mode analysis. This is so because the harmonic approxim ation implies 

tha t the Hamiltonian in the vicinity of the well and barrier may be w ritten in 

separable form as the sum of +  1 harmonic oscillators, N  of which are real and 

one is imaginary. Then after relatively long calculations, which are described in 

Chapter 4, Poliak found th a t at tem peratures above the critical tem perature, the 

quantum IHD rate is simply

This is the original quantum  TST result as obtained by W igner [14,19]. Another 

noteworthy result is th a t the equilibrium distribution for this model [18] of a 

particle bilinearly coupled to a bath  of harmonic oscillators now depends on the 

damping.

(2.53)

where (details in C hapter 4)

r(i + Ag/wr(i + 
r(i + A+/Wr(i + a;/^) (2.54)

and the eigenvalues are

(2.55)

In practice the quantum  correction ::: only weakly depends on the dissipation 

and is well approxim ated by Eq. (2.11) which is repeated below

{ 2 m i k B T / K f  uju c  s m h [ h L J A / { 2 k B T ) ]

{ 2 m r k B T / h y  — to;uiA sm[hujc/{‘2kBT)]
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2.5 Q uantum  Low Dam ping Escape R ate

Just as the classical case the quantum  IHD rate fails in the  underdam ped re­

gion. The first a ttem p t to tackle this problem appears to  have been made by 

Mel’nikov [36] (and references therein). In the quantum  case (to paraphrase 

Mel’nikov [6]) in contrast to the escape rate for the classical regime where one 

starts from the Fokker-Planck equation we must instead specify the Hamiltonian 

of the entire system  consisting of the particle and its heat ba th  recalling tha t 

one is interested in the escape rate for a system exhibiting viscous friction in the 

classical regime. In itself this condition is insufficient to define the entire system 

in a unique way. However it is enough to determine the particle action which is 

obtained by integrating over the bath variables. This condition [6] is vital because 

then all models of the heat bath  are equivalent as far as F is concerned provided 

they can reproduce the same Langevin equation in the classical limit.

Now Mel’nikov [6,36] proceeds in the manner of Kramers by using two differ­

ent models of the bath. We have already summarized the IHD rate as treated by 

Poliak [35]. In the underdam ped regime Mel’nikov includes the interaction of a 

particle with a Boson bath  by incorporating a term linear in the particle coordi­

nate describing the effects of the (Johnson-Nyquist) noise (which is Gaussian) on 

the Hamiltonian (operator) of the particle so th a t

H  =  -----\-V[x) + xfj{t) = Hq + xf} (2.56)
Im

where f}{t) denotes the Johnson-Nyquist noise operator. The spectral density of 

this bath  is then  given by the Planck distribution defined in term s of the Fourier 

transform of the autocorrelation function of the noise operator namely

/C»

< r}{t)f\{t + r) >T dr

■OO

= m^Ml[coi\\{hQ,/{2kBT)) — \] (2.57)

and <  f}{t) > T =  0 where the subscript T  denotes averaging over the bath  states. 

In the classical limit, —> 0, Eq. (2.57) yields the usual white noise spectral 

density D  =  2m(5kBT. However, as just stated, each quantum  particle by its 

very nature now presents a range of possible quantum states as well as the thermal
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distribution o f a huge assembly (bath) o f such particles over a range o f possible 

states. The classical transition probability in energy space or Green function, 

which forms the kernel of the original Eq. (2.31) for / ( £ ’), must therefore be

we can no longer calculate the Green function via the Fokker-Planck equation 

transformed to energy-action variables. Nevertheless, to determine the leading 

quantum corrections to the escape rate in the underdam ped regime we may use 

the semiclassical approximation based on the Jeffreys-Wentzel-Kramers-Brillouin 

(JW KB) approximation [6, 14] whereby the energy levels (eigenvalues) in the 

vicinity of the barrier are distributed quasicontinuously. Thus the m atrix elements 

of both the position x  and evolution <l> operators in the interaction representation 

may be represented in term s of the Fourier transform  of the classical trajectory. 

This is in essence the m ethod proposed by Larkin and Ovchinnikov [10]. Their 

calculations ultim ately yield an integral equation for the population of escaping 

quantum particles f { E) ,  namely,

parabolic barrier as well as the Green function which is to be identified with

state vector specifying, in the interaction representation, the noise induced energy 

transitions from E  to  E'  in a cycle of the motion in the well infinitesimally close to 

the separatrix, in the appropriate semiclassical approximation. (Note the limits 

of integration are —oo, oo, unlike in the classical expression, in order to take 

account of tunneling.) The function f { E )  now represents the quantum  probability 

distribution of the escaping particles and is valid of course only at tem peratures 

above the critical tem perature [19] at which the parabolic approximation to  the 

barrier fails. The integral equation for f { E )  differs from the classical one in two 

vital respects because (a) it includes (cf. Eq. (2.58)) the reflection factor for 

the inverted parabolic barrier and (b) the Green function must be calculated in

replaced by the statistical density m atrix (stemming from the evolution operator 

for the state vector) which includes both therm al and quantum  effects. Hence

(2.58)

where the kernel contains the quantum  reflection factor r{E)  for an inverted

the statistical density m atrix calculated via the evolution operator $  for the



a semiclassical manner. This was accomphshed by Larkin and Ovchinnikov by 

essentially starting from the expression for the undamped classical trajectory of 

the librational motion in the well of a particle with energy equal to the barrier 

energy. The amplitude of the quantum transition from a state E'  to E  (recall that 

E  ~  E') in one cycle of the periodic motion under the influence of the noise may 

then be formally written down using the interaction picture in terms of the matrix 

elements of the time ordered system-bath operator $  specifying the evolution of 

the state vector from state E'  to E  in the interaction representation. Hence the 

Green function (or statistical density matrix) may also be formally written down 

semi-classically as, (the angular braces with subscript T  denote averaging over 

the thermal states of the bath),

g { E , E ' ) = < \ A { E , E ' ) \ ^ > T  (2.59)

and the amplitudes are given by

A( E, E ' )  = ( £ | f  e x p ( - i / _ “

=  (^ |$ |£ ;')  (2.60)

where l> =  T  exp

Thus by using the semiclassical approximation for the matrix elements of $  

in the presence of the noise and averaging over the thermal distribution using 

the centred Gaussian properties of the Johnson-Nyquist quantum noise we have 

a closed form for the Green function. This is rendered as the inverse Fourier 

transform of the characteristic function of the energy distribution

g{\) = exp[u}(A) — iy(0)] (2-61)

which should be compared with the classical result

g { \ )  =  e-A(A2+i/4) ^2.62)

Now the Green function g{E — E') unlike the classical one always involves

the quantum transition probability w determined by Fermi’s Golden Rule [4] 

for the position operator x{t) in the presence of the noise in the first order of
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perturbation theory. Thus unhke the classical case where the Green function is 

canonical in the sense that the sole (Kramers) parameter A is the ratio of the 

friction times the action of the undamped periodic motion at the saddle energy 

to the thermal energy, the parameters of the quantum Green function depend on 

integrals involving the precise nature of the potential. For any given potential 

the matrix elements must be calculated explicitly as we shall see later, e.g.

w { E - E ' )  =  ^ | <  E\x\E' > \^m^iE -  E')coth n
E - E '  
2 K b T  ~

(2.63)

where recalling the JWKB approximation, we have

1 f°°
< E\x\E' >= —  /  x{t)eM^{E -  E')t/h]dt (2.64)

Qi7Tf% J _ Q o

which are the semi-classical matrix elements.^ x{t) represents the classical critical 

energy trajectory [6] corresponding to the periodic librational motion in the well 

at this energy and the matrix elements are given by the Fourier transform over 

time. Hence the characteristic function g{\) may be determined (Eq. (2.61)) .

In reality since the motion in the well is periodic the Fourier integral in 

Eq. (2.64) is a Fourier series. However, on the critical energy trajectory the 

period of the motion effectively tends to infinity so we can always replace Fourier 

series by Fourier integrals and vice versa. This replacement will be used exten­

sively in Chapter 6 which deals with the detailed calculation of the quantum 

underdamped rate.

Using the above results the Wiener-Hopf method may be used to solve the 

integral equation as before and recalling that as far as quantum effects are con­

cerned only those particles that penetrate the classically opaque potential barrier 

via tunnehng contribute to the escape rate so that the rate is given by the fol­

lowing equation involving the penetration coefficient in the underdamped regime

^Compare the classical expression $o(‘̂ ) =  |x(‘̂ )|^^«(‘*̂ ) for the power spectral density of a 

random process that has been filtered by a linear time-invariant filter with frequency response 

x(w). Clearly the quantum amplitudes play the role of the frequency response.
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f { E ) d E  
+  exp (-27 r£ '/(hu>c))

^ uj c  s i n h [ h w A / { 2 k B T ) ]  ^ _ A v / ( k B T )

The depopulation factor is then given by

ysm{Tvy) In [l —
A { A ,y )  = exp fJ  — C

cosh(27ryA) — cos{ny)
dX (2 .66)

where

and where we have w ritten AR{X, y) =  w{Qi)—w { \ —i/2)  where w {\)  is the Fourier 

transform of the quantum  transition probability in the presence of noise in the 

first order of perturbation theory given by Eq. (2.63) which replaces the classical 

arguement A(A^ +  1/4)- Notice th a t in the quantum  case the depopulation factor 

/l(A , y) takes into account the interaction of the Brownian particle with the heat 

bath via the dissipation param eter A and also includes the high tem perature 

quantum  effects via the quantum  parameter y. In many cases if absolute precision 

is not required we can replace AR{X,y)  by its classical value. We reiterate tha t 

unlike the classical case if this approximation is not made the depopulation factor 

has to be calculated explicitly for each particular potential.

2.6 C onclusion

The objective in writing the first part of this chapter was simply to  provide 

a rough guide for the  reader through the maze of subsequent rather involved 

calculations. At this stage it is advantageous to give, in the form of Appendices, 

a derivation of the VLD rate using the energy controlled diffusion equation as 

derived by Stratonovich’s m ethod [3].
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A ppendices

2. A D erivation o f the Kramers energy controlled

diffusion equation from the lightly dam ped  

Langevin equation

Stratonovich [3, (Eq. 4.223)] writes the Langevin equation as

fj?x + X  -  f {x)  = ^{t) (2.68)

where in the present context is white noise defined in his notation via the 

statistical averages

(0 =  0) + = k 6{t )

where k is the noise strength. Write l / f i  = e so that the inertial term, i.e. the 

one involving x, is large and t = ^/e, where e < <  1. Thus the motion is very 

lightly damped. (The calculation has also been carried out by Coffey et al [32] 

in actual as opposed to normalized variables.)

Then Eq. (2.68) becomes

X e x  — f  {x) = \ / l (2.69)

Now the usual Langevin equation we have written is

x +  /3i: +  —^  =  ^  (2.70)
m  dx m

and the autocorrelation function of the white noise force \{t)  is

{\{t ) \{t  + r)) = 2C,kBT5{T)

Furthermore if m =  1 we have

i  + /3x +  ^  =  A(t) (2.71)
dx

Comparing Eqs. (2.69) and (2.71) we have e — P and y/e^{t) — \(t).  If e is small 

Eq. (2.69) describes the behaviour of a system performing nonlinear oscillations

under the influence of weak frictional forces and weak external fluctuations. In
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other words the system is only very lightly coupled to the bath. Now introduce 

the energy and the position x  as slow and fast variables respectively

^  ^  V{x)  (2.72)

where
px

V{x) = -  f {z)dz  (2.73)
J  X \

is the potential function. Multiply Eq. (2.69) by x  to obtain

XX +  tx^ — f {x )x  = y/ex^{t)  (2-74)

Differentiating Eq. (2.72) with respect to t we have

. dV
E  = XX -\— —X 

dx
= XX — f {x )x  (2.75)

Prom Eqs. (2.74) and (2.75) we have the fluctuation equation for the energy

E  = —ex^ + y/ex^{t)  (2.76)

Now from Eq. (2.72) we have

x{t) = y / 2 { E - V { x ) )  (2.77)

(taking the positive sign which is all that will be needed for our purposes) yielding

E{t) = -2e[E -  V{x)] + y/2e[E -  V{x)] ^{t) (2.78)

The system is governed by the two fluctuation equations (2.77) and (2.78). How­

ever, the multiplicative noise appears explicitly in only one of them. Now from 

Stratonovich [3, (Eq. 4.33)] we have the probability density diffusion equation 

for the single space variable y

w{y) = -■^[Ki{y)w{y)]  +  ' ^-^[K2{y)w{y)]  (2.79)

which is called the Fokker-Planck equation. The probability current is

G{y) = Ki{y)w{y) -  '  ̂—  [K2 {y)w{y)] (2.80)
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Now the Fokker-Planck equation can also be written in the form of the continuity 

equation

w + (2.81)
dy

while the corresponding (unique) Langevin equation is (Stratonovich Eq. (4.178))

V ’- K M - J  +  V k M  m  (2.82)

where K\{y)  is the deterministic drift and —{K/4)dK2{y) /dy  represents the noise 

induced drift arising from the multiplicative noise. Having w ritten the Langevin 

equations (2.77) and (2.78) we now want the corresponding Fokker-Planck equa­

tion in position-energy space. We can do this via a heuristic argument which has 

been justified rigorously from first principles by Coffey et al [32] .

First Eq. (2.77) is a 1-dimensional Langevin equation in the state  variable 

X  without explicit noise and by inspection of Eq. (2.82) we see th a t the drift 

coefficient

Ki(x) =  y /2{E  -  V)  (2.83)

say. Thus by inspection of Eq. (2.79) we see th a t the state  variable x  contributes 

only a (deterministic) drift term

-  —  V 2 { E - V ) w { x , E )  (2.84)

and no diffusion term  to  the Fokker-Planck equation for w{x,  E) .  Equation (2.78) 

on the other hand contains a multiplicative noise term giving rise to noise-induced 

drift

V>^2 {E) = yj2e{E -  V) (2.85)

say. Now we have to  evaluate k i {E)  in Eq (2.78). Using Eq. (2.82) we have

K i { E ) - ^ - ^  = - 2 e { E - V )  (2.86)

Hence the proper drift term  comprising both the deterministic and the noise- 

induced drift is

/ f , ( £ )  =  - 2 £ [ ( i 5 - K ) - j ]  (2,87)

Thus the state  variable E  gives rise by inspection of Eq. (2.82) to  an overall drift 

term
d

—  {2e [(i3 -  V') -  j ] } w(x,  E)  (2.88)
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in the Fokker-Planck equation for w{x,E) .  F inally the diffusion term is (again 

by inspection of Eq. (2.82))

‘̂ - ^ [ 2 i ( E - V ) w ( x , E ) ]  (2.89)

Hence we have the Fokker-Planck equation in the two state variables (x, E)  for 

the evolution of the jo in t pdf w{x, E)  in position-energy space, namely,

O p  f )

w{x, E)  =  -  —  \ ^ / 2 { E -  V{x) )  w{x, E) \  +  2e—  E - V { x ) - ^  w{x ,E)
dx 
K  9^

K

4J

where

K /
OO

{ ^ i r )d r  (2.91)

•CX)

Thus it  is clear how the Langevin equations (2.77) and (2.78) give rise to a 

2-D Fokker-Planck equation w ith  x and E  as variables. We require the quasi- 

stationary solution for the pdf in energy space, therefore we must now reduce 

Eq. (2.90) to a one-dimensional diffusion equation in the energy. (Notice that 

everywhere we shall differentiate the various pdfs by specifying the argument.)

This is accomplished as follows. First, if  e is small (small friction) E  is sensibly

preserved during a large number of oscillations and the time the particle spends 

in the interval between x  and x -j-A x  is then inversely proportional to the velocity 

x{t) =  \ / 2 { E  - V (x) . Hence we have the conditional pdf

I A[E -  y (x ) ]- l/2  E
w{x\E)  =  (2.92)

[o  for y (x )  > E.

where A is a constant. (The \/2  has been absorbed into the constant.)

To determine A  we have

1 =  A  /  (2.93)
jRiE) y j E  -  V[x )

The integration is over the region R{E)  (the domain of the well) defined by 

V (x) < E,  in other words inside the well.

Next define

ip{E) =  [  y / E  -  V{x)dx  (2.94)
J r {E)
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Then on differentiation with respect to E

v' (E)  =  i  /  
^ JR

dx
R{E) y / E  - V { x )

(2.95)

and A — 2<p'{EY

Now by definition the two-dimensional or joint probability density function w{x, E)  

can be written in the form

w{x, E)  =  w{E)w{x\E) =
w{E)

2 i f ' { E ) ^ E - V { x )
(2.96)

Then substituting Eq. (2.96) into Eq. (2.90) we ultimately obtain (details below) 

the following one-dimensional diffusion equation in the energy

w{E) = e
d E

+ 2 dE^ cp'(E)
w{E) (2.97)

Aside: Consider the left hand side of Eq. (2.90). Integrating with respect to x  

we have by definition

f w{ x , E )d x  = — f w{ x , E ) d x
J r {E) d t  J r (̂e )R{E)

dw{E)
dt

= w{E)

Consider now the first term on the right hand side of Eq. (2.90). Using Eq. (2.96) 

we have

dx
y/2{E - V { x ) ) w { x , E )

dx

dx

y / 2 { E - V { x ) ) w { E )  
2 i f ' { E ) ^ E  - V { x )  
w{E)

[V2<p'{E)\

=  0

because the expression in the square brackets is a function of E  only and so the 

partial derivative with respect to x  must be zero.
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Next consider the second term on the right hand side of Eq. (2.90). Again 

using the joint pdf, Eq. (2.96), we have

2e
dE

( e  -  V{x) -  w{x, £;)] = 2 e ^  ( e  -  V{x) -   w { ^
Lv  ̂  ̂ 47  ̂ dE \   ̂  ̂ 47 2ip' {E)y/E^

w{E)

=  e
dE

V E  -  V{x)
K

V{x)

w{E)
A y / E  -  V{x) I  V ' { E )

Now integrate with respect to x  over the domain of the well R{E)  and using 

Eqs. (2.94) and (2.95) we obtain

d
' dE f  ( v e -  V( x )

J r (e ) \

K
dx

w{E)
= eA

d E [ W ( . E )  2> ’IR{E) \  Ay/E — V{x) )  ‘P'iE)

which is a function of the energy only.

Finally, consider the third term on the right hand side of Eq. (2.90). Using Eq 

(2.96) we have

d^K a "  

2 ^ 2 {2e[E — V (x)]w(a;, E)} = en
dE^

d^
dE^

{E - V { x ) ) w { E )
2^AE)^/W^V^

^ { E - V { x ) ) w { E )
2^'{E)

Integrating with respect to x  over the domain of the well R{E)  and using Eq. (2.94) 

we have

f  e .
JR{E)

d'^
dE^

y / { E - V { x ) ) w { E )
2^'{E)

dx =
CK. d^
2 dE^

vi.E}
w{E)

which is again a function of E  only. Hence corresponding to the quasi-stationary 

Langevin equation we have for VLD the Fokker-Planck equation in energy space

+
€K d^
2 dE'^

^{E) w{E) (2.98)

This appears to me to be the most transparent way of deriving the energy con­

trolled diffusion equation as it follows automatically from Eq. (2.92). This equa­

tion is widely used in the quantum mechanics of the harmonic oscillator in order 

to compare the classical probability with the quantum one.



2.B C onnection betw een Stratonovich, Kramers, 

and Praestgaard—van K am pen calculations

Stratonovich’s Eq. (4.254), ahas (2.99) below, is identical to that given by Praest­

gaard and van Kampen [38], and also to that originally given by Kramers, which 

is not immediately obvious. This may be demonstrated as follows. We have

^ { E )  K

V{E)~2^
y ( £ )
f f (E)

w{E,  t)

where
d (p  2 tt

dE u[E)

Substituting Eq. (2.100) in Eq. (2.99) we have

(2.99)

( 2 . 100)

w{E,  t) =  e
d E

^ ( E)
27T

(p{E)w{E, t )

=  e
d E 27T

(2 .101)

Now

d E
d(p(E) f  uj(E) , „  d f(jo{E)

- w { E , t ) ] + ^ { E ) — { ^ ^ w { E , t )
d E  V 27t d E  V 27t

Substituting Eq. (2.102) in Eq. (2.101) we have

K

( 2 .102)

27T 2 d E \  2tt

or

w{E, t )  =  <J ip{E)
K d 

~ ^ 2 d E
<^{E)

2 t x
w{E,  t) (2.103)

40



Now with the replacements k/2 —>• ksT,  e <f{E) —> S{E),  we have the

energy controlled diffusion equation as given by Kramers, namely,

2 tv
w{E, t)

Notice that in action space we have

27T

(2.104)

(2.105)

Using Eq. (2.105) in Eq. (2.104) we have

p{S,t) = p ^ ^ l s
u{E) UJ{E) ds 1 +

2'KksT d 
io{E)

p{S,t)

KS,t) = 15
dS

Sp{S^)  +
27rkBTS dp(S,t)

(2.106)u{E) as
which is the Kramers action diffusion equation. Note that either Eq. (2.106) 

or Eq. (2.104) leads directly to the quasi-stationary solution (see Appendix 2.C 

below)

-j = ps 1 + k g T  -
d \  cj{E)

w{E) (2.107)
d E J 2n

which yields the Kramers VLD escape rate. We have therefore proved that 

Stratonovich’s Eq. (4.254), ahas Eq. (2.97), is entirely equivalent to the Kramers 

equation (2.104). The proper calculation of the multiplicative noise contribution 

to the drift is central to this result. However, it appears that the Stratonovich 

method starting from his Langevin Eq. (4.246), ahas Eq. (2.69), for small P is 

superior to all others because the latter contain strong elements of ‘hand wav­

ing’. The merit of the Stratonovich approach is that by starting from the energy 

Langevin equations involving multiplicative noise, namely.

Xc =  ^/2[E -  V{x)]

E  = -2e[E -  y(x)] +  ^ 2 e [ E - V { x ) ] ^ { t )

one can see clearly all the assumptions that are being made which is not at all 

obvious in the other approaches.

Finally, the equivalence of the energy-controlled diffusion Eq. (2.104) and the 

equation given by Praestgaard and van Kampen [38] is easily proved as follows.

41



We have, with the usual replacements k/2 —> e —>• /3, and ^p{E)

Eq. (2.99), the equation

p^{E) u{E)S{E) uj{E)
m 27T 2 tv / pda:

5(£;) in

(2.108)

(2.109)

where the overbar denotes the mean value over one cycle of the undamped libra- 

tional motion at energy E  in the well (cf Appendix 2.D below). Equation (2.108) 

corresponds to that given by Praestgaard and van Kampen because it may be 

rewritten as

u{E)
2tt

S{E) -  kT
27T dE

+  w(E)kT +  S (E )w {E ) '^ ’̂ ^ \  (2 1̂10)

which transparently reduces to the Kramers equation (2.104).

2.C Kramers VLD rate for a particle with a

separable and additive Hamiltonian moving 

in a potential V(x)

In order to calculate the VLD rate from Eq. (2.104) above we seek the steady state 

solution with injected current (constant), w = 0. We then have from Eq (2.107)

d- J ^ p S  l + keT

Equation (2.111) can be rewritten as

d

dE
WOJ

{2 ,111 )

WOO
+

Now let

y

W O J

2 t t

WLU

J
PS{E)

(2 . 112 )

(2.113)
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We then have

—  H— = ------  —  (2 114)
dE k s T  p S k e T   ̂ ’

This is a 1st order Unear ordinary differential equation. The solution is

We assume following Kramers that w{Ec)  =  0. In other words all particles that 

reach the seperatrix disappear. We emphasize that this Ansatz is valid only in 

VLD (cf Mel’nikov [6]). Prom Eqs. (2.113) and (2.115) we have

ylEc)  =  =  Ce-a-
Z7T

Now (jo{Ec ) —> 0 periodic time in well at this energy —>■ oo C =  0.

Hence, interchanging the limits

p -g-.g'
c> k o T

p k B T u  I e
J  2n f  ̂ e

dh/
l^ksTu J e S{E') 

J  2ne~'^
EfEc

PkeToj Je S{E')

Let N  denote the number of particles in the well and for convenience take E^ = 0, 

then
fEc

N =  w[E)dE  (2.117)
Jo

Using Eq. (2.116) in (2.117) we have

JT - - E -  f

The escape rate is then ̂  ~  ^  flux-over-population method. Now as

far as the outer integral is concerned it is dominated by the lower limit where

uj{E) «  u a , i.e. the angular frequency of small oscillations (independent of E)

while the inner integral is dominated by the contribution of the action near Ec-
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B'^dE
BkBTujA

kuTe '̂ B'T
BkBTujA

pksTujA

(2.119)

J  27t k s T  e'‘BT
/3ujaS{Ec) 

The escape rate F = J / N  is

PS{Ec)ujAe ’̂bt

( 2 . 120 )

(2 . 121 )
k s T  27t

where f3S{Ec) is the energy loss per cycle of a particle librating in the well with 

energy equal to the critical energy Ec  at which the particle just escapes the well 

and Ec = AV since we have taken the zero of potential to be at E a =  0.

In general if we do not set Ea =  0 we have

PS{Ec)tOAer  =
ksT  2n

where A V  = E c  — E a -

This is Kramers escape rate for low friction.

(2 . 122)

2.D Energy loss per cycle

We saw that /3S{Ec) is the mean energy loss per cycle of the periodic motion in 

the well at the saddle energy.

Let E{t) denote the total energy at time i of a particle executing librational 

motion in the well (ignoring the noise). The instantaneous rate of change of 

the total energy of the particle with respect to time, dE{t)/dt, is equal to the 

frictional force acting on the particle times the velocity of the particle. We have

dt \  m J \  m

(2.123) 
m
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where P is the damping coefficient. One should note th a t in Eq. (2.123) p  may be 

understood (effectively as in the perturbation theory context) in the conservative 

(undamped) sense because we assume the VLD limit. Integrating both sides of 

Eq. (2.123) we obtain

E{t) -  E(0) = -l3 f  (2.124)
J o  ^

Consider the case where the initial energy of the particle E(0) is equal to the 

barrier energy Ec- Let T  denote the time required for a particle with initial 

energy E c  to complete one cycle of the librational motion in the well. The 

change in energy from time f =  0 to time t = T  is

A E  = E{T)  -  E c

m  
T

dr

dx{r)
pM — dr

Jo 

Jo

=  I p d x  (2.125)
JCi

where Ci  is the trajectory in phase-space of the particle from time i =  0 to time 

t = T.  Let C 2 denote the trajectory in phase-space of a particle oscillating in the 

well in the absence of friction {j3 = 0, E{t)  =  Ec)-  In the extremely underdamped 

regime the contour Ci  is approximately the closed contour C2 and

/ p d x  ~  (p p dx  
Jci JC2

= S{Ec)  (2.126)

where S{Ec)  is the increase in the action of the particle executing this trajectory.

Substituting Eq. (2.126) in Eq. (2.125) we have for the change in energy in one

cycle

A E ^ - p S { E c )  (2.127)

P S{Ec)  is the energy loss per cycle of a particle librating in the well with energy 

Ec-  Thus the loss is entirely determined by the Newtonian dynamics in the well.
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2.E Transform ation of energy density function  

to  action density function

For convenience we use the notation of Landau and Lifshitz [16]. The abbreviated 

action Sq for a given energy E  is defined as

So{q, E) = JP{(1, E) dq (2.128)

The action variable I  is defined as

=  ^  pdq/2 TT (2.129)

the integral being taken over the path for one period of libration for given energy 

E. FYom Eqs. (2.128) and (2.129) we see that during each period of the oscillatory 

motion of the particle in the well the action on the archetypal closed trajectory 

in phase space {p, q) increases by 2nl.  For a closed system /  is a function of the 

energy alone and so Sq can be written as a function So{q, I). Landau and Lifshitz 

use the formula for canonical transformations [16, Eq. (45.8)] to obtain

P =  (2J30)dq

and the angle variable w (not to be confused with the density used elsewhere)

»  =  ^  (2.131)ol

The action variable I  and the angle variable w are called canonical variables. The 

new Hamiltonian H'  is simply the original Hamiltonian H  expressed in terms of 

the new variables. H'  is the energy E{I), expressed as a function of the action 

variable. Hamilton’s equations in canonical variables are

7 =  0, w = (2.132)
dl
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Let S{E)  denote the increase in action during each period of the oscillatory motion 

of a particle with energy E  in the well.

S{E) =  2ttI{E)

^  -  2 —  

d l  ’ dS  27t

^  _ d^^
~dS ~  ~^~dS

=  CO
1

dE =

27T 

u(E)
2n

dS (2.133)

Let Pe denote the probability density function for a particle in the well as a func­

tion of the total energy of the particle E. Similarly let Ps denote the probability 

density as a function of the action S. The probability that the energy of the 

particle in the well lies between E  and E  + dE  is

Pe {E) dE (2.134)

Similarly, the probability that the action for the particle lies between S  and S + d S  

is

Ps {S)dS  (2.135)

Prom Eqs. (2.133)-(2.135) we have

-uj{E)-
Pe {E)

2 t t

Ps{S) =  Pe {E)

dS =  Ps{S)dS  

u{E)-
27T

(2.136)

(2.137)

2.F N onlinear pendulum  dynam ics

In this Appendix we show that the period of the motion of a pendulum increases 

with increasing amplitude of oscillation and we consider the motion of the pen­

dulum in three distinct regimes of its total energy. A detailed discussion of 

nonlinear pendulum dynamics can be found in the book The Pendulum, a case
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study in physics by G. L. Baker and J. A. Blackburn [39]. See also Article 44 

in A TVeatise on Analytical Dynamics, 2nd Ed., by E. T. W hittaker [40] where 

the complete solution of the pendulum problem is given in term s of the Jacobian 

elliptic functions.

Figure 2.4: The simple pendulum with a  point mass bob

The undamped, unforced equation of motion of the simple pendulum, obtained 

using Newton’s second law, is

m l— r =  —mg smU

or

^  +  jsin6> =  0 (2.138)
a t ‘̂ I

If the am plitude of oscillation is small Eq. (2.138) can be linearized by using the 

approximation sin 9 «  9. However, for large amplitudes the linearized approx­

imation is no longer valid and we must solve the nonlinear equation of motion 

for the simple pendulum. The to ta l energy E  of the pendulum is the sum of its 

kinetic and potential energies
1 /  rif) \  ^

E  = -m i^  i —  \ + m g l{ l  — cos9) (2.139)
^  \  LLL J

Case 1: E  < 2mgl (Oscillatory Motion)

In this case the angular velocity ^ =  0 when 9 = ±o;, where |o!| <  tt.

Eq (2.139) can then be w ritten as



Using the identity cos9 =  1 — 2s\v?{6/2) in Eq. (2.140) we obtain

(2.141)
J t  = f

Following Baker and Blackburn [39] we introduce two new variables, and k, via 

the substitutions
6 a

sin -  =  sin — sin (2.142)

and

k = sin (2.143)

Eq. (2.141) can now be written as

|  = ±2yf(.-.^sinV)

= ± 2 k ^ j ^  cosip (2.144)

Differentiating both sides of Eq. (2.142) with respect to t we have

1 / 9 \  dO . / a \  dip

Substituting Eqs. (2.143) and (2.144) in Eq. (2.145) we obtain

dt V ^

Separating the variables in Eq. (2.146) and integrating we obtain

7 r/2 dipC‘ 4 i : (2.147)
\ / l  — sin^ ip

where we have set the time f =  0 when the pendulum is at the bottom of its 

arc (0 =  0 and (p =  0), and time to is when the pendulum reaches its maximum 

angular displacement 9 = a  (corresponding to ip = tt/2). The period T of the 

oscillation is therefore T = i  to, and is given by

■'Si:T =  4 ^ / -  I '  . =  (2.148)
\ / l  — sin^ ip

The integral in Eq. (2.148) is called an elliptic integral of the first kind. The 

integrand may be expanded using the binomial theorem and integrated term by
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term to obtain [39]

T  = 2it\ I

I

1 + sm +

=  2 7 r J - / ( a )

(2.149)

(2.150)

The graph of the normahzed period (the function f {a)  in Eq. (2.150)) versus the 

angular amplitude (a) is shown in Figure 2.5.

Undamped oscillations

2 1.1

1.0

0 10 20 30 40 50 60 70 80 90 
Angle (degrees)

Figure 2.5: Normalized period of oscillation versus angular amplitude (from [39]).

Note that as a  —> tt, the bob approaches verticality, the factor a/2  —)■ tt/2, the 

series f{a)  diverges, and the period becomes infinitely large.

C a se  2: E  =  2 m g l  (Inverted Pendulum, metastable with an imaginary

period)

In this case the angular velocity ^ =  0 when 0 — ± 7t .

Substituting a  =  tt in Eq. (2.141) we have

Again separating the variables in Eq. (2.151) and integrating, we obtain an ex­

pression for the time interval t between the pendulum being at the bottom of its

± 2 , / f c o s ( ^ (2.151)
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arc {6 =  0) and being at the angular displacement 9

1
t = -

‘̂ ] j  9 Jo
i./I /  r  f  9  TV

-  in tan -  + -  
q V4 4

(2.152)

Prom Eq. (2.152) we see that as the pendulum approaches the vertical position, 

0 7T, and t oo. The phase diagram for the pendulum with just enough

energy to reach the upright vertical position is shown in Figure 2.6.

Figure 2.6: Phase diagram for a pendulum with just enough energy to reach the 

upright vertical position (from Baker and Blackburn [39]).

The phase space orbit corresponding to the critical energy E  = 2mgl is called 

the separatrix and marks the boundary between oscillatory and hindered rotary 

(or circulatory) motion of the pendulum.

Case 3: E  > 2mgl (Circulatory Motion)

In this case the motion of the pendulum is that of a hindered rotation. The 

angular velocity is a maximum when the bob is at the bottom and attains its 

minimum value when the bob is in the upright vertical position. The motion 

is again periodic in the sense of the Earth rotating about the sun. Prom the 

expression for the total energy, Eq (2.139), we have

2

-2
- 3 - 2 - 1 0  1 2 3

Angle



The angular velocity is

dt
2 ^ / 1  ,2 - 2

5̂ '

where

k =
2mgl

E

(2.154)

(2.155)

Separating the variables and integrating with respect to 9 from 9 = 0 to 9 = n, 

we obtain the time T /2  for one half rotation

T
2

'mP

Li t
d9

sm2 e

2mP f  2
E I-’t.

41)
sin^ I

(2.156)

Again the integrand may be expanded using the binomial theorem and integrated 

term by term to obtain the period of the circulatory motion [39]

22mP
E

(2.157)

A graph of the period versus the energy of the pendulum is shown in Figure 2.7.

Energy

Figure 2.7: Graph of period versus the energy of the pendulum. The vertical line 

represents the critical energy (from Baker and Blackburn [39]).
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2.G Form of position-energy diffusion equation  

(2.90) from the Langevin equation

The Langevin equation in normahzed variables, namely,

X + ex — f{x)  = (2.158)

forms the starting point of our derivation of Eq. (2.90). For the discussion of 

various transformations to position-energy variables it is useful to start from the 

Langevin equation in the direct physical variables, namely,

m x  + ( x  + = \{t)  (2.159)
ax

where \{t)  is defined by the autocorrelation function

+ r)) =  2CkBT5{T) (2.160)

Then as usual

X = \ /2[E — V{x)] /m (2.161)

E  =  -C i^  +  A(i)i (2.162)

This is the starting point of the derivation of Eq. (2.90) which is used by Coffey 

et al in the article “On the Kramers very low damping escape rate for point 

particles and classical spins” [32] which has been accepted for publication in

Advances in Chemical Physics. Following from Eqs. (2.161) and (2.162) and

using the properties of multiplicative noise we have

w{x,E)  = -  ^ [ E  -  V{x)]^w{x,  E)

^  I  ~  [ E - V (x)] w{x, E)  I

(2.163)

as is easily verified by appropriate replacements in Eq. (2.90). This is truly, 

as is Eq. (2.90) a diffusion equation in (x, E)  space because both the drift and 

diffusuion coefficients have been calculated in the new variables {x,E),  the evo­

lution of which is governed by Eqs. (2.161) and(2.162) or equivalently (2.76) and
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(2.77). The problem of the calculation of the drift and diffusion coefficients when

a transformation to new variables is made in the Langevin equation is exten­

sively discussed in Section (3.42) of Risken [41], while the transformation to new 

variables in the Fokker-Planck equation is also discussed in detail in his Sec-

involved. The Langevin method which is described by Coffey et al [32] with E  

and X  as state variables from the onset, in conjunction with the general form of 

the Fokker-Planck equation, avoids these difficulties.

Chapter 3. Here we have V{x)  and considering only right going particles (see 

Section (3.2)) then

with p defined by Eq. (2.20). Then details in Eqs. (3.19) to (3.25) we end up 

with the quasi-stationary equation

This equation does not have the same form as the evolution equation for w{x, E). 

The difference arises because we have performed the transformation using the 

diffusion coefficients in (x,p) space. Thus Eq. (2.168) still remains a diffusion 

equation in (x,p) with E  a parameter which specifies the momentum p for a 

given value of the position variable x. In order to get Eq. (2.163) from (2.168) 

we must write ___________

tion (4.9). Here the Jacobian of the transformation to the (x ,E)  joint pdf is

The foregoing paragraphs are particularly relevant to Section (3.2) of

(2.164)

p — \ /2m[E — V̂ (a;)] (2.165)

and let us define as in Section (3.2)

f { E , x )  =  p\p{E,x),x] (2.166)

and

p{p,x) =  F{E{p,x),x) (2.167)

(2.168)

(2.169)

Substituting this into Eq. (2.168) then immediately yields Eq. (2.163).
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Chapter 3

Kramers Turnover Problem

3.1 M el’nikov’s solution of the Kramers turnover 

problem

We saw that in the Kramers model the motion of a particle librating in the well 

is governed by the Langevin equation

where x  is the position of a particle with meiss m,  /? is the damping coefficient 

per unit mass, V{x)  is the potential and F{t) is a zero-mean stationary white 

Gaussian noise driving force imposed by the bath which maintains the Brownian 

motion. The autocorrelation function of the driving force F{t) is

where ks  is the Boltzmann constant, T is the temperature, and the overbar 

denotes the statistical average over an ensemble of particles which have all started 

at time t with the same initial position x{t) = x and momentum p{t) = p. 

The corresponding Fokker-Planck equation for the distribution W{x,p, t )  of an 

ensemble of noninteracting Brownian particles having momentum p = m d x / d t  

and position x  is

(3 .1)

F{t)F{t') = 2kBTmp5(t  -  t') (3 .2)

d W  p d W  dV d W  
 ;—dt m  dx dx dp

d W
Wp + m k s T  ——

dp
=  0 (3 .3 )
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Mel’nikov [6] began by considering the simplest example of a metastable state 

when a Brownian particle that escapes over the barrier has no chance of return. 

The corresponding single-well potential V(x)  is shown in Fig. 3.1 below.

V(x)

AE)

-A F

Figure 3.1; Escape from a single well.

The potential at the top of the barrier located at a: =  0 is chosen to be zero. 

As before the depth of the well is A V  ~:$> ksT,  while the boundary condition

W { p , x , t ) ^ Q  as X ^  oo (3.4)

follows from the assumption that initially there are no particles at the far side of 

the barrier (a: > 0). A Brownian particle trapped in a deep potential well resides 

there for a very long time, exceeding all relaxation times. The lifetime of a particle 

in a deep potential well can then be formulated rigorously in mathematical terms.

The relaxation of the initial distribution of particles is a two-stage process. 

The distribution of particles inside the potential well and in the vicinity of the 

barrier approaches its steady-state form in a comparatively short time. Then 

the escape of particles over the barrier results in an exponential decay of the 

distribution,

W{p, x , t )  = W{p,  (3.5)

Inserting Eq. (3.5) in (3.3) we obtain

w pdw dvdw  , ^dW\ ^
+  5---- H 3̂—  I Wp  +  m k B T =  0 (3.6)

T m  dx dx dp dp \  dp
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where W{p,x)  is the steady-state distribution. Mel’nikov points out that the 

solution of Eq. (3.6) is non-normalizable; f J lV(p , x )dpdx  = oo, as W{p,x)  di­

verges as a; —> oo, because the region outside the well is included. However, below 

we consider W (p, x) only inside the well and moreover very close to the barrier.

Now, in the vicinity of the bottom of the potential well at x =  4̂, the 

potential V{x)  can be represented by a harmonic oscillator of frequency uj^ =

where the zero of potential is taken at the barrier top located at a; =  0. 

Furthermore, near the bottom of the well the normalized distribution function, 

denoted by p{p,x),  is only slightly perturbed by escapes over the barrier and 

retains the Boltzmann form

p { p , x )  ^  Po{p , x)  = ^ ^ e x p [ - { E  + A V ) / { k B T ) ] ,  - E : ^ k B T  (3.8)

where E  is the total energy and po(p, x) is the equilibrium distribution. Taking 

into account the rare escape of particles over the barrier Mel’nikov wrote

where N{t)  is the number of particles in the well. Now the main contribution to 

the normalization condition,

like in the calculation of the VLD rate, comes from a narrow region near the 

bottom of the well, such that (cf Eq. (3.7)) |x —a:^| ~  o;^^(A:BT/m)^/^. Moreover, 

in the separatrix region the flux of escaping particles, namely.

calculated near the barrier top does not depend on x  as long as |^(a;)| <C AK. As

V{x) ^  —A V  + (3.7)

(3.9)

W{p,x , t )  = N(t)p{p^ x), N{t) oc exp(—f/r ) (3.10)

(3.11)

(3,12)

before the conservation of the total number of particles of the ensemble (continuity
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equation) dN/dt =  — J  yields the connection between the lifetime r  =  F  ̂ of a 

particle in the well and the current J,

1 /r = J /N (3.13)

Mel’nikov uses Eq. (3.13) to calculate 1/r. He proceeds by noting that the first 

term in Eq. (3.6) is exponentially small and therefore the steady-state distribution 

obeys the equation

with the boundary condition (3.8) and asymptotics (3.4). Mel’nikov notes that 

the quasi-stationary Eq. (3.14) cannot be solved analytically. However, for suf­

ficiently deep potential wells (fc^T AV), we saw that one can apply different 

approaches, namely, Kramers VLD and IHD cases, in the regimes of weak and 

strong friction. Essentially by proceeding in this way he obtains an expression 

for T applicable for arbitrary values of p.

3.2 The Green function of the E n ergy-A ction  

Diffusion equation

Mel’nikov has shown that the underdamped Brownian motion near the barrier 

in a deep potential well can be described in terms of the Green function of the 

Fokker-Planck equation. He assumes that the flux over the barrier is due only 

to those particles in the vicinity of the barrier top with energy E  that satisfies 

l-E'l < ksT.  He also assumes that the potential energy of these particles exceeds 

both the thermal energy k sT  and the friction-induced energy loss per oscillation 

5, so that A y  »  ksT, 5. The total energy E  =  p^/2m + V(x)  is the most slowly 

varying quantity, so Mel’nikov used it as a new variable instead of the momentum 

p in the Klein-Kramers equation. However, unlike in VLD (cf Eq. (2.97)) where 

only ratios of momentum dependent quantities are involved, the right- and left- 

going particles must now be treated separately. In the equations given below 

the indices + and — are associated with the right-going and left-going particles

(3.14)
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respectively.

p = ±^ / 2m[E — V{x)\ = p±{E, x) 

/ r , i { - B .  x )  = f,\pi,(E,x),x] 

f>(p±,x) = fR.dE{Pi ,x) ,x]

(3.15)

(3.16)

(3.17)

(3.18)

Note that the function fR^i{E,x)  defined in Eq. (3.17) is not the joint probability 

density function in energy E  and position x. The value of the energy argument, 

E,  in this function merely determines the value of the momentum argument in the 

function fR^L[E{p±,x),x],  for a given value of the position x  (cf Appendix 2.G). 

Differentiating Eq. (3.18) with respect to p± and x, using the chain rule, we 

obtain,
f ) n ( 7 i ,  0 " ^  n A  r i T ^ . ( T k ^  t \

(3.19)
dp{p±,x) dfR^L[E{p±,x),x] dE{p±,x)

dp± dE
X X  X

and

dp{p±,x)
dx

d f R ^ L [ E { p ^ , x ) , x ]

p ±
d E

dE{p±,x)
dx +

p ±
dx

(3.20)

Differentiating Eq. (3.15) with respect to and x, we have

dE{p ,̂x)

and

dp±

dE{p ,̂x)

p±{E,x)
m

dx
dV{x)

p ±
dx

(3.21)

(3.22)

Using Eq. (3.21) we may rewrite Eq. (3.19) as

dp{p±,x)
dp±

p±{E,x)  dfR^L{E,x)
m dE

(3.23)

and using Eq. (3.22) we may rewrite Eq. (3.20) as

dp{p±,x)
dx

d f R ^ L { E , x )

p ±
dE

d V{ x ) \  dfR^i{E,x)
dx dx

(3.24)
E

Mel’nikov is then able to set =  0 in the relationship for p±{E,x) ,

p{E, x) =  ± \ / 2 m [ E  — V(x)] ^  p(0, x) = ± y / —2mV{x)
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because he has chosen the separatrix trajectory to effectively concide with E = 0 

(see Fig. 3.1) and he supposes that the leading contributions to the escape stem 

from particles on (boundary layer) trajectories very close to that trajectory in a 

narrow range of energy |£'| ~  that differs but httle from the zero energy

associated with the barrier top. Furthermore, Mel’nikov notes that the main part 

of the trajectory lies inside the well where |\^(a:)| ^  \E\. Using Eqs. (3.23) and 

(3.24) the quasi-stationary Fokker-Planck equation (3.14) then takes on the form

with coefficients independent of E. In the vicinity of the left-hand turning point, 

where all the particles are reflected, we have

whereas near the barrier top Jr = only for < 0. Since there are no particles 

going over the barrier into the well, the function f i  then vanishes for S' > 0.

Mel’nikov then introduces the action s along the separatrix trajectory corre­

sponding to E' =  0. Let sl{x)  denote the action of a particle that was reflected 

at the barrier top {x =  0) and is traveling to the left in position x. We denote 

the action of a particle that was reflected at the left-side turning point and so is 

travelling to the right at position x by s r { x ) .

(3.26)

fR{E,x) =  fL{E,x),  | x - x i | < | a ; i | (3.27)

(3.28)

(3.29)

Differentiating Eqs. (3.28) and (3.29) with respect to x, we have

=  ± ^ - 2 m V { x )
ax

(3.30)

We define

f (E ,  Si(x)) =  fL(E,x)  

f ( B , S R ( x ) ) s f ^ { E , x )

(3.31)

(3.32)

or in more compact notation

f{E,SR^L{x)) =  fR,L{E,x) (3.33)
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Differentiating f i ^E^x)  and Jr ^E. x ) with respect to x, we have

dfL{E, x)
dx

d f [ E, SL{ x ) )

E
d f { E, SL{ x ) )

dsi jx)
dx

and

d f n ^ E , x )

d x

dsi

d f { E , S R { x ) )

y / —2mV {x (3.34)

£ dsji
d f { E , S R { x ) )

dsRjx)
dx

ds R E

In more compact notation we have

dfR^L(E,x)
d x

d f ( E , S R ^ L { x ) )

dSR^L
± i\ /—2mV {x

(3.35)

(3.36)

Using Eq. (3.36) the partial differential equation (3.26) can then be written as

^ d f { E , S R ^ L { x ) )df{E,SR^L{x))  ^  d 
dsR^L dE

f {E,SR^i {x) )  + k s T -
d E

(3.37)

Since the action of a particle oscillating in the well (being a closed line integral) 

is monotonically increasing we can write Eq. (3.37) as

. d f { E , s Yd f { E , s )  d 
ds ^ d E

f {E, s )  + ksT-
d E

(3.38)

This equation describes diffusion and uniform drift in the energy space, like a 

Brownian particle being acted upon by gravity. Propagation along the separatrix 

trajectory is now parameterized by the action s. The initial condition (with 

s =  0) is

f {E, 0)  = 4>{E) (3.39)

The solution to the energy-action diffusion equation may be obtained as fol­

lows. Taking the Fourier transform of the P.D.E. (3.38) and noting the initial 

condition (3.39) written in terms of the energy variable E, we have

and

(3^40)

(3.41)
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Let F{^,s)  denote the Fourier transform of f { E , s )  with respect to the variable 

E. Using the well-known properties of the Fourier transform we have

=  { -e i^ k e T  +  i^l3) F( i ,  s) (3.42)

and

J '« .0 )  =  4>K) (3.43)

where $(^) is the Fourier transform of (f){E). The solution of the transformed 

problem (Eqs. (3.42) and (3.43)) is

F{^, s) = (3.44)

Taking the inverse Fourier transform of Eq. (3.44), we have

f {E,  s) =  <P{E) *

=  ( h ( E )  *  ̂ ^ - (E+0s) ^ / {4 l3kBTs )
\ / i n $ k B T s

/
OO -1

0 (E ') - 7 = = = e - ( ^ - ^ '+ ^ ® ) ' / ( ' ‘̂ '=sTs)^5/ (3 45)

, o o  y / i - K p k B T s

where the asterisk denotes mathematical convolution. From Eq. (3.39) we have 

(j){E') =  f {E' ,0) ,  and so Eq. (3.45) can be written as

/
OO 1

f {E' ,  (3.46)
■OQ y/4i7rphQTs

Define the function g{E — E', s) as 

g{E -  E', s) =

Then Eq. (3.46) can be written as

/
OO

f { E ' , 0 ) g { E - E ' , s ) d E '  (3.48)
•OO

Note that if the initial distribution f {E,0)  = 5{E), then f { E , s )  = g{E,s).  The

function g{E, s) is the impulse response of the system^ and is called the Green

function of Eq. (3.38).^The function g{E — E', s') is the response of the system to f { E,  0) =  6{E — E').
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3.3 Integral E quation for th e  D istrib u tion  

Function

In the case of the single potential well, which is the most elementary situation, 

we assume that after surmounting the barrier, the particles never return to the 

well.

fL{E,0) = 0, i o r E > 0  (3.49)

Near the top of the barrier the flux of the left-going particles arises only due to 

reflections from the barrier of the right-going particles with E  < 0. The relation­

ship between fn  and f i  is:

fL[E,x{E)] = fR[E,x{E)],  ioT E  < 0  (3.50)

where x{E)  is the root of the equation

V{x) = E,  x a < x < 0  (3.51)

corresponding to the right-side turning point at a given energy E.  Equations 

(3.49) and (3.50) constitute boundary conditions for the integral equation because 

(a) they relate f i  to f n  for < 0, and (b) no left-going particles exist at the 

barrier top. Particles with different values of energy E  are reflected at different 

values of position x{E).  However, for E  ^  k T  (the order of magnitude of a

fluctuation), the variation in the values of x{E) is small in size compared to the

overall extent of the well. Hence, one may assume that all such particles propagate 

along trajectories very close to the trajectory for E  = Ec  =  0 (separatrix). The 

action S{E)  per oscillation is given by

S{E)  =  ^  y/2m[E -  V(x)]dx, E  <Q (3.52)

However, for very small energies characteristic of the seperatrix region we can 

neglect the difference between 5(0), the action at the barrier, and S{E).  Thus 

the basic parameter of the problem 5(0), namely, the action in the seperatrix 

region is now
0

y/2m[—V {x)]dx (3.53)
1
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The integral equation (3.48) with the particular value s = S,  corresponding to 

E = 0, can now be used to describe the evolution of f {E,  S)  provided |£ |̂ ~  kBT.  

Mel’nikov proceeded with his derivation of an integral equation by introducing a 

new function f { E)  such that

f {E)  = fR{E,0),  i o v E>Q-  f {E)  = f L[E, x{E) l  for E  < 0 (3.54)

where x{E)  is defined in Eq. (3.51). The significance of this is that the function 

f {E)  simultaneously gives the rate of escape of particles at the barrier top for 

energy E  > 0 and the rate of reflection at the barrier for £■ < 0. Now the reflected 

particles proceed to the left-hand turning point whereupon they are reflected 

again. Having traversed the well these particles should then reach the barrier 

thereby reproducing the initial distribution f {E) .  This boundary condition now 

transforms Eq. (3.48) into a closed integral equation for the function f {E) .  Now 

in the vicinity of the separatrix trajectory {E ~  0) the evolution of the particle 

distribution is governed by Green’s function

1 { E - E '  + pS)  
AksT 5

(3.55)

where 5 =  /3S is the energy loss per oscillation. Therefore by superposition 

Melnikov’s integral equation for the energy distribution function for particles in 

the vicinity of the barrier top takes on the form of the Wiener-Hopf equation

f {E)  = f  f {E' )g{E -  E ')dE ' (3.56)
J  —OO

Note that the upper limit of integration can now be taken as 0 since there are no 

left-going particles at the barrier top with energy E  > Q. Furthermore because the 

exponential factor in the Green function g{E — E') decays so rapidly we suffer no 

great error in extending the lower limit to — cx5. This is important as otherwise 

the problem cannot be posed as a Wiener-Hopf equation [27]. Moreover, we have 

the additional boundary condition that deep in the well f {E)  must become the 

Boltzmann distribution (cf Eq (3.8)), i.e.,

/ ( £ ) « / „ ( £ )  =  ^ ^ e - ^ ,  - E » k g T  (3.57)
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Solving the integral equation (3.56) for f {E)  yields from Eqs. (3.12) and (3.13) 

the escape rate F in terms of f {E)

r = -  =  J =  /  f ( E ) d E  (3.58)
r  J o

In writing Eq (3.58) Mel’nikov has used the identity m^^pdp  =  dE  and has taken 

into account that in the underdamped regime only positive momenta contribute 

to the integral in Eq. (3.12).

3.4 Solving th e  Integral E quation  for f { E)  by  

the W ien er—H opf M ethod

Equation (3.56) for the energy distribution function represents the convolution 

of g{E)  and the one-sided function f {E)9{—E)  where 0{E) is Heaviside’s theta

or unit step function. Accordingly to solve this integral equation by the Wiener-

Hopf method Mel’nikov introduced the one-sided Fourier transformations

. 2 t x a u  r ° °  i \ B
= — e ^  /  f { E ) 6 { ± E ) e ^ d E  (3.59)

J—oo

On comparing Eqs. (2.1), (3.58) and (3.59) we have

r  = (3.60)

where the prefactor A  is given by

A =  v?+(0) (3.61)

Using the boundary condition of a Maxwell-Boltzmann distribution deep in the 

well, i.e. Eq. (3.57), one may approximate </?~(A) as

^  ^  |A +  z |<Cl ,  and ImA < —1 (3.62)
A  “ f“  z

Now, with Eqs. (3.55), (3.56), and (3.59) we have

f { E ' )  
V^kgTpS

2n AV r°° f /-o f (E' )  ( E - E ' + ^ S ) ^  i X E
V?"(A)+ (^+(A) =  — e ^ d E ' \  dE

J —oo c
(3.63) 
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Using properties of Gaussian integrals Eq. (3.63) can be rewritten as

(^“ (A) +  (^+(A) =  p(A)(^“ (A) (3.64)

where

/
° °  i X E  - S X ( X + i )

g{E)e<‘B'rdE = e (3.65)
•CXD

To illustrate how the Wiener-Hopf method [27] may be used to determine 

A = (/̂ “'"(O), Mel’nikov rewrote Eq. (3.64) as

(/?+(A) +  G(A)v?-(A) =  0 (3.66)

where
- S X { X + i )

G{X) =  l - g { X )  = l - e  ' ^ b t  (3.67)

The functions </?'*'(A) and <p~(A) are analytic in the upper and lower complex 

half-planes of A, the only exception being the pole of </?“ (A) at A =  —i. The 

solution of Eq. (3.64) may now be determined in terms of G{\)  as follows. We 

have from Eq. (3.64)

In [—(/?“'“(A)] =  In (/?“ (A) +  In G(A) (3.68)

We now use Cauchy’s integral formula (see Appendix 3.1) to decompose InG(A) 

into two terms lnG+(A) and ln G “ (A), analytic in the corresponding half-planes 

of A

InG(A) =  lnG +(A )+ lnG -(A ) (3.69)

where

In G ^{\)  = lim r  dX' (3.70) ̂  ̂ 2m  6->o X' - \ z f i e   ̂ ^

Both G"''(A) and G~{X)  are entire functions which have no zeros in the half-planes

ImA > 0 and ImA < 0 respectively. Moreover, both G'''(A) and G~{X)  1 as

A —>■ CO . Clearly

G'+(A)G-(A) =  G(A) (3.71)

We can now rewrite Eq. (3.68) as

ln[-(/?+(A)] -ln G + (A ) =  lny>-(A)+lnG'-(A) (3.72)
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As the functions on both  sides of Eq. (3.72) are analytic in different half-planes of 

A, both sides must be equal to  an entire function which is chosen so as to  satisfy 

the boundary condition Eq. (3.62), and which may be taken as ln /i(A ), so tha t

ln [-(/?+ (A )] - ln + G (A )  =  ln ( ^ - (A )+ ln -G ( A )  =  ln /i(A ) (3.73)

or equivalently

<^+(A) =  - /i(A )G + (A ) (3.74)

and

=  h{ X) / G- { \ )  (3.75)

FVom Eqs. (3.62) and (3.75) we have

A + r
Thus,

for |A +  z | <C l ,  and I m A < —1 (3.76)

Let

/i(A) =  — for |A +  z | <C l ,  and I m A < —1 (3.77)
A “1“  2

h(\) = (3 7̂8)
A +  z

Inserting Eq. (3.78) in to  Eqs. (3.74) and (3.75) yields the solution of the W iener- 

Hopf Eq. (3.72), namely,

zG +(A )G '-(-z ) ^
^ = V + r  <") =  - G-(A)(A + i) P

Thus the prefactor A =  </?‘*'(0) is given by

A  =  G + (0 )G '-(-z ) (3.80)

Now G~{ —i) =  [^■'■(0)]* where the asterisk denotes complex conjugation. This 

can be verified [14] by displacement of the contour o f in tegration in Eq. (3.70) to 

the line Im  A =  —i / 2

InG (A ')
ln G ± (A ) =  ± : ^ l i m  ^

X ^ i e

1 I n G ( A ' - l )
=  ± — l im /   -̂- ^ d X '  3.81

2m 6 - ^ 0  J_^  A' -  A -  I  T

dX!
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where the shifted function

G { \  -  i / 2)  =  1 -  ^(A -  i / 2)  =  1 -

is real [cf. Eq. (6.9)]. 

Using Eq. (3.81) we have

2 m e^o A' +  I +  ze

2 +ze

and

2 m  e-fO J _ ^  A' -  I -  ze 

Taking the complex conjugate of lnG''‘(0) we have

[lnG +(0)]* =  hm r
2ni  e-̂ o y _ ^  A' +  5 +  ze

1 , /■°° lnG(A'
=  lim I ---------^

2m  e^o J _ ^  X' +  I

=  In G ~ { - i )

Using Eq. (3.85) we can write

G - ( - i )  =  [G +(0)]'

and therefore

^ - G + ( 0 ) G - ( - z )  =  |G +(0)p  

Using Eq. (3.84) we obtain the depopulation factor Eq. (2.34), namely, 

A (A) =  exp ( ±  £  ■ ■ '{ l- e x p [ -A (A -  +  l / 4 ) ] } ^ ^ )

One can show (details in [14]) that

A( A) ~  A for A  -C 1 and >1(A) —> 1 for A 1

so regaining the VLD and IHD results, respectively.

3.5 Kramers VLD result

(3.82)

(3.83)

(3.84)

(3.85)

(3.86)

(3.87)

(3.88)

(3.89)

In the VLD limit, the integral equation (3.56) reduces to the differential equation
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subject to the boundary conditions (3.57) and

/(O) =  0 (3.91)

We now determine f { E )  from Eq. (3.90) and then use it to calculate the VLD 

escape rate. We have
df  1

(3.92)
dE  k g T

where C\ is a constant to  be determined. Now, the general solution of the differ 

ential equation

is [42]

y{x) =  e '

^  = p { x )y  = r{x)

e^rdx +  c

(3.93)

(3.94)

where c is an arbitrary  constant. The solution of Eq. (3.92) is therefore

f ( E ) I ' dE + C2

=  CikBT +  C2 6~y'‘B(^b t ) (3.95)

We now use the boundary conditions (3.57) and (3.91) to determine the constants 

Cl  and C2 , yielding Ci = — [u;^/27r(A;BT)^] exp [—A V /(k^T)],  C2 = —C ik sT ,  and

UJa
f { E )  =

A V
e (3.96)

2 n k B T

Mel’nikov [6] justified the boundary condition /(O) =  0 by calculating the average 

energy of the escaping particles and deduced th a t /(O) ~  o;^5(A:bT)“  ̂exp(—AV/(A;bT)) 

which is negligible only in the VLD case. To obtain the VLD escape rate we must 

evaluate the current J  at the barrier, which is defined as

dfJ  = - 5 ( f  + k B T
dE

(3.97)
E=0

Now /(O) =  0, and T = — J  since we have normalized to  one particle in the well. 

The escape rate is therefore given by

£=0
Using Eq. (3.96) in Eq. (3.98) we have

27r/csT

(3.98)

(3.99)

which is the Kramers VLD result.
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3.6 Criticism s of the ad hoc approach o f M el’nikov 

and M eshkov

A disadvantage of the original calculations of Kramers is that the prefactor (trans­

mission factor) of the escape rate is determined by essentially two separate ap­

proaches that are valid for very weak and high damping respectively [28]. The 

results are then combined in an ad hoc fashion to yield an interpolation formula 

vahd in the entire range of damping cf Eqs. (2.33) and (2.34).

However, Grabert [28] and Poliak et al. [18] proposed a unified theory based 

on a normal mode approach to the dissipative dynamics that has its origin in the 

generalized Langevin equation for the coordinate q, namely,

/■* dV
Mq + J T]{t -  t')q{t') + —  = F{t) (3.100)

Here, the system coordinate q of effective mass M moves in a potential V{q), 

experiences a friction kernel r]{t) and a random force F (i), that originates from 

the thermal motion of the liquid. The force F{t) is Gaussian and satisfies the 

second fluctuation dissipation theorem

{ F { t ) F m  = kBTvit) (3.101)

Kramers treated the problem in the Markovian limit, that is, rj{t) =  2Mj35{t), 

where 13 is the static friction parameter usually taken to be proportional to the 

viscosity of the fluid. The unified theory proposed by Grabert [28] and Pol­

iak et al. [18] may be described in two steps. The first of these, as shown by 

Zwanzig [1,43], is to transform the generalized Langevin equation into a Hamil­

tonian where the system is linearly coupled to a bath of harmonic oscillators. The 

second step [35,44,45] is a transformation of the coordinates of the Hamiltonian 

to normal modes. At the barrier one may then immediately identify the unstable 

normal mode associated with the barrier crossing [17]. At energies close to the 

barrier energy the normal mode dynamics are virtually exact [9,35]. Hence, a 

multidimensional TST in the normal mode coordinates can be used and is equiv­

alent to the spatial diffusion limited or IHD rate. The essence of the approach of 

Poliak [9,35] and Poliak et al. [18] is that the unstable normal mode decouples
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from the other modes very near the barrier allowing one to describe the problem 

by a single degree of freedom stochastic process for the energy loss in the unstable 

normal mode. This immediately yields the escape rate th a t is very similar to tha t 

obtained by M el’nikov and Meshkov [5,6]. However, two vital differences must 

be emphasised. The theory of Grabert [28] and Poliak [18] et al. deals with the 

unstable normal mode energy along the reaction and not the physical configuration 

coordinate. Second, the theory is formulated for arbitrary (non-Ohmic) friction, 

so th a t it is identical to th a t of Mel’nikov and Meshkov [5, 6] only in the weak 

coupling limit. However, it goes smoothly without any ad hoc assumptions to the 

correct spatial diffusion IHD limit th a t is synonymous with the multidimensional 

TST limit, and of course with Ohmic damping being assumed.

For ^  0 let f { E ) d E  be the probability of finding, in one unit of time, the 

system in the barrier region at a turning point of the unstable normal mode with 

a mode energy lying between E  and E  +  dE. The escape rate is then given by

since all particles with E  > 0 escape. If E' < 0 the particle returns to  the well 

where all modes are coupled and exchange energy [28]. The loss of energy A E  in

(assuming high barriers) th a t a system leaving the barrier region with normal­

mode energy E '  will return  to the barrier with an energy lying between E  and 

E  + dE in the unstable normal mode. The steady-state distribution f { E )  is given 

by the integral equation

Deep in the well f { E)  approaches the equilibrium distribution [28] feq{E) given

(3.102)

the unstable normal mode now determines the conditional probability g{E\E')dE

(3.103)

by

2’n k s T  uc
(3.104)

where A+ denotes the unstable normal mode angular frequency (the Grote-Hynes 

frequency). In the case of frequency-independent damping A+ is given by

(3.105)
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Since the distribution f { E)  approaches feq{E) for 0, the lower limit of

integration in Eq. (3.103) can be shifted to —oo, and the integral equation for 

f { E)  can then be written as

f { E ) =  r  g{E\E ') f{E ')dE' (3.106)

Grabert [28] made the Ansatz f {E)  =  feq{E) exp {^/3E)(j){l3E) which transforms 

Eq. (3.106) into a Wiener-Hopf equation with a symmetric kernel that can be 

solved by standard methods.

Their unified theory, based on the energy in the unstable normal mode at the 

barrier, then yields in the notation of [18]

where A =  AE/{kBT) ,  and A E  is the average energy loss of the unstable normal 

mode, evaluated for the E  =  0 trajectory. This energy loss does not in general 

coincide with the energy loss along the physical particle coordinate. For A 1, 

r  reduces to the multidimensional TST value as incorporated in the boundary 

condition for f { E) ,  namely,

On the other hand, for A of the order of unity or smaller [1] the distribution 

f {E)  now contains nonequilibrium effects giving rise to a transmission factor < 1 

that is below that of the multidimensional TST value. Moreover, for very low 

damping

2n
A+

exp In 1 _ (3.107)

^  -AV/(fcfiT)
2 t t  u jc

(3.108)

keT
(3.109)

which reduces for the original Kramers model (Ohmic friction) to A =  /35(0), 

that is, the energy controlled diffusion result.
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A ppendices

3.A Separations in the W ien er-H op f m ethod

T he Cauchy in tegral form ula can be used to  ob ta in  th e  separations lnG +(A ) and 

lnG '“ (A) needed in th e  W iener-H opf m ethod [27,46]. Suppose th a t  InG(A) =  

lnG(cr +  ioj) is analy tic  in the  strip  a < to < b and  th a t  lnG(cr +  iu>) 0 

Eis a  —> ± oo , uniform ly in the  strip  a < u) < b. Choose a;+ and  o;_ so th a t 

a < < 00 < u>- < b.

Using C auchy’s in tegral form ula we can w rite

In

where C  is a  counterclockwise rectangular contour formed by th e  segments 

Re(A) =  ± L  and  th e  segm ents Im(A) =  T he integrals over the  first segments 

go to  zero when L —> oo. We then  have

InG(A) =  ln G + (A )+  lnG '-(A ) (3.111)

where
1 /-oo+tw ± n ( \ i \

lnG ±(A ) =  ± —  /  ^ d > !  (3.112)
27TZ A A

The functions lnG +(A ) and InG  (A) are analy tic  in th e  half-p lanes Im(A) >  o;_|_ 

and  Im(A) <  U -  respectively. If =  —e and  u;_ =  e, we have

r* 0 0 ^ 1 6

lnG ±(A ) =  ± - ^ /  - ^ ^ d A '\/ _  \
-oo=Fic ^  ^

1 r

2m  X' - \ T ^ e  

Taking the hm it e —>• 0 we obtain  Eq. (3.70).
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3.B M ean and Variance of the Energy Loss per 

oscillation

We can determine the mean and variance of the energy loss per oscillation in 

energy controlled diffusion from an energy Langevin equation. Our energy-action 

diffusion equation is

. d f { E , s ydf {E,  s) d 
ds ^ d E

f { E, s )  +  ksT-
dE

(3.114)

Consider the stochastic differential equation

Ci + |K = A(()

(A(0) =  0, {\{ti)X{t2)) =  2kBTC,5{h -  h )

The corresponding Smoluchowski equation is

dg{x, t) _  kTB d f  g dV
dt  C dx \ d x  k s T  dx

Eq. (3.114) can be rewritten as

(3.115)

(3.116)

(3.117)

d f ( E . s )  8
-T T -  =

f { E, s )  ^ d f { E , s )
(3.118)

k s T  dE

Eq. (3.118) is in the form of Eq. (3.117) with dV/ dx  = 1 and C =  1//3 The 

Langevin equation associated with Eq. (3.118) is

(3.119)

where N{s)  is zero-mean white noise

{N{s)) = 0, {N{sr)N{s2)) =
2keT

(5(si -  S2) (3.120)

Taking the average on both sides of Eq. (3.119) we have

l d { E)
P ds

+  1 =  0 (3.121)

The solution of Eq. (3.121) is

(E) = -/3s  +  c 
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where c is a constant. At s = 0, {E) = E' and so the constant c =  E' . Let S

denote the action after one oscillation of the particle in the well. We have

{ E - E ' )  = - p S  (3.123)

We now wish to determine the variance of the energy loss per oscillation from the 

Langevin equation.

{[E -  E f  -  {E -  E ' f )  = 2/3kBTS (3.124)

Using Eq. (3.123) in Eq. (3.124) we have

{[E -  E f )  -  i-l3S)^ = 2PkBTS (3.125)

{[E -  E f )  = 2pkBTS + (3.126)

Now,

{{E -  E ' f )  = (E^) -  2E'{E) + {E')^

= 2kBTS + (3.127)

Using Eq. (3.123) in Eq. (3.127) we have

(E^) =  {E ' f  -  2E'PS + 2kBT^S + (3.128)
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Chapter 4

IHD Escape Rate for Quantum  

Brownian M otion

4.1 Escape R ate in the IHD Region

Following Mel’nikov [6], we recall tha t in the classical regime one starts  with the 

Langevin equation or the corresponding Fokker-Planck equation. In the quantum 

regime, however, one must start by specifying the Hamiltonian of the problem. 

Now we wish to study the decay rate for particles th a t experience viscous friction 

in the classical regime. This condition is insufficient to define the system con­

sisting of particle and heat bath  in a unique way. Nevertheless it is still enough 

to uniquely determine the effective action of the particle obtained by integration 

over the variables describing the bath. According to Mel’nikov [6] th is conclusion 

is very im portant because all models of the heat bath  are then equivalent as far 

as the results for the escape rate are concerned provided they reproduce the same 

Langevin equation in the classical limit. Mel’nikov [6] considered two different 

models of the heat bath. In the underdamped regime he accounted for the inter­

action of a particle w ith the bath  by adding a term  describing the effects of the 

(Johnston-Nyquist) noise on the Hamiltonian (operator) of the particle. In con­

tras t in the overdamped regime he assumed th a t the effect of the ba th  is mimicked 

by a string coupled to  the particle and tightened in a direction perpendicular to 

the direction of motion of the particle. Ultimately these procedures lead via a
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quantum  depopulation factor to a high tem perature quantum  escape rate valid 

for all values of the dissipation in the same ad hoc manner as the classical case.

We reiterate th a t in considering the classical case Kramers [11] effectively 

proceeded using w hat are essentially two separate theories. In purely energy 

controlled diffusion it is assumed th a t the dynamics of the particle are almost 

Newtonian because of the very weak coupling to the bath  and the noisy motion 

is then treated  simply as a small perturbation of the noiseless undam ped libra- 

tional motion at the  barrier energy governed by Newton’s equations. Thus the 

VLD case always reduces to the solution of a problem in the classical dynamics. 

On the other hand, in the IHD or spatially controlled diffusion limit the problem 

is treated by approxim ating the potential in the vicinity of the well and saddle 

by a (hyper) paraboloid and inverted (hyper) paraboloid respectively. The cor­

responding linearized multidimensional Fokker-Planck equation is then solved in 

the vicinity of the barrier in the manner described above. The two approaches 

are then combined as in the classical Meshkov-Mel’nikov approach via a depop­

ulation factor to  yield a formula for the escape ra te  valid for all values of the 

dissipative coupling to  the bath.

However, as we have mentioned, the first systematic (i.e., w ithout ad hoc 

assumptions) solution of the classical Kramers turnover problem was given by 

G rabert [28], and Poliak et al. [18]. This solution was based on two observations. 

The first being th a t escape does not occur along the original system coordinate 

but along the unstable normal mode of the combined system and bath  [2]. The 

second was a system atic perturbative treatm ent [28] of the nonlinear part of 

the potential which couples the unstable mode with the bath  of stable modes. 

This treatm ent was extended by Rips and Poliak [47] to provide a consistent 

solution of the quantum  Kramers turnover problem. Their m ethod represents 

a synthesis of the treatm ent of the well and barrier dynamics of Mel’nikov [6], 

and Larkin and Ovchinnikov [10], and the normal mode approach to the classical 

Kramers turnover problem of Poliak et al. In reviewing and simplifying the work 

of Mel’nikov we shall first give the derivation of the IHD quantum  rate in the 

relatively straightforward manner proposed by Poliak [35], as this constitutes the
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most transparent method of attack on the problem which was originally solved by 

Wolynes [8] in 1981 using path integrals. Poliak [35] started from the equivalence 

of the generalised Langevin equation for a Brownian particle to the equation of 

motion of a particle moving in a potential and bilinearly coupled to a bath of 

harmonic oscillators. This procedure (which demonstrates using normal mode 

analysis that classically the IHD Kramers rate is equivalent to a harmonic multi­

dimensional TST rate) may be extended to the quantum case by quantizing the 

system plus bath Hamiltonian consisting at the transition state of an assembly 

of real oscillators and one with imaginary frequency of oscillation representing 

the unstable barrier crossing mode. It leads to the result of Wolynes without 

using path integrals. Alternative calculations [14] based on extensions of Langers 

imaginary part of the free energy method to include quantum effects also yield 

that result. The string-particle model in its essentials goes back to Lamb’s (1900) 

attempt to explain radiation damping in classical electrodynamics [19].

In this section, we use the notation of Poliak’s paper [35], namely, q is a coor­

dinate, V{q) is the potential, is barrier height, and ri{t) is a time-dependent 

friction related to the zero-mean Gaussian random force F{t) by the fluctuation- 

dissipation relation, that is,

{F{0)F{t)} = kBTr,(t) (4.1)

The generalized Langevin equation (for the classical particle) is [9,35]

Mq + J  r]{ t - t ' )q{ t ' )dt '+ ^  = F{t) (4.2)

This equation may be derived from a Hamiltonian with a harmonic oscillator 

bath [48], that is,

2mj ' 2 ' rtijUJj
(4.3)

(See also [49].) Here, {pj,Xj) are the momenta and coordinates of the j th  bath 

oscillator whose mass and frequency are rrij and u i j ,  respectively. C j  couples the 

j th  bath oscillator to the system. By assuming that at time t = 0, the bath is in 

thermal equilibrium, it can be shown [48] that q{t) is governed by Eq. (4.2) [and
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Eq. (4.1)], where the time-dependent friction r]{t) is

=  (4.4)
, = 1

The spectral density of the bath J{co) is defined as [49]

^  i Ej=l

Hence using Eq. (4.4), the time-dependent friction r]{t) can be expressed in terms 

of the inverse Fourier cosine transform of the spectral density J{oo) as

r]{t) = — [  cosut dui (4.6)

Now it is possible to obtain the continuum limit for the dynamics by defining J{u)  

as a continuous function instead of defining each am plitude Cj separately [21]. 

We now take the Laplace transform of r]{t), th a t is,

poo
f i{s )= e-^^T]{t)dt (4.7)

Jo

so th a t with Eq. (4.6)

2 poo i-oo 2 r ° °  s
fj(s) = — /  /   cos cut duj dt = — /  r-^------ —J{u))du  (4.8)

7T Jo  y_oo  ^  7T J _ ^  +  a;2)

By using Eq. (4.4) the Laplace transform fj{s) may also be w ritten as

UJj
(4.9)

We wish to calculate the quantum  escape rate and do so as follows. First, the 

Hamiltonian given in Eq. (4.3) may be regarded as a quantum  Hamiltonian. For 

a finite discrete set of oscillators one may then evaluate the therm al decay rate 

using harmonic quantum  transition state theory (TST) as mentioned in the Intro­

duction. Having obtained the TST expression one may take the continuum limit, 

so yielding an estim ate for the quantum  IHD escape rate of particles governed by 

the generalized Langevin equation.

To implement this, we must according to  harmonic TST Eqs. (2.4) and (2.18), 

and the generalized Kramers-Langer-Grote-Hynes expression (2.44), evaluate the
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quantum partition functions at the well, taken as g =  0, and the barrier {q = q^). 

The partition functions may then be evaluated via a normal mode analysis at the 

barrier and the well. To derive the rate expression essentially using Eq. (2.44), 

we first undertake the normal mode analysis. We assume th a t the potential may 

be approximated as

(4.10)

in the vicinity of the well and as

V(q) k V* -  jAfwK? - (4.11)

at the barrier. Here, uq is the angular frequency of small oscillations about the 

well bottom  and u;# is the imaginary frequency a t the barrier. The harmonic 

approximations embodied in Eqs. (4.10) and (4.11) imply th a t the Hamiltonian 

in the vicinity of the well and barrier may be w ritten in separable form  like in 

Eq. (2.4) as th a t of a sum of +  1 harmonic oscillators. This is achieved [50] by 

first transforming to mass-weighted coordinates

q' =  x'j = (4.12)

and then diagonalizing the (Â  +  1) x (Â  +  1) force constant (Hessian) m atrix 

defined by the second derivatives of the potential at the well and the barrier.

The Hamiltonian, th a t is equation (4.3), with the small oscillation approxi­

mation Eq. (4.10) and w ith the transform ation Eq. (4.12) becomes

H  =
pI  ̂ Mulq^

2 M
+

N

i=i

M  1/2 ,
Ci

(4.13)

and with Eq. (4.12) it is now

Po
N

2 M

P • 1
2m, 2 ( ^

(4.14)

Prom this equation and Eq. (4.10) it is clear th a t the well is located a t q' =  x ' =  0,
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The second-derivative (Hessian) matrix of the potential (with respect to the 

mass-weighted coordinates) at the well is denoted by K  and has the following 

structure

K

\
where the derivatives of H  are

• •
• H ' ' ,

Ht' t' • H", ,
X i , x ^

H x '^ ,x '2 • X ''^2'> N

’ 1
H t'

N  ’ 2 ■ K  X '

N

Hq',q -  ^0 +
. ,  MrrijU?-

]  =  \  J 3

(4.15)

(416)

i r n  _  r j \ l  _  
-

and

Thus we have the Hessian matrix for the well dynamics

K  =

( N
Cl Co C m \

MrrijUJj (M m i)^/^  (Mm2)^/^ (Mttiat)^/^

'~Ci
{Mrriiyi'^

C2
(Mm2)^/^

0

0

C n 0 u iV /

(4.17)

(4.18)

(4.19)

We have N  +  \  equations and the -|- 1 eigenvalues of K  are denoted by Â ,

2 =  0 , 1 , . . . , N .  The Ai are the normal mode frequencies in the well. The matrix 

K  reads in the diagonal basis

K' =

Ag 0 

0 A2 . . .

\

(4.20)
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Now prom pted by the form of the harmonic TST escape rate Eq. (2.44), consider 

the determ inants of the matrices K ' +  s^I and K  +  s^I (I is the {N' +  1) x (Â  +  1) 

identity m atrix). These are respectively

det[K ' +  s^l] = {Xl + s^) n  (^j  +  s") (4.21)
j=i

/  N  N  \  N

d e t[K  +  5 ^ I ] =  a;g +  5^ +  V - ^ - V  TT
V U U  ̂ ) /  7=1

(4.22)

Using Eq. (4.9), we then have

det[K  + ŝ I] = (^̂0 + + V7 XI rrh 5V 1 ITV K  +  ̂) / ,=i
N

= {cUq + s'  ̂+ s f } { s ) /M )Y \{^^ ‘j + s' )̂ (4.23)
j=i

Noting th a t det[K ' +  s^I] =  det[K  +  s^I] (the m atrix K ' is the m atrix K  in the 

diagonal basis) we have from Eqs. (4.21) and (4.23)

det[K  +  s^I] =  (Aq +  s^) (A| +  s^)
j=i

N

=  (wq +  +  sfj{s)/M) [uj +  s^) (4.24)
j=i

This is Poliak’s equation (13) [35, a].

Now the saddle point is located at q' = q'  ̂ and x'- =  —[ C j / { m j M y / ‘̂uj‘̂]q'^, 

j  = 1 , . . . ,  Â . The second-derivative m atrix at the saddle point, denoted by K ^ , 

is of the same structure as K , the only difference is th a t uJq is replaced by —loq. 

The eigenvalues of are denoted by — Xf^; j  =  1 ,2 , . . .  , N .  The lowest 

eigenvalue is as usual (Section 2.4) associated with the unstable mode and is

negative [35, a]. Using reasoning similar to th a t used to obtain Eq. (4.24), we

have
N

det[K’̂  + ŝ I] = ^-A^  ̂+ ]J[ (̂ Xf̂  +
j=i

N

= { - ojI, +  +  sfi{s)/M)  (cj| +  s^) (4.25)
j=i
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Dividing Eq. (4.24) by Eq. (4.25) as required by Eq. (2.44), we get

A| +  ^  a;  ̂ +  +  s f j { s ) / M

+ s2 y  Xf ^  +  s2 - u j ^  +  +  s f j { s ) / M
3 ^ J

Rearranging we have

T T  ^  f - A ^ ^  +  CJq +  5^ +  s f j { s ) / M
}= 1  V -^0 +  +  Sf j {s) / M

This is Poliak’s equation (15) [35, b]. This expression will enable us to evaluate

the escape rate as detailed below.

So far the calculation is entirely classical. Now recalling th a t in the classical

case, the IHD rate  is simply the TST rate in the complete phase space of the

system we may (cf. Eq. (2.44)) use a similar argument to  calculate the IHD 

quantum  rate from quantum  TST.

4.2 Q uantum  Transition S tate  T heory

The harmonic transition state theory expression for the rate of decay F as men­

tioned in Chapter 2 (cf. Eqs. (2.8) and (2.18)) (for a detailed proof see [1,51]) is 

well-known:

Here, and are the partition functions at the transition state  and at re­

actants. At the transition state we have N  real oscillators w ith frequencies Xf ,  

j  =  1 , . . . ,  and one imaginary frequency oscillator with imaginary frequency 

A^. Therefore, the quantum  partition function is at the saddle

Z #  =  hXf / {2kBT)  ^ - v * / { k B T )  -TT_________I____________  4̂ 28)
sm(hX*/{2kBT)  ̂ jJi2smh(hXf/{2kBT)^

Note the well-known divergence of Z *  at low tem peratures [35]. The quantum 

partition function at the well is

N1
-e n  /'fix . ( 4 . 2 9 )2 sinh(^Ao/(2/cB^)) 2 sinh (/iAj/(2/i;BT))
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Therefore, the thermal decay rate, that is, Eq. (4.27), becomes

^ Xf  s m h j h X o / { 2 k b T ) ) s m h { h X j / { 2kBT))  ^
27t sin(;iA^/(2A:BT)) ginh ( h X f / { 2 k B ' T ^ ^

We can write this as the classical TST rate times a quantum correction factor E, 

namely,

r  = ^  f 2  (4 31̂
27t \^o;# J

where
sinh(nAo/(2/;:BT)) ^  smh{hXj/{2kBT)) 

uJoJ  s m { h X f  / { 2 k B T ) )  j J { s m h ( h X f / { 2 k B T ) ^

Now at very high tem peratures we can use the following approximations: sinh x ~  x  

and sin x ~  a; for small values of x. Therefore in this limit

(4-33)

However, from Eq. (4.26) with s =  0 we have

Rearranging we then have
N

S , n | = ‘

Thus in the very high-tem perature limit, we recover the classical IHD ra te  (S =  1) 

in the complete phase space of the particle-bath system, th a t is, the K ram ers- 

Grote-Hynes ra te  expression [2] for general memory friction. To evaluate E in 

the general case, Poliak used the following identities [52]

OO /  o  ' X° °  /  3-2 \ ° °  /

sinhx =  o ; [ ]  ( 1 +  ^ j  , sino: =  x n  I 1
fc=i ^ ^ fc=i ^

^2^2
f c = l  '

Using these, we then have

sinh(^Aj/(2A:BT)) _  Â  ^  +  X]

sinh {hX*/{2kBT))  Af P i.2  +  A# 2
j
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where u =  2iTkBT/h.  Equation (4.32) may now be w ritten as

(4.35)

Insertion of Eq. (4.34) in Eq. (4.35) yields

(4.36)

Using Eq. (4.26) w ith s — ku, where the ku are called the M atsubara (Bosonic) 

frequencies (which are a manifestation of the quantum  fluctuations), we have

Substituting the right-hand side of Eq. (4.37) in Eq. (4.36), we finally have the 

quantum  correction factor

We saw in detail in Chapter 3 how Mel’nikov solved the classical Kramers 

problem of escape from a single well by deriving a universal formula th a t is valid 

for all values of the damping. In the same way the quantum  rate Fm for escape 

from a single well above the crossover tem perature between tunneling and thermal 

activation may be w ritten heuristically as

where is the classical IHD escape rate for a single well potential (cf. Eq. (2.23)).

uJq + k'^v'  ̂+ {ku/ M)f){ku) ( k' û'  ̂
-u)'^ +  k'^u'  ̂ +  {ku/ M)fj{ku)  i  A q  +  k'^u'^

(4.37)

cjq +  +  {kv/M)f}{kv)
+  k'^u'  ̂ +  {ku /  M)f]{kv)

(4.38)

(4.39)

Here, T  is the quantum  depopulation factor and F^^^ is the quantum  escape rate 

for the single well potential in the IHD region, given by

pIHD _  ■=• pIHD (4.40)

The determ ination of T  will be the subject of Chapters 5 and 6.
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Chapter 5 

Semiclassical Green Function in 

the Underdamped Quantum  

Regime

We are again concerned with the underdamped case. However, we can no longer 

use the Fokker-Planck equation to determine the escape rate. The calculation 

requires instead the semiclassical density matrix which in turn requires the deter­

mination of the semiclassical Green function. Hence we proceed in the systematic 

way proposed by Larkin and Ovchinnikov [10]. They commence with the Hamilto­

nian of a quantum particle, interacting with a thermal bath, which is represented 

as

H{t) = Ho{x) + xf]{t) (5.1)

where H{x)  =  /2 m  -|- V{x)  is the unperturbed Hamiltonian of the particle with

coordinate x, executing classically a librational trajectory with energy equal to 

the barrier energy in the well potential V{x),  where xri{t) describes the interac­

tion with the heat bath which is supposed linear in the particle coordinate x.

Furthermore, the noise operator fi{t) is assumed to be zero-mean Gaussian with 

spectral density given by (we are dealing with Johnson-Nyquist noise so that we 

have a Boson bath)

/
OO

+  t ) ) t  e^^'^dr — mPhfl  [coth(^Q/(2A;bT)) — 1] (5.2)
•OO
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where the subscript T  denotes averaging over the heat bath states. In the classical 

hmit h 0, this becomes the usual white noise spectral density D(f2) =  2ml3kBT.

The first step in the calculation of the density matrix is to determine the 

solution of the time-dependent Schrodinger equation pertaining to the noise 

-perturbed librational motion in the well, namely

^  ■0 (5-3)

using time-dependent perturbation theory. Consider the Hamiltonian H  given

by

^  =  ^0 +  (5.4)

where fi'{t) = and ^ <C 1. Here H  is the sum of the unperturbed Hamil­

tonian Hq and the (weak) noise perturbation ^xf}'(t). When the particle interacts 

with the noise perturbation it either absorbs or emits energy, correspond­

ing to transitions from one unperturbed eigenstate to another. Suppose that the 

system (particle) is initially in an unperturbed eigenstate of Hq- Time- 

dependent perturbation [53,54] theory then enables us, via the calculation of the 

evolution operator, to determine the probability that the system will be found at 

a later time in another unperturbed eigenstate |'0/).

5.1 Solu tion  o f th e  Schrodinger equation

The time-dependent Schrodinger equation (5.3) may be rewritten as

=  [Hq{x ) + ixf]'{t)^ 'ip (5.5)

We assume that we can expand the perturbed wave function 'ip{t) as a power 

series in ^

^{t) = 7jjo{t) + + ^ ^ 2 (0  H  (5.6)

Using the perturbation expansion Eq. (5.6) in Eq. (5.5)we have

ih— {lpo{t) + +  '̂ '̂lp2{t) + ■■■) = (^Hq + ^ ^ ' { t ) ^  {'lpo{t) + +  '^^2(0  +  ■ • • )

(5.7)
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We now equate term s with hke powers of  ̂ in Eq. (5.7). This leads to  a series of

equations for the term s in the expansion, shown here up to second order:

=  Ho-ipo (5.8)

^  ^^ '(0 ^ 0  (5.9)

=  Hoip2 +  xfj'{t)'ipi (5.10)

Now, the solution of the hnear inhomogeneous first-order differential equation

=  a x { t )  +  b{ t )  (5.11)
a t

is [4, pages 198-200]

x { t )  =  e ^ ^ x { 0 ) +  [  (5-12)
Jo

whence the solutions of Eqs. (5.8-5.10) are

■0o(̂ ) = e “ ^^°Vo(0) (5.13)

V ^ i( i )= e -^ ^ « V i(0 ) -^ e -^ " ° ‘ /  diie^"o‘if^ '(fi)t/;o(^i) (5.14)
^  Jo

and

^2(0  =  e-^"°V 2(0) - /  d^ies"°‘ix?7'(ti)^i(^i) (5.15)
^  Jo

Using Eq. (5.13) in Eq. (5.14) we have the first order perturbation

^i(t)  = e“ ^^°Vi(0) -  f
“  Jo

= e “ s^°V i(0 ) -  dtixi{ti)ri'j{ti)ipo{0) (5.16)

where Xi{t) =  QtHot/n^^-iHot/n operators in the

interaction representation. Using Eq. (5.16) in Eq. (5.15) we obtain the second 

order perturbation

' ip2{ t)  =  e“^^°V2(0) -  J

-  d t i x i { t i ) f ] ' i { t i )  J  dt2Xi { t2)f ] ' j { t2) ipo{0)  (5.17)
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Thus, the general solution of Eq. (5.5) is the series

tpit) = e  [ V 'o (O )  +  ^ V ’i ( O )  +  ^ ^ 2 ( 0 )  H ]

 ̂ [  dtiXi{ti)fi'j{ti)['ipo{0) +  '̂tpiiO) +  
Jo

f  f  d t 2X i { t 2 ) f l ' j { t 2 ) [ ^ o ( O )
/o Jo

(5,18)

or, equivalently,

i p{ t )  = e -iHot - fftJo

+  ̂j  d t i X l { t i ) f l i { t i )  d t 2 X r { t 2 ) f } l { t 2 )  J  d t 3 X l { h ) T ] l { t 3 ) + ' ip{0)

(5.19)

5.2 Tim e-ordering operator

The perturbed wavefunction Eq. (5.19) can be written in a more compact repeated 

integral form, leading to a closed exponential representation, by using the time- 

ordering operator T, which places operators with later time arguments to the left 

of operators with earlier time arguments, for example,

xi{ti)m{ti)xr{t2)fii{t2), t2 < h
(o.zUj

Xl{t2)f}i{t2)Xl{ti)f}l{ti), t2 > ti
T[xi{ti)fll{ti)xi{t2)f}j{t2)] =

Now,

rt pti rt pt2
/ dti / dt2Xi{ti)fli{ti)Xi{t2)fli{t2) = / dt2 / dtiXi{t2)fu{t2)xi{ti)fu{ti)

J o  J o  Jo  Jo
(5.21)

/* tt  ̂1 /*^1

/ dti / dt2Xi{ti)fli{ti)Xi{t2)fii{t2) = /  dti / dt2f[xi{ti)fl i{t i)xi{t2)f}i{t2)\
J o  J o  Jo  J o

(5.22)
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0 t h

Figure 5.1: Areas of integration for the integrals j ld ti dt2 x{ti)fi{ti)x{t2 )fj{t2 ) 

and J^dt2 ^^dt ix{t 2 )f}{t2 )x{ti)f}{ti).

and

/ ' t  /*^2 /*^2

/ dt2 /  dtixi{t2)fjj{t2)xj{ti)7]j{ti) =  / dt2 /  dtif[xi{ti)fjj{ti)xi{t2)fji{t2)]
Jo Jo Jo Jo

=  f  dti [  dt2T[xi{ti)fii{ti)xi{t2)fli{t2)]
Jo  J t i

(5.23)

Prom Eqs. (5.21), (5.22) and (5.23) we have

/ dti / dt2 Xi{ti)fji{ti)xi{t2 )fu{t2 ) =  -  /  dti / dt2 f[xi {t i ) f] i ( t i )xi {t 2 )flj{t2 )]
Jo  Jo ^  Jo Jo

+ f  dti f  dt2f[xj{ti)r)i{ti)xj{t2)f]i{t2)]
Jo  J t i

=  7; f  d t i  f  d t 2 f [ x i { t i ) f j i { t i ) x i { t 2 ) f j i { t 2 ) ]
^  Jo  Jo

(5 2̂4)

In general we have the repeated integral form

f t  r t i  /‘̂ Nf t  Pti ftisi
dti dt2--- dtNXi{ti)r}i{ti)xi{t2)rii{t2)---xi{tM)fji{t[^) =

Jo Jo  Jo

^  J  dti j  dt2--- J  dtNf[xj{ti)r)j{ti)xi{t2)fii{t2)---xi{tM)rji{tN)]

(5.25)
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5.3 T im e-evolution operator

Using the time-ordering operator T  we can now rewrite the perturbation series 

Eq. (5.19) in closed form as

= e

1
+

1 /
+

1 -

i

2 \ \  h
3 r t

2 rt r t

/ dti / dt2T[xi{ti)fli{ti)xi{t2)fji{t2)] 
'o Jo
rt  r t^(-0 J  dtij^dt2 J  dt3f[xi{ti)fli{ti)xi{t2)fll{t2)xi{t3)7]j[{t3)] +

=  e - ^ n ^ o t m

^(0)

(5.26)

where the evolution operator in Eq. (5.26) is given by 

= 1 _ 1 /  dtif[xi{ti)fji{ti)]
^ Jo

+

+ ̂  (-0 d t i  j  d t 2 f [ x i { t i ) f l i { t i ) x i { t 2 ) f j i { t 2 ) ]

^  ( - 0  /  /  ^ ^ 2 ^  ^ ^ 3 r [ i / ( ^ i ) l 7 / ( ^ i ) x / ( ^ 2 ) ? ? / ( ^ 2 ) ^ / ( i 3 ) ’? / ( ^ 3 ) ]  +  • •

=  l -  ^ j  d t i X i { t i ) f j i { t i )  -  ^  J  d t i X i { t i ) f l j { t i )  j  d t 2 X i { t 2 ) f } i { t 2 )  

i :  d t i X i { t i ) f j i { t i )  j  d t 2 X j { t 2 ) f j l { t 2 )  J  d t 3 X l { t 3 ) f l i { t 3 ) --

Now the time evolution of the state vector \i>{ti)) is given by

(5.27)

(5.28)

where U{t,ti) is the time evolution operator, or propagator, in the Schrodinger 

representation. In the interaction representation we have

|-0(t))/ = (5.29)

where the state vector is defined in terms of the Schrodinger state vector

1^(0) by

\'ijj{t))i =  (5-30)
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and

(5.31)

Note that if i =  0 in Eq. (5.30) we have

|V>(0)), =  IV’(O)) (5.32)

Prom Eqs (5.28 -  5.30) we have

/

=  e-^"«*?7;(i,0)|^(0))/

= (5.33)

Eq. (5.33) gives the time evolution of the state vector |'0(O))- Comparing Eqs. (5.33) 

and (5.26) we obtain the following expression for the time evolution operator in 

the interaction representation

Ui{t,0) = (5.34)

5.4 Transition probability

Let |j) denote the j th  eigenstate of the unperturbed Hamiltonian at time i =  0. 

The time evolution, of \j) in the interaction representation is

\ m ) i  = Ui{t,Q)\j) (5.35)

Let Ajf{t)  denote the projection of onto the basis |/ ) ,  then

= (5.36)

so that Ajf{t)  is the component of \tp{t))i along the vector |/) .  The probabil­

ity that at time t the system will be in the eigenstate |/ )  of the unperturbed 

Hamiltonian is by definition Using Eq. (5.27) in Eq. (5.36) we have

i /■*

-  ^  J j  dt2Xl{t2)fll{t2) +  •
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=  Sjf -  ^  J^d t i { f \ x i { h) \ j ) f i { t i )

-  dt2{n\xi{t2)\j)fj{t2) + --- (5.37)

where we have used Yin l’̂ )(^l =  A ^^e identity operator, to write

{f\xi{U)xi{t2)\j) = ' ^{ f \xi{t i ) \n){n\xi{t2)\ j )  (5.38)
n

In order to simphfy Eq. (5.37) we first recall that since the (upper) energy levels 

in the well in the vicinity of the barrier top are densely spaced and so are quasi- 

continuous, the matrix elements of the position operator xj { t )  in the interaction 

representation are given by the semiclassical formula [9,10]

{ f \ x i { t ) \ j )  = ^  ^  (5 39)

Here X j { r )  denotes the position at time r  of a particle, with energy Ej,  librating 

on the classical trajectory with angular frequency u>, and the integration is over 

a complete cycle of the classical librational motion of the particle. W ith i =  0 in 

Eq. (5.39) we have f /(0 )= f , and

^  ^  X j { T ) e ~ ^ ^ ^ f ~ ^ ^ ' > ^ d T  (5.40)

Clearly Eq. (5.40) gives the Fourier coefficient for the complex exponential of 

frequency {Ef — Ej ) /h  in the Fourier series representation of the periodic function 

X j { t ) .  The Fourier series for X j { t )  is then by definition

(5-41)
/

Now on account of the densely spaced energy levels, the semiclassical matrix 

elements must decrease quickly with the energy difference \Ef — Ej\, and thus 

are smooth functions of the energy Ej [10]. Furthermore, as the large amplitude 

motion of the particle in the well is still periodic we can therefore regard the 

amplitudes Ajf{t) = {f\U{t,0))\j)  of the noise induced transitions (or matrix 

elements of the time evolution operator U{t, 0)) which are given by Eq. (5.37) as 

the Fourier coefficients in the Fourier series representation of a periodic function 

A{u), such that

A{u) = (5.42)
/
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with

Aj f {t )  = ^  A{u)e (5.43)

We note that the classical librational motion of a particle with energy equal to 

the barrier energy represents the slowest librational motion in the well (period- 

amplitude dependence of an anharmonic oscillator (cf. Appendix 2.F)). A particle 

executing this slow cycle may be regarded [6] (see Fig. 3.1) as starting from the 

point X — 0 at t = —oo and returning to that point a s t ^ o o .  The importance of 

this observation is that the Fourier series Eq. (5.42) then goes over into a Fourier 

integral.

Now our immediate objective is to derive in semiclassical fashion a closed form 

expression for the sum of the series A{u) which will then be used to calculate the 

Green function using the properties of the Gaussian noise operator First we 

substitute expansion (5.37) into Eq. (5.42). Our Fourier series then becomes

Mu)  = dt i{f \xi{h)\ j)f j i{t i)

-  J  d t 2 { n \ x i { t 2 ) \ j ) r j i { t 2 )  +

(5.44)

Our objective will be accomplished if we can find (in the semiclassical sense) the 

sum of this series. This is done as follows using the semiclassical representation of 

the matrix elements (f \xi{t)\ j ) of the position operator xj{t) given by Eq. (5.39). 

First we rewrite Eq. (5.44) els

-  ̂  (^) XI y dtifjiiti) ^

X  J  d t 2 f j i { t 2 )  ^  -{--------I (5.45)
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Because of the identities

=  S j ,  (5^46)

o \ { E f - E j ) u ^ - ^ ( E f —Ej){T-t i ) _  ^ - ^ { E f - E j ) { T - t i - u ) ^  and (5.47)

Q ^ { E f - E j ) u ^ - { { E f - E n ) { r i - t l ) ^ - l { E n - E j ) { T 2 - t 2 )  _  ^ - { { E f - E r , ) { T x - t l - u )  ̂ - { ( E r , - E j ) { T 2 - t 2 ~ u )

(5.48)

we can rewrite Eq. (5.45) as

A(u) =
f

X J  dt2rji{t2) ̂  + ■ ■ (5.49)

Now the densely spaced energies E n  in Eq. (5.49) are all close to E j  [10] so that 

we are free to substitute X j  for Xn  in that equation. Using Eq. (5.39) we can 

rewrite Eq. (5.49) as

d h { f \ x i { t i + u ) \ j ) f i i { t i )

 ̂ rt  ri \
/  d t 2 { n \ x i { t 2  +  u ) \ j ) f ] i { t 2 )  +  -- 

^  ^  J o  Jo

i  f*'
=  1 -  ^  dt i  Y { f \ x i { h  +  u)\ j )f} i { t i )

~ f  y^(/I^K^i+'“)l̂ )̂ /(̂ i) /  dt2{n\xi{t2 + u)\j)fii{t2) + ■

^  n  J o  f

i
=  1 -  -  J  dtiXj{ti  +  u)fji{ti)

- J  d t i X n i U  +  u ) f i i { t i )  J  d t 2 { n \ x { t 2  +  u ) \ j ) f i j { t 2 ) -]---------  (5.50)

Substituting Xj  for x„ in the third term on the right-hand side of Eq. (5.50) we
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have

A{u) =  1 -  dtiXj{ti + u)f)i{ti)

j f t  r t \  ^
-  ^  y dtiXj{ti + u)rjj{ti) J  dt-i "^{n\x{t2 + u)\j)fu{t2) H---

i r*
=  1 -  -  y  dtiXj{ti +u)rji{ti)

-  ^  J  dtiXj{ti+u)7]i{ti) J  dt2Xj{t2 + u)f)i{t2) -\----- (5.51)

that is, the sum becomes

A{u)  =  t e - ^  ĵ(^+ti)ni(ti)dh ( 5  5 2 )

which is the desired closed integral form expression for the Fourier expansion 

of the periodic function A(u).  Now recall that the Fourier coefficients Aj / ( t )  

in Eq. (5.42) are the matrix elements of the evolution operator Uj(t,0) (see 

Eq. (5.37)) for the state vector in the interaction representation. Therefore con­

sider the case where the system is in state j  at time t = 0. The probability of 

observing the perturbed system in another state /  at time t, averaged over the 

state of the thermal bath, is then given by the density matrix

(5.53)

where Ajf{ t )  is given by Eq. (5.43) and {)t  denotes thermal averaging. However, 

using Eq. (5.43) we may also rewrite Eq. (5.53) in terms of A{u)  as follows

y y A * d u 2 ^

= ^  du2 A{ui)A*{u2)^

=  ^ ^  dui ^  {A{ui )A*{u2))'p (5.54)

Furthermore, using Eqs. (5.51) and (5.52) the correlation function {A{ui)A*{u2)) t
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can be written as

{ A { u i ) A * { u 2 ) ) t  =  ( t  exp

1

1 +

i u
-  /  X j { u i  +  t ' ) f u { t ' ) d t '  T exp -  /  X j { u 2 +  t " ) f i j { t ' ' ) d f
^ J q J L^-'O

- ^ J  d t i X j { t i  +  U i ) f l i { t i )  -  d t i X j { t i  +  U i ) f l i { t i )  d t 2 X j { t 2  + U i ) f l i { t 2 )

-  J  d t i X j i t i  +  U2)f ] i { t i )  -  d t i X j { t i  +  U2) f } i { t i )  J  dt 2Xj { t 2  + U2)f j i{t2)  + 
i  i

=  1 -  -  j  d t i X j { t i  +  U i ) { f l i { t i ) ) T  +  ^ J  d t i X j { t i  +  U2) { f l i { t i ) ) T

~  ^  j  + Wi)a;j(t2 + Wi)(^/(^i)^/(i2))r

-  ^  y  y  d t 2 X j { t i + U 2 ) X j { t 2  +  U2){7)r{ t i ) f l l { t2) )T

d t i  J  d t 2 X j ( t \  -\-U\ ) Xj { t 2  U2){ f } i { t i ) f } j { t 2) )T '
(5.55)

+

Now

/ d t i  / d t 2 X j { t i ^ U i ) X j { t 2 + U 2 ) { f l { t i ) f } { t 2 ) ) T  
J o  J o

/ d t i  d t 2 X j { t i + U i ) X j { t 2  +  U2) { f j { t i ) f i { t 2) ) ' .
J o  J o

/ d t 2  d t i X j { t i + U 2 ) X j { t 2  +  Ui ) { f ] { t 2 ) f l { t i ) ) T
J o  J o

(5.56)

Noting th a t (^ (0 )t =  0 and using Eq. (5.56) we can rewrite the correlation 

function Eq. (5.55) as

{ A { u i ) A * { u 2 ) ) t  = ^  j  d t i  J  d t 2 x j { t i + u i ) x j { t 2  +  u i ) h n { t i , t 2 )  

J  +“2)2:j(t2 + «2)/l22(̂ l,̂ 2)
i :  dti J  dt2Xj{ti Ui)Xj(t2 '^2)hi2{ti,t2) 
i :  dti J  dt2Xj{ti +  U2)Xj(t2 " I ”  ' l̂)h2l{ti, ^ 2 )  +  • ■ •

(5.57)
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where the noise correlation functions hki{ti,  2̂ ) are given by

h n { t u t 2 )  = ( f f j { t i ) f i { t 2 ) j ^ ,  h22{t iM)  = ( t  ^f}(t2)f}{ti)j^ (5.58)

h n { t u t 2 )  = {fj{ti)fj{t2))T, h2i{t i , t2) = {fi{t2)fj{ti))j. (5.59)

and T~^  denotes the inverse time-ordering operator which places operators with 

later time arguments to the right of operators with earlier tim e arguments. 

Using Eq. (5.57) in Eq. (5.54) we then have the density matrix in the closed form

Wjf =  ^  j

^  lo I  ■̂ 2̂ )^11 (̂ 1 ,̂ 2)

+  Xj(u2 +  ti)Xj{u2 +  t2)h22{tl, 2̂) “  Xj{ui +  ti)Xj{u2 +  t2)hi2{ti, h)

X exp

X j { U2 + t i ) X j { u i  + h ) h 2 l { t i , t 2 ) ^ d t i d t 2 (5.60)

Eq. (5.60) may also be deduced from Eq. (5.54) because for centred Gaussian 

random variables (e®^) =  and linear transformations of Gaussian random

variables are themselves Gaussian [7].

Now, the Fourier series for X j { t )  is given by Eq. (5.41). Moreover, since X j { t )  

is real, X j { t )  =  X j ( t ) ,  and we have in terms of the semiclassical matrix elements

(5.61)
/  ^

Using Eq. (5.61) we can write

Xj{ui + t i ) x j { u i  + t 2 )  =
f m

f m

(5.62)

Xj{u2 + ti)xj{u2 + t2) = ''^{f\x\j){m\x\j)*ef^^^  ̂ £ ^m )(u2+ t2 )

f m

(5.63)

98



Xj{ui+ti)xj{u2 + t2) = '^{f\x\j)e>^^^f ■̂ j )(“ 2 + ‘2 )

f m

— ^ ^ ( f \ x \ j )  { m \ x \ j ) * e > ^ ^ ^ ^  « 2+<l t 2)^f^{Ef E m) {u2+ t 2)

f m

(5.64)

and

xj{u2 + ti)xj{ui + t2) =

f m

f m

(5.65)

The random process is assumed to be wide-sense stationary and so the auto­

correlation function {v{U)v{ij))T depends only on the tim e difference U — tj.

We have for the various autocorrelation functions

and

Now

h2i{ti,t2) = {v{t2)rj{ti))T = h2i{t2 -  ti)

(5.66)

(5.67)

huiii, ^2)  +  ^ 22 ( ^1 1  ^2)  — hi2{h, ^2)  +  ^ 2 i ( ^ i !  ^2)

=  hi2{ti — 2̂ ) +  h2\{t2 — ti) (5.68)

Next we substitu te  Eqs. (5.62)-(5.65) in Eq. (5.60) and note th a t by orthogonality

=  — 5
UJ fm (5.69)

Eq. (5.60) for the Green function can then be rew ritten as

Wj f  = ^  ■̂^̂“ exp

{ 00

J e i

— 00

fOC ^

-  / eft
J  —00

^ 12(^1 -  2̂ ) +  ^ 21(^1 -  2̂)
2n?

- t o )  ^ 12(^1 ~  ^2 ) +  ^ 21(^1 ~  ^2 )

d { h - t 2 )

2h?
d { t i - t 2 ) (5.70)
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where we have again exploited the rapid decrease of h to  extend the limits to  

infinity in the integration with respect to t \  — 2̂ - By introducing the (time- 

frequency domain) Fourier transform of the noise correlation functions hk î{t)

hki h
(57 1 )

we can write

f°° i

J  —OO

h? \  h
(5 .72)

where D{ { Ef  — Ej ) / h)  is given by Eq. (5.2), leading to the following closed 

expression for Wj f

i f =  exp{W (u) — W(0)}c?u (5.73)

where

W (u) =  ' ^ W j f  
f

and Wjf is given by

2tt

h ? u ' h  

Substituting Eqs. (5.40) and (5.2) in Eq. (5.75) we have

2Trh?
m^ E^  X j { r ) e

Now the first order contribution to Wj j  is

[w .,] i =  —  /  [1 +  W (u) -  W(0)] du
27t j

(sir) - '

(5.74)

(5.75)

(5.76)

U! f  i.( Ef - Ej ) u 1 +  ^  W j f  Wjf>
f

du

—  5fj + W j f  Sfj W j f

f
(5.77)

Because the energy levels near the top of the barrier are very closely spaced 

(hu) —>■ 0) we can write the sum wjf  as an integral (see Section 5.3 of Ref. 55)

/ OO

w{ E)  d E  (5.78)

•OO
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where

^v{E) =  p[E)
iO

2'nh^
^  X j { r ) e m ^ E coth

E  \  
2 k B T j

(5.79)

and p{E)  is the density of states near the top of the barrier. 

Substituting p{E) = Y/hio in Eq. (5.79) we have

w[E) —
1

2'kK^ 

27T

h

X j { r ) e ml3E coth

2Txh
X j { r ) e mj3E coth

\ 2 k B T j  

(-
\ 2 k B T

-  1 (5.80)

Using Mel’nikov’s notation in Eqs. (5.77) and (5.80), we make the replacements 

Ef  e and Ej  —)• e', to  obtain the first order contribution to the semiclassical 

Green function g{e — e')

9i /
OO

w{t'') de" +  w{e -  e')
■OO

where

and

w{e) = —  |(e|x|e')|^ m/3e coth
2/cgT'

-  1

(5.81)

(5.82)

(e|5|e') = (5.83)

Equation (5.81) is Mel’nikov’s Eq. (3.6). Note th a t the expression for (e|x|e') 

given by Mel’nikov [6] (Eq. (5.83) above) (see Appendix 5.A) is different from the 

expression for { f \x\ j )  given by Larkin and Ovchinnikov [10] (Eq. (5.40)) because 

the wavefunctions ]/) and \j) are normalized to a  Kroneker delta, 5fj,  whereas 

the wavefunctions |e) and je') are normalized to a Dirac delta function, 5{e — e'). 

The expression for the semiclassical Green function g{e — e') then becomes [6,36]

g{e -  e') =e S{e — e') +  w{e — -  f  w{e — e")w{e" — e')de'‘
^ J — OO

1 poo poo

+  ^ /  /  W { e -  e 'X e "  -  -  e’)de"de’" + ■ ■
^  J  — OO J  — OO

(5.84)

which is Mel’nikov’s Eq. (3.9). Next following Mel’nikov [6] we define the Fourier 

transform via

/
OO

/(,)giA./(fcsT)^^ (5.85)

•OO
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W ith e' =  0 in Eq. (5.84) we have 

g[e) =  e-/"oo-W * 5{e) +  w{e)  +  -w{ e )  * w{e)  +  - w{ e )  * w{e) * w{e)  +
M  o

(5.86)

where the asterisk denotes convolution. Now the Fourier transform of the con­

volution of functions is the product of the Fourier transforms of the functions. 

Furthermore,

/OO

w{e)de =  w{0)  (5.87)

■OO

Therefore the Fourier transform of the Green function g{e) can be written in 

closed form as

g { \ )  =  ex p {-u /(0 )}

=  exp {—1&(0)} exp{u)(A)} 

=  exp{ty(A) — tl)(0)}

1 +  w { \ )  +  ^ w { X y  +  ^u)(A)^ +

(5.88)

where w { \ )  is the Fourier transform of w{e)  given by Eq. (5.82)

A ppendix

5.A Expression for the m atrix elem ents (e|x|e')

The Fourier integral over tim e expression for the matrix elements (e|a:|e') of the 

position operator x  , namely,

1 r ° °
{e\x\e') =  —  (5.89)

27r/i

where x{t)  is the position, at time t, of a particle with energy e', traveling on the 

classical hbrational trajectory, may be briefly justified as follows.

We have, referring to closed librational trajectories in the well,

e =  ^  +  (6^90)

de =  —  =  v d p  (5.91)
m
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Therefore for very small changes in energy, corresponding to densely spaced levels, 

we have

e - e '  ^  v{e, x)[p(e, x) -  p(e', x)]

or

p(€, x) -  p(e', x) ^  -y —^  (5.92)
v{e,x)

The normalized semiclassical wave function [6,22] is given by

1 / 2
1

| e , x )  =  ■
2Trhv{e, x)

so tha t

p { e , x ' ) d x ' \  (5.93)

(ek k ')  =  /  --T — — ^ ~  (5-94)J-oo \ / v {e , x)v{e ' , x)  \  Jo J

Assuming th a t v{e', x)  ~  v{e, x) for very small changes in energy, as will be so in 

the semiclassical case, and using Eq. (5.92) we have

,  I I 1  / ' ° °  x d x  ( l i e  — e') dx'
(e X e ) ^  —— / —-̂---   exp     /

2Trh J _ ^ v { e , x )  \  h Jo v{e, x')
(5.95)

Now since d t  =  d x / v ,  Eq. (5.95) may be rewritten yielding Eq. (5.89). 

For further details of semiclassical methods see [56].
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Chapter 6 

Escape Rate in the 

Underdamped Quantum Regime

6.1 Integral equation and its solution

In order to write down an integral equation similar to the classical Eq. (3.56) 

for the population of escaping particles we recall th a t in the quantum  situation 

the penetration of the potential barrier becomes a random process specified by 

the penetration coefficient [22]. As before the energies of the escaping particles 

are distributed in a narrow range, \ t / {kBT)\  «  1 <C A \/, near the barrier top 

so th a t the potential can be approximated by the inverted parabola V{x)  ~  

Vc — vau)Q{x — x c f ‘/ ‘l .  The penetration coefficient through the parabolic potential 

barrier is given by Eq. (2.13) with Vc — 0, namely, ( l +  exp[—27re/(^C')])'"^ [22]. 

The reflected particles on executing a cycle of the motion in the potential well 

will reproduce the distribution function /(e ). By using the Green function (5.84) 

and the reflection coeflftcient (1 +exp[27re/(/kJc')]) \  we obtain, using Mel’nikov’s 

notation [6], the integral equation for /(e )

/(,) = r  0^̂ d,' (6.1)
y_oo 1 + exp(27re7^c)

The function /(e )  can be w ritten as the convolution of g{e) and ^p{e)

/OO

g{e -  e')v?(e') de' (6.2)
■OO
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where

1 + eM2Tie/huJc)
The Fourier transform ation (5.85) of /(e ) can therefore be w ritten as

/(A ) =  g { \ ) ( p { \ )  (6.4)

where g{X)  and (^(A) are the Fourier transforms of g{t )  and ip{e) respectively. 

Rewriting Eq. (6.3) as

/(e ) =  (p{e)[l +  exp{27ve/hioc)]  (6.5)

and taking Fourier transforms in accordance with (5.85) we obtain

f ( X )  =  ( p { X ) + i p { X - i / y )  (6.6)

From Eqs. (6.4) and (6.6) we have in the A domain

+  ifi{\  -  i / y )  =  g{X)ip{X)  (6.7)

or

i p { X - i / y )  =  - G { X ) ( f { X )  (6.8)

where

G(A) =  1 -  9(A) (6.9)

and the quantum  param eter is

y  =  hL0c / { 2-KkBT)  (6.10)

Now just as the classical case we use the parabolic approximation for the potential 

near the bottom  of the well. Furthermore, the probability density function of the 

energy of a particle moving in the harmonic oscillator potential in the vicinity of 

the well bo ttom  is [19]

g - ( A y + e ) / ( f c B T )

~  27rh y ° °  ^
/ n = 0

Using the identity [52, 1.232-3]

- OO
— —  =  2 x > 0  (6.12)
s i n V i  nr ^sinhx k=0

105



we have

2 = -------- ------- ^  (6.13)
„=o sinh

and

/ ( e )  ga " '">‘ l '^ ^ / ( ^ * ^ B ^ ) l e-(A y+ .)/(teT )^  e > - A V  (6 .14)

The Fourier transform ation, as defined in Eq. (5.85), of Eq. (6.14) is

J -A V

Introducing the new variable e' =  e +  AK, we can write Eq. (6.15) as

-  _  s m h [ h w A / { 2 k B T ) ]  r
^   ̂ vr/i 7o

oo
e

e ' ( i A - l )
keT de'

i 5 A ( A + . )

e

(6 . 16)

sinh[ftu;x/(2tBr)| f
J q

7t/1(A  +  i )  \ 2 k B T  J  

and noting th a t zA ~  1 for |A +  z| <C 1, we have

Now, using Eq. (6.4) and w ith g{ \ )  defined by Eq. (3.65) we have

/(A ) =  g{X)ip{\)

i p { \ )

(6.18)

Moreover,

/(A ) ~  < (̂A), |A +  z| 1 (6.19)

Comparing Eqs. (6.17) and (6.19) we then have the boundary condition

We must now solve Eq. (6.8) subject to the boundary condition (6.20). First, 

we write G {\ )  = G'^(A)G~(A) where the functions G"*"(A) are given by Eq. (3.70) 

which is rew ritten below for convenience

InG^(A) =  ± ^ l i m  /  (g.21)
 ̂  ̂ 27Ti e-̂ o J _ ^  y  -  A =p ie  ̂ ^
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Next, we introduce the auxihary function

' d j ( X )  =  ^  TT +  W y )  /g 2 2 )
G - ( A ) i J ; G - ( A - i n / y )

Then we see by direct substitution that

^  M ^   ̂ TT (A +  2( n -  l ) /y)
G-  (A -  i /y) G-  (A -  i{n +  l ) /y)

( n i G - { \ - i n / y )

_  G'^{X)G (A) y-T <j~*~(A +  injy)
G-(A) \ . i G ~ { \ - i n / y )

= G(A)t/;(A) (6.23)

Taking the natural logarithm of Eq. (6.22) we have

OO

In'0(A) =  — ln G “ (A) + |  lnG “''(A + in/y)  — lnG~(A — m /y ) |  (6.24)
n = l

Using Eq. (6.21) we have the integral representations

- \ n G - { X )  = ^ l i m  [  (6 25)
 ̂ 27TZ A' -  A +  ze  ̂ '

, N 1 V P  InG(A')InG (A +  2n/y) =  lim / —
 ̂ 2 7 T i e ^ 0 j _ ^ X ' -dX'

(A +  in/y)  — it

InG -(A -  injy)  =  — ^  lim [     dX'
 ̂ 2m  6 ^ 0  A' -  (A -  in/y)  +  ie

and

InG^A + m/y) -  lnG-(A -  ^n/y) = ^  (6.26)

Substituting Eqs. (6.25) and (6.26) in Eq. (6.24) and taking the inverse logarithm 

we finally obtain for the auxiliary function



Now the term  in curly brackets sums to

l ( A ' -  A)̂  +  («/!/)V “  ^
'  + 2 ^ ; ' "  (A '-A )!/

n = l

Try
tanh[7r(A' — A)y] 

where we have used the identity [52, 1.421-4]

( ^ '  - )̂y V  [ ( ^ '  -  >̂)y? +

(6.28)

1 °° 
7T coth(7rx) =  — h 2 ^

X

X  ^  +  kP 'k=l

Substituting Eq. (6.28) in Eq. (6.27) we obtain the closed form integral represen­

tation

•0(A) =  exp y  r InG(A') (6.29)
_2i J-oo tanh[7ry(A' -  A)]

It is clear from Eq. (6.20) th a t <̂ (A) has a pole at A =  —i. Comparing Eqs. (6.8) 

and (6.23) we see th a t the original function (p{X) differs from the auxiliary function 

^(A) only by a function th a t changes its sign upon shifting its argum ent by 

i /y.  The function 1 / sinh[7r?/(A -|- z)] has a pole at A =  —i, and has the desired 

translation property. Thus, the solution of Eq. (6.8) with boundary condition 

(6.20) is given in term s of the auxiliary function by

. . .   ̂ (̂A) smh[hwAl{2kBT)\
27t ■?/;(—i) s in h [^ c (A  +  2 ) /(2 A:b T)]

6.2 Escape rate in the underdam ped quantum  

regim e

We saw in Chapter 2 th a t the lifetime r  of a Brownian particle in a deep potential 

well can be expressed via Eq. (2.10) [6]. However, like the classical case, the TST 

Eq. (2.10) in the quantum  case applies only in the interm ediate damping regime 

and so does not explicitly contain any dependence on the friction. Thus, in 

the underdam ped regime, Eq. (2.10) must again be modified by introducing the 

depopulation factor A{ A, y )  so th a t

1 . / A  ^ujn s m h \ h u j A / i 2 k B T ) ]
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In the quantum case the depopulation factor A, y) takes into account the inter­

action of the Brownian particle with the heat bath via the dissipation parameter 

A, and also includes the high-temperature quantum tunneling effects near the 

top of the barrier via the quantum parameter y.

Now we know that as far as quantum effects are concerned only those particles 

that penetrate the classically opaque potential barrier via tunneling contribute 

to the escape rate, so that the rate is given by the following equation involving 

the penetration coefficient

/OO

•col
/(g) de

+  exp(—27r e / ^ c ' )

de/
OO

1 +  exp(27re//z^c)

/
OO 

•OO

With X = —i /y  in Eq. (6.30) we have

i u c i p { - i / y )  sinh[hL0A/{2kBT)]
(p[—l / y )  =  —-------- — r:--------. .  7:------. , , — —rrC ®

Using the identity

we have

sinh

2n sinh.[hwc{i — i/y)/{2kBT)]

sinh(za;) =  zsina;

( 1 - -2kBT \  y
hwc=  i sin

2k b T

= —2sm hu>c
2ksT

Substituting Eq. (6.34) in Eq. (6.33) we have

(6.32)

(6.33)

(6.34)

(6.35)
27t sm[hwc/ (2kBT)]

Comparing Eqs. (6.31), (6.32) and (6.35) we see that the depopulation factor 

becomes

A{A,y)  =
-0(-i)

(6.36)
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By using Eq. (6.29) in (6.36) we then  obtain

A{A,y)  = exp I n G ( A ' ) ! — rr-^ .-------^ -------- r r - 4 ^ ------------- dX'2i \  tanh[7r(2/A' +  z)] tanh[7ry(A' +  z)] J
(6.37)

Next in order to  simplify th e  in tegrand we use th e  identity  [24, 4.5.46]

, . , „  sinh(A  +  B)
coth  A  +  coth  B = — ■— ----- ——

smh A  sm h B

which can be w ritten  as

coth  A -  coth  B = (6.38)
sinh A  sinh B

since bo th  s in h x  and  c o th x  are odd hyperbolic functions. Using Eq. (6.38) we 

then  have

1 1 sinh[i7r(l — y)]
tanh[7r(?/A' +  z)] tanh[7rj/(A' +  z)] sinh[7r(j/A' +  z)] sinh[7ry(A' +  z)] 

Now

(6.39)

sinh[z7r(l — y)] =  zsin(7r — ny)

=  —zcos7rsin(7ry)

=  zsin(7ry) (6.40)

Substitu ting  Eq. (6.40) in Eq. (6.39) we have

1 1 zsin(Try)
tanh[7r(j^A' +  z)] tanh[7r?/(A' +  z)] sinh[7r(yA' +  z)] sinh[7ry(A' +  z)] 

Next using th e  iden tity  [24, 4.5.38]

(6^41)

sinh sinh 5  =  1/2 [cosh(>l + B) — cosh(A — 5 )] (6-42)

we have

sinh[7r(7/A' +  z)] sinh[7ry(A' +  z)] =  l / 2 {  cosh[27r?/A' +  z7t( 1 +  y)] — cosh[z7r(l — y )]}

=  l / 2 {  cosh[27ry(A' +  i/2)  +  m ]  —  cos[7t(1 — y )]}  

=  l / 2 {  cosh[27ry(A' +  z /2 )] co stt — cos7rcos(7ry)}  

=  —1 /2 {  cosh[27ry(A' +  z /2 )] — cos(Try)} (6.43) 
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where we have used the identities [24, 4.5.25] cosh(yl + B)  = cosh 4̂ cosh 5  +  

sinh A sinh i?, cosh(zx) =  cosx, and sinh(zx) =  zsinx. Substituting Eq. (6.43) in 

Eq. (6.41) we finally have

1 1 2zsin(7ry)-
tanh[7r(yA' +  i)] tanh[7r?/(A' +  z)] cosh[27ry(A' +  i/2)] — cos(Tr^) 

Now from Eqs. (6.9) and (5.88) we also have

G(A) =  1 — exp{w{\ )  — t()(0)}

(6.44)

(6.45)

Substituting Eqs. (6.44) and (6.45) in Eq. (6.37) we then obtain the compact 

expression

ysm{iry)  ln[l — exp{t«(A') — to(0)}]
A { A , y )  =  exp 

=  exp

=  exp 

Here, we have w ritten

[/

[/:

/_

cosh[27ry(A' +  i/2)] — cos(7r?/)

y sin(Try) In [l -  
o o + i/ 2  cosh(27ryA) -  cos(Try)

ysin(7Tt/) In [ l  —

dX'

dX

cosh(27ryA) — cos(Try)
dX (6.46)

A/?(A, y) = ty(0) — iu(A — i/2 ) (6.47)

where w{X) is the Fourier transform of the quantum  transition probability in the 

first order of perturbation theory w{e) given by Eq. (5.82). In the extremely 

underdamped regime (A <C 1) we can use the identity

OO -

n = 0

to write
1 _ g - A i ? ( A , y )  _  Ai?(A,y)

Using the approximation (6.48) in Eq. (6.46) we obtain

°° y  sin(7T^) [In R{X, y) +  In A]

(6.48)

t4(A, y) ~  exp
cosh(27T^A) — cos{ny)

dX

J -
y  sin Try

— a ( y ) A  cosh{27ryA)—C O S7TJ/
d \

(6.49)
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where

a{y) = exp /J  —C

ysm{'ny)\YiR[\,y)
(6.50)

/_oo cosh(27ryA) — cos(Try)

Noting th a t cosh(27ryA) is an even function of the variable A, th a t — cos(Try) =  

c o s [ 7 t ( 1  — y)], and using the identity [52, 3.514-1]

dx t/ cosh(ax) +  c o s  t  a sin i 

we can write

ysin{TTy)dX o • / \ /"°°

{0 < t < 7T, a > 0) (6.51)

f°° ysm{TTy)dX _  T
y_oo cosh(27ryA) -  cos(7r?/) Jo cosh(27ryA) — cos(Try)

r. . , . r  dX= 2ysm[iTy)
Jo cosh(27rA?/) +  c o s [ 7 t ( 1  — y)]

^  2ysin(7T?/)[7r(l -  y)]
27ry sin[7r(l — y)]

^  2ysin(7Tj/)[7r(l -  y)]
2-Ky sin(7T?/)

=  1 — y, for 0 <  y <  1 (6.52)

Substituting Eq. (6.52) in Eq. (6.49) we obtain the quantum  depopulation factor 

as a product of a purely quantum  and a classical factor with quantum  modifica­

tions, namely,

y4(A, y) a(y)A^“^, A < c l ,  0 < y < l  (6.53)

where y = hujc/{27rkBT). The expressions (6.53) and (6.50) shows th a t with 

decreasing tem perature T,  since y 1 and —>• 1, the contribution of

quantum  tunneling predominates over the effect of depletion of the distribu­

tion function. Therefore, the escape rate extrapolated to the low tem perature 

T  = To = hjjJc/{2'nkB) becomes independent of dissipation. For high tem pera­

tures { k s T  ^  hujc), y ~  0 and since a(0) =  1, Eq. (6.53) yields the classical VLD 

result A ^  A.

We saw [Eq. (5.40)] th a t in the semiclassical approximation the m atrix ele­

ments (e|5:(i)|e') of a quantum  transition from state  e' to the sta te  e can be ex­

pressed, via the Fourier components of the classical trajectory x{t),  in Mel’nikov’s
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notation

(6.54)

To obtain the matrix elements corresponding to the separatrix energy e' =  0 we 

must first determine the classical trajectory x{t) for e' = 0.

Now the energy e' is given by

where xq is the position of the particle at time t = 0. The classical trajectory 

x{t) corresponding to energy e' =  0 is defined by the implicit relation

Further progress and derivation of the expression for the quantum argument 

R{\ ,  y) is only possible for explicit potentials V{x). Here, we give examples of the

potentials. Before doing this however, we remark that having determined the 

quantum depopulation factor ^ (A ,^ ) Mel’nikov extends his solution to all values 

of the damping via the ad hoc expression, taking a single well as an example, 

Fm =  ^(A ,y)F*^^, where F*™ is the quantum escape rate for the single well 

potential in question. For example, F^^° =  calculated in Chapter 4.

This ad hoc approach is of course subject to the same criticisms as pertain to the 

classical case.

(6.55)

With e' =  0, we have

p = \ / - 2 m V { x ) ,

and

Separating the variables and integrating we have

(6.56)

calculation of the matrix elements (e|x(t)|e') for cubic, double-well, and periodic
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6.2.1 R{ X, y )  for th e  cubic potential

We commence with the cubic potential, th a t is

V(x) = (l -

We have for this potential

t{x) f  -  
^  Jx i  X '

dx'
\ / l  -  x'jxi

Next we use the identity [52, 2.266]

f  dx
—  arccosh

2 —  x/xi  
x j x \

= arccosh ( f - l

to rewrite Eq. (6.58) as

t(x) =  - arccosh ( ^  -  1 
x'

arccosh ( f - l

XI

arccosh(l)

=  — arccosh ( — 1
(jO \  X

Eq. (6.60) can be w ritten as

cosh(o;i) +  1 =
2 x ^

X

so tha t the classical trajectory  is given by

2x\
x{t) =

cosh(a;i) +  1 

3:1

^[cosh(u;i) +  1] 

cosh^(a;t/2)

(6.57)

(6.58)

(6.59)

(6.60)

(6.61)

The particle starts  from the barrier top, x =  0, a t i =  —00, is reflected from 

the left-hand turning point, a; =  Xi, and returns to  the barrier top for i —>■ 00.

114



The matrix elements (e|x(t)le') for the cubic potential are then given, recaUing 

Eq. (6.54), by the Fourier transform over the time variable in the classical tra­

jectory
xi f°° dt

IJ  — C

(6.62)
27t̂  cosh^(o;f/2)

Using the Euler formula and noting that sin[(e—e')i//l] is an odd function, whereas 

both cos[(e — and cosh^(u;f/2) are even functions of the variable t, we can

write Eq. (6.62) as

Xl
2nh L

cos[(e — e')t/h] dt ^
cosh^(o;t/2)

cos[(e — e')t/h] dt 
cosh^(tJ^/2)

Next we use the identity [52, 3.982-1]

J  — C

sin[(e — €')t/h] dt 
cosh^{u)t/2)

(6.63)

fJo
cos(ax) an

cosh’ (/3x) 2l3H inh(^^y
(Re/3 > 0 , a > 0) (6.64)

to write Eq.(6.63) as

(e|x(0|e') =  ^
7r|e — e'\/h

(l)
2xi|e — e'

U)

(6.65)
h?uj'̂  sinh[7r|e — e'|/(/k j)]

The quantum transition (Golden Rule) probability is then recalling Eq. (5.82)

2xi|e|2 tx
w { c )  =  -

sinh[7r|e|/(/kj)]

8nm/3x1e^

coth[e/(2A;BT)] — 1

(coth[e/(2A:BT)] -  1) (6 .66)

The Fourier transform w{\)  of the quantum transition probability w{t) is given

by

w { \ )  =  J STTTUpXy {coth[e/{2kBT)] -  ^^ae/(fcBT) gy)
sinh^[7re/ ( h u j ) ]  
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Using Eqs. (6.47) and (6.67) we have

w W  -  w(X -  i /2)  =  r  -  1) _
7-cx) /z^w'^sinh [ T x e / y h u j ) ]

^  %(3umx\ f°°  (coth(3:) -  1) . _  u2X-i)x\ ,
2kBT'ir‘̂ ŷ  J_^  sinh^[a;/?/]

=  AR{X,y)  (6.68)

where x  =  e/{2kBT)  and y  =  huj/{^-KkBT).

Now [coth(x) — 1][1 — can be written as

[coth(x) -  1][1 -  =  fe{x) +  fo{x) (6.69)

where / e ( a : )  and f o { , x )  are even and odd functions respectively. Substituting 

Eq. (6.69) in Eq. (6.95) and noting th a t x^ /  sinh^{x/y)  is an odd function of the 

variable x  we have

S P u m x l  f ° °  x ^ f o i x )X ^ f o { x )

2kBT'R'^y  ̂ J-oo sm \? {x /y )

Now

[coth(a;) — 1][1 — =[coth(x) — 1][(1 — cos[(2A — i)x]) — zsin[(2A — i)a;]]

=  1 coth(x) [l — cos[(2A — i)a;]] +  zsin[(2A — z)x]|

+  I  (cos [(2A — z)a:] — 1) — z coth(a:) sin [(2A — i)x\ |
=fo{x) + f^{x)

where

/e(x) =  (cos [(2A — i)x\ — 1) — i coth(a:) sin [(2A — i)x\  (6.71)
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and

fo{ x)  = coth(x) [l — cos[(2A — i)x]] +  i sin[(2A — i )x]

cosh(x) — { cosh(a;) cos[(2A — i)x] — i sinh(x) sin[(2A — i )x ]}
sinh(a;)

cosh(x) — { cosh(x) cos[—i(2zA +  l)x] — i sinh(a:) sin[—i(2zA +  l)x ]}
sinh(x)

(6.72)

Now using the identities cosh(x) cosh(y) — sinh(x) sinh(^) =  cosh(a: — y), 

sin{—ix)  =  —isinh(a;), cos{—ix) = cosh(a;), and cosh(ix) =  cos(a:)we have

cosh(a;) cos[—i(2zA +  l)a;] — i sinh(a;) sin[—i(2zA — l)x] =  cosh(x) cosh[(2zA +  l)x]

— sinh(x) sinh[(2iA +  1)]

=  cosh(—2zAx)

=  cos(2Aa;) (6.73)

Substituting Eq. (6.73) in Eq. (6.72) we have

^  cosh(x) -  cos(2Ax) 
smh(x)

Finally, substituting Eq. (6.74) in Eq. (6.70) we have

A X SPumx'i  cosh(x) — cos(2Ax) ,
A R (X ,y )  =  ^  /   t V -----\  , ’ dx

2kBTn ‘̂ y^ sinh(x) sinh (x/j^)

_ % ^ u m x \  f°° \bx^  [cosh(x) -  cos(2Ax)] ^ (6 751
l ^ k s T  J_^2iT'^y^ sinh(a:) sinh^(x/y)

The dissipation param eter A is

A = ^  (6 7̂6)

where the action per cycle a t the barrier energy e =  0 is given by

S  = 2 f  p d x  
J  XI

=  2 \ / —2mV{x)dx (6.77)
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Now from Eq. (6.57) we have

y / —2mV{x)  =  muxA 1 ------  (6.78)
Xi

Writing z  =  1 — x / x i ,  x =  Xi { l  — z),  and dx =  —Xidz,  we have

/  mujx.  1 — —dx =  —mujxl  /  { l  — z ) z^dz  
Jx i  V Jo

=  —mujx
’ / 2  3 2  s \

r
- 2 2 ------ 22

5 ) 0

i m u x f

FYom Eqs. (6.76) to (6.79) we have

(6.79)

Comparing Eqs. (6.75) and (6.80) we see that

15 Z"®® [ cosh(a;) — cos(2Aa:)]
AR{ X, y )

f°° X cosh(o;) — cos(2Aa:)
.  . .  /  —  ̂ tV  (6.81)
T̂̂  y  J-oo sinh(a:) sinh (a:/y)

6.2.2 R{ X, y )  for th e  double-w ell potentia l

In hke manner, we evaluate R { \ ,  y)  for a double-well potential that can be rep­

resented as

V{x)  =  —^rauP'x^ ^1 — (6.82)

Substituting Eq. (6.82) in (6.56) we have

dx'
(6.83)- h r

^  J x i  x ' y / l  — { x ' Y / x \

Next we use the identity [52, 2.266]

=  arccosh(xi/2;) (6.84)
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to write Eq. (6.83) as

t{x) = - arccosh
x '

X —X l J

1
u

arccosh I — 1 — arccosh I 1
X

= i  arccosh 
UJ \  X

(6.85)

The trajectory x{t) is

x{t) =
Xi

(6 .86)
cosh(u;f)

The particle starts from x = 0 at t = —oo and returns to this point for t > oo. 

The matrix elements (e|a;(t)|e') for the double well potential are then given by

foo i(e—e')t/h

2 T T h fJ  — c

dt

2'ah /
cosh(cji)

^ cos [(e — e')V^] 
cosh(o;t) J  — C

sin [(e — 
cosh (a; i)

X\ /‘°° cos [(e — e')t//l]
=  /

Jo cosh(a;^)
(6.87)

since both cos[(e — and cosh(a;^) are even functions, whereas sin[(e — e')t/h\

is an odd function of the variable t.

Next we use the identity [52, 3.981-3]

fJo
cos(ax) , 7T 1

dx =
cosh.{/3x) 2/9 cosh (a7r/(2^ ))’

(R e;5 > 0 , all real a) (6.88)

to write Eq. (6.87) as

(e|a;(t)|e')
Xi

2/?u; cosh[7r(e — e')/2huj]
(6.89)

Thus, the quantum transition probability in this case is

TTmPx\e
w{e) =

2h?u'̂  cosh^[7re/{2huj)]
( coth[e/(2A:sT)] -  l) (6.90)
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so that

/
OO 

•OO

-nmPxl f°° e[coth[e/(2A:BT)] -  l] [l -  e®(2A“®)̂ /(2fcsr)j 

2h û>‘̂ J _ ^  cosh^[7re/(2^)]

u m p x l  x[coth(a:y) -  l] [ l -

de

r - x[coth{xy )  -  1\
ATT^kBTy J _ ^  cosh '(x /2 )  ̂ ^

where x =  nef{hu)  and y  =  hw/ {2-KkBT).

RecaUing Eq. (6.69) we have

[coth(a;y) -  1][1 -  =  fe{xy)  +  f o { x y )  (6.92)

Substituting Eq. (6.92) in Eq. (6.91) and noting that x /  cos \?{x/2)  is an odd 

function of the variable x, we have

“ (0) -  -  '^2) =  / _  *A'a'^kBTy J _ ^  cosh (x/2)  

u m ^ x \ xfo{xy)fJ  — CÂ n’̂ ksT y J _ ^  cosh^(x/2) 

Replacing x  by x y  in Eq.(6.74) we have

dx (6.93)

=  c°sh(xj/) -  cos(2Axy)
smh[xy)

Substituting Eq. (6.94) in Eq. (6.93) we obtain

2uompxl 3 a;[cosh(2:y) -  cos(2Axy)] 

“ (0) -  =  - l i ^ S ^ v L  sinh(x«)oosh^(x/2)sinh(xy)cosh (x/2)

=  AR{ X, y )  (6.95)

The dissipation parameter A  is given by

A =  ^ - 2 V { x ) m d x

2 p  r  L
mUJXi  1 -----I 2k s T  Jq y Xi

2^mujx\
3 k eT

2l3mujx\
3kgT

^ 2 \ 3 / 2 XI

0 J

(6.96)
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C om paring Eqs. (6.95) and  (6.96) we see th a t

R { K y )  = fJ  — c

a;[cosh(xy) — cos(2Axy)]
dx

J-oo sinh(x^) cosh^(x/2)

We will now evaluate R { \ ,  y) in the  classical lim it Huj/{2nkBT) = y  0.

(6.97)

Um R(X,  v)  =  lim — —  
y-,0  ̂ y^ o S n ^y fJ  — C

fJ  — C

lim
y-^Q

o; [ cosh(a:y) — cos(2Axy)] 

sinh(xj/) cosh^(a:/2)

cosh(xy) — cos(2Axy)]

dx

y sm h { x y )
X

cosh {x/2)
dx  (6.98)

A pplying L’H opita l’s rule twice we have

r cosh(x?/) — cos(2Ao:?/)l a;sinh(ua:) +  2Aa:sin(2Awx)
------------ r-TT—  ̂ =  hm — — - — r------------- —— —

y-yo ysmh(3;j/) y->o smh(?/x) +  a;?/cosh(yx)

X cosh(ya:) +  4A a: cos{2Xyx)  
y->o 2a;cosh(j/a:) +  a:^j/sinh(2/a;)

=  lim

+  | ( 1 + 4 A ^ ) (6.99)

S ubstitu ting  Eq. (6.99) in Eq. (6.98) we have

cosh {x/2)
dx

A' +
X

dx (6 . 100)
27r  ̂ V ' 4 y 7o cosh^(a:/2) 

since the  in tegrand is an even function of x.  To evaluate the  integral in Eq. (6.100) 

we use the  identity  [52, 3.536-1]

Ioo

2 ,  , d z  = ^2/.N 12/o cosh (2) 

W riting z — x / 2  th is  identity  can be w ritten  as
r-oo ^ 2

cosh (2 )
dz = - f8 j o

7T̂
——  dx  = —2r^/n\  12

or

/Jo

X

cosh (x /2 ) 

27T̂
dx

11 cosh^(x/2) 3

Substitu ting  Eq. (6.103) in Eq. (6.100) we have

lim R(X,  y) = + \
y - y O  4

(6 . 101)

(6 . 102)

(6.103)

(6.104)

which is the  (canonical) classical form. T he foregoing classical expression has 

been used by Hanggi e t al. [2] to  simplify calculation of quan tum  escape rates.
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6.2.3 i?(A, y)  for the periodic potential

Finally, we evaluate /2(A, y) for the periodic potential

V{x) =
2 2 muj X

27t2 -  cos {̂‘nx/xi) (6.105)

Substituting Eq. (6.105) in (6.56) we obtain

t{x) = — rU X i  Jo
dx'

COs{'KX' /  X i )
Introducing the new variable 6 =  ixx' j x \  and using the identity [52, 2.01-14]

(6.106)

we have
/ dd

COS0
=  In

, 7T Q
‘“ I 4 + 2

7T I dx'
3̂ 1 Jo  cos(7Tx'/a;i) - I

= In

=  In

‘T T x / x i de
cos 6

7T TTO;

TTxfx\

- I n tan (Dl

(6.107)

=  In
7T TTX

‘“ ' 4  +  S ;
Substituting Eq. (6.108) in Eq. (6.106) we obtain

t{x) =  — In
UJ

7T 7TX

4 2xi

(6.108)

, , t  / 7T TTXe =  tan ( — +

and

4 2xi

x{t) — arctan(e‘̂ ‘) — ^  
7T L 4.

=  ^  arctan(e‘"‘) -  ^  
7T 2

The particle travels from x  =  —X \ j 2  at t — —00 to x =  X i / 2  at i =  00.

The matrix elements for the periodic potential are given by
1

{f|:t(()|e') = — J  dt

/J  — C

arctan (e“‘) — ^  
 ̂  ̂ 4

(6.109)

(6 .110)
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Now

fJ  — C

7T
arctan(e" )

7T

f  i h u \

h
i{e -  €')

i (e—€’) t / h  ^ujt

+  e 2 tjjt
dt (6.111)

The integral on the right hand side of Eq. (6.111) can be w ritten as

f>oo g t(e —e')£//i/oo gw t rc

^  1 +  y _ ^  2 cosh(o;^)

cosh(u;f)

Next we use the identity [52, 3.981-3]

1

f°° cos[(e -  e')t/h] ^  . r°° sin[(e -  e')t/h]
2cosh(u;t) y_oo 2cosh(a;^)

^  cos[(e -  e')t/h]

Jo
(6 . 112 )

fJo

cos(ax) , 7T 
ax =

cosh(/3x) 2/3 cosh [an/(213)] ’
(Re/3 > 0, all real a)

to write

We have
fJo

cos[(e — e')tlh\
dt

7T
cosh(o;t) 2a; cosh [7r(e — e')/{2huj)]

(6.113)

7T
arctan(e‘̂ ‘) — —

h
i{e -  €')

----- lim
inh

t-^oo 4(e — e')

in  cos[(e — e')t/h] 
^  { e - e ' ) / h

= 0, if (e - e ' ) ^ 0 (6.114)

Prom Eqs. (6.110) to  (6.114) we obtain

ixi

{e\x{t)\e') =  { “  eO/(2;zu;)] ’  ̂  ̂ ^  ^

0, if (e -  e') =  0

(6.115)

The quantum  transition probability, w{e), is then given by

m ^ x \  [coth[e/(2A;sT)] -  l]
_  J 2nh  ecosh^ [7re/(2/ku)]

0, if e =  0
(6.116)
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so that

-/n\ p  [coth[e/(2fcBr)] -  1] [ 1 - e - ’(2A-iW(2fcBT)j

•"(O) -  L -------------------- .c o s h M W ( 2fa .) l-------------------

m^ujx\ f°°  [coth(a:) -  l l  [l -
—  —  I  , ._, (I'lT

A-n’̂ ksT y J _ ^  x cosh^ [x /(2y)]

=  AR{ X, y )  (6.117)

where x =  e/ {2kBT)  and y  =  huj/{2nkBT).

Substituting Eq. (6.69) in Eq. (6.117), noting that l / [ x  cosh^(a:/2j/)] is an odd 

function of the variable x,  and substituting for fo{x)  using Eq. (6.74) we have

m ^ u x \ fo{x)fJ  — C

dx
A-n'^ksTy a;cosh^ [x/{2y)]  

2m pujxl 1 cosh(a:) — cos(2Ax)cosh(a:) — cos(2Ax) ,
/    o , dx  (6.118

7 -0 0  ^ sinh(x) cosh \x {2y)]ix'^ksT 8y 7_oo a; sinh(x) cosh [x/{2y)\  

The dissipation parameter A is given by

k e T

P
k s T

£

Substituting Eq. (6.105) in Eq. (6.119) we have

X\
13 f  m u j x i  f  7Tx\

A  =  -—— /  cos —  \ dx
k s T  J_n .  7T V ^ i  /

2 m ^ u x \
^  TT^keT

Comparing Eqs. (6.118) and (6.120) we see that

/
i±

\ / —2 m V (x) dx  (6.119)

(6 .120)

r,/, N 1 cosh(x) — cos(2Ax) ,R n y ) =   I J ------ dx 6.121
J - o o  ^ sinh(a:) cosh [x {2y)\
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Chapter 7

Conclusions

I have attempted to present a clear and detailed exposition of the very abstruse 

derivations and calculations involved in determining the Kramers escape rate for 

all values of the damping, in both the classical and semiclassical cases.

Despite its fundamental importance, the original derivation of the VLD escape 

rate for point particles by Kramers [11] is to some extent imperfectly understood. 

Indeed Hanggi et al. [2] have remarked that Kramers achieved his result by use 

of “some subtle almost acrobatic mathematics” . Moreover, the difficulties are 

compounded by the variety of methods of derivation of the energy controlled 

diffusion equation. In order to overcome this confusion I have given a clear 

derivation of that equation in Chapter 2. This derivation is based simply on the 

transformation of the Langevin equation to slow energy and fast configuration 

variables, and using the concept of multiplicative noise, and the elimination of 

the fast variable in order to get the energy controlled diffusion equation for VLD. 

I have also shown how to derive the expression for the mean energy loss per cycle. 

The advantage of the Langevin equation method is that inter alia it shows how 

the VLD calculation based on multiplicative noise may be generalized to classical 

spins [62].

In Appendix (2.F) I have compared the motion of a particle, with energy 

equal to the barrier energy, to the motion of a pendulum which has just enough 

energy to reach the (inverted) vertical position, so that the slightest fluctuating 

force may drive the pendulum into the running state which corresponds to the
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particle escaping over the barrier of a periodic potential.

To obtain an analytical expression for the VLD escape rate from an isolated 

well, we start by considering the undam ped librational motion of a particle in 

the well with energy equal to the barrier energy. We then determine the Green’s 

function th a t governs the diffusion of energy of the particle due to therm al ag­

itation in one cycle of the librational motion in the well. If, due to a therm al 

fluctuation, the particle returns to the top of the barrier w ith energy greater 

than the barrier energy it will escape from the well. The energy distribution 

of the escaping particles may then be w ritten down as the solution of an inte­

gral equation of the W iener-Hopf type. This equation may be solved subject to 

appropriate boundary conditions, yielding the classical escape rate in the entire 

underdamped region in term s of a depopulation factor. A formula for the escape 

rate valid for all values of the dissipation to  the bath  is then w ritten down using 

Mel’nikov’s [5,6,36] ad hoc assumption th a t the prefactor of this ra te  is simply 

the underdam ped prefactor multiplied by the Kramers IHD prefactor. I have ex­

tensively reviewed the criticism of this assumption by Poliak et al. [18] based on 

treating the Brownian particle as an entity bilinearly coupled to  a string (infinite 

chain of harmonic oscillators) th a t plays the role of friction, with the motion of 

the particle being determined by a generalized Langevin equation.

Turning now to  the quantum  case, where we confine ourselves to relatively 

high tem peratures, we first trea t the IHD quantum  ra te  by recognizing th a t the 

multidimensional Kramers rate is simply the TST rate  in the complete phase 

space of the particle plus bath  system as described by Langer [17] , Grote and 

Hynes [2], and Poliak [18,35]. Thus given an appropriate model for the b a th -  

particle coupling and a suitable generalized Langevin equation, one may simply 

calculate the IHD rate from harmonic quantum  TST. This calculation is accom­

plished using Poliak’s model of a particle governed by a generalized Langevin 

equation and bilinearly coupled to a  bath  of harmonic oscillators. In doing this, 

we have eschewed the path  integral methods of Wolynes [8] and Mel’nikov [6], 

as in general the calculations involving these are less transparent than  those of 

Poliak [35]. Since Poliak’s calculations are short on detail, I have described his
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method in a manner accessible to the general reader and I have clearly shown 

each step in the procedure.

As we have seen Mel’nikov [6] developed a scheme to calculate the classical 

escape rate that is valid in the entire underdamped regime. He extended this 

approach, based on the solution of a Wiener-Hopf equation, to the calculation of 

the escape rate in the quantum case. This extension was achieved by incorporat­

ing changes due to the energy level quantization near the bottom of the well, the 

penetration of the potential barrier due to quantum tunneling, and the modifica­

tion of the kernel of the Wiener-Hopf equation due to the presence of quantum 

fluctuations, into the scheme he had developed for calculating the classical escape 

rate. A notable difference between his expression for the quantum escape rate 

and that in the classical case is that the depopulation factor for the quantum 

rate, unlike the classical >1(A) =  lG+(0)p =  exp ^  ,

does not have a canonical form, so that the matrix elements must be calculated 

explicitly for each particular potential.

Again, the derivation of the Mel’nikov expression for the quantum escape 

rate lacks detail and is almost incomprehensible to the general reader. I have 

therefore given a step-by-step account of how to obtain Mel’nikov’s expression 

for the escape rate in the underdamped quantum regime. We start by writing 

the Hamiltonian of a particle interacting with the Boson bath and show how 

perturbation theory can be used to solve the time-dependent Schrodinger equa­

tion pertaining to the noise-perturbed librational motion in the well. We obtain 

an expression for the time evolution operator in the interaction representation, 

Ui{t,0). \'ip{t))j, the time evolution of |j), the jih. eigenstate of the unperturbed 

Hamiltonian at time t = 0, is then \ip{t))i =  Ui{t,0)\j). Ajf{t),  the projection 

of \ip{t))i onto the eigenstate |/ ) ,  is given by Ajf{t) = {f\Uj{t,0)\j).  The proba­

bility that at time t the system will be in the eigenstate |/ )  of the unperturbed 

Hamiltonian is \Ajf{t)\'^. We obtain an expression for Ajf{t)  which can then be 

simplified by recalling that since the quantized energy levels in the vicinity of the 

barrier top are quasi-continuous, the matrix elements of the position operator in 

the interaction representation are given by the semi-classical formula, Eq. (5.39).
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Following Larkin and Ovchinnikov [10] we define the periodic function A{u) given 

by Eq. (5.42) and derive a closed form expression for A{u)  which is used to cal­

culate the Green function. The probabihty of observing the perturbed system 

in state |/ )  at time t averaged over the state of the thermal bath is then given 

by Wjf{t) — {\Ajf{t)\'^)T where denotes thermal averaging. We eventually 

obtain a closed form expression for Wjf  which is a function of Wjf,  the probabil­

ity of transition from state j  to s ta te / calculated in the first-order perturbation 

approximation (Fermi’s Golden Rule). Having obtained the expression for the 

Green’s function we proceed using Mel’nikov’s notation and assume that the po­

tential in the vicinity of the barrier top may be represented, as in the classical 

case, by an inverted parabola. To include the effect of quantum tunneling near 

the top of the barrier we divide the Green function by the reflection coefficient 

for the parabolic barrier. Finally, we use the principle of superposition to write 

an integral equation for the population of escaping particles. This equation is of 

the Wiener-Hopf type and may be solved to yield the escape rate in the entire 

underdamped region at temperatures above the critical temperature at which the 

parabolic approximation to the barrier potential fails. We reiterate that unlike 

the classical case, where the dynamical prefactor is a function only of the Kramers 

dissipation parameter A, and so has a canonical form, the prefactor is now also a 

function of the quantum parameter huc/i^irkBT),  where ujc is the frequency as­

sociated with the barrier. The escape rate in the entire range of damping is then 

determined using the same ad hoc assumption as before, namely, the quantum 

rate is determined by the product of the IHD and underdamped rates.

Finally, I have given a detailed account of the calculations required to de­

termine the escape rate in the underdamped quantum regime for three specific 

potentials: the cubic potential, the double-well potential, and the periodic po­

tential, which requires in each case the semi-classical matrix elements.

In all cases the escape rate formulae, both classical and quantum, which we 

have described must be tested against the escape rate rendered by exact numerical 

solution of the master equation for the given problem. In the classical case this 

has been accomplished for a variety of potentials [12, Chapter 10]. Thus it may
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be inferred that the Mel’nikov approach provides a good approximation to the 

inverse of the smallest non-vanishing eigenvalue of the governing master equation, 

which is the Fokker-Planck equation in phase-space for high barriers and for all 

values of the damping. Regarding the quantum rate, Cleary et al. [57-59] have 

shown that the escape rate for a periodic cosine potential, calculated by means of a 

master equation for the Wigner distribution in phase-space, is in good agreement 

with that calculated using the Mel’nikov formahsm.

This concludes our discussion of the classical and quantum treatment of the 

Kramers turnover problem and its application to the calculation of the lifetime of 

a particle in a potential well. The work reported in Chapters 3, 4, 5 and 6 of the 

thesis forms part of a lengthy review article [7] entitled “Longest relaxation time 

of relaxation processes for classical and quantum Brownian motion in a potential: 

escape rate theory approach” , which has been published in Advances in Chemical 

Physics, Vol. 153, pp. 111-309, 2013. The material in Chapter 2 of the thesis has 

been reported as part of a second review article [32] entitled “On the Kramers 

very low damping escape rate for point particles and classical spins” , which is to 

appear in a forthcoming volume of the Advances in Chemical Physics.
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