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ABSTRACT 
This paper proposes a learning model that tries to infer a user’s 
topical expertise using multiple types of user-related data from 
Twitter such as tweets posted by the user and the characteristics 
of their followers. It considers inference consistency of different 
types of user data in the process of learning and aims to deliver 
accurate and effective inference results, even in cases where 
some types of data are missing for a user, e.g. the user has yet to 
post any tweets. Experiments conducted on a large-scale Twitter 
dataset show that our model outperforms several baseline ap-
proaches which use only a single type of user data for inference. 
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1 INTRODUCTION 
Understanding the expertise of users in social networking sites 
like Twitter is a key component for many applications such as 
user recommendation and talent seeking. Previous studies [1, 2] 
observed that certain user actions on Twitter could reflect that 
user’s expertise, so they attempted to infer a user’s expertise in-
formation by exploiting selected types of user-related data. For 
example, the short bio information provided by a user was used 
to identify topic experts on the “who to follow” service of Twit-
ter [1]; In [2], the authors proposed a learning model that uses 
an individual’s tweets to infer their expertise on various topics. 

However, previous studies have tended to focus on the exploi-
tation of a single type of user data and the potential relation be-
tween this data and the user’s expertise information. Although 
shown to be effective in inferring a user’s expertise information, 
these approaches ignore the fact that many Twitter users may 
not have a certain type of data. For example, on Twitter it is re-
ported that approx. 44% of all registered users have never posted 
a tweet [3]; Statistical analysis from about 10% of the entire 
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Twitter population shows that on average, each user is included 
in less than one Twitter list [4]. Therefore, approaches that rely 
on a single type of user data will fail when the user does not 
have a significant volume, or any, of this data available. 

To address this issue, this work proposes a learning-based 
model that tries to infer a user’s expertise information by jointly 
exploiting multiple types of data associated with the user on 
Twitter. The model takes multiple types of user-related data as 
input and considers their inference consistency in the process of 
learning. It aims to make the most of various data associated 
with the user and ensure the inference effectiveness regardless 
of the availability of some types of user data. Four types of user 
data are considered in the experiments, namely: tweets, friends, 
followers and lists. Experimental results demonstrate our pro-
posed model, which combines all the four different types of user 
data, outperforms the alternative inference methods. 

2 METHOD 
This section details how we utilize multiple types of user data 
from Twitter to better model the problem of user expertise infer-
ence. Xu et al. [2] proposed a sentiment-weighted and topic rela-
tion-regularized learning (SeTRL) model to address this problem. 
The SeTRL first builds the feature vector of a user based on the 
user’s tweets and utilizes the sentiment intensity contained in 
the tweets to weight the features of each user. Then by using 
linear regression, a base model is built to jointly learn the exper-
tise of users on multiple topics. Meanwhile, SeTRL exploits the 
relatedness between expertise topics to optimize inference, 
which is characterized by an undirected graph G with E edges. It 
encodes this relatedness information in the base model through 
model regularization. Finally, the SeTRL is constructed by solv-
ing the following minimization problem: 
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where N is the number of Twitter users; T is the number of ex-
pertise topics; yti is a binary value {+1, -1} which denotes the ex-
pertise of user i on topic t; xi is the feature vector of user i; wt is 
the model parameter vector for topic t and W = [w1, w2, …, wT] 
is the parameter matrix for all the T topics; the second term is 
the regularizer used to incorporate the relatedness information 
between expertise topics; e is an edge in G that connects two re-
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lated topics, and we(1) is the model parameters of a topic of e; 
||W||1 is the l1 norm of matrix W; α, β are the regularization pa-
rameters. 

However, the SeTRL will struggle when a user has not posted 
sufficient tweets. In this research, we propose incorporating 
multiple types of data associated with the user into the process 
of user expertise inference through the loss function. Meanwhile, 
we use a regularization term to model the inference consistency 
among different types of user data. Thus, we can construct our 
learning model and have the following optimization problem: 
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where S is multiple types of user data and |S| is the total number 
of data types considered in the model (|S|=4 in this work); xsi is 
the feature vector of user i defined from the sth type of user data; 
wst is the model parameters of the sth data source part of exper-
tise topic t; the second term is the regularizer used to model the 
inference consistency among different types of user data; s1 and 
s2 are any two different types of user data from S; γ is the regu-
larization parameter to control the contribution of the inference 
consistency of different types of user data. 

3 EVALUATION 
In this work, we reused the dataset from [2] to evaluate our pro-
posed model. The dataset contains 10,856 Twitter users and 149 
expertise topics from which each user has knowledge of at least 
one topic. While in [2] they only used the user’s tweets for ex-
pertise inference, this research needs to use other types of data 
of the user, i.e. friends, followers and list data. So we harvested 
this additional data of each user in the dataset, if it was available, 
using the official Twitter API. In the experiment, the text infor-
mation in the profiles of all friends (or followers) of a user are 
combined as an input document (called friend document or fol-
lower document) for inferring the user’s expertise. In terms of the 
list data, the name and description information of the lists of the 
user are combined as the input document (list document). Corre-
spondingly, the combination of the user posted tweets is called 
the tweet document of the user. The unigram features are used as 
the user feature space.  

The two metrics: accuracy, and F1-score are used to measure 
the performance of methods in the work. Specifically, we use the 
averaged score of each of the two measurements on all the tested 
topics to examine the performance of various inference methods.  
In the experiments, a standard 5-fold cross validation on the 
training data is performed to select the regularization parameters 
α, β and γ. In addition, the frequency of the feature terms occur-
ring in the user document is used to weight the user unigram 
features for friend, follower and list documents. In terms of the 
tweet document of a user, the tweet sentiment-based weighting 
scheme proposed in [2] is applied. 

 
 

Table 1: Performance of different methods (%) 

Methods Data Used Accuracy F1 

SVM 

Friends 72.23 70.77 

Followers 69.37 66.08 

Lists 70.18 68.29 

All 67.67 62.64 

SeTRL Tweets 79.65 80.08 

Our Model All 85.72 86.80 

    We compared the performance of our proposed model with the 
two baseline approaches: Support Vector Machine (SVM) and 
SeTRL. The three approaches are based on either only a single 
type of user data or the combination of multiple types of user data, 
as shown in Table 1. Note that for SVM with all the four types of 
user data, the features generated from the four types of user data 
are directly concatenated as a single feature vector. The experi-
mental results show that each type of user data is useful for user 
expertise inference and using friend data or list data can achieve 
better performance than using follower data for user expertise in-
ference. It also shows that our model using the four types of user 
data for expertise inference significantly outperforms the baseline 
approaches. In particular, the SVM approach using all the four 
types of user data achieves the worst performance, which is even 
lower than that of SVM using one type of user data alone. This 
could be due to the over-fitting problem, as too much inconsistent 
information is considered during the learning process. It verifies 
the significance of taking into consideration the source consisten-
cy when using multiple types of user data for expertise inference.     

4 CONCLUSIONS 
This paper studies the problem of inferring a user’s expertise 
based on various data associated with the user on Twitter. A learn-
ing model is proposed that can infer the user’s topical expertise 
under the influence of multiple types of user data. Experiments on 
a real-world Twitter dataset show that our model using multiple 
types of user data for expertise inference outperforms several 
baseline approaches that are based on a single type of user data. 
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