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Abstract

Recently, acoustic engineers, researchers and relevant institutions seek to re-

duce noise levels associated with the aerodynamic complexities of an aircraft,

particularly within close proximity to airport communities. The environmen-

tal and health effects caused by aircraft noise emission has increased the level

of research in this area, with new policies aiming to address such negatives

and to reduce noise levels associated with an aircraft. Aircraft landing gear

contributes a major percentage to the overall noise emitted from an aircraft

on approach to landing. Significant improvements have been made to the

aeroengine which now position airframe noise, and landing gear noise in par-

ticular, as the threshold below which no further noise reduction can be made

without addressing these now important noise sources. This current research

is a numerical investigation on the use of woven wire mesh screens as fluid flow

control mediums, and for landing gear noise control.

The introductory part of this thesis presents the motivation behind this re-

search. Whilst improvements in processor speeds and the introduction of new

and needed computational approaches such as the Lattice-Boltzman Method

have allowed fairings and perforated plates, which serve as low noise landing

gear technologies to be fully resolved and examined numerically, a full scale

solution for a wire mesh screen with its very small length scales is still a sig-

nificant computational challenge. Therefore, there is a need for an alternative,

faster, yet sufficiently accurate method of simulating such screens numerically

for aerodynamic noise studies. An alternative method is hereby proposed, and

is implemented using the Volume-Averaged Method within a porous zone of

interest in the numerical fluid domain, in which are added the characteristics
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of realistic woven wire mesh screens. To date in the literature, wire mesh

screens have not been studied using the Volume Averaged Method and where

the VAM has been used for coarser studies, such as for perforated plates, only

the impact of a pressure drop was implemented. In this thesis important ad-

ditional consequences of the inclusion of a wire mesh screen, with its very fine

and complex gap geometries, are also added to the VAM, such as turbulence

suppression, so that the model might be enhanced and more accurately capture

the true physics of the fluid/screen interactions.

Chapter 2 presents a literature review of aerodynamic noise generation,

landing gear noise sources, noise reduction techniques applied to date, prin-

ciples of computational aeroacoustics, computational modeling of perforated

surfaces and wire mesh screens, and semi-empirical noise prediction models of

aircraft airframe. Contributions of the thesis are also highlighted, particularly

the potential benefits and applications.

So that a better understanding of turbulence fluid flow properties might be

obtained around and downstream of a wire screen mesh, Chapter 3 examines,

in 3-D, a fully resolved wire mesh screen and is compared to classic benchmark

results published by NACA. This allows the parameters such as Flow Loss

Coefficients and Turbulence Decay to be studied as a function of porosity and

distance downstream. Results compare well with each other and with the near

field empirical correlation of turbulence decay of Roach [1].

Chapter 4 presents a resolved 2-D realistic representation of the 3-D wire

screen mesh from chapter 3 in order to examine the flow field at further down-

stream distances. These results compare well with both the 3-D numerical

model and the NACA study.

With this detailed understanding of the effect wire mesh screens may have

on the fluid mechanics of flows downstream, Chapter 5 employs the Volume

Averaged Method at full scale for a wire mesh screen as a low noise technology

applied to a H-Strut test case. The VAM is enhanced with the inclusion of the

turbulence suppression term and is compared to the experimental flow field

and acoustic results of the EU TIMPAN (Technologies to Improve Airframe
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Noise) project. For this large scale study, results from this modelled method, as

opposed to a resolved approach, are good, much faster and are demonstrated to

be greatly improved with the addition of the turbulence effects which hitherto

had been neglected.

Chapter 6 extends the evaluation of the VAM method to a comparison with

half scale main landing gear EU project results: ALLEGRA. The comparison

is rudimentary but demonstrate the potential for future work.
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INTRODUCTION 1.1. CONTEXT AND RESEARCH MOTIVATION

1.1 Context and Research Motivation

Attempts to reduce aerodynamically induced noise emitted due to the non-

streamlined parts of an aircraft has presented a challenge to the world at

large. With the increase in population, an expectation exists that a high rise

in the number commercial flights and airports runways is inevitable. There-

fore it necessitates the introduction of policy’s that aims to target reductions of

noise emissions from aircraft’s. At the landing configuration of an aircraft, el-

evated noise emissions are obtained. Obvious consequences as a result of these

emissions include; sleep disturbance, decreased school and work performances,

hearing impairment, hypertension, ischemic heart disease, annoyance [22], and

in some rare conditions, noise induced hearing loss (NIHL)[23], which some-

times is sufficient enough to impair hearing over the course of a lifetime[24].

Studies of the relation between worry and annoyance from air traffic carried

out by Frits et al.[2] in five municipalities showed the levels of population liv-

ing in close proximity to airport routes that were annoyed and the population

highly worried due to the elevated noise levels as shown in Figure1.1

Figure 1.1: Population highly annoyed about aircraft noise and population
worried about living close to aircraft routes; In Percentages [2]

Currently, due to the significant reduction of jet engine noise over the past

decades, with improvement in high bypass engine ratio’s, the major source of

aircraft noise on approach has shifted from the engine noise to the the airframe

noise, as it now contributes a major percentage to the overall noise emitted

during landing configuration [25], when engines are throttled back, with high-
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INTRODUCTION 1.1. CONTEXT AND RESEARCH MOTIVATION

lift devices and landing gears deployed [25]. Aircraft noise can be classified

into two categories: The engine noise and the airframe noise. Figure 1.2 shows

the major noise sources within the aircraft. Figure 1.3 shows the noise levels

of different aircraft’s during take off, while Figure 1.4 shows dominant noise

sources from both long and short range aircrafts at the approach configuration.

The landing gear noise emission, leading edge devices noise emissions, trailing

edge devices noise emissions, spoilers, rudders, flap side edges, gear-wake/flap

interaction etc.[5], all make up the airframe noise as depicted in Figure 1.4.

Figure 1.2: Major airframe and engine noise sources[3]

Figure 1.3: Take-off Noise levels of different aircrafts[4]
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Figure 1.4: Relative approach noise source weight for short and long range
Airbus aircraft(Source: airbus)[5]

The noise emitted from landing gears of aircraft’s possess a larger percent-

age of the overall noise emitted during its aerodynamic operation[25], thereby

making this section of the aircraft a primary concern for engineers and aeroa-

coustic researchers. Therefore a high level of attention is now focused on the re-

duction of noise levels within the landing gear, for both main and nose landing

gear, by either active or passive noise reduction means. Noise sources within

the landing gear section are majorly generated due to large scale aerodynamic

interaction between turbulent airstream and its complex components. The

detailed components within a landing gear contains unfavorable aerodynamic

features as shown in Figure 1.5, and mid to high speed airflow impingement

on the cavity sections of landing gears generally results in the scale turbulent

flow phenomenon that constitutes very potent sound generating mechanism.

Therefore, research into low noise techniques applied as add-on treatments for

reducing these noise effects without re-designing the aircraft with acoustics as

one of the added parameter for model consideration had been the subject of

many coordinated test projects, and this has yielded some level of success over

the years[26].
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Figure 1.5: Description of landing gear components with wheels omitted[6]

Shielding some parts or all parts of the landing gear components by us-

ing closed fairings and thereby preventing the full interaction of airflow with

the various protrusions and cavities were considered and carried out by Do-

brzynski et al.[25, 27]. It was however observed that high speed flow deflection

onto other components and fairing self-noise were major disadvantages of thes-

fairing type and this inhibited its further successful application. Bleeding air

through these fairings by perforating them further resulted in better redis-

tribution of the airflow and yielded better acoustic performance particularly

within low and mid frequency ranges. Added advantages of perforating these

fairings compared to solid fairings include weight, brake cooling and better vis-

ibility around the landing gear bogie for maintenance. Results of flight tests

using these perforated fairings indicate that its application reduces the land-

ing gear noise more effectively compared to solid fairings, within the low and

mid frequency range as shown by Piet et al.[28] and Smith et al.[21]. Li et

al.[7] carried out detailed experimental study of perforated undertray applica-

tions for landing gears, and performed wind tunnel tests on a 1/4 scale model

A340 landing gear, where undertray treatments of solid undertray fairings,

5
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perforated undertray fairings+brushes, slotted undertay fairings, and slotted

undertray fairings+cloth where introduced individually and noise reduction

studies of each application were studied, as shown in Figure 1.7.Two phased

microphone arrays were mounted on the ceiling and sidewall of their tunnel

test section respectively. The installed undertray designs reduced the low-

frequency noise of the landing gear as was expected. The slotted undertray

covered with cloth was the most effective of all undertray designs, since it

not only gave a reasonable reduction at low frequencies, but also achieved

significant reduction in the mid and high-frequency range. The perforated un-

dertray represented the next most effective undertray design, however, it was

observed that its perforations needed to be further developed and optimized

in order to achieve better reductions in low-frequency noise and suppress its

high-frequency self-noise which offsets the benefits of its mid frequency noise

reductions. Also, edge brushes added to cover the brakes of the landing gear

were shown to reduce some high-frequency noise, although this solution might

adversely affect brake cooling of the overall landing gear system.

Figure 1.6: Undertray fairings installed on a 1/4 scale model A340 landing
gear.[7]

Meshes have also been applied as screens on landing gears for noise reduc-

tion studies, and documented experimental results show they produced more

6
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rewarding and promising results compared to solid or perforated fairings in

the reduction of aerodynamically generated noise of landing gears, as evident

in results of Smith et al.[21] and Oerlemans et al.[19]. Smith et al.[21] further

investigated mesh screens on a scale model main landing gear for a long range

aircraft installed in the QinetiQ NTF test facility. The gear for this aircraft is

nominally the same as for an A340 aircraft. The results were achieved using

a polar microphone array, and these showed significant noise reduction while

using meshes. They transposed their noise data from the wind tunnel test

to flight conditions in order to estimate the potential overall approach noise

reduction for an existing twin long-range aircraft. The application of mesh un-

dertray provided more than 3 EPNdB noise reduction of the main landing gear

noise in approach, which gave a total aircraft noise reduction of 0.8 EPNdB

Figure 1.7: Mesh undertray and mesh leg door filler fairing and torque link
fairing on a 1/4 scale model two wheel landing gear.[7]

Attempts to numerically simulate the application of perforated fairings

and mesh screens for landing gear noise reduction effects and studies has been

a challenge for CFD/CAA experts and engineers till date, due to the very

fine grid resolution implications required for these perforates or meshes and

the expensive computational cost needed to arrive at accurate and acceptable

results. Mitsuhiro et al.[29] performed detailed CFD/CAA numerical simula-

tions and noise reduction studies on perforated fairings applied on a two wheel

main landing gear using a Very Large Eddy Simulation (VLES) coupled with

the Ffowcs Williams-Hawkings (FW-H) acoustic analogy for noise propagation

prediction to far-field receivers. This was carried out using Powerflow software,
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which uses the Lattice Boltzmann Method (LBM). Their results showed good

agreement with experimental data up to 1kHz. The results captured to a large

extent the noise reduction effect of the fairing but it was done at a rather high

computational cost. Therefore, new methods need to be developed for quicker

prediction of the numerical effects of mesh screens when applied to landing

gears for low noise treatments.

In summary, the key issues relating to landing gear noise related problems

are as follows:

1. Landing gears consist of structures and components that are not aerody-

namically optimized, hence the intricate flow separations and deflections

within the landing gear aids noise generated within.

2. Wake effects from landing gears further interacts with other downstream

airframe components, therefore creating secondary noise sources in the

process.

3. For some aircrafts, the landing gear noise contributes approximately 30%

to the overall noise emission within the approach and take-off configura-

tion [30].

4. Noise signatures from landing gear geometries are broadband in nature

and covers frequencies within the range of 90Hz to 4KHz approximately

[30].

5. Communities within close proximity to airports and flight paths suffer

high annoyance levels associated with the noise frequency range of air-

crafts.

6. Components having non-aerodynamic shapes generates high level tonal

noise as a direct noise source, which is extremely detrimental to human

hearing.

8
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1.2 Scope and Research Objectives

This investigation is an academic research exercise with industry based ap-

plications aimed at studying, understanding and improving the application of

woven wire mesh screens when applied to landing gears for aerodynamic noise

reduction. The objectives of the research carried out within this thesis are as

follows:

1. To numerically study woven wire mesh screens as fluid flow control and

noise reduction treatment applications when applied to aircraft landing

gears.

2. For woven wire screens in isolation, this thesis aims to identify a suitable

RANS model and domain boundary condition that accounts for the flow

speed reduction achieved in realistic applications of woven wire mesh

screens for fluid flow control purposes.

3. Identification of regions downstream of a woven wire screen where a flow

speed reduction is achieved, and presenting a quantifiable correlation of

this flow speed reduction to the woven screens solidity.

4. For two dimensional geometry related applications involving wire screens,

this thesis aims to present a simplified 2D geometry of staggered cylinders

that replicates the downstream effect of a 3D screen within high screen

porosities, where planar views of 3D screens can be simplified as 2D

cylinders in a staggered arrangement.

5. To develop a novel computational approach for modeling woven wire

mesh screens within a computational domain as a virtual or porous zone.

This approach should account for the pressure drop and turbulence al-

teration effect of a physical realistic wire screen.

6. This proposed approach is achieved by introducing pressure drop as a

function of flow loss resistance and characteristic turbulence alteration

9
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effect within an adapted porous zone of interest, which accounts for the

effect of a physical realistic wire screen.

7. The porous zone method here is initially validated against experimental

tests from the European project TIMPAN.

8. Wind tunnel acoustic results from the ALLEGRA project, where woven

wire mesh screens were utilized as a low noise treatment for a model

MLG is also utilized within this thesis as a more advanced validation of

the proposed modeling approach of woven wire screens within a compu-

tational domain.

1.3 Thesis Outline

The content outline of this thesis is arranged as follows;

Chapter 1 presents the introduction to the studies carried out within this

thesis, where the context and research motivation were highlighted. The scope

and research objectives were also elaborated upon, with the thesis outline

mentioned.

Chapter 2 provides a literature review study, where aerodynamic noise

generation theories, landing gear acoustic noise sources, low noise treatments

applied to landing gears and various noise prediction methods (semi-empirical

and CFD-based) are highlighted. Various coordinated landing gear noise pro-

grams are also presented, with the view of providing state of the art information

on landing gear noise reduction techniques and progress made in recent years

in the subject of landing gear aeroacoustic noise reduction. The physics of

fluid flow through wire mesh screens is also highlighted, followed by various

possible techniques for wire screen computational analysis. The contribution

of this Thesis to science based knowledge is presented in the concluding section

of Chapter 2.

In Chapter 3, Numerical simulations of flow through three dimensional

woven wire screens is performed, with flow loss coefficients, flow speeds and

turbulence quantities the major parameters highlighted.
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Chapter 4 takes a look at the numerical simulation of flow through two

dimensional screens, where the aim was to find a 2D simplified screen geomet-

rical feature that could replicate results for a 3D geometry within acceptable

error margins.

The process of numerical modeling of woven wire mesh screens is presented

in Chapter 5. Within this chapter, an alternative modeling approach is pro-

posed and utilized for aeroacoustics computational simulations involving woven

wire screens particularly when utilized as a tool for aerodynamic noise reduc-

tion. This proposed method is tested on a single simplified H-strut unit. For

validation, acoustic results from TIMPAN project is utilized.

Chapter 6 applied the wire screen noise modeling approach proposed in

Chapter 5 to a more realistic and advanced aerodynamic noise reduction study

of a nose landing gear and a main landing gear model. Acoustic test results of

ALLEGRA project coordinated by Trinity College is utilized for the validation

of acoustic numerical results presented within this Chapter.

Chapter 7 concludes this Thesis by highlighting the outcomes of all studies

carried out within this research, and also provides possible areas of improve-

ment for future work related to the subject area of woven wire mesh screens

applied for aerodynamic noise reduction.

11
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2.1 Aerodynamic Noise Generation

The three most commonly cited acoustic analogies which have developed to

help model aerodynamic noise generation are presented here. The Lighthill’s

theory for unbounded flows is first discussed, followed by the Curle’s Analogy

for wall bounded flows, and finally the Ffowcs Williams-Hawkings (FW-H)

theory of aerodynamic sound generation by turbulence in arbitrary motion.

2.1.1 Lighthill’s Theory for Unbounded Flows

A theory for aerodynamic noise generation for unbounded flows was first de-

veloped by Lighthill[31], where the sound radiated from a fluctuating fluid flow

was estimated. This theory was initiated based on the equations of motion of a

gas, for the purpose of estimating sound radiated from a fluid flow, which as a

result of instability would definitely contain regular fluctuations or turbulence.

The fluid area which is taken to be the noise generation area is decoupled from

a uniform medium at rest, representative of the wave propagation area. It is

argued that sound is a very small component of the whole motion and therefore

the properties of the flow in the source region can be determined by neglecting

the production and propagation of sound. The exact equations of motion are

compared with the equations of sound propagation in a medium at rest. The

equations of motion for an arbitrary continuous medium under zero external

force in tensor notation are given by

∂ρ

∂t
+
∂(ρui)

∂xi
= 0 (2.1)

∂(ρui)

∂t
+
∂(ρuiuj + Pij)

∂xj
= 0 (2.2)

xi is the Cartesian coordinate, ui represents the flow velocity, ρ is the fluid

density and Pij is the stress tensor which for a Stokesian fluid equals

Pij = pδij + µ[−∂ui
∂xj
− ∂uj
∂xi

+ (2/3)(
∂ui
∂xi

)δij] (2.3)
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Where p is the pressure and is related to other thermodynamic variables as

for a gas at rest, δij is the Dirac delta function, which is 1 for i = j, 0 for i 6= j

and µ is the dynamic viscosity. Atmospheric air may be taken as a Stokesian

fluid for practical purposes. The propagation of sound in a uniform medium

which is at rest, without sources of matter or external forces, is governed by

the equations

∂ρ

∂t
+
∂(ρui)

∂xi
= 0 (2.4)

∂(ρui)

∂t
+ a20

∂ρ

∂xi
= 0 (2.5)

∂2ρ

∂t2
− a20∇2ρ = 0 (2.6)

Equation 2.4 is the exact continuity equation, Equation 2.5 is the approx-

imate momentum equation while Equation 2.6 is the wave equation and can

be deduced by taking the time derivative of Equation 2.4 and subtracting the

spatial derivative of Equation 2.5.

The equations of propagation of sound in a uniform medium at rest due

to externally applied fluctuating stresses is gotten by transforming Equation

2.1 and 2.2 into a wave equation using an approach similar as was done for

Equation 2.4 and 2.5. This yields

∂ρ

∂t
+
∂(ρui)

∂xi
= 0 (2.7)

∂(ρui)

∂t
+ a0

2 ∂ρ

∂xi
= −∂Tij

∂xj
(2.8)

∂2ρ

∂t2
− a20∇2ρ =

∂2Tij
∂xi∂xj

(2.9)

Where Tij is the instantaneous applied stress at any point, also called the

Lighthill stress tensor
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Tij = ρuiuj + Pij − a20ρδij (2.10)

At low Mach number, provided that any difference in temperature between

the flow and the outside air is due simply to kinetic heating or cooling (heating

by fluid friction or cooling by rapid acceleration), then Tij is approximately

ρ0uiuj, with a proportional error of the order of the square of the Mach number

M. The resulting approximate form is

Tij ' ρ0uiuj (2.11)

Where the suffix zero signifies atmospheric values. Outside the flow region

of interest, the Lighthill stress tensor will however approach zero, therefore,

the velocity ui will correspond to very small acoustic perturbations, and its

quadratic appearance in Equation 2.10 will make this term negligible. Viscous

stresses in Pij and heat transfer are both very small negligible effects, because

gradients are small without the presence of a solid body. Therefore Equation

2.9 will become the same as Equation 2.6 outside the airflow. The sound

produced by Tij corresponds to a quadrupole field. Therefore, using Green’s

functions, the acoustic density perturbation at position x due to a quadrupole

at position y with strength Tij is written as

ρ− ρ0 =
1

4πa20

∂2

∂xi∂xj

˚
V

Tij

(
y, t− |x− y|

a0

)
d3y

|x− y|
(2.12)

At points far enough from the flow to be in the radiation field of each

quadrupole, that is, at a large distance compared with 1
2π

times a typical

wavelength, the differentiation in Equation 2.12 may be applied to Tij only,

giving

ρ− ρ0 '
1

4πa20

˚
V

(xi − yi)(xj − yj)
|x− y|3

1

a20

∂2

∂t2
Tij

(
y, t− |x− y|

a0

)
d3y (2.13)

Where Equation 2.13 for the sound radiation field must give an exact re-

sult for the total energy radiated and its directional distribution, since only
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terms falling away more rapidly than the inverse first power of the distance are

excluded. However, at distances large compared with the dimensions of the

flow one may approximate xi − yi by xi in Equation 2.13, provided the origin

is taken within the flow, without neglecting any terms of order x−1. This gives

a simplified equation of the form

ρ− ρ0 '
1

4πa20

xixj
x3

˚
V

1

a20

∂2

∂t2
Tij

(
y, t− |x− y|

a0

)
d3y (2.14)

Time fluctuations of Tij are roughly proportional to U
l
, yielding an estimate

through dimensional analysis for the squared density variations as

(ρ− ρ0)2 ∝ (
1

a20
)2(

1

a20
)2(
U

l
)4(ρ0U

2)2(
l3

|x|
)2 = ρ20

(
U

a0

)8(
l

|x|

)2

(2.15)

Where U is the velocity, and l is a typical dimension. It is assumed that

the momentum flux is the dominating contribution to Tij. Therefore, this

quadrupole sound is shown to scale with the 8th power of flow speed.

The quantities which can be estimated by the human ear or measured

by other phase-insensitive instruments are the intensity at any point and its

frequency spectrum. The intensity of sound at a point where the density is ρ

is a03

ρ0
times the mean-square fluctuation of ρ. Intensity is

I(x) =
a30
ρ0
σ2{ρ(x, t)} (2.16)

Where the Intensity signifies the rate at which energy crosses unit surface

area at the point. Deriving this intensity from Equation 2.13 and Equation

2.16 gives

I(x) ' 1

16π2ρ0a50

¨
(xi − yi) (xj − yj) (xk − zk) (xl − zl)

|x− y|3|x− z|3

× ∂2

∂t2
Tij(y, t−

|x− y|
a0

)
∂2

∂t2
Tij(y, t−

|x− y|
a0

)dydz

(2.17)

Through dimensional analysis the intensity roughly becomes

I(x) ∝ ρ0U
8a−50 (

l

x
)2 (2.18)
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Giving predictions that sound intensities scales near the eight power of a typical

velocity U in the flow.

The total acoustic power output is obtained using simplified Equation 2.14

for radiation field and integrating its mean square over the surface of a large

sphere. The total acoustic power output is

P =
1

60πρ0a50
[σ2{
˚

V

∂2

∂t2
Tij(y, t−

|x− y|
a0

)dy}

+ 2
3∑
i=1

3∑
j=1

σ2{
˚

V

∂2

∂t2
Tij(y, t−

|x− y|
a0

)dy}]
(2.19)

Where the second term in Equation 2.19, each of the nine quadrupole fields

Tij(i = 1 → 3, j = 1 → 3) contribute independently to the power output.

Again, by dimensional analysis, this yields

P ∝ ρ0U
8a−50 l2 (2.20)

Which emphasises the argument that the sound intensities and acoustic power

both increase as the eight power of a typical flow velocity.

2.1.2 Curle’s Theory for Solid Bounded Flows

Lighthill’s theory of aerodynamic noise generation for unbounded flows was

modified by Curle [32], where the presence of solid boundaries was taken into

account, of which Lighthill’s equation did not account for. It was modified

through the concept that Lighthill’s quadrupole sound will be reflected and

diffracted by the existing solid boundaries, and this quadrupole sound will not

be distributed over the whole space, but only within the region exterior to the

solid boundaries. Also, a resultant dipole field at the solid boundaries which

are the limits of lighthill’s quadrupole distribution was introduced as a result.

These effects are exactly equivalent to a distribution of dipoles, where each

dipole represents the force with which unit area of soild boundary acts upon

the fliud. Implementing this concept into Lighthill’s theory and solving the

basic fluid flow equations and wave equations, leads to
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ρ− ρ0 = A2
∂2

∂xi∂xj

˚
V

Tij

(
y, t− |x− y|

a0

)
d3y

|x− y|

− A2
∂

∂xi

¨
S

Pi

(
y, t− |x− y|

a0

)
dS(y)

|x− y|

(2.21)

Pi = −ljpij (2.22)

A2 =
1

4πa02
(2.23)

The surface integral, representing the modification to Lighthill’s theory is

exactly equivalent to the sound generated in a medium at rest by a distribution

of dipoles of strength Pi per unit area. Pi is exactly the the force per unit area

exerted on the fluid by the solid boundaries in the xi direction. S denotes

the surface of the solid boundary and lj is the unit outward normal, pointing

towards the fluid on S. Therefore, one can look at the sound field as the sum

of that generated by a volume distribution of quadrupoles and by a surface

distribution of dipoles. A similar dimensional analysis performed on Equation

2.21 of the density fluctuations due to the dipole term gives

(ρ− ρ0)2 ∝= ρ20

(
U

a0

)6(
l

|x|

)2

(2.24)

Which indicates that for a low Mach number flow, dipole radiation will

dominate the sound emanating from the quadrupole source. Equation 2.21 was

derived with the assumption that the normal fluid velocity on the integration

surface S is zero, but if mass is added at the surface S, this causes the normal

component of the fluid velocity to be non zero. Adjusting the term representing

the dipole distribution, a new monopole term representing the unsteady mass

addition will arise. The resulting equations becomes

ρ− ρ0 = A2
∂2

∂xi∂xj

˚
V

[Tij]
d3y

|x− y|
+ A2

∂

∂xi

¨
S

nj[Pij + ρui(uj − Vj)]
dS(y)

|x− y|

+ A2
∂

∂t

¨
S

nj[ρ0Vj + ρ(uj − Vj)]
dS(y)

|x− y|
(2.25)
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A2 =
1

4πa20
(2.26)

The quantities in the brackets [ ] are evaluated at a retarded time of t −
|x−y|
a0

, where if there is no unsteady mass addition into the system (njuj = 0),

equation 2.25 simplifies back to equation 2.21 Acoustic intensity generated by

the dipoles is of the order

ID(x) ∝ ρ0U
6a−30 f(x− y) (2.27)

From Equation 2.18 and 2.27, it follows that

IQ
ID
∝
(
U

a0

)2

f(x− y) (2.28)

Which shows that at sufficiently low Mach numbers, the contribution to the

sound field from the dipoles should be greater than that for the quadrupoles.

However, exactly how small the Mach number must be for this will depend

heavily on the particular fluid flow application in question. The total acoustic

power output will roughly be

P ∝ ρ0U
6a−30 l2 (2.29)

where acoustic efficiency roughly becomes

η ∝
(
U

a0

)3

(2.30)

which compares with the acoustic efficiency η ∝ M5 found by Lighthill

for the quadrupole field. The Modifications so far are often referred to as the

Lighthill-Curle theory.

2.1.3 Ffowcs Williams and Hawkings Theory

Aerodynamic applications concerning noise generation and propagation would

typically involve the movement of an aircraft, car, etc, through a fluid medium,

and as such the need to account for such surfaces in motion. The Lighthill-

Curle theory was extended by Ffowcs Williams and Hawkings [33], to account
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for effects of arbitrary convective motion of the source, as the forward motion

of the source was found to influence its radiation pattern with respect to a

particular observer. Typically, an observer will perceive an increase in density

perturbations when a moving source is approaching and a decrease when the

source is moving away. Therefore, to account for this concepts, the equation

becomes.

ρ− ρ0 = A3
∂2

∂xi∂xj

˚
V

B3[Tij]
dζc
|x− y|

+ A3
∂

∂xi

¨
S

njB3[Pij

+ ρui(uj − Vj)]
dS(ζc)

|x− y|
+ A3

∂

∂t

¨
S

njB3[ρ0Vj + ρ(uj − Vj)]
dS(ζc)

|x− y|
(2.31)

A3 =
1

4πa20
(2.32)

B3 =
1

(1−M cos θ)
(2.33)

ζc = y − Ut (2.34)

Where ζc is the Lagrangian coordinate, θ the inclination angle, M the Mach

number in approach direction and U is velocity of the source.

2.2 Landing Gear Acoustics

Aircraft flyover noise measurements have been carried out in order to fully

comprehend, identify and characterize the major noise sources of aircraft air-

frames [34, 35, 36, 37], of which landing gear is found to be a major contributor.

Within the complex landing gear structure, resonance caused by airflow over

cavities, turbulence interactions, vortex shedding and its coherency, boundary

layer or wake interaction with downstream devices all act as potential contrib-

utors towards the general noise generation mechanism.
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2.2.1 Noise Sources

Due to natural vortex shedding, larger components are expected to be re-

sponsible for lower frequencies and small-scale details for high frequency noise.

Regular vortex shedding is often distorted by interaction effects due to the

complexity of the gear. High resolution calculation of a simplified gear was

performed by Lockard et al.[38], where the relevance of different noise sources

was addressed using a DES-FW-H coupled approach. It was observed that

the gear boxes and wheels were major contributors dominant over the total

frequency range. Interaction between wheels as a possible source has received

attention in [39]. A translating mid-wheel vortex is identified which has the po-

tential to produce significant ground-directed noise, as it distorts upon collision

with one wheel and then the other. However, validation of the energy addition

principle to account for the number of wheels by Guo et al.[40] suggests that to

omit tire wake-tire interaction is justified. Chow et al.[14] showed that landing

gear struts exhibit a low frequency spectral peak governed by the overall com-

ponent diameter and a high frequency spectrum generated by small attached

dressings, joints etc. Tests with and without these small scale components

indicate that they can be responsible for up to 10 dB of the high frequency

noise, as shown by Jaegr et al.[41] , thereby pointing out their importance.

Explanation for the high relative importance of high frequency noise on land-

ing gear are shown by Dobrzynski et al.[27]. It was further hypothesized that

high local flow velocities around small-scale components caused by blockage

would relatively enhance high frequency sources to low frequency sources for

a given freestream velocity.

2.2.2 Noise Directivity

Dobrzynski et al [25] showed that the polar radiation in a vertical plane con-

taining the velocity vector for landing gear noise is almost omnidirectional

at low Strouhal-numbers, showing increasingly pronounced level maxima in

the rear and forward arc with increasing Strouhal number. However, this can
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be seen to disproof the theory that landing gear noise is dominated by large

scale vortex shedding, which is a dipole-type source, for which the maximum

noise should appear perpendicular to the flow direction, i.e, overhead posi-

tion. The relevant disturbance scales for intermediate Strouhal numbers is

several millimeter, which corresponds to the dimensions of various dressings

attached to the basic gear. It was observed that oblique local velocities may

be responsible for the dressing noise generation, and could be an explanation

for the mentioned trend of directivity. Another possible explanation is the

suspected dominance of noise from wake interaction with downstream gear

components[25]. William et al. [8] carried out further tests on noise spectra

and directivity for a scale-model landing gear as shown in figure 2.1 and 2.2,

for a baseline case, and with turboggan fairing, both with and without the

bay door, where they found the results for the baseline configuration appear

to reveal two general regions of major noise emission from the landing gear

the truck assembly and the oleo/strut brace assembly. Such a finding was

consistent with previous documented aeroacoustic studies on similar models.

The oleo/strut noise appeared most dominant in the non-door, sideline view,

where this noise region was less well defined for the door sideline view perhaps

due to the strut orientation and partial obscuration by the door.

Figure 2.1: Boeing 777 main landing gear tested configurations.[8]
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Figure 2.2: QFF landing gear polar coordinates with respect to the QFF
nozzle coordinate system.[8]

2.2.3 Low Noise Treatments

Potentials exist for noise reduction of landing gears by means of flow control

within the immediate vicinity of its components. Various low noise treatments

have been proposed for landing gear applications, with the aim of reducing

the aeroacoustic source strength, radiation strength and radiation efficiency.

Such low noise treatments include; Solid Fairing Screens, Perforated Fairing

Screens, Woven Wire Mesh Screens, Wheel Hub Caps, Hole Covering, Air

Curtains, e.t.c. Some of these treatments have only been tested at model scale

tests stages, with some having advanced further towards full scale fly over tests.

However, the Technology Readiness Level (TRL) of most of these low noise

treatments are still in contention. Discussions on these low noise treatments

are as follows;

2.2.3.1 Solid Fairing Screens

Aerodynamic noise scales with flow speeds to within 6th-8th power, hence the

idea of reducing flow speeds at intricate landing gear sections was thought

to potentially reduce aerodynamic noise emitting from such sections. Initial

tests of fairing implementation on landing gears started with solid surfaces as
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fairings [25, 27]. However, due to high speed flow deflections onto downstream

high lift devices, modification from solid to perforated fairings was seen as a

better noise reduction technique, and various flight fly over, and wind tunnel

tests have been conducted with results confirming its superiority compared to

solid fairings.

2.2.3.2 Perforated Fairing Screens

Aircraft fairings represent a noise-reducing mechanism, that is mostly not de-

signed to improve drag [42]. A non-practical fairing covering a total landing

gear showed a 10dB noise reduction potential [27]. Several tests employing

more practical fairings [25, 27] demonstrated noise reduction of about 3dB.

Practical fairings includes the undertray fairing which shields the wheel axles

and undertray assembly, wheel caps which covers the rim and leg door filler

which covers the gap between leg door and drag arm. Boorsma et al. [9]

performed experiments on bluff body noise control using perforated fairings as

shown in Figure 2.3 and 2.4. Turbulence statistics showed that for the solid

model, the two shear layers interacted and roll up to result in high amplitude

transverse velocity fluctuations which peaks on the centerline of the wake.

These statistics suggest the existence of large scale vortex shedding associated

with the solid fairing. Bleeding air through the perforations prevents the com-

munication between both shear layers. It acts as a splitter plate and therefore

this shedding does not take place. As a consequence, the transverse velocity

fluctuations are of significantly lower amplitude and the maxima occur close

to the shear layers instead of the centerline.The spectral content of the wake

is characterized by a broadband spectrum, dominated by the breakdown of

turbulence through the energy cascade. Comparing shielding of the circular

cylinder and H beam indicates that the noise signatures for the solid fairing

shielding the cylinder or the H beam were identical. Hence the noise in each

case is dominated by the large scale vortex shedding from the shell, indepen-

dent of the shielded object. Application of perforations yields further noise

decrease which is most effective at the lower frequencies.
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Figure 2.3: Illustration of basic model and dimensions[9]

Figure 2.4: Summary of different fairing configurations tested[9]

A study of the influence of porosity on measured acoustics showed that

the increase in porosity increases the velocity of the bled air past the cylinder.

However, the resultant acoustics were not altered by this increase. The cylinder

does not exhibit sharp edged or small-scale details that could be responsible

for noise creation by high velocity impingement. For the H beam, the increase

in bled air does modify the related acoustics, because the H beam itself is

a noisy structure, therefore washing it with higher velocities increases total

noise. As soon as the noise source associated with the shedding from the shell

is broken down, the H beam becomes the primary noise creation mechanism.

This illustrates the limitations to the perforated fairing concept. The initial

purpose of the fairings is to prevent high-speed flow past the landing gear

components. Therefore care needs to be taken when applying high porosities

to perforated fairings.Therefore, after a certain amount of air is bled through,

bleeding more air through the shell becomes less effective for reducing large
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scale velocity fluctuations. After enough air is bled to break down the vortex

shedding, the unsteady flow field consists of the flapping of the wake in a

lateral direction. This flapping is not significantly altered by increasing the

porosity further. At higher frequencies, scaling of the noise with local shearing

flow velocity past the perforations is observed. To characterize the frequency

content of the noise, the Strouhal numbers based on orifice diameter dor and

local velocity can be calculated using

Stror =
fdor
u

(2.35)

Quantitatively, Boorsma et al. [9] observed that a fairing exhibiting 42%

porosity reduces the maximum flow velocity by 18% resulting in a reduction

of unwanted high-speed flow deflection by the fairing. A rough estimate of

the bled mass flux has been given. Application of the perforations results in

a breakdown of the vortex shedding noise at StrDf = 0.2, illustrated by a

vanishing spectral peak in the wind-tunnel measurements. The perforations

are shown to create noise at higher frequencies centered around StrDf = 0.33.

The shearing flow past the perforations, tangential to the outer shell surface, is

responsible for the high-frequency noise. Both intensity and spectral content

are dictated by the local velocity past the perforations and the orifice diameter.

This opens up the possibility for tailoring this noise phenomenon above the

upper limit of the audible range.

Boorsma et al.[10] further studied the noise reduction capabilities of per-

forated fairings on a scaled model landing gear, as shown in Figure 2.5, with

the narrow band spectra results shown in Figure 2.6
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Figure 2.5: Gear components with two wheels omitted and model suspended
in tunnel [10]

Figure 2.6: Narrow band spectra of surface microphones on the gear. Lo-
cation a:Main leg upper. Location b:Main Leg lower. Location c: Bogie-
articulation link Junction. Location d: Rear bogie cap [10]

On-surface microphones and two phased microphone arrays were used to

measure the ground and side view noise signatures. Results for the perforated

fairings showed similar trends as the results obtained by Boorsma et al.[9].

The application of solid fairings showed to reduce noise in the mid and high

frequency domain compared to the plain landing gear configuration by up to

4.5 dB. However a noise increase is observed in the low frequency domain. The

application of perforations reduces the low frequency noise introduced by the
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solid fairings to values below the plain landing gear configuration. Also, the

increase in noise at high frequencies caused by the perforate self noise occurred

at Strouhal number of St = 0.33 based on orifice diameter of perforate and

local flow velocity as expected.

Results of Li et al.[43] during the test for four different types of fairings:

solid, perforated, perforated with edge brushes, slotted with cloth on the four

wheel MLG configuration, already showed that the slotted under-tray covered

with cloth was the most effective replacement to the standard solid under-tray

since this not only gave a reasonable reduction at low frequencies, but also

achieved a significant reduction in the mid and high-frequency range. The

perforated under-tray represented the next most effective replacement, but the

perforations needed to be developed and optimized in order to achieve better

reductions in low-frequency noise and suppress the high-frequency self-noise

which offsets the benefits.

2.2.3.3 Woven Wire Mesh Screens

More recently, meshes have been applied as landing gears low noise treatments,

as it was observed to have potentials for improvements on the perforated fair-

ings. It is based on similar noise and flow principles as perforated fairings.

Meshes have been tested on generic bluff bodies, where a single and combined

H strut was used to represent a simplified landing gear strut[11], carried out

in the framework of the European research project TIMPAN (Technologies

to Improve Airframe Noise). Various mesh porosities and shapes were tested

and these meshes showed to yield drastic broadband noise reduction. Figure

2.9 shows the test section and the various mesh shapes tested, where noise

reduction occurred for all tested meshes and angles of attack.
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Figure 2.7: Noise reduction test using mesh[11]

Cylindrical meshes, wrapped around the struts, provided substantial noise

reduction (5-10 dB) for low and intermediate frequencies. This noise reduction

occurred for all tested mesh porosities, and seemed to increase slightly with

decreasing porosity. The noise reduction could be increased significantly by

modifying the mesh shape, where the lateral elliptical mesh shape gave best

results. The noise reductions occurred for both flow speeds tested (50 m/s

and 70 m/s), all tested angles of attack, and for all tested models, i.e., for the

self-noise from the single strut and for the interaction noise from the combined

bodies. However, at high frequencies (above about 10 kHz), the meshes caused

an increase in noise due to vortex shedding from the mesh wires, which scaled

with strouhal number. A-weighted OASPL which ranged between 4 dB and

21 dB for the different struts and angles of attack were recorded. Therefore,

similarly to perforated fairings, several mechanisms may be responsible for the

drastic noise reduction caused by the meshes. The possible reasons for this

effect are.

1. Meshes reduce the local flow speed at the strut, which leads to a noise

reduction because the aerodynamic noise from the strut scales with the

6th power of the flow speed.

2. Meshes may break up the incoming flow in small vortices, thereby affect-

ing the spanwise coherent vortex shedding from the strut.

3. Meshes may move the vortex shedding away from the solid strut surface,

thus reducing the acoustic radiation efficiency.
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However, it was concluded that dedicated flow measurements were required

to better understand the aerodynamic noise reducing mechanisms of meshes.

Smith et al.[21] also investigated mesh screens on a scale model main land-

ing gear. The results showed significant noise reduction when using meshes

as treatments. They transposed their noise data from the wind tunnel test

to flight conditions in order to estimate the potential overall approach noise

reduction for an existing twin long-range aircraft. The application of mesh un-

dertray provided more than 3 EPNdB noise reduction of the main landing gear

noise in approach, which gave a total aircraft noise reduction of 0.8 EPNdB

2.2.3.4 Wheel Hub Caps

Wheel hub caps are often used for the covering of wheel hubs, which causing

noise as a result of flow interactions with wheels during approach conditions.

An example of hub cap (part 34) is shown in Figure 2.8

Figure 2.8: Wheel hub cap[12]

2.2.3.5 Hole Covering

Flow over small hole’s can be characterized by distinctive tones (Figure [11]).

This holes can be avoided easily by simple coverings. Dobrzynski et al.[5]
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noted that pin-hole covers are not popularly in use due to water condensation

problems.

Figure 2.9: Tone noise gener[11]

2.2.3.6 Air Curtains

The concept of an air curtain introduced an application of upstream blowing air

in order to deflect the flow around a landing gear component, thus reducing

the local flow speeds and therefore the aerodynamic noise. Air curtain was

proposed in the year 2004 [13]. Figure 2.10 shows examples of air curtains.
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Figure 2.10: Examples of air curtain for landing gear noise reduction[13]

The air curtain jet self noise has been characterized by studies as subject

of a certain classic lip noise [44, 45, 46]

Further detailed studies of air curtain applications as low noise treatments

for landing gear components, and it’s applications as a single or dual jet con-

figuration can be found in [47, 48, 49, 50, 51, 52, 53]

2.2.4 Semi-Empirical Landing Gear Noise Prediction Mod-
els

Prediction of landing gear noise represents a significant challenge due to the

small-scale features, complicated flow field, and potentially significant instal-

lation effects [54]. Therefore, in order to accurately predict the noise from a

landing gear, all the small scale influences must also be predicted accurately.

2.2.4.1 Fink Model

Fink [55] developed one of the earliest semi empirical prediction method for a

full aircraft assembly, during the late 1970s. This prediction method was based

on flight tests of full-scale aircraft and noise sources for the landing gear was

correlated as a function of a few gross landing gear properties such as wheel

diameter and oleo strut length. Due to lack of measurements and analysis of
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flow fields at that time, this prediction method does not attempt to include

the small-scale details or installation effects as separable predictions. This

made the Fink method unable to predict noise change due to a noise reduction

concept, such as installation effects due to perforated fairings and mesh screens

implementation, or gear alignment, as the gross landing gear features would

remain the same.

2.2.4.2 Smith and Chow model

Another prediction scheme, the ISVR/Airbus noise model [56], uses a compo-

nent based algorithm to compute the noise from the individual components of

the landing gear; then the noise from each component is summed together to

achieve the total noise source. Installation effects are included by direct modi-

fication of the directivity function, without knowledge of their actual physical

mechanisms. This prediction method of noise from landing gear is based on

fundamental scaling laws, and the landing gear noise was mainly from struts,

wheels, dressings and Tyre-wake interaction. Dimensionally, expression for the

mean square far-field pressure due to a strut was given by:

Ps =

√
(ρc2)2Ds

M6

4πR2
lsds[Fs(Ss) + Fd(Sd)] (2.36)

where ls and ds are the length and the diameter of the component, R is

the observer radius, M is the Mach number. Fs(Ss) is a non-dimensional

spectral shape function associated with the component; Fd(Sd) is the spectral

shape function associated with small components attached to the strut, i.e.

dressings. To obtain the far-field pressure, directivity must be considered,

which is equivalent to multipling by the coefficient, Ds. Similar to the Guo

method, this prediction method has been compared to a number of wind tunnel

experiments and flight tests with moderate success, as shown for the noise

prediction compared with flight test data from the A321 with main landing

gear deployed and the A340 with full landing gear deployed. Figure 2.11 shows

the comparison between model predictions and experimental data, where the

dash-dot and the solid lines stand for the prediction and the measurement in
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Figure 2.11a.

(a) Prediction of A321 main landing gear flyover data at 3
polar angles including convective amplification and atmospheric
attenuation[57]

(b) Comparison with A340 flyover data[56]

Figure 2.11: Comparison of the model with experimental data

However, also similar to the Fink and Guo methods, the ISVR/Airbus

noise model does not include interactions or installation effects as separable

predictions, making prediction of the effect of noise reduction techniques very

challenging.

2.2.4.3 Guo Model

A later prediction scheme, was developed by Guo [58], which decomposes the

landing gear noise into three spectral components: the low, mid, and high

spectral range. The low frequency spectral component represents the noise

generated by large-scale structures such as wheels. The mid and high fre-

quency spectral components correspond to the main struts and the small-scale

details such as hydraulic lines respectively. The spectral shape, amplitude,

and directivity of each component were derived separately, and each contains
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factors to allow modeling of the details of each spectral component in an at-

tempt to include more physics. The Guo method requires significantly more

detailed inputs to define the landing gear assembly than the Fink method,

hence, providing a higher fidelity prediction capability. These inputs include

all the basic flow and geometric parameters used in the Fink method: i.e., num-

ber of wheels; wheel diameter; main strut length; but also the wheel width,

axle diameters, bogie length and width, as well as details on all other struts,

shock struts, vertical bars, axles, torque bars, junction rods and door details.

In addition and importantly, unlike the Fink method, the Guo method was

developed in terms of a narrow-band spectrum, which is converted to one-

third-octave as the last step. Each frequency range has a simple directivity

pattern and a list of complexity factors, which are calibrated to wind tunnel

experiments. Recently, this method has been coupled with an external flow

solution to include the effect of local flow conditions in the vicinity of the

landing gear due to circulation around the wing [57]. Although this method

does reproduce some wind tunnel and fly-over measurements reasonably well,

it does not provide the prediction of each landing gear component noise source

as a separable prediction. Furthermore, it does not include many other effects

such as reflection, scattering, or local flow due to the landing gear geometry.

Since it is unable to include the installation effects and local flow conditions

in the vicinity of the landing gear, it is unable to predict the influence of noise

reduction concepts on installed landing gear noise. The Fink and Guo meth-

ods have been compared to measurements of noise from the 6.3%-scale Boeing

777 main gear model performed in the NASA Quiet Flow Facility (QFF) with

moderate success [58].

2.2.4.4 LGMAP

A fourth prediction method was developed at The Pennsylvania State Uni-

versity, called the Landing Gear Model and Acoustic Prediction (LGMAP)

[59, 60]. LGMAP is a component based semi-empirical prediction scheme

using an object oriented approach to acoustic prediction. The landing gear ge-
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ometry is modeled as, in some cases, thousands of acoustic sources, each with

their own flow input and acoustic output. The small geometric details of the

landing gear are included in the noise prediction by directly including them

in the landing gear representation. Including these small features has been

shown to capture the noise level increase caused by an increase in landing gear

geometry fidelity. Recently, aerodynamic and aeroacoustic interactions, such

as scattering by the landing gear geometry, reflections by the wing, and local

flow caused by the circulation of the wing, have been added to the scheme.

However, the LGMAP prediction method or previous prediction methods have

not been able to couple a configuration-change based flow field prediction to

the their models that can predict the flow field change caused by a configu-

ration change such as the introduction of a perforated screen fairing or wire

mesh screen.

2.2.5 Landing Gear Noise Coordinated Programs

2.2.5.1 RAIN

Within the framework of RAIN (Reduction of Airframe and Installation Noise)

(1998-2002), sub projects carried out experimental tests as well as numerical

analysis on an A340 2-wheel nose, 4 and 6-wheel main landing gears [14, 21, 25,

61, 62, 63]. Experimental tests were carried out at DNW wind tunnel facility,

and flight fly over tests were also conducted. RAIN was also tasked with

identifying the most dominant noise sources within the aircraft airframe at fly

over conditions and rank them accordingly, thus quantifying their contribution

to overall airframe noise. Directivity and OASPL level results of A340 airframe

noise sources achieved during this program are as shown in Figure 2.12

Within the program, It was concluded that the landing gears were the

main contributing noise source within the aircraft airframe during approach

[64], as tonal noise due to open cavities and broadband noise were largely

dominant. Tests showed that the landing gear noise mainly radiated into

the forward and rearward arc, and that noise generated at different aircraft

components followed different velocity scaling laws, as a velocity scaling of U6
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Figure 2.12: A340 Aerodynamic Noise Sources Directivity and OASPL Lev-
els [14]

was observed for the landing gears and slats, U8 existed for the flaps, while

U5.5 existed for the combined high lift devices [14, 65]. RAIN identified the

lower part of landing gears as the dominant noise sources, which includes the

brake system. RAIN further concluded that the precise location of the sources

was sensitive to flow direction and thus subsequently to the bogie angle, where

for all wheel configuration test cases an additional 2 dB(A) noise reduction

was observed when the bogie angle was aligned to the flow direction. From

the test campaign, they observed that the number of wheels, i.e 2, 4 or 6 was

not sufficiently a key parameter affecting acoustic results, particularity at high

frequencies, while a certain correlation exists between the landing gear size

and it’s resulting noise output. Noise levels from the 2 wheel gears were lower

to the 4 wheel gear, and noise levels from the 4 wheel gear also lower to the

6-wheel main landing gear. Within the RAIN program, low noise treatment

devices were also tested for applicability within landing gears. Perforated

fairing screens was utilized in wrapping sections of landing gears, with fairings

utilized for the upper leg, bogie, axle, towing bar, steering system, brake system

and wheels. With a combined use of such fairings on various components,

an overall noise reduction of 3 dB(A) A-weighted was achieved for the nose
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landing gear, while an overall reduction of 2.5 dB(A) A-weighted was achieved

for the main landing gears. It was also observed that for the nose landing

gear, the fairings providing more efficient noise reduction were associated with

the fairings on the towing bar, steering systems and axle, with the wheels and

upper leg fairing providing further noise reduction, while for the 4 and 6 wheel

main landing gears, the brake fairings were the most reliable fairings for noise

reduction.

2.2.5.2 SILENCER

SILENCER (Significantly Lower Community Exposure to Aircraft Noise) (2001-

2006) program was tasked with the reduction of landing gear noise by investi-

gating low noise technologies. Within this program, wind tunnel tests carried

out in DNW for novel landing gear designs and large scale tests which also

utilized CFD optimized fairings. Flight fly over tests [28, 66] were also con-

ducted for A340 similar to RAIN program. The novel landing gear design

incorporated a ramp-type spoiler for shielding the upper part of the landing

gear. This novel design together with applied brake fairings, bogie fairings and

bogie alignment with flow direction resulted in a landing gear noise reduction

of 3 dB compared to the RAIN program [26]. During the tests, source local-

ization system that consisted of 196 phased microphone array were utilized

[65, 67, 68, 69] It was also discovered that without fairings as add-ons, poten-

tial noise reduction could be achieved solely by modifying the bogie angle in

relation to the flow direction. As an example, a 5 dB increase in noise levels

was attained with bogie angle toe up of 35 deg for a 4-wheel A340 configuration

[70, 71, 72]. However, when the bogie is aligned with the flow direction, the

most dominant noise source appeared to be the frontal axle area. A logical

explanation as to why the bogie alignment with flow resulted in reduced noise

levels is that this configuration gives rise to a resulting flow deflection providing

shield for the bogie beam components which subsequently reduces noise levels

within this components [61]. Within this program, a 1.8 EPNdB noise reduc-

tion was transposed to 0.4 EPNdB for aircrafts incorporating nose and main
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landing gear fairings. A rather strong recommendation of this program was

that breakthrough technologies would most likely aid progress towards ’Euro-

pean Vision 2020’ goal of 10 dB noise reduction, compared to modifications

of already existing conventional aircrafts possessing wing installed engines and

large landing gears [70].

2.2.5.3 QTD 2

QTD 2 (Quiet Technology Demonstrator 2) (2005-2006) was an aircraft test

program that looked into the effectiveness of a number of low noise technologies

applied to reduce aircraft noise in general, i.e, jet noise, high-lift devices noise,

airframe noise, etc [73, 74]. Within it’s framework, QTD 2 incorporated wind

tunnel tests as well as flight tests. Full-scale flight tests of a B777-300ER

aircraft was carried out, where a toboggan shaped solid fairing screen was

designed and implemented on the main landing gear [15] as shown in Figure

2.13.

(a) Designed Toboggan Fairing (b) Installed Toboggan Fairing

Figure 2.13: QTD 2 Toboggan Fairing Test for B777-300ER [15]

Acoustic results had previously shown the main landing gear as a major

noise contributor compared to the nose landing gear for the B777-300ER air-

craft, therefore testing within the QTD 2 program focused on the main landing

gear [75]. Selection process for the toboggan fairing was achieved by carrying

out multiple model-scaled wind tunnel tests utilizing full-scale feasibility stud-

ies, where the fairing design was made to incorporate issues like brake cooling,

gear kinematics, ground operations and most importantly, noise reduction.
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Stress and flutter analysis were also performed during the toboggan fairing de-

sign. Significant noise reduction of 1 dB to 4 dB within broadband frequency

range were achieved on a 26%-scale high-fidelity landing gear when toboggan

fairings of different widths were utilized. Also, significant noise reduction was

observed when the baseline landing gear bogie is aligned to the fluid flow direc-

tion compared to a baseline toe up configuration. Figure 2.14 shows a baseline

landing gear toe-up configuration and a baseline aligned configuration.

(a) Gear Toe-Up Configuration
(b) Gear Aligned With Flow Configura-
tion

Figure 2.14: QTD 2 B777-300ER Gear Truck Orientation Tested [15]

Phased array results as shown in Figure 2.15 from noise tests carried out for

these baseline configurations (Without Toboggan Fairing Installed) resulted in

a noise decrease of up to 2.5 dB for the landing gear bogie aligned with flow

direction configuration compared to the toe up configuration.

(a) Gear Toe-Up Configuration
(b) Gear Aligned With Flow Configura-
tion

Figure 2.15: QTD 2 Phased Array Result for B777-300ER Baseline Gear
[15]

Therefore, a strong recommendation from this test program regarding re-
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duction of landing gear noise was a further development and optimization of

such fairings (by perforating) and other fairing-like materials that could pos-

sibly result in more noise reduction, as well as utilizing a landing gear bogie

configuration that is aligned with the fluid flow direction in context.

2.2.5.4 TIMPAN

Previous test programs which carried out installation of solid fairing screens

showed that high speed flow deflection from such solid fairings unto down-

stream high lift devices resulted in increased noise levels within the down-

stream high lift devices [15, 76, 77]. Therefore, more focus on perforated fair-

ing screens and woven wire mesh screens were proposed as this would result in

less amount of deflected flow, yet still providing reduced flow speeds within the

fairing wake region and subsequent less interaction noise levels of downstream

components [71, 78, 79]. Within the framework of TIMPAN (Technology to

IMProve Airframe Noise) (2006-2009), attempts were made to propose low

noise gear designs through flow control means and various optimizations, both

locally and globally. The idea of improved gear designs also factored in the con-

straint of not incorporating negative weight penalties within the landing gears.

TIMPAN project incorporated low noise treatment devices such as perforated

fairing screen designs, woven wire mesh screens, and air curtains [11, 80, 81].

Wind tunnel tests of 1/4 scaled model configurations of 4 wheel landing gears

were carried out and results compared to the SILENCER flight test results.

TIMPAN concluded that the most efficient tested configuration were config-

urations incorporating combined use of a narrow wheel spacing, perforated

fairings, a negative angle between flow and bogie, a modified side stay design

and brake fairings. The use of these combinations resulted in a noise reduc-

tion of 8 dB(A) A-weighted relative to the the SILENCER gear configuration.

Similar to the RAIN project, the bogie part of the 4 wheel gear showed to be

the most dominant noise source. Therefore, noise reduction techniques would

need to focus more on the bogie part of landing gears. Noise from the bogie

area was found to be directional, while noise from the landing gear upper parts
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were more omnidirectional. Noise results were transposed to flight conditions

and noise reduction at approach configuration for long range aircraft achieved

more than 7 EPdNdB for the main landing gear noise reduction, resulting in

an overall aircraft noise reduction of 1.5 EPNdB when high-lift device noise

and engine noise are unchanged.

2.2.5.5 OPENAIR

OPENAIR (OPtimisation for low Environmental Noise impact AIRcraft) (2009-

2014) program incorporated a more multi disciplinary methodology in it’s

framework and focused on validation of new technologies on TRL5. Amongst

the programs wide scope, airframe noise was also investigated as a sub project,

with particular attention on landing gear noise signatures. Both modeled scale

and full scale tests were carried out in wind tunnels and numerical simulations

were also investigated for low noise configurations. Deceleration plates were

utilized downstream landing gears with the aim of reducing upstream flow

speeds and resulting noise emissions without added negative flow displacement

effects. In addition to the low noise treatments employed within the TIMPAN

program, the landing gear was fitted with front leg rectangular torque links,

solid covers for drag stay and leg cavity, and electric dressing [82].

Therefore, RAIN, SILENCER, TIMPAN and OPENAIR programs resulted in

potential landing gear noise reductions when fairings are incorporated, and

also recommended bogie aligned to flow direction [41, 83, 84]

2.2.5.6 ALLEGRA

The ALLEGRA (Advanced Low Noise Landing Gear for Regional Aircraft)

(2013-2014) project was tasked with the responsibilities of testing various low

noise treatments for regional aircrafts. Within the framework of ALLEGRA,

wheel hub caps were installed on both sides of nose landing gear wheel mod-

els. ALLEGRA wind tunnel experiments were conducted in the Pininfarina

aeroacoustic open jet semi-cylindrical wind tunnel facility in Turin, Italy[85].

Results from ALLEGRA showed that 1.5 dB noise reduction in the range of
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300 Hz and 1000 Hz can be achieved for a full scale nose landing gear con-

figuration with the application of wheel hub caps [16, 86]. Woven wire mesh

treatments of a main landing gear model as shown in Figure 2.16 was also

carried out within the ALLEGRA test campaign. Acoustic noise reductions

of up to 5dB centered at 4000 Hz 1/3 octave band were achieved with the

implementation of the woven wire mesh screen as a low noise treatment for

the MLG within this project [20].

Figure 2.16: ALLEGRA Wire mesh screen installed on an MLG [16]

ALLEGRA also tested a ramp type door spoiler as one of a it’s selected

low noise treatment as this was considered as a low noise treatment possessing

very high likelihood of success. This test was performed in combination with

and also without other low noise treatments within a wind tunnel for a full

scale nose landing gear model [86, 87]. The ramp type door spoiler showed to

reduce noise in the frequency range of 100 Hz and 900 Hz, where significant

noise reductions of 10 dB were obtained. Therefore, this ramp type spoiler

showed great potential, however, it was also shown to introduce a new noise

source possessing a much lower noise level, and this noise was understood to

be associated to the shear layer separation from the trailing edge of the ramp
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door spoiler itself.

The ALLEGRA project coordinated test campaign also utilized a bay ab-

sorber liner treatment in order to treat the MLG wheel bay cavity noise. For

this purpose, a commercial 50 mm thick Basotect Melamine Resin Foam with

absorption of 90% at 2kHz was utilized. From the project reports, the liner was

not found to attenuate the main noise sources which were at a lower frequency

than that which the foam was most effective at. Further studies within the

test campaign [88] showed that significant low frequency noise can be radiated

from the wheel bay due to shear layer excited resonance.

2.2.5.7 LAGOON

The LAGOON program (LAnding Gear NOise database for CAA validatiON)

(Since 2006) is a coordinated program that assesses CFD-CAA techniques

based on experimental results from a generic landing gear geometrical configu-

ration [89, 90]. This program is duly supported by Airbus, and was lunched in

2006. The ambitious aims of this program includes building a large database

that is highly accurate for the CFD analysis and CAA acoustic code analysis

on a generic landing gear model. Since the launch of the LAGOON program,

various researchers have performed CFD-CAA unsteady analysis on the LA-

GOON geometry, with different levels of success [91, 92]. One of the key areas

of this campaign also include the identification of the most suitable computa-

tional grid structure, and accurate CFD simulation that is coupled to acoustic

codes [93, 94, 95].

2.2.5.8 WP4.1

As part of the WP4.1 (Airbus/TSB Integrated Wing) (Since 2009) program,

porous fairings were applied as flow and noise reduction medium to conven-

tional landing gears, where investigations into the noise reduction potentials

of such porous materials without attempting to re-design landing gears with

noise as a design constraint were carried out for advanced landing gears [21].

Noise reduction achieved using porous fairings showed to vary with polar an-
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gles of microphone array. Summary of reductions obtained utilizing different

treatments are as presented in Table 2.1

Summary of Noise Reductions
Description 50 deg 90 deg 130 deg

Solid Fairings -3.6 dBA -2.9 dBA -0.4 dBA
All porous Fairings -4.3 dBA -4.3 dBA -0.9 dBA

All porous Material Wraps -2.6 dBA -2.3 dBA +0.2 dBA

Table 2.1: WP4.1 Summary of Overall Changes for Treatment Types Tested
[21]

Generally, it was observed that perforated fairing screens resulted in much

significant noise reduction when compared to solid fairing screens, while porous

material wraps could potentially be more effective if configured to cover more

areas. Noise results were transposed to flight conditions and the low noise

gear configuration resulted in more than 3 EPNdB noise reduction from main

landing gear during approach phase, resulting in a total aircraft noise reduction

of 0.8 EPNdB.

2.3 CAA

Computational Aero-Acoustics (CAA) can be grouped into two major cate-

gories. These are

• Direct CAA Approach

• CFD-Acoustic Analogy Coupling Approach

These two categories will be briefly introduced.

2.3.1 Direct CAA Approach

The direct CAA approach, which consists of solving the full compressible equa-

tions for the unsteady flow field and the acoustic field simultaneously, is rarely

used to analyze cases of engineering interest because of its very high comput-

ing power requirements and the need for non-dispersive and non-dissipative

schemes to propagate the acoustic waves. If effectively used however, it can
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account for effects of the fluid flow on sound, acoustic reflections, scattering,

and can propagate sound through shells, giving a solution of very high accu-

racy. Direct numerical simulations (DNS) of this kind require no assumptions

whatsoever, and can produce highly accurate solutions, as all time dependent

variable fields and its interactions are accurately solved.

2.3.2 CFD-Acoustic Analogy Coupling

This approach, which is also called a hybrid method, decouples the fluid dy-

namics processes acting as noise source generation, from the transport and

propagation of the acoustics to a far field domain, making the assumption

that noise generated does not influence the dynamics of the flow. Several

methods exist both for the sound generation and for the sound propagation to

far field locations. For the sound flow generation process, the time-dependency

must be accounted for given that aeroacoustics phenomena are intrinsically un-

steady. It may be accounted for implicitly, by reconstructing the source data

from RANS results which may further require some empirical calibration, as

shown by Bechara et al. [96]. Once the noise sources are known, the sound

propagation can be computed via transport equations or acoustic analogies, e.g

FW-H analogy. The amplitudes of acoustic waves are much smaller than the

mean flow. As a result, the numerical scheme must have a high resolution and

extremely low numerical noise in order to produce acceptable results, because

acoustic levels are as low as discretization errors. Computational aeroacous-

tics schemes must also have minimal numerical dispersion and dissipation in

order to propagate effectively to far field receivers. Since the length scale of

acoustic source are usually very different from the acoustic wavelength, great

care must be taken during modeling. It must be pointed out here that these

hybrid methods are not as accurate as direct methods, not as stringent, cannot

account for effects of the fluid flow on sound, acoustic reflections, scattering,

giving a solution that is very limited in accuracy, but which comes at a very

low computational cost. Hybrid CFD-Acoustic analogy methods include;
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2.3.2.1 LES Based Acoustic Coupling

Large Eddy Simulation has been the most widely used scale resolving model

over the last decades. It is based on the concept of resolving only the large

scales of turbulence and to model the small scales. The classical motivation

for LES is that the large scales are problem-dependent and difficult to model,

whereas the smaller scales become more and more universal and isotropic,

therefore can be modeled more easily. LES is based on filtering the Navier-

Stokes equations over a finite spatial region and aimed at only resolving the

portions of turbulence larger than the filter width. Turbulence structures

smaller than the filter are then modeled, typically by a simple Eddy Viscosity

model [97]. The filtering operation is defined as

Φ̄ =

ˆ ∞
−∞

Φ(~x′)G(~x− ~x′)d~x (2.37)

where G is the spatial filter. Therefore, filtering the Navier-Stokes equa-

tions results in the following form, where the density fluctuations have been

neglected.

∂ρŪi
∂t

+
∂ρŪiŪj
∂xj

=
∂P

∂xi
+

∂

∂xj

(
τ̄ij + τij

LES
)

(2.38)

where

τij
LES = ρŪiŪj − ρUiUj = µt

(
∂Ūi
∂xj

+
∂Ūj
∂xi

)
(2.39)

The important practical implication from this modeling approach is that

the modeled momentum equations for RANS and LES are identical if an eddy-

viscosity model is used in both cases. In other words, the modeled Navier-

Stokes equations have no knowledge of their derivation. The only information

they obtain from the turbulence model is the size of the eddy viscosity. De-

pending on that, the equations will operate in RANS or LES mode (or in some

intermediate mode). The formal identity of the filtered Navier-Stokes and the

RANS equations is the basis of hybrid RANS-LES turbulence models, which

can obviously be introduced into the same set of momentum equations. Only
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the model (and the numerics) have to be switched. Classical LES models are

of the form of the Smagorinsky model, where

µt = ρ(Cs4)2S (2.40)

4 is a measure of the grid spacing of the numerical mesh, S is the strain

rate scalar and Cs is a constant. A more appropriate goal for LES is not

to model the impact of the unresolved scales onto the resolved ones, but to

model the dissipation of the smallest resolved scales [97]. For free shear flows,

it is typically much easier to resolve the largest turbulence scales, as they are

of the order of the shear layer thickness. However, in wall boundary layers

the turbulence length scale near the wall becomes very small relative to the

boundary layer thickness, increasingly so at higher Re numbers. This poses

severe limitations for Large Eddy Simulation (LES) as the computational effort

required is still far from the computing power available to industry. For this

reason, hybrid models are under development where large eddies are resolved

only away from walls and the wall boundary layers are covered by a RANS

model. Examples of such global hybrid models are Detached Eddy Simulation.

A further step is to apply a RANS model only in the innermost part of the

wall boundary layer and then to switch to a LES model for the main part of

the boundary layer. Such models are termed Wall-Modelled LES (WMLES).

Finally, for large domains, it is frequently necessary to cover only a small

portion with a resolving model, while the majority of the flow can be computed

in RANS mode. In such situations, zonal or embedded LES methods are

attractive as they allow the user to specify ahead of time the region where

LES is required. Such methods are typically not new models in the strict sense,

but allow the combination of existing models/technologies in a flexible way in

different portions of the flowfield. Important elements of zonal models are

interface conditions, which convert turbulence from RANS mode to resolved

mode at pre-defined locations. In most cases, this is achieved by introducing

synthetic turbulence based on the length and time scales from the RANS
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model.

In RANS models, a time averaging of Reynolds equations are performed

to get the equations in steady form, whereas, in LES, a filter operation is

performed; volume average the equations. The filtered variables are functions

of space and time, the basic idea in LES is to resolve large eddy grid scales

(GS) and to model the small sub-grid scales (SGS). In LES only small-scaled

turbulence are modeled and no equation for the turbulent length scale is re-

quired, since the turbulent length scale can be taken as the filter width. Large

Eddy Simulations (LES) are capable of computing the generation of sound

and its propagation within the near-field of a landing gear. LES is a widely

used scale resolving simulation approach amongst computational aeroacoustics

researchers. To propagate the sound to far-field receivers, Ffowcs Williams-

Hawkings (FW-H) acoustic analogy is used [98]. Imamura et al.[99], carried

out aeroacoustics simulations of a simple two-wheel landing gear assembly us-

ing LES solver with structured mesh,and far-field noise results acquired by the

use of FW-H.

2.3.2.2 DES Based Acoustic Coupling

Detached Eddy Simulation (DES) is a hybrid combination of LES and unsteady

RANS Models. The objective of a DES is to treat the near wall boundary layer

with RANS and capture the outer detached eddies with LES. DES was origi-

nally developed for wings at very high angles of attack, and the RANS model

that was originally used was the Spalart and Allmaras one-equation model.

Detached Eddy Simulations (DES) are capable of computing the generation

of sound and its propagation within the near-field of a landing gear. DES is

one of the most widely used scale resolving simulation approach, as it can be

coupled with Ffowcs Williams-Hawkings (FW-H) acoustic analogy for far field

noise predictions. Advancement in the field of computational aeroacoustics

has led to large number of noise generation and propagation studies of simple

streamlined bodies and more complex bluff bodies [100].

Spalart et al [101] introduced Detached Eddy Simulation (DES) with the
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intention of eliminating the main limitations of LES models. They proposed

a hybrid formulation that switches between RANS and LES based on the grid

resolution provided. By this formulation, the wall boundary layers are entirely

covered by the RANS model and the free shear flows away from walls are

typically computed in LES mode. The formulation is mathematically simple

and can be built on any RANS turbulence model. The technique of modeling,

which simply switches from a RAN to LES based on the grid resolutions has

attained significant attention in the turbulence community. Within this hybrid

approach, the switch between RANS and LES is based on a criterion as simple

as

CDES4max > Lt → RANS;4max = max (4x,4y,4z) (2.41)

CDES4max ≤ Lt → LES; (2.42)

where 4max is the maximum edge length of the local computational cell.

The formulation for the k-equation of the k − ω model.

∂(ρk)

∂t
+
∂(ρŪjk)

∂xj
= Pk − ρ

k
3
2

min (Lt, CDES4max)
+

∂

∂xj

((
µ+

µt
σk

)
∂k

∂xj

)
(2.43)

Lt =
k

3
2

ε
=

k
1
2

β∗ω
(2.44)

As the grid is refined below the limit 4max ≤ Lt the DES-limiter is activated

and switches the model from RANS to LES mode. The intention of the model

is to run in RANS mode for attached flow regions, and to switch to LES

mode in detached regions away from walls. This suggests that the original

DES formulation, as well as its later versions, requires a grid and time step

resolution to be of LES quality once they switch to the grid spacing as the

defining length scale.

The DES limiter can be activated by grid refinement inside attached bound-

ary layers. This is undesirable as it affects the RANS model by reducing the
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eddy viscosity which, in turn, can lead to Grid-Induced Separation [97], where

the boundary layers can separate at arbitrary locations depending on the grid

spacing. In order to avoid this limitation, the DES concept has been ex-

tended to Delayed-DES (DDES), thereby shielding the boundary layer from

the DES limiter. The DDES extension was also applied to the DES-SA for-

mulation resulting in the DDES-SA model, as well as to the SST model giving

the DDES-SST model. For two-equation models, the dissipation term in the

k-equation is thereby re-formulated as

EDES = ρ
k

3
2

min (Lt, CDES4)
= ρ

k
3
2

Ltmin
(
Lt, CDES

4
Lt

) = ρ
k

3
2

Lt
max

(
1;

Lt
CDES4

)
(2.45)

EDDES = ρ
k

3
2

Lt
max

(
1;

Lt
CDES4

(1− FDDES)

)
(2.46)

The function FDDES is designed in such a way as to give FDDES = 1 inside

the wall boundary layer and FDDES = 0 away from the wall.

Detached-Eddy Simulation (DES) was first performed for flows over a land-

ing gear by Hedges et al. [102], at Reynolds number Re = 6× 105. Currently,

the dominant method for aeroacoustic related simulations is the combination of

a DES based approach and the Ffowcs Williams-Hawkings analogy. Souliez et

al. [103] performed simulations on a four-wheel main landing gear bogie model,

coupled with the FWH integral equation for far-field propagation. They used

both solid and permeable surfaces to compute the far-field sound and obtained

similar results for both, reinforcing the dimensional argument first advanced

by Curle [32], that dipoles dominate over quadrupoles at low Mach numbers.

Fortin et al.[104] used DES with a commercial solver to predict the flow field,

and used FW-H for the far-field noise. Jeremy et al. [105] also investigated

a realistic nose landing gear configuration, including peripheral features that

were expected to alter the flow field and hence contribute to the far-field sound.

These features included the bay cavity, the doors and a part of the fuselage. the

use of a compressible Improved Delayed-Detached Eddy Simulation (ID-DES)
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coupled with FW-H analogy was implemented. Xue et al.[106] investigated

noise reduction by changing torque links positions with the effects of relative

positions of pillar and torque arm on noise studied both numerically using DES

coupled with FW-H and experimentally in a wind tunnel. Langtry et al.[107]

investigated the far-field noise produced by a rudimentary landing gear, where

they made use of the Spalart Allmaras (SA) near wall turbulence model-DES

hybrid, coupled with the FW-H. The unsteady time dependent flows were ad-

vanced using an implicit second-order dual time algorithm. Simulation results

compared with experimental measurements.Numerical investigations aimed at

modeling noise generation and propagation from landing gears have been car-

ried out by various researchers. Hedges et al.[102] performed DES over a

simplified landing gear. Dahan et al.[105] performed a compressible IDDES-

FWH analysis for a simplified re-modelled landing gear geometry attached

to the fuselage with open bay. Souliez et al.[103] performed similar analyisis

for an unstructured grid scenerio, while Imamura et al.[99] conducted a large

eddy simulation (LES) analysis for a simple two-wheel landing gear assembly

using structured grids. Fortin et al. [104] performed a DES and predicted

far field noise using FWH. All these results showed promising signs for fur-

ther needed analysis in the field of landing gear noise predictions using hybrid

computational aeroacoustic approach. Quentin et al[83] presented a review

of numerical studies carried out using LBM, where optimization of low-noise

solutions were also achieved. All CFD results captured to a large extent the

noise reduction effects of the fairings applied but were achieved at substantial

high computational costs.

2.3.2.3 LBM Based Acoustic Coupling

The Lattice Boltzmann Method (LBM) of CFD-Acoustic analogy coupling has

gained recent success and popularity amongst researchers. Traditional CFD

equations mainly focus on continuity equations and the Navier Stokes equa-

tions, where the principal aim is on the discretization of derivatives which

requires first and second order derivatives. Many possible discretizations of
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these equations exists and finding the appropriate discrete operators becomes

the subject of a detailed CFD code and methodology, where most of the possi-

ble discretization serve to only conserve mass and momentum up to the actual

order of discretization [108]. An alternative approach to the traditional CFD

equations and methodology was invented within late 1980s, using the lattice

gas methods [108, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118, 119, 120, 121].

This lattice gas method allowed the movement of particles on a discrete lat-

tice, where local collisions conserved mass and momentum. The Boltzmann

transport equation is given by Equation 2.47

∂f

∂t
+−→u .∇f = Ω (2.47)

Where f(−→x , t) represents the particle distribution function, −→u represents

the particle velocity, while Ω represents the collision operator. More recently,

the Lattice Boltzmann technique highlights huge potentials in terms of com-

putational costs compared to DNS and ease of dealing with complexities of

a full aircraft geometry. [122, 123]. Therefore, over the years, the lattice

Boltzmann method has shown to be a successful method for a wide array

of applications involving fluid flows and a large number of studies have been

reported with great success on the use of the LBM technique for turbulent

flows and the LBM/FW-H coupled technique for noise prediction [124, 125,

126, 127, 128, 129, 130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 140, 141].

Detailed application of the LBM/FW-H coupled technique for aeroacoustic

noise prediction from aircraft airframe and more particularly, landing gears

(nose and main) have been reported with high level of agreement when val-

idated against co-ordinated fly-over test campaigns and wind tunnel tests

[142, 143, 144, 145, 146, 147, 148, 149, 150]. Mitsuhiro et al.[29] performed very

detailed LBM/FW-H based numerical simulations and noise reduction studies

on perforated fairings applied on a two wheel main landing gear using a Very

Large Eddy Simulation (VLES) coupled with the Ffowcs Williams-Hawkings

(FW-H) acoustic analogy for noise propagation prediction to far-field receivers.
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This was carried out using Powerflow software (EXA Corp), which is based on

the Lattice Boltzmann Method (LBM) of fluid analysis. Results showed good

agreement with experimental data up to 1kHz.

2.3.2.4 Unsteady-RANS Based Acoustic Coupling

The RANS equations can also apply to flows having time-varying mean flow,

even though these equations are time-averaged’. This class of RANS are

the Unsteady Reynolds-averaged Navier-Stokes (URANS). Statistically un-

steady (or non-stationary) flows can equally be treated with this approach.

Hedges et al. [102], compared Unsteady Reynolds-Averaged Navier-Stokes

(URANS) simulations on a mesh of 2.5× 106 cells at a modest Reynolds num-

ber Re = 6× 105, with a DES. A highly simplified 31%-scale of a Boeing 757

four-wheel main landing gear was considered. The numerical result was vali-

dated with experimental results of Lazos et al. [39], carried out in the Basic

Aerodynamics Research Tunnel (BART) at NASA Langley Research Center.

Pressure fluctuations over the landing gear surface, lift, drag, instantaneous

contours of velocity, vorticity, turbulent kinetic energy and Reynolds stresses

were all analyzed. Overall, a good qualitative agreement with experimental

data was obtained. They observed that the URANS simulation typically under

predicted the magnitude of forces and the level of unsteadiness. Therefore, the

URANS coupled with an acoustic analogy will have limited applications based

on the poor accuracy of its results.

2.3.2.5 RANS Based Acoustic Coupling

This method of acoustic analysis is achieved by coupling the Reynolds-averaged

Navier-Stokes (RANS) equations with an analytic acoustic solver. An ensem-

ble version of CFD governing equations (conservation of mass, momentum, and

energy) is solved, which introduces new apparent stresses known as Reynolds

stresses. This adds a second order tensor of unknowns for which various models

can provide different levels of closure. The formulation of Reynolds-Averaged

Navier Stokes (RANS) Modeling Equations considered time-averaging only.
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Reynolds Averaged Navier Stokes Models can be divided in to two groups,

namely the Boussinesq hypothesis models, and the Reynolds stress models.

The Boussinesq hypothesis models are models based on the Boussinesq As-

sumption. These models are also called eddy viscosity models. In the Boussi-

nesq assumption, an eddy viscosity is introduced to model the unknown Reynolds

stresses. This method involves using an algebraic equation for the Reynolds

stresses which include determining the turbulent viscosity, and depending on

the level of sophistication of the model, solving transport equations for deter-

mining the turbulent kinetic energy and dissipation. The models available in

this approach are often referred to by the number of transport equations asso-

ciated with the method. For example, the Algebraic Models (Mixing Length

model) is a ”Zero Equation” model because no transport equations are solved.

One equation models are so called because one transport equation is solved,

i.e, k. The ’Two Equation Models’ are so called because two transport equa-

tions (one for k and one for ε or ω) are solved. RANS based acoustic methods

are however not usually relied upon for aeroacoustic results due to the steady

flow based assumption imposed by the RANS solutions.

2.4 Physics of Flow Through Screens

Flow through perforated screen surfaces and woven wire mesh screens remain

an important subject area in fluid mechanics because these screen surfaces

are often utilized as fluid flow control mediums, for production or reduction

of turbulence and for creation or elimination of large-scale velocity or pres-

sure uniformities. Also utilized in the field of hydraulics, perforated plates

and wire screens are generally used for flow control. Most investigations deal

with perforated plates and wire screens placed perpendicular (≈ 90◦) to in-

coming upstream flow across an entire cross section. The physics of fluid flow

through a perforated screen surface or woven wire mesh screen can be viewed

from its pressure drop effect, modification of velocity distribution, turbulence

alterations effect, and self-noise characteristics, which are the most important
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effects to put into consideration when discussing such screens. These effects are

summarized in subsequent subsections, with the influence of screen open area

ratio (porosity) on the aerodynamics performance of such screens discussed.

2.4.1 Pressure Drop Effect

Analyzing flow through a perforate screen section or woven wire screen section

as shown in Figure 2.17 We distinguish three sections within the flow domain.

• Cross section of fluid region far upstream (approximately free-stream) of

screen, potentially unaffected by presence of screen.

• Cross section of fluid region at which jets issuing from holes of screen are

fully contracted but still essentially undiffused.

• Cross section of fluid region downstream of screen where fluid potentially

returns to near free stream conditions.

Figure 2.17: Cross section of fluid region describing flow through screen
hole[17]
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Figure 2.18: 2D schematic representation of a woven wire mesh screen

For perforated screens, open area ratio (porosity) is calculated for the cylin-

drical aperture arrangement as [6]

σ =
1

6

√
3π(

dor
por

)2 (2.48)

In this context, porosity refers to the open area ratio of the perforated

material, where σ= porosity, dor= diameter of cylindrical perforate, and por=

centre to centre pitch of cylindrical perforates.

Pressure loss coefficient correlation for flow past a perforate as given by

Baines [17] is;

ζl =
2∆p

ρU2
∞

=

(
1

Ccσ
− 1

)2

(2.49)

where Cc= contraction coefficient with values between 2
3

and 1. ζl= perfo-

rated screen pressure loss coefficient, and σ=perforated screen open area ratio.

It was further argued that this equation be modified for high values of σ.

This was confirmed by experiments showing physical values of ζl to depart

from equation 2.49 at σ >0.7 for thin plate screens. Pressure drop over a wide

variety of perforated plates is documented by Idelchik [18], which combines

the results of many previous investigations on this subject. The parameters

taken into account are Reynolds and Mach numbers, perforate shape, plate
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thickness, hole diameter and porosity. The Reynolds number of the perforate

is defined as;

Redor =
uordor
ν

(2.50)

where uor= Velocity in the orifice, dor= Orifice diameter.

Idelchik [18] further showed that within the turbulent fluid flow regime of

Redor ≥ 1 × 104, Equation 2.49 above of Baines [17] is valid for application

when using perforated screens.

However, for metal woven wire mesh screens as shown in Figure 2.18, differ-

ent correlation models are documented for pressure drop calculations. Woven

wire screen open area ratio (Porosity) is calculated making use of Equation

2.51. Where β = open area ratio (Porosity).

β =
M2

(M +D)2
(2.51)

Equation 2.52 shows a dimensionless relationship between flow loss coef-

ficient K of wire screens, static pressure drop and dynamic pressure through

the wire screen. Static pressure drop measurements of wire screens are com-

monly acquired for wire screens utilized for flow control within wind tunnels

[151, 152, 153, 154].

K =
2∆p

ρU2
∞

(2.52)

Empirical correlations of flow loss coefficient through single layer screens

have been well documented, where such correlations based on wire diameter

and open area ratio generally take the form of;

K = G(β)

(
Z1

ReD
+ Z2

)
(2.53)

In such form, G is only a function of β, while Z1 and Z2 are correlated con-

stants [155]. However, choice of the G function depends also on the Reynolds

number form being used, due to the fact that two different velocities can be

utilized. Either the free-stream approach velocity U∞ or a velocity related to
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the woven wire screen porosity Us = U∞
β

. Reynolds number in this case can

also be based on dimensions such as the wire diameter (D), minimum passage

width ( 1
m
−D) or any variant of an hydraulic mean diameter.

Wakeland [156] utilized a variant of G function for correlations on experi-

mental data and arrived at the correlation of Equation 2.54

K =
2∆p

ρU2
∞

=
1− β
β2

(
17.0

ReD
+ 0.55

)
(2.54)

This correlation worked well for ReD = 2, but underestimated K for 2 ≤

ReD ≤ 200. However, for intermediate Reynolds number in the range 2 ≤

Red ≤ 400, a Wieghardt-styled Wakeland correlation of Equation 2.55 showed

to produce much better results.

K = 4.6

(
1− β
β2

)
Re
−1/3
d 2 ≤ ReD ≤ 400 (2.55)

Wieghardt[157] utilized a Reynolds number based on screen aperture ve-

locity instead, and arrived at a correlation valid for screen Reynolds number

in the range 60 < Res < 600 as shown by Equation 2.56. As it is thought that

the maximum flow speeds attainable within the screen aperture mesh width

should be more related to the screen porosity.

K = 5.5

(
1− β
β2

)
Re−1/3s 60 < Res < 600 (2.56)

Idelchik [18] documented an empirical correlated relationship for flow loss

coefficient of wire screens. This correlation was found to be Reynolds number

independent for ReD ≥ 400, as shown by Equation 5.1.

K = KmeshKRe(1− β) +

(
1− β
β

)2

ReD ≥ 400 (2.57)

Where wire constant Kmesh = 1 for new screens and wire Reynolds number

factor KRe = 1 for ReD ≥ 400.
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Roach [1] documented flow loss correlations for arrays of square meshes

possessing round wires or rods (SMR) and arrays of square meshes possessing

square bars (SMS). Square mesh arrays of round wires (SMR) was found to fit

Equation 2.58 and 2.59 within the Reynolds number range shown.

K =
14

ReD

(
1− β2

β2

)
ReD < 10 (2.58)

K =

(
0.52 +

66

Re
4/3
D

)(
1− β2

β2

)
40 < ReD < 105 (2.59)

Square mesh arrays of square bars (SMS) was found to correlate to Equa-

tion 2.60.

K = 0.98

(
1− β2

β2

)1.09

102 < ReD < 105 (2.60)

2.4.2 Velocity Modification Effect

Modification of velocity distribution by perforated plates is treated by Baines

[17]. Non uniformities in flow distribution are evened out more by passage

through a perforated plate. A theory is developed to predict this modification,

which agrees well with experiments for high open area ratios> 0.5. Screens

with lower values of open area ratio were found to yield unstable flow down-

stream. By varying the upstream velocity distribution approaching the plate,

it was found that the velocity distribution downstream of the plate is almost

invariant to the upstream profile for these values of open area ratio. In this

case downstream means sufficiently far away from the region affected by the

individual jets. It is also argued that screens at an angle to the flow will tend

to deflect the flow towards the normal of the plate, simply because the flow

resistance is a minimum when the flow is at right angles to the plane of the

screen. Therefore a curved perforated plate is expected to deflect the flow

towards the centre of the curve.
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2.4.3 Turbulence Alteration Effect

Flow through screens in isolation can be represented by a number of jets that

form independently and then gradually spread and coalesce with neighbor-

ing jets. The energy of the mean flow is converted into turbulent energy by

eddies produced in the zone of intense shear surrounding each jet. The ed-

dies begin to decay immediately, changing their energy into heat by viscous

dissipation. Further downstream the jets are fully mixed and turbulence will

become isotropic. The length necessary for decay depends on the jet geometry

and therefore scales with dor. Turbulence is often described by means of the

turbulence intensity T which can be defined as the ratio of the Root Mean

Square (RMS) of the velocity fluctuations over the mean velocity

T =
u′rms
u

(2.61)

Checkel [158] performed hot wire measurements along a hole centre line aft

of various plates with σ = 0.4 spanning the tunnel. Varying hole diameter and

tunnel speed, the Reynolds number range covered 1.0×103 ≤ Redor ≤ 1.3×104.

Turbulence intensity T was shown to reach a maximum of 50% at x
dor

= 2.5

for all combinations, illustrating dependence of production and decay on hole

diameter. Since hole diameter varies between 2.5 and 20 mm for a constant

plate thickness (t = 5 mm), influence of hole aspect ratio becomes noticeable.

Apparently, a high aspect ratio produces smaller scale turbulence resulting

in lower turbulence energy levels in the downstream flows. Castro [159] re-

searched on a perforated plate of finite width spanning a wind tunnel in the

Reynolds number range between 2.5×104 and 9.0×104 (based on plate width).

Hot wire measurements in the wake of the plates with a porosity between 0

and 64.5% showed that the effect of bled flow is to move the area of reversed

flow further downstream. Above a porosity of approximately 40%, the reversed

flow area disappears. For zero porosity (σ = 0), the two unstable shear layers

interact in the near wake and roll up to form a vortex street. The bled flow

prevents this interaction in the usual way and delays the vortex formation.
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This is accompanied by an increase in base pressure. At a porosity of 20%

the vortex street suddenly ceases to exist. This is indicated by a sudden drop

in plate drag and a sudden downstream movement of the point of maximum

turbulence intensity along the plate centerline. The velocity spectrum mea-

sured sideways of the wake shows a distinct peak at a Strouhal number of 0.14

(based on plate width) for a solid plate. Above σ = 0.2 a distinct spectral

peak is still visible, although the frequency suddenly drops. This periodicity

is believed to be due to the flapping of the unstable turbulent wake instead

of vortex shedding. Above a porosity of 40% it is no longer possible to pin-

point a dominant frequency. Mehta [160] performed a detailed experimental

investigation on the effects of different types of screens on turbulent flow, in

particular the turbulent boundary layers. He tested both wire and plastic

screen geometries, which due to their different weaving properties and elastic

moduli were supposed to act differently in application. The effect of all screens

on the turbulence structures were found to be similar, which was that the ex-

isting turbulence is almost completely obliterated and a new boundary layer

is formed, with increased activity in the inner part of the outer layer. The

recovery of the boundary layer turbulence structure is also almost complete

at about x = 40δ0 , where δ0= the undisturbed boundary layer thickness at

screen position. Therefore, the perturbation of a turbulent boundary layer by

a screen, acted to reorganize the thickness of the turbulent boundary layer,

making it less susceptible to separation. Beyond the boundary layers, metal

screens were found to produce more non-uniformities than the plastic screens,

and it was correlated with the uniformity of weave. It was also observed that

streamline or stream inclination played an important role in determining the

details of the emerging flow field. For screens inclined to the fluid flow, varia-

tion of pressure drop coefficient with screen inclination was found to be related

by

Kθ = K cosm θ (2.62)
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With m ∼ 1.0 for screens with β ∼ 0.6, and m ∼ 1.4 for screens of lower

β (∼ 0.3). Kθ = Inclined screen pressure drop coefficient, m= correlation

constant, θ=angle of inclination of screen to flow.

The above mentioned investigations can aid in creating a good idea of

the flow structures and factors involved when using wire mesh screens for

aerodynamic applications.

Woven wire screens possess turbulence alteration characteristics which are

known to depend on the flow loss coefficient of such screens [161, 162, 163,

164, 165]. Within the immediate downstream near field wake region of screens,

turbulence exits in an anisotropic form with intensities much higher than up-

stream intensities, and at about more than 20 woven wire widths downstream

of screen the turbulence returns to an isotropic form [162]. Batchelor et.al

[166, 167] reported on the decay of isotropic turbulence within the initial de-

cay period and the final decay period, thus resulting in the knowledge that

a decay region exists further downstream far-field, where anisotropic intensi-

ties begin to reduce rapidly and turbulence returns to a near isotropic state.

The decay of isotropic homogeneous turbulence downstream a grid or screen

is known to follow an exponential decay law[168, 169, 170, 171, 172].

The damping factor introduced by a screen within a flow field is usually

expressed as the ratio of turbulence intensity produced at a location after the

fluid stream passes through the screen to the turbulence intensity at the same

point but with the screen absent.

fu =
(u′rms)screen−present
(u′rms)screen−absent

, fv =
(v′rms)screen−present
(v′rms)screen−absent

(2.63)

Where fu is the axial turbulence reduction factor, fv the lateral turbu-

lence reduction factor, u′rms the rms velocity perturbation in axial direction,

and v′rms the rms velocity perturbation in lateral direction. The axial and lat-

eral damping factors can be distinguished for screens and are expected to be

markedly different within the anisotropic turbulent region of the downstream

near-field wake region of screen, but as the turbulence returns to an isotropic
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state further downstream, axial and lateral turbulence reduction factors al-

most become indistinguishable. Relations for turbulence reduction factors of

woven screens have been formulated and are usually in good agreement with

documented experiments. Prandtl[173] proposed Equation 2.64;

fu =
1

1 +K
(2.64)

Collar[174] proposed Equation 2.65,

fu =
2−K
2 +K

(2.65)

Taylor and Bachelor model [175] is shown in Equation 2.66,

fu =
1 + α− αK
1 + +α +K

, fv = α (2.66)

Where α is the ratio of flow angle of incidence with respect to normal to

screen surface for upstream flow to angle of incidence for downstream flow.

Dryden and Schubauer[161] proposed Equation 2.67 for axial component of

turbulence reduction factor.

fu =
1√

1 +K
(2.67)

Schubauer [176] performed experiments utilizing woven wire screens and

found that the Dryden and Schubauer theory had a better agreement for both

axial and lateral turbulence reduction when compared with the Taylor and

Bachelor theory.

Kistler et.al[177] carried out experiments for measurements of grid turbu-

lence for flows with large Reynolds numbers ranging from 1.2×105 to 2.4×106,

and results showed that turbulent energy decay fitted decay laws as expected,

and spectral shapes at small wave numbers were independent of Reynolds

number, hence, no new phenomenon were introduced for large Reynolds num-

ber flows through grids, and as such, experiments of low Reynolds number

flows were adequate enough to describe the main features of turbulence flow

phenomenon through woven wire grids.
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2.4.4 Screen Self-Noise Characteristics

Research carried out by [19, 178] showed a negative effect of woven wire screens

on the overall noise emission particularly at high frequency range, when such

screens are utilized as flow control mediums on a simplified landing gear H-

strut unit. These high frequency noise effect showed to be more predominant

at frequencies greater than 12500kHz, and also showed to scale with woven

wire screen diameter in a Strouhal number scaling manner.

2.5 Computational Simulations of Screens

CFD based methods which can be used for the computation of fluid flow

through porous surfaces, perforated screens and woven wire screens can be

classified in the following categories.

• Direct Numerical Simulation (DNS) Method

• Scale Resolving/Turbulence modeling Method

• Permeable Boundary Condition Method

• Macroscopic flow model, which uses a volume-averaged equation within

a porous zone within a numerical domain.

2.5.1 Direct Numerical Simulation (DNS) Method

The DNS method of computing flow through a porous surface, perforated

screens or woven wire screens requires no assumptions and accurately resolves

the interaction between the flow and porous surface. A much more accurate

and detailed flow field variables are obtained when the DNS is used, thereby

revealing more fundamental physics, which could possibly aid in the validation

of other approximate models. However, due to the high computational cost

and time demands of carrying out a full DNS, this method does not present a

realistic approach for most research applications. Hahn et al. [179] carried out

a DNS of turbulent channel flow with permeable walls, with the objectives of
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suggesting a proper boundary condition at the interface between a permeable

block and turbulent channel flow and to investigate the characteristics of tur-

bulent channel flow with permeable walls. The boundary condition suggested

was an extended version of that applied to laminar channel flow of a previous

research, and describes the behavior of slip velocities in the streamwise and

spanwise directions at the interface between the permeable block and turbulent

channel flow. The DNS method can be applied when the porous, perforated

or wire screen is studied in isolation and also when it is applied within a bluff

body for analysis.

2.5.2 Scale Resolving/Turbulence Modeling Method

Scale resolving methods applicable for simulations of flow through porous sur-

faces, perforated screens and woven wire screens include the Large Eddy Simu-

lation (LES) and it’s variants. The Lattice Boltzmann method (LBM) can also

be employed for such simulations [99, 180]. The LES and LBM computational

approach can be applied when the porous, perforated or wire screen is studied

in isolation and also when it is applied within a bluff body for analysis. The

use of RANS based turbulence models can also be applied to study the flow

simulations, only when such porous, perforated or wire screens are studied in

isolation from a bluff body [181].

2.5.3 Permeable Boundary Condition Method (PBCM)

The method of permeable boundary condition, uses an artificial boundary con-

dition mimicking the effect of porous surface. Jimenez et al. [182] used this

method to simulate the turbulent shear flow over active and passive porous sur-

faces, with the assumption that the normal velocity at the permeable boundary

is proportional to the local pressure fluctuation. Tinetti et al. [183] conducted

computational studies to assess the potential of passive porosity technology for

reduction of wake-stator interaction noise by reducing the fluctuating forces

acting on the vane surfaces. The permeable boundary method does not sim-

ulate the inner flow within the porous zone itself, and critical care must be
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taken for selecting acceptable boundary conditions.

2.5.4 Volume-Averaged Method (VAM)

This is a macroscopic flow model, which uses a volume-averaged equation in

the porous media zone, within which a modified Navier-Stokes equation is

applied, which describes the flow through the porous zone. In this modified

equation, a correction source term representing the pressure drop of the flow

within the porous material is described. The Porous cell zone is modeled by

the addition of a momentum source term to the standard fluid flow equations.

The source term is composed of two parts, a viscous loss term, and an inertial

loss term, as shown in Equation 2.68

Si = −

(
3∑
j=1

Dijµvj +
3∑
j=1

Cij
1

2
ρ|v|vj

)
(2.68)

Where Si is the source term for the i-th (x, y,or z ) momentum equation,

|v| is the magnitude of the velocity, while D and C are prescribed matrices,

which are user-defined empirical coefficients.

Liu et al.[184, 185] computed turbulent flow and noise characteristics us-

ing an LES and unsteady RANS method, respectively. Where his numerical

results revealed that porous material coating prominently modified the flow

characteristic of the near wake of circular cylinder and significantly mitigated

the fluctuations of aerodynamic forces from two aspects of frequency and am-

plitude, which meant that vortex shedding from the bluff body was suppressed

as a result. Schulze et al. [186] predicted the two-dimensional flow around the

rigid airfoil combined with a porous leading edge and optimized the permeabil-

ity of the porous material to reduce the aerodynamic noise. Bae et al. [187]

simulated three dimensional flow around the porous airfoil and investigated

the effect of the porous surface on the aerodynamic noise.

The volume averaged macroscopic flow model, which uses a volume-averaged

equation in the porous media zone, and a modified Navier-Stokes equation will

be used for our virtual mesh screen zone. As stated earlier, the Porous cell
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zone is modeled by the addition of a momentum source term to the standard

fluid flow equations. The source term is composed of two parts, a viscous loss

term, and an inertial loss term, as shown in Equation 2.69

Si = −

(
3∑
j=1

Dijµvj +
3∑
j=1

Cij
1

2
ρ|v|vj

)
(2.69)

Where Si is the source term for the i-th (x, y,or z ) momentum equation,

|v| is the magnitude of the velocity, while D and C are prescribed matrices,

which are user-defined empirical coefficients.

For the source correction terms, flow resistance using the empirical formu-

lation form Barlow [188], Equation 2.70 will be imposed.

ζwir = K =
2∆p

ρU2
∞

= KmeshKRe(1− β) +

(
1− β
β

)2

(2.70)

2.6 Summary

Literature Review Summary of Papers
Aerodynamic Noise

Generation
Lighthill[31], Curle [32],

Ffowcs Williams and Hawkings [33]

Low Noise
Treatments

Solid Fairings [25, 27], Perforated Fairings [9, 10],
Wire Meshes [11, 21], Wheel Hub Caps [12],
Hole Coverings [5], Air Curtains [48, 50, 51]

Landing Gear Tests
Flyover Tests [67, 189, 190, 191, 192]

Wind Tunnel Tests[27, 39, 70]

Landing Gear Noise
Coordinated Programs

RAIN [25, 193], SILENCER [61, 70], QTD2 [73, 74, 75],
TIMPAN [11, 80, 81], OPENAIR[82],

ALLEGRA [16, 86, 88, 194],
LAGOON [91, 92, 93, 94, 95], WP4.1 [21]

Semi Empirical Noise
Prediction Models

Fink [55], Smith and Chow[56], Guo [58],
LGMAP [59, 60]

Numerical Simulation
Prediction Methods

URANS [38, 102], DES [99, 105]
LBM [29, 143], LES [99, 195], DNS [195]

Table 2.2: Summary of Literature Review Papers

Table 2.2 presents a summarized form of important literature review pa-

pers. From the review of previous research carried out within the subject area

of application of woven wire mesh screens and porous surfaces towards noise
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reduction from bluff bodies and landing gears, we identify the following issues

where improvements and advancement of knowledge are still required.

• Due to the nature of woven wire mesh screens which possess very tiny

wire diameters and mesh widths, detailed experimental reports of local

velocities in close proximity to the screens have never been reported,

as PIV (Particle Image Velocimetry) or hot wire measurements of local

velocities in close proximity to the screen surfaces are difficult to achieve.

However, CFD can and will be used to achieve this within this thesis.

• Woven wire screens aid aerodynamic noise reduction when applied as

low noise treatments by causing a reduction of flow speeds, however, a

quantifiable measure of the flow speed reduction has never been reported.

The study within this thesis investigates and reports on these flow speed

reductions.

• The numerical implementation of physical woven wire screens as low

noise treatments for aerodynamic bluff bodies (Landing gears in partic-

ular) presents a very expensive computational process, which is often

unrealistic to achieve due to tiny length scales involved for such analy-

sis. Therefore, a computational cost friendly alternative will be proposed

within this thesis.

• The computational cost friendly alternative proposed within this thesis

is implemented as a virtual mesh screen porous zone imposed within a

numerical fluid domain, and which accounts for three major effects of

a physical mesh screen (pressure drop, velocity change and Turbulence

suppression).

Therefore, as previously stated in the objectives of this research, a numer-

ical study to further understand the role of mesh screens as noise reducing

agents was conducted. An alternative numerical-semi empirical method for a

virtual mesh screen imposed within a numerical domain that accounts for all
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expected characteristics of a physical mesh screen will be developed. These

characteristics of screen include,

• Pressure drop across the virtual mesh screen zone

• Velocity modification

• Turbulence alteration

• Self noise generation of mesh screen at high frequencies.

Therefore, therein arises the need to investigate the possibility of develop-

ing new methods that enables quicker prediction of the numerical effects of

low noise treatments such as wire screens when applied to landing gears for

low noise treatments [196, 197, 198]. This thesis attempts to address such

investigations.

2.7 Contribution of the Thesis

Research results of this thesis advances the knowledge surrounding woven wire

mesh screens when utilized as applications for fluid flow control. Woven wire

screens applied for aerodynamic noise control purposes are also studied, with a

novel modeling approach towards a more computationally cost effective means

proposed and validated. Contributions of this thesis include the following:

1. Three dimensional (3D) simulations of fluid flow through woven wire

screens are carried out, and better understanding of loss coefficients and

turbulence decays at downstream near-field sections reported in chapter

3.

2. For CFD analysis of woven wire mesh screens, a suitable computational

domain extent is recommended, which has not been done before.

3. For the first time, quantifiable measures of flow speed reduction achieved

by utilizing woven wire mesh screens as flow control mediums are re-

ported. CFD flow loss results are validated against NACA documented

experiments.
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4. The nature of fluid flow regions at close proximity to woven wire screens

possessing tiny screen mesh widths (apertures) and diameters are re-

ported for the first time.

5. For the application of woven wire screens towards two dimensional (2D)

flow field analysis, the identification of a simplified two dimensional (2D)

screen geometry that provides a best approximation to realistic three

dimensional screens are reported for the first time, as presented in chapter

4.

6. Calculating noise reduction effects of realistic woven wire mesh screens

attached to landing gears or aerodynamic bluff bodies presents high com-

putational cost demand and expertise, therefore an alternative porous

zone modeling approach specifically designed for woven wire screens is

developed and validated for noise reduction means. This modeling ap-

proach utilizes the Volume-Averaged Method (VAM) in implementing

appropriate woven wire screen pressure drop and turbulence alteration

within the porous fluid flow region of interest. This approach is reported

in chapter 5.

7. Validation of the proposed modeling approach for noise studies is carried

out using results of the TIMPAN project and the ALLEGRA experimen-

tal test campaign. Reported in Chapter 5 and Chapter 6.

These contributions are presented, discussed and assessed subsequently

within this thesis.
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Chapter 3

Numerical Simulations of 3D
Woven Screens
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3.1 Background and Aim

As highlighted previously, a detailed experimental campaign dedicated to the

fluid flow physics as to why woven wire mesh screens aid aerodynamic noise

reduction has never been carried out. This is due to the nature of woven wire

mesh screens which possess very tiny wire diameters and mesh widths, implica-

tions of this is that PIV (Particle Image Velocimetry) or hot wire measurements

of near-field local velocities through screens will be difficult to achieve. Some

best attempts have been in reporting global pressure drops, far downstream

velocity fields, and turbulence quantities [17, 156, 161, 162, 176]. Possible rea-

sons for woven wire screens broadband noise reduction effects are thought to

include;

1. Woven wire screens causes reduction of local flow speeds immediately

downstream wake region of such wire screens when used to shield aerody-

namic bodies, thereby subsequently yielding substantial noise reduction

particularly within low frequency range since aerodynamic noise within

landing gear components scales with sixth power of incident flow speeds

(U6
∞) [65, 193].

2. Woven wire screens causes a corresponding span-wise vortex shedding

coherency distortion from aerodynamic components, which results from

reduced aerodynamic surface pressure fluctuations, probably a conse-

quence of flow speeds distortion and more probably as a result of small

scale vortices’s from the small wire diameters of such wire screens.

3. If woven wire screens are similar in operation to perforated fairings, then

a subsequent shift in vortex shedding from aerodynamic bluff body com-

ponents as a result of the interaction between wire screen small scale

vortices’s and vortex shedding from aerodynamic bodies.

Within this chapter, Computational Fluid Dynamics (CFD) simulations

of flow through three dimensional (3D) woven wire screens is investigated.
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Reynolds number range of 80 ≤ ReD ≤ 200 based on woven wire screen

diameter are tested. NACA documented experimental campaign of Schubauer

[176] are utilized for validation. The core aims of the research carried out

within this chapter are;

1. Presenting a novel and computationally cost effective attempt at identify-

ing and distinguishing between fluid flow regions upstream, downstream

and within woven wire mesh screen apertures.

2. For fluid flow through woven screens, regions of velocity changes and

regions of turbulent kinetic energy changes as the fluid flows through the

screen are highlight.

3. Advancing studies of laminar-flow modeled numerical simulations for wo-

ven wire screens as carried out by previous researchers [181] by hereby

accounting for turbulence with the aid of a suitably selected turbulence

model.

4. Identifying the nature of turbulence decay within the near-field down-

stream wake region of selected woven wire screens.

5. Provide more understanding on the nature of flow speed reductions from

woven wire screens.

6. Provide recommendations for suitable woven wire screen locations when

applied for aerodynamic noise reduction treatments

7. Comparing CFD predicted flow loss coefficients with NACA experimental

results documented by Schubauer [176] and also with classical correlation

models of Wakeland [156], Wieghardt [157] and Roach [1] for woven wire

screen loss coefficients, thereby highlighting correlations most suitable for

practical and theoretical purposes when woven wire screens are utilized.

8. Comparing CFD predicted downstream turbulence decay with correlated

turbulence decay model of Roach [1], so as to further understand the

nature of immediate downstream turbulence decay from wire screens.
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Numerical simulations are carried out for wire screens possessing open area

ratios of β = 49.38%, 51.84%, and 67.26%, where β represents screen porosity

or open area ratio.

Simulations of flow through single layer woven screens were previously car-

ried out by Green[181]. In their research, simulations were performed utilizing

a laminar flow model scenario with screen Reynolds numbers in the range of

50 ≤ Res ≤ 300 with no turbulence quantities identified. Results were capa-

ble of reproducing experimental measurements of wind tunnel screen pressure

drops to within 10%. Within this chapter, progress is made on the laminar-

flow modeled numerical simulation studies for woven wire screens carried out

by Green [181] by accounting for turbulence with the aid of a suitably selected

turbulence model, thereby identifying the nature of turbulence quantities in

existence within near-field wake region of selected woven wire screens. Laminar

modeled simulations through woven wire screens carried out by Green [181]

are not capable of studying the nature of low turbulence flows through wire

screens which are needed for practical applications, hence a more detailed, yet

computational cost effective model is needed, of which this chapter addresses.

3.2 Theoretical Background

Generally, in terms of the physics of fluid flow through a woven wire screen sec-

tion, the screen section introduces a pressure drop, velocity change and alters

the turbulence characteristics of the incoming flow [9, 197]. For wire screens,

the flow loss coefficient determines the pressure drop which is introduced, while

the velocity change is also a function of the wire screen porosity. Theoretical

background of screen loss coefficient and current classical correlation models is

presented within this subsection, together with downstream turbulence decay

correlation model.
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3.2.1 Screen Loss Coefficient Correlations

For woven wire screens, its open area ratio, also denoted as its porosity, is

generally calculated with the the use of Equation 3.1. Where D is the wire

diameter, M it’s open aperture mesh width, and β = open area ratio (Porosity).

β =
M2

(M +D)2
(3.1)

The most suitable screen loss coefficient considered within this chapter are

the following;

1. Idelchik [18] model as shown in Equation 3.2.

K = KmeshKRe(1− β) +

(
1− β
β

)2

ReD ≥ 400 (3.2)

Where wire constant Kmesh = 1 for new screens and wire Reynolds num-

ber factor KRe = 1 for ReD ≥ 400.

2. Wakeland [156] model shown in Equation 3.3.

K = 4.6

(
1− β
β2

)
Re
−1/3
D 2 ≤ ReD ≤ 400 (3.3)

3. Wieghardt[157] as shown by Equation 3.4.

K = 5.5

(
1− β
β2

)
Re−1/3s 60 < Res < 600 (3.4)

4. Roach [1] model for flow loss correlations of square meshes possessing

round wires or rods (SMR), as shown in Figure 3.5

K =
14

ReD

(
1− β2

β2

)
ReD < 10 (3.5)
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3.2.2 Screen Turbulence Decay

Mesh wire screens possess turbulence suppression characteristics which are

known to depend on the flow loss coefficient of such screens [163, 164, 165].

Within the immediate downstream near field wake region of screens, fluid

turbulence is known to exist in an anisotropic form, possessing turbulence

intensities much higher than upstream intensities, with this intensity decaying

as fluid progresses downstream. Batchelor [166, 167] reported on the isotropic

turbulence decay within the initial decay period and the final decay period,

thus resulting in the knowledge that a decay region exists further downstream

where anisotropic intensities begin to reduce rapidly and turbulence returns

to a near-isotropic state.

The decay of isotropic homogeneous turbulence downstream a grid or wire

screen is known to follow exponential decay laws [168, 169, 170, 171, 172]. This

decay of fluid turbulence downstream of woven wire screens follows decay laws

to the power of −5/7 as shown in Equation 3.6, and various researchers have

shown this to be valid for woven wire metal screens of varying thickness and

porosity. For flow regions where viscous effects are significant, the streamwise

component of turbulence intensity downstream of a screen grid is represented

by Equation 3.6

Tu = C

(
X

D

)− 5
7

(3.6)

Roach [1] showed that for arrays of square mesh possessing cylindrical rods

(SMR), the constant ”C” becomes independent of Reynolds number within the

range 102 ≤ ReD ≤ 104, and the downstream streamwise turbulence intensity

can be correlated by Equation 3.7.

Tu = 0.8

(
X

D

)− 5
7

(3.7)

Oshinowo [163] documented a correlated turbulence decay from metal screens

as shown in Equation 3.8.

Tu = 7.0

(
t

M

)0.82(
X

D

)
(3.8)
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Documented experiments of Groth [162] shows that at more than 20 mesh

widths downstream of a wire screen the turbulence appears to return back to

an isotropic form. Wire screen damping factors introduced by a screen within a

flow field has also been highly discussed by researchers [161, 173, 174, 175, 199].

3.3 Numerical Set-up

For numerical investigations conducted within this chapter, three dimensional

(3D) simulations are carried out by utilizing a suitably selected turbulence

model. Within this section, the geometric features of woven wire screens

tested, the fluid flow domain sizes utilized, numerical grids generated, bound-

ary conditions implemented, numerical grid independence studies carried out

and turbulence model selection processes are presented.

Figure 3.1: Three Dimensional Square Weave Wire Screen Geometry

3.3.1 Woven Wire Screen Features

Schematic of a modeled 3D screen sample utilized for simulations carried out

in the course of this research is as presented in Figure 3.1, showing a 4x4 woven
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wire mesh screen. Woven wire screen geometries were modeled by sweeping cir-

cular faces of required wire diameter along sinusoidal paths until the required

wire screen geometry is created. Care is taken to always maintain accurate

wire dimensions at all times. In order to minimize computational costs, sim-

ulations were carried out on a 4x4 mesh aperture width geometry section as

shown. In order to generate quality numerical grids, a gap size of less than 5%

of wire diameter ’D’ was always introduced at screen wire strands intersection,

as without this gap size, intersections of wire strands often result in poor grid

cell skewness and very low quality within this intersection region, which sub-

sequently produces poor CFD code convergence and results. Previous studies

carried out by Green [181] had shown that such small gaps at intersections had

very negligible effect on overall CFD results, and the flow speeds through such

gaps were very negligible compared to flow speeds through screen aperture

width ’M’.

Wire Screen Samples
Screen S1 S2 S3
D (mm) 0.14 0.18 0.19
M (mm) 0.33 0.46 0.87
Porosity β(%) 49.38 51.84 67.26
Solidity (1− β)(%) 50.62 48.16 32.74
(ReD)1 90 85 80
(ReD)2 106 102 120
(ReD)3 114 116 154
(ReD)4 126 133 170

Table 3.1: Features of Wire Screen Samples

Table 3.1 presents the geometric features of wire screen samples experimen-

tally tested by Schubauer[176] and hereby numerically simulated in the course

of this research. Three woven wire screen types are selected for this study, S1,

S2, and S3, all possessing diameters (D), mesh aperture width (M), porosity

(β) and solidity as shown in Table 3.1. The range of Reynolds number tested

for each screen is also shown in Table 3.1
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3.3.2 Grid generation and Boundary conditions

Numerical assessment is carried out on two different types of grids possessing

similar boundary conditions. Computational Grid A has domain sizes as shown

in Figure 3.2 where domain sides appear to be flush with side edges of woven

wire screens, as the woven screen edges are tightly fitted within a flow channel

domain.

Figure 3.2: Computational Grid A

Grid A possess similar boundary conditions to the laminar flow modeled

numerical simulations carried out by Green [181]. Boundary conditions at do-

main sides are slip wall conditions (zero shear stress, zero flow-through), a ve-

locity inlet condition is selected at domain inlet, and pressure outlet condition

at domain exit. The computational grid is made up of a hybrid combination

of hexagonal and tetrahedral cells. Hexagonal cells are within upstream fluid

volume, tetrahedral cells within the woven wire fluid volume, and hexagonal
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cells at downstream fluid volume section.

Computational Grid B is as shown in Figure 3.3, and possess similar bound-

ary conditions to Grid A (slip wall at domain sides, velocity inlet conditions

at domain inlet and pressure outlet at domain exit), however, the side walls

of domain in Grid B is made to extend far beyond a region where it does not

affect fluid flow through the woven screens.

Figure 3.3: Computational Grid B

Values of average y plus (y+) of less than one was maintained at the wire

screen walls at all times, as this enabled better CFD results when compared to

experiments. The numerical grid fluid domain extended downstream beyond

the wire screen by a minimum size of 100M , and upstream extended by a

minimum of 7M as shown in Figure 4.5. For the remainder of this paper, we

will refer to screens and numerical grids in the following nomenclature shown

in Table 3.2.
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S1-A Screen S1 with computational Grid A
S1-B Screen S1 with computational Grid B
S2-A Screen S2 with computational Grid A
S2-B Screen S2 with computational Grid B
S3-A Screen S3 with computational Grid A
S3-B Screen S3 with computational Grid B

Table 3.2: 3D Screen-Grid Nomenclatures

3.3.3 Discretization Error Estimation

Discretization errors of the numerical results were carried out using the GCI

(Grid Convergence Index) method, which is based on the Richardson Extrap-

olation (RE) method. This method has shown to be a reliable method for

discretization errors for a wide array of CFD simulation cases [200, 201, 202],

and is one of the highly recommended methods for grid discretization error

studies. The documented process of GCI application is summarized as follows

[203];

A representative grid size is defined, and for a three dimensional case is

given by Equation 3.9

h = [
1

N

N∑
i=1

(∆Vi)]
1
3 (3.9)

Three different sets of grids (h1, h2 and h3) in decreasing order of fineness

are recommended for selection and utilization, for which simulations are run

and variables (φ1, φ2 and φ3) deemed important to the overall aim of the

research study under investigation are used for the discretization error analysis.

Where h1 is the finest grid, and the condition h2/h1 > 1.3 and h3/h2 > 1.3

must be satisfied at all times. For this study, the variables utilized are the

pressure drop and maximum velocity at screen aperture exit. The order of the

method is calculated using Equation 3.10

p =
1

ln(r21)
| ln |ε32

ε21
|+ q(p)| (3.10)
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q(p) = ln

(
rp21 − s
rp32 − s

)
(3.11)

s = 1.sign(
ε32
ε21

) (3.12)

Where Equations 3.10, 3.11 and 3.12 are solved using a fixed point iteration

approach, with the initial guess equal to the first term.

The Grid Convergence Index (GCI) is then calculated by making use of

Equation 3.13

GCI21fine =
1.25e21a
rp21 − 1

(3.13)

e21a = |φ1 − φ2

φ1

| (3.14)

With the extrapolated asymptotic value given by Equation 3.15 and ex-

trapolated relative error between asymptotic value and fine grid value given

by Equation 3.16.

φ21
ext = (

rp21φ1 − φ2

rp21 − 1
) (3.15)

e21ext = |φ
12
ext − φ1

φ12
ext

| (3.16)

3.3.4 Turbulence Model Study

In order to validate numerical results with experimental values, a turbulence

model study was performed to identify the most suitable turbulence model

that best replicates experimental values. Results of turbulence model studies

for pressure drop across screen S3 is as presented in Figure 3.4, where studies

for steady CFD simulations were carried out utilizing a laminar flow model,

standard k−ε, Re-Normalization Group (RNG) k−ε, realizable k−ε, standard

k−ω, Shear Stress Transport (SST) k−ω, Transition k−kl−ω, and Transition

SST turbulence models.
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Figure 3.4: Turbulence Model Study for Screen S3 (∆p [Pa] vs ReD)

For validation, these numerical results of pressure drop across screen S3

(∆P ) were compared against documented NACA experiments carried out by

Schubauer [176]. Second order numerical discretization schemes were utilized

for all turbulence models presented, and a convergence criteria of 1×10−6 was

maintained for scaled residuals of all field variables, where in some rare cases

a criteria of 1×10−5 was deemed sufficient. From the turbulence model study,

for S3-A, the k − ε two equation turbulence model which models the flow by

solving modeled transport equations of kinetic energy and a dissipation rate,

provides a much better representation to experimental results when compared

to other turbulence model tested. The laminar flow model also provides good

results as the Reynolds numbers under consideration are still very much mod-
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Figure 3.5: Unsteady vs Steady ∆P Results for S1-A and S2-A (∆P vs ReD)

est. Variants of the k−ε model, i.e, the realizable model, and Re-Normalization

Group (RNG) model also produce nearly adequate results as shown. The k−ω

turbulence model which models the flow by solving transport equations of ki-

netic energy and a specific dissipation rate appears to predict the pressure

drop across 3D wire screens poorly compared to the k − ε model variants.

Similarly, variants of the k − ω model, and also transition models provided

poor pressure drop comparisons for fluid flow across woven wire screens within

the Reynolds number tested. For S3-B, a similar scenario to S3-A can be ob-

served from the plots, as k − ε and its variants produced better comparisons

to experiment when compared to the k−ω turbulence model, its variants and

the transition models. Therefore, from this study observations are drawn and

possible conclusions that for obtaining pressure drop of flow through woven
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wire screens, solving turbulent transport equations by modeling the dissipa-

tion term ε is preferable and provides better results compared to experiments

than solving transport equations modeling the specific dissipation term ω, or

utilizing transition models. The k − ε turbulence model is therefore selected

as the suitable model needed to carryout all subsequent simulations presented.

The SIMPLE pressure-velocity coupling scheme is used, with least squares cell

based gradient method, and standard pressure equation calculations. Second

order discretization schemes for momentum, turbulent kinetic energy and tur-

bulent dissipation rate were utilized. Relaxation factors for pressure was 0.3,

for momentum equations was 0.7, and was set as 0.8 for the turbulent kinetic

energy and the turbulent dissipation rate.

3.3.5 Unsteady vs Steady Simulations

Taking fluid flow around a single wire strand-cylinder as an indicator, there

arises an expectation that flow through woven wire screens should exhibit un-

steadiness, and therefore experience alternate shedding, particularly as regimes

of interest fall within the two regime wake where vortex street is laminar and

clearly alternating 40 ≤ ReD ≤ 150, or within the transition range to turbu-

lence 150 ≤ ReD ≤ 300 [204]. Therefore, for screen S1-A and S2-A, unsteady

simulations were carried out and compared with steady averaged RANS results

as shown in Figure 3.5. For pressure drop across screens, difference between

mean unsteady and average steady values were within a range of 2%. There-

fore in order to save computational costs, all further simulations are carried

out utilizing the steady RANS based approach, with the k−ε turbulence model

suitably selected.

3.4 Screen S1 Results

Computational results obtained for S1-A and S1-B Utilizing the standard k−

ε turbulence model is presented within this section. A grid independence

study, results of screen flow loss coefficients, flow speed fields, turbulent kinetic
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S1-A S1-B

φ = ∆P φ = U φ = ∆P φ = U

N1, N2, N3 (106) 4, 1.5, 0.6 4, 1.5, 0.6 5, 2, 0.8 5, 2, 0.8
r21 1.39 1.39 1.36 1.36
r32 1.37 1.37 1.36 1.36
φ1 169.1 25.3 172.5 17.16
φ2 163.0 24.0 164.1 16.7
φ3 151.1 21.4 160.4 15.8
p 2.3 2.4 2.5 2.2
φ21
ext 174.4 26.4 179.1 17.64
e21a 3.6% 5.1% 4.8% 2.6%
e21ext 3.0% 4.1% 3.7% 2.7%

GCI21fine 3.9% 5.3% 4.7% 3.5%

Table 3.3: Discretization Error Calculations at ReD = 126 for S1-A and S1-B

energies and turbulence intensities are presented. For flow field variables scaled

convergence residuals plot of screens S1-A and S1-B, refer to Appendix A.

3.4.1 Screen S1 Grid Independence Study

In order to show that computational fluid flow results were independent of the

computational grid utilized, a grid independence study together with a GCI

based discretization error analysis was carried out on S1-A and S1-B utilizing

the steady standard k − ε turbulence model. Discretization errors are carried

out for pressure drop across screen and maximum velocity at screen aperture.

Using the Richardson Extrapolation base GCI discretization method, the order

of the method, extrapolated asymptotic values, relative error between utilized

fine grid value and asymptotic value, and the GCI are all presented in Table

3.3, while Figure 3.6 shows results of grid independence analysis at ReD = 126.

For S1-A, ∆VN = 1.246345× 10−7, while S1-B had ∆VN = 1.8446× 10−6.

For S1-A, a computational fine grid size of 4 × 106 was selected as the

relative error between asymptotic values and this fine grid values was within

3.0% difference for pressure drop and 4.1% for flow speeds. For S1-B, a fine

grid size of 5 × 106 was selected as relative error between asymptotic value

were within 3.7% difference for pressure drop and 2.7% for flow speeds. GCI
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Figure 3.6: Grid independence study for S1-A and S1-B at ReD = 126

values for S1-A was 3.9% for pressure drop, and 5.3% for flow speeds, while

GCI values for S1-B were 4.7% for pressure drops and 3.5% for flow speeds.

3.4.2 S1 Flow Loss Coefficients

CFD predicted flow loss coefficients of screen S1-A and S1-B compared to

experiments is as shown in Figure 3.7, where comparisons with some existing

correlation models are also carried out as shown. Within the Reynolds number

range tested, S1-A produced results that differed from experimental values by

-2.6% for the best case and -4.3% for the worst case. S1-B produced results

that differed to experimental values by 1% for the best case and +6% for the

worst case.

From Figure 3.7 an observation is made that S1-A consistently under-

predicted flow loss coefficient values, while S1-B consistently over predicted
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Figure 3.7: Flow Loss Coefficients for S1-A and S1-B at ReD = 126

Figure 3.8: Screen S1 cut plane: plane-A1 and plane-B1

results compared to experimental values. This is consistent with the trend from

the grid independent study of S1-A and S1-B carried out. Comparing S1-A

and S1-B against prediction performance of correlation models, an observation

is made that S1-A and S1-B produced better comparisons to experiments when

compared to these screen flow loss correlation models. The Wieghardt’s [157]

model produced better predictions compared to the Wakeland[156] and Roach

[1] models.

3.4.3 S1 Flow Speeds

For presentation of flow speeds through screens S1-A and S1-B along the fluid

flow direction, cut plane in the X-Z direction as shown in Figure 3.8 is utilized.

Cut plane-A1 and plane-B1 along the X-Z direction are located on the Y

coordinates at the center of selected apertures for screen S1-A and S1-B as
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shown. Flow speeds along these planes at different Reynolds number tested

are presented in Figure 3.9

Figure 3.9: Flow speeds for S1-A(plane-A1) and S1-B(plane-B1)

Results of Normalized velocity by locating line probes through aperture

center of screens S1-A and S1-B are presented in Figure 3.10.

Grid domain extents of 7M upstream and 100M downstream are utilized

within the plots. For S1-A, incoming upstream flow speeds are relatively un-

changed until the fluid flow proceeds into the screen aperture mesh width,

where a sudden spike in flow speeds is observed as fluid flows within the wire

screen aperture. Maximum flow speeds of up to 1.9U∞ are observed within the

screen aperture. At exit from the screen, flow speeds start to drop sharply un-

til about a downstream distance of X/M = 10, where flow speeds drop slightly

below incoming levels to within 0.02U∞, and this reduced speed levels contin-

ues till roughly about X/M = 60, where flow speeds again reach inlet values.
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Figure 3.10: Normalized speed vs normalized distance for S1-A and S1-B

For S1-B, a slightly different fluid flow transport mechanism is observed. At

upstream section, fluid flow clearly progresses from a region where the fluid is

unaffected by the presence of the screen, until about X/M = −2 where the

presence of the wire screen becomes evident to the fluid and a maximum drop

in flow speeds by about 0.2U∞ is observed just before entrance into the screen.

Within screen apertures, maximum flow speeds up to 1.3U∞ is observed, after

which flow speeds decrease as fluid exits the aperture. This decrease in fluid

flow speed continues and at roughly about X/M = 5, flow speeds go below

inlet free-stream speeds, and continue decreasing till it gets to a maximum

flow decrease of roughly 0.5U∞ at about X/M = 15. The region of reduced

flow speeds exists up to about X/M = 60, after which a return to free-stream
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speed levels is observed.

Figure 3.11: Locations 1, 2 and 3 for S1-A and S1-B

For the fluid flow through screens, identification of three locations in the Y-

Z planes at X locations as shown in Figure 3.11 is carried out. These locations

will be used to analyze all of screens S1-A, S1-B, S2-A, S2-B, S3-A and S3-B

presented within this Chapter.

Location 1 is the location upstream of screen where fluid flow just begins

to feel the effect of screen presence i.e, where screen effect on fluid flow is

initialized. Location 2 is the location upstream of screen where a strong effect

of screen presence is felt by the progressive fluid flow prior to it’s full entrance

into the mesh screen aperture, while Location 3 is the location at which flow

speeds attain their maximum values at the screen aperture exit.

Figure 3.12 shows Ux velocity contour plots at location 1 for S1-A and S1-B

at the Reynolds numbers tested, while Figure 3.13 presents for locations 2 and

3. For clarity, the wire screens are introduced within the contour field plots as

transparent screens.

Fluid flow moving from inlet conditions immediately begins with a flow

region upstream of wire mesh screen where the fluid flow remains unaffected

by presence of the downstream wire screen until it gets to location 1 where

the screen effect on the fluid flow is initiated. The screen presence begins to
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Figure 3.12: Ux contour plots at location 1 for S1-A and S1-B

affect the nature of fluid flow, as fluid flow contours gradually take the shape

or form of screen aperture constrictions. For locations 1, lower flow speeds are

observed close to the center core of screens, where the wire screen strands would

be located if the screen was projected further upstream. Average flow speeds

at the planes of interest still remain within inlet velocity average values, and

no increase in mean velocities are observed within this region. Flow contour

changes continue until location 2 is attained, Figure 3.13, where the effect of

the screen is now more predominant than for location 1 case. Flow contours

within this region tend to take circular shapes as they get closer and closer

to the screen. For S1-B, an initial drop in flow speeds is observed just before

entering into the screen aperture as highlighted in Figure 3.10 and clearly

seen in the plots of Figure 3.9, which increases abruptly on entrance into the

aperture section. This drop in flow speeds was however not observed for S1-A

case. As the fluid flow progresses into screen, a location approximately within

the screen aperture exit exists where flow speeds attain maximum values as

shown by location 3 contour plots for both S1-A and S1-B in Figure 3.13.

S1-A and S1-B contour plots for Uy at locations 1, 2 and 3 are presented in

Appendix B.
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Figure 3.13: Ux contour plots at locations 2 and 3 for S1-A and S1-B

3.4.4 S1 Turbulent Kinetic Energy

The k − ε turbulence model is a two-class equation model solving transport

equations of turbulent kinetic energy and turbulent dissipation rates. Tur-

bulent kinetic energy results achieved when utilizing the k − ε model were

contrastingly different from turbulent kinetic energy results when using other

turbulence model tested. At velocity inlet boundary conditions, turbulent in-

tensity ratio of 0.9% was set, this value was selected from the turbulent inten-

sity ratio at screen inlet utilized within the experimental campaign as recorded

by Schubauer [176] for the Reynolds number range of interest. Turbulent ki-

netic energy (TKE) can be quantified in relation to local velocity fluctuations

by Equation 3.17;
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Figure 3.14: Turbulent kinetic energy: S1-A plane-A1 and S1-B plane-B1

TKE =
1

2
(u′2 + v′2 + w′2) (3.17)

TKE =
3

2
(u′)2 (u′ = v′ = w′) (3.18)

For isotropic turbulence flow scenario, u′ = v′ = w′, therefore Equation 3.17

simplifies into Equation 3.18. Therefore from CFD point of view, i.e, when

ReD = 126 at velocity inlet boundary condition and a turbulence intensity

ratio of 0.9% is introduced, the turbulent kinetic energy is approximated as

1.31414× 10−2m2s−2.

Turbulent kinetic energy contour plots for flow plane-A1 and plane-B1 is

presented Figure 3.14, where maximum kinetic energy values are observable on

the edges of the wire strands. A clearer look at these maximum kinetic energy
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Figure 3.15: Turbulent kinetic energy at location 3: S1-A and S1-B

values can be seen by looking at kinetic energy values at location 3, where the

maximum velocities also exist. Screen S1-A and S1-B kinetic energy values at

location 3 is presented in Figure 3.15, while kinetic energy values at locations

1 and 2 are presented in Appendix B.

A plot of kinetic energy values through the aperture center position is as

shown in Figure 3.16, where results of the turbulent kinetic energy of fluid

flow through wire screen S1-A and S1-B aperture center is shown. From the

plots of Figure 3.16, kinetic energy values of fluid flow upstream screens were

comparable up to regions very-near field of screen aperture entrance. The first

major difference in turbulence kinetic energy results were found within the

screen apertures, as shown by Figure 3.16. A first observation between plotted

results for turbulent kinetic energy shows that peak kinetic energy values at

screen exit of S1-A approximately doubles the values of S1-B. Also, the peak

turbulence intensities of flow through S1-A occurred within the screen aper-

ture while peaks from S1-B occurred further downstream at an approximate

distance of X/M = 7.

3.4.5 S1 Turbulence Intensities Decay

Results of downstream turbulence intensities u′/U∞ (Normalized by free stream

flow speed) for S1-A and S1-B is as shown in Figure 3.17, where u′ denotes
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Figure 3.16: Turbulent kinetic energy through screen aperture for S1-A and
S1-B

the stream-wise component of fluctuation velocity, and U∞ is the mean free

stream velocity. As stated previously, inlet turbulence intensities were chosen

so as to match reported experimental inlet intensities.

From plots of Figure 3.17, an immediate observation is made, as peak

turbulence intensities of S1-A occurred within the screen aperture, compared to

S1-B where peaks occurred downstream, at approximate distance of X/M = 7.

S1-B compares better to the decay relationship of Roach [1] when compared

to S1-A.
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Figure 3.17: Turbulence intensity decay for S1-A and S1-B

3.4.6 S1 Wall Y+

The range of average Y+ values across was monitored, as the acceptable range

of average values was kept below one and in some rare cases, below two across

the screen models. For emphasis, Figure 3.18 presents Y+ values across the

S1-A and S1-B screen models.

Surface pressures and wall shear stress on screen models S1-A and S1-A

are further presented in Appendix B.
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Figure 3.18: Wall Y+ values for S1-A and S1-B

S2-A S2-B

φ = ∆P φ = U φ = ∆P φ = U

N1, N2, N3 (106) 4.5, 1.8, 0.7 4.5, 1.8, 0.7 5.6, 2.4, 1.0 5.6, 2.4, 1.0
r21 1.36 1.36 1.33 1.33
r32 1.37 1.37 1.34 1.34
φ1 73.2 17.34 77.4 12.39
φ2 68.8 16.34 74.3 11.8
φ3 57.4 13.80 67.2 10.4
p 2.6 2.8 2.5 2.7
φ21
ext 76.2 18.04 80.02 12.85
e21a 6%% 5.6% 4.0% 4.7%
e21ext 3.8% 3.7% 3.2% 3.6%

GCI21fine 4.9% 5.0% 4.2% 4.6%

Table 3.4: Discretization Error Calculations at ReD = 116 for S2-A and S2-B
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Figure 3.19: Grid independence study for S2-A and S2-B at ReD = 116
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3.5 Screen S2 Results

Computational results obtained for S2-A and S-B utilizing the standard k − ε

turbulence model is presented within this section. Similarly to S1 screen cases,

grid independence study, results of screen flow loss coefficients, averaged flow

speeds, turbulent kinetic energies and turbulence intensities are presented here

for S2 screen cases. For flow field variables scaled convergence residuals plot

of screens S2-A and S2-B, refer to Appendix A.

3.5.1 Screen S2 Grid Independence Study

Grid independence study using the GCI discretization method was carried out

on S2-A and S2-B utilizing the steady standard k−ε turbulence model. Results

of this study carried out at ReD = 116 is presented in Table 3.4 and Figure

3.19. S2-A had a ∆VN = 3.29943×10−7, while S2-B had ∆VN = 3.66999×10−6.

For S2-A a fine grid of 4.5×106 was deemed sufficient, as the RE extrapolated

errors between asymptotic values and this grid values were 3.8% for pressure

drop and 3.7% for flow speeds, while GCI values for pressure drop and flow

speeds were 4.9% are 5% respectively. Analysis of S2-B showed that a grid size

of 5.6 × 106 was sufficient enough for use as it produced extrapolated errors

between asymptotic values of 3.2% for pressure drop and 3.6% for flow speeds.

GCI for S2-B were within acceptable ranges of 4.2% for pressure drop and

4.6% for flow speeds.

3.5.2 S2 Flow Loss Coefficients

CFD predicted flow loss coefficients of screen S2-A and S2-B compared to

experiments is as shown in Figure 3.20, where comparisons with existing cor-

relation models are presented. Within the range of Reynolds number range

tested, S2-A produced results that differed from experimental values by -4%

for the best case and -6.3% for the worst case. S2-B produced results that

differed to experimental values by 5% for the best case and +7% for the worst

case.
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Figure 3.20: Flow Loss Coefficients for S2-A and S2-B at ReD = 116

S2-A consistently under-predicted loss coefficients, while S2-B over-predicted

results. Similar to S1-A and S1-B, the correlation models performed poorly

when compared to S2-A and S2-B, with the Wieghardt model closer to exper-

iments than the Wakeland and Roach models.

3.5.2.1 S2 Flow Speeds

Flow speeds through screens S2-A and S2-B in the fluid flow direction are

shown for a cut plane in the X-Z direction as shown in Figure 3.21 is utilized.

Figure 3.21: Screen S2 cut plane: plane-A2 and plane-B2

Where plane-A2 and plane-B2 in the X-Z direction are located Y coordi-

nates value at the center of selected apertures for screen S2-A and S2-B. Flow

speeds along these planes at different Reynolds number tested are presented

in Figure 3.22.
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Figure 3.22: Flow speeds for S2-A(plane-A2) and S2-B(plane-B2)

XZ contour plots for S2-A and S2-B at location 3 is as shown in Figure 3.23.

Contour plots for Ux at locations 1 and 2, along with Uy plots at locations 1,

2 and 3 are further presented in Appendix C.

Results of Normalized velocity through aperture of screens S2-A and S2-B

are presented in Figure 3.24.

For S2-A, a similar fluid flow scenario to S1-A is observed, with maximum

speeds of 1.85U∞ attained. Flow speeds drop until a very slight reduced flow

speed initializes from X/M = 10, which can be seen to increase gradually up

till roughly X/M = 60. S2-B also shows similar trends to S1-B, with regions

where incoming upstream flow becomes affected by presence of screen, then

a drop in flow speeds just before the increment as fluid enters the aperture.

Maximum flow speeds within the screen aperture increases up to 1.3U∞, and a
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Figure 3.23: Ux contour plots at location 3 for S2-A and S2-B

downstream decrease is observed, with reductions up to approximately 0.5U∞

that occurs within 7 < X/M < 60.

Similar to S1-A and S1-B, identification of the three locations shown in

Figure 3.11 is also carried out. Location 1 remains the location upstream of

screen S2-A and S2-B where fluid flow just begins to feel the effect of screen

presence i.e, where screen effect on fluid flow is initialized. Location 2 is the

location upstream of screen where a strong effect of screen presence is felt

by the progressive fluid flow prior to it’s full entrance into the mesh screen

aperture, while Location 3 is the location at which flow speeds attain their

maximum values at the screen aperture exit.

3.5.3 S2 Turbulent Kinetic Energy

Probe plots through screen aperture center is as shown in Figure 3.25, where

results of turbulent kinetic energy of fluid flow through wire screen S2-A and

S2-B is presented. Similar to S1, the first major difference in turbulence kinetic

energy results were found within the screen apertures, as shown by Figure 3.25.

An observation is made, as the peak kinetic energy values at screen exit for

S2-A approximately doubles the values of S1-B. Similar trends were observed

between S1-A and S2-B. These high kinetic energy values can be associated

with the grid domain sides, as the domain sides aided the increase in local fluid
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Figure 3.24: Normalized speed vs normalized distance for S2-A and S2-B

kinetic energies. Maximum peak kinetic energy values at screen aperture exit

show to increase with increasing Reynolds number, as larger Reynolds number

flows possessed higher kinetic energy values. Peak turbulence intensities of

flow through S2-A occurred within the screen aperture exit while peaks from

S2-B occurred downstream, at approximate distance of X/M = 7.

Turbulent kinetic energies at plane-A2 and plane-B2 are as shown in Figure

3.26. For a much clearer observation of the effect of domain conditions on

screen S2-A, contour plots for kinetic energy in the YZ direction at location 3

is also presented in Figure 3.27. YZ kinetic energy values at locations 1 and 2

are further presented in Appendix C.

For S2-A, maximum flow kinetic energy values are located very close to the
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Figure 3.25: Turbulent kinetic energy through screen aperture for S2-A and
S2-B

slip wall boundary condition sides, and this affected local kinetic energies of

flows passing within the screens as maximum kinetic energy values increased

from inlet values abruptly. The implication of this is that local averaged fluid

velocities and fluctuations within this location are much higher than local

fluctuations within the fluid screen flow. However, for S2-B, maximum kinetic

energy values are limited to within screen aperture flow and close to screen

edges. Therefore, turbulent kinetic energies of fluid flow within screen aper-

tures are much smaller for S2-B compared to S2-A. Further implications of this

observation is the fact that maximum local flow speeds within screen apertures

for S1-A and S2-A might be affected as a result of interference from sides of the
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Figure 3.26: Turbulent kinetic energy: S2-A plane-A2 and S2-B plane-B2

domain acting as a boundary condition, thereby presenting superfluous local

peak flow speeds at aperture exit.

3.5.4 S2 Turbulence Intensities Decay

Results of downstream turbulence intensities u′/U∞ (Normalized by free stream

flow speed) for S2-A and S2-B is as shown in Figure 3.28, where u′ denotes the

streamwise component of fluctuation velocity, and U∞ is the mean free stream

velocity.

Inlet turbulence intensities were chosen to match reported experimental

inlet intensities. From plots of Figure 3.28 an observation is made, as the peak

turbulence intensities of S2-A occurred within the screen aperture compared

S2-B where peaks occurred downstream, at approximate distances of X/M =

7. This trend is similar to trends observed in S1-A and S1-B. Therefore, this
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Figure 3.27: Turbulent kinetic energy at location 3: S2-A and S2-B

further illustrates the interference of side domains in S1-A and S2-A on the

nature of fluid flow through the wire screens. We also observe that turbulence

intensities increases immediately after exit from wire screens and locations of

peak intensities are different from locations where peak flow speeds occurred

for screens S2-B which is similar to screen S1-B. The decay of turbulence

intensities were compared to the Roach [1] model, and S2-B showed to provide

much comparison with this model when compared to S2-A. This again is similar

to screen S1-A and S1-B cases, which points to the fact that fluid flow through

S1-A and S2-A screens possess much higher intensities than S1-B and S2-B,

due to interference from side domain.

Other CFD obtained variables and values, e.g; Wall Y+, surface pressures

and wall shear stress values across screens S2-A and S2-B are presented in

Appendix C.
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Figure 3.28: Turbulence intensity decay for S2-A and S2-B

S3-A S3-B

φ = ∆P φ = U φ = ∆P φ = U

N1, N2, N3 (106) 6.0, 2.6, 1.1 6.0, 2.6, 1.1 7.4, 3.2, 1.4 7.4, 3.2, 1.4
r21 1.32 1.32 1.32 1.32
r32 1.33 1.33 1.32 1.32
φ1 33.5 13.7 36.5 11.16
φ2 31.2 12.8 33.3 10.6
φ3 25.1 10.67 23.5 9.4
p 2.9 2.9 2.9 2.6
φ21
ext 34.9 14.41 37.9 11.63
e21a 6.8% 6.5% 7.7% 4.8%
e21ext 4.2% 4.9% 3.9% 3.9%

GCI21fine 5.5% 6.1% 4.9% 5.1%

Table 3.5: Discretization Error Calculations; ReD = 120, S3-A, S3-B
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Figure 3.29: Grid independence study for S3-A and S3-B at ReD = 120
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3.6 Screen S3 Results

Results for S3-A and S3-B are presented within this section. For flow field

variables scaled convergence residuals plot of screens S3-A and S3-B, refer to

Appendix A.

3.6.1 Screen S3 Grid Independence Study

Similar to cases for screens S1 and S2, a grid independence study was carried

out on S3-A and S3-B utilizing the steady standard k − ε turbulence model.

Table 3.5 and Figure 3.29 shows summarized results of grid sensitivity and

discretization error analysis for S3-A and S3-B at ReD = 120. Total volume

of S3-A was ∆VN = 1.7205× 10−6 while S3-B had ∆VN = 2.07198× 10−5.

For S3-A, computational grid size of 6.0 × 106 was selected as this grid

size produced relative extrapolation error values of 4.2% for pressure drop and

4.9% for flow speeds. Grid size of 7.4×106 selected for S3-B produced relative

extrapolation error of 3.9% for pressure drop and flow speeds.

3.6.2 S3 Flow Loss Coefficients

Figure 3.30 presents plots of flow loss coefficient for screen S3-A and S3-B

compared to experimental measured values and correlation models.

Figure 3.30: Flow Loss Coefficients for S3-A and S3-B at ReD = 116
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S3-A predicts loss coefficients at a best case scenario of -0.5% and worst

case of -3%, while S3-B predicts by best case of 2% and worst case of 7%. The

Wieghardt model predicts much better results compared to other models for

screen S3. Therefore, from observations for S3-A and S3-B, CFD predicted

flow loss coefficients possess the capacity of replicating experimental results.

Within the Reynolds number range tested, CFD predicted flow loss coefficients

also presents much better predictions when compared to the current correlation

models.

Figure 3.31: Screen S3 cut plane: plane-A3 and plane-B3

Figure 3.32: Flow speeds for S3-A(plane-A3) and S3-B(plane-B3)
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Figure 3.33: Ux contour plots at location 3 for S3-A and S3-B

3.6.3 S3 Flow Speeds

For flow speeds through screens S3-A and S3-B, planes as shown in Figure

3.31 are used to present flow speeds in the X-Z plane shown in Figure 3.32.

Contour plots in the Y-Z plane for location 3 where maximum speeds exists

are shown in Figure 3.33.

Contour plots for Ux at locations 1 and 2, along with Uy plots at locations

1, 2 and 3 are further presented in Appendix D.

Normalized flow speeds through aperture center of screens S3-A and S3-B

are presented in Figure 3.34. Fluid flow through S3-A shows similar trends

to S1-A and S2-A. However, fluid flow through S3-A attains maximum flow

speeds of roughly 1.5U∞, and very negligible flow speed reduction downstream.

For S3-B, fluid flow through screen again experiences region where it becomes

affected by presence of screen, and a decrease just before the increasing to

the peak flow speeds within screen aperture exit. Maximum aperture flow

speeds of about 1.2U∞ is attained. Downstream flow speeds drops up to

0.25U∞ at approximately X/M = 15, and returns to free-stream speed levels

at about X/M = 60. It is worth highlighting at this point that the similari-

ties in S1-A with S2-A, and S1-B and S2-B are noticed due to their relatively

close porosities, even though their wire diameter and aperture mesh width

are very different. For S1-A, S2-A and S3-A, maximum peak flow speeds at
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Figure 3.34: Normalized speed vs normalized distance for S3-A and S3-B

screen apertures appears to correlate with screen porosity (β) closely to within

Umax = U∞/β, while downstream flow speeds reduction appears to only attain

minimum reductions of Umin = 0.02U∞. For S1-B, S2-B, and S3-B, upstream

flow experiences a region where it is affected by presence of screen, where

flow speeds reduce momentarily, and peak flow speeds at screen aperture pro-

duces Umax = 1.3U∞, and does not correlate directly with porosity, however,

downstream flow speed reductions appears to correlate with the screen solidity

(1−β) to within Umin = (1−β)U∞, and strong effects of flow speed reduction

of wire screens are observed.
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Figure 3.35: Turbulent kinetic energy: S3-A plane-A3 and S3-B plane-B3

Figure 3.36: Turbulent kinetic energy at location 3: S3-A and S3-B

3.6.4 S3 Turbulent Kinetic Energy

Turbulent kinetic energy contour plots along plane-A3 and plane-B3 are as

shown in Figure 3.35, while a clearer look at the maximum values at the Y-Z

plane of location 3 is as presented in Figure 3.36.

To illustrate the flow phenomenon within the screen aperture, Figure 3.37

presents the turbulent kinetic energy of fluid flow through wire screens S3-A

and S3-B. Similar to S1 and S2, the first major difference in turbulence kinetic

energy results were found within the screen apertures. An observation is made,

that peak kinetic energy values at screen exit of S2-A approximately doubles

the values of S1-B. These trend was similar in S1 and S2, and these high kinetic

energy values can be associated with the grid domain sides of S1-A, S2-A and

S3-A, as it caused an interference and subsequent increase in local fluid kinetic
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Figure 3.37: Turbulent kinetic energy through screen aperture for S3-A and
S3-B

energies.

For S3-A, maximum flow kinetic energy values are located very close to the

slip wall boundary condition sides, and this affected local kinetic energies of

flows passing within the screens as maximum kinetic energy values increased

from inlet values abruptly. The implication of this is that averaged fluid ve-

locities and fluctuations within this location are much higher than fluctuations

within the fluid screen flow. However, for S3-B, maximum kinetic energy values

are limited to within screen aperture flow and close to screen edges. There-

fore, turbulent kinetic energies of fluid flow within screen apertures are much

smaller for S3-B compared to S3-A. Further implications of this observation

116



SIMULATIONS OF 3D SCREENS 3.6. SCREEN S3 RESULTS

is the fact that maximum flow speeds within screen apertures for S1-A, S2-A

and S3-A might be affected as a result of interference from sides of the domain

acting as a boundary condition, thereby presenting superfluous local peak flow

speeds at aperture exit.

3.6.5 S3 Turbulence Intensities Decay

Figure 3.38: Turbulence intensity decay for S3-A and S3-B

Turbulence intensity decay through screen S3-A and S3-B is presented in

Figure 3.38. Peak turbulence intensities of flow through S3-A occurred within

the screen aperture while peaks from S3-B occurred downstream, at approx-

imate distance of X/M = 7. Similar to cases of screen S1 and S2, the decay

rate of low turbulence flow through screen S3-B compared better to Roach
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model [1] than the decay through case S3-A.

3.7 Summary

From simulations carried out for the three different 3D woven wire mesh screens

possessing open area ratios of β = 49.38%(S1), 51.84%(S2), and 67.26%(S3),

modeled as presented within this chapter, the following observations and find-

ings are summarized;

1. For obtaining pressure drop of flow through woven wire screens, solv-

ing turbulent transport equations by modeling the dissipation term ε

replicates experimental results better than transport equations modeling

the specific dissipation term ω or utilizing transition models. The k − ε

turbulence model is suitable for this.

2. This approach therefore presents a computationally cost effective alter-

native to more expensive and highly accurate simulation models such as

the DNS (Direct Numerical Simulations), LES (Large Eddy Simulations),

LBM (Lattice Boltzmann Method) or DES (Detached Eddy Simulations)

approach.

3. CFD predicted flow loss coefficients while using the k − ε turbulence

model have the capacity to replicate experimental results within best

case scenario error margins of −0.5% (Grid A), 1% (Grid B) and worst

case error margins of −6.3% (Grid A) and 8% (Grid B).

4. Within the Reynolds number range tested, CFD predicted flow loss coef-

ficients also presents much better predictions when compared to the loss

coefficient correlation models of Wieghardt [157], Wakeland [156] and

Roach [1].

5. With the use of a computational grid possessing much extended domain

sides (S1-B, S2-B and S3-B), an estimate for flow speed reductions at
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downstream regions of wire screens is presented. This flow speed reduc-

tion is shown to correlate with wire screens solidity (1 − β) to within

Umin = (1 − β)U∞, and occurs mainly within downstream distances of

7 < X/M < 60 from wire screens. Therefore, for aerodynamic noise re-

duction applications, locating aerodynamic components within distances

of 7 < X/M = 60 downstream of wire screens is recommended.

6. Turbulent kinetic energy results shows that peak kinetic energy values at

screen exit of S1-A, S2-A and S3-A approximately double the values of

S1-B, S2-B and S3-B. These high kinetic energy values can be associated

with the grid domain sides, as the domain sides aided the increase in

fluid kinetic energy within the screen.

7. Implications of the observed rise in kinetic energies within screen exit for

S1-A, S2-A and S3-A is the fact that maximum flow speeds within screen

apertures for S1-A, S2-A and S3-A are affected as a result of interference

from sides of the domain, thereby presenting superfluous peak flow speeds

within the screen apertures.

8. Results from the turbulence decay of flow through screens tested show

that S1-B, S2-B and S3-B represented the popular turbulence decay cor-

relation model of Roach [1] much better than S1-A, S2-A, and S3-A for

the range of Reynolds number tested. Again, due to the interference of

the side wall boundary conditions on the fluid flow phenomenon through

woven wire screens in S1-A, S2-A, and S3-A, the use of an extended

sides fluid domain such as cases S1-B, S2-B and S3-B provides much

better comparison to the turbulence decay correlation model utilized for

downstream screen turbulence intensity decay.

9. Therefore, comparing results from the use of the two different computa-

tional grids utilized on screens S1, S2 and S3 in the course of the study

within this Chapter, an observation and inference is made, that compu-

tational grid B provides a domain case that is more suitable for woven
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wire screens analysis.
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Chapter 4

Numerical Analysis For 2D
Screens Identification
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4.1 Background and Aim

Utilizing Computational Fluid Dynamics (CFD) to numerically resolve fluid

flow through 3D realistic woven wire screens is problematic due to the fact

that generating high quality grids of sufficient density at regions of intersec-

tions between strands of wire weaves introduces complexities within these re-

gions [181]. Woven wire screens also possess relatively small thickness (stream-

wise direction length), thereby possessing very little contact surface region for

stream-wise flow, making it difficult to obtain quality grids needed to accu-

rately capture the boundary layer within this contact region without utilizing

advanced grid generation techniques [205]. Therefore, it presents a time de-

manding process towards achieving quality grid generation needed in order

to properly capture boundary layer flows within the contact surface region

and the region of wire strands intersection for realistic 3D woven wire screens.

While the CFD studies carried out in chapter 3 presents an approach of ana-

lyzing wire screens, the analysis would be highly suitable for stand-alone wire

screens, and would not be suitable for applications on 2D screen analysis.

Therefore, the aims of this chapter are;

1. A method for the simplification of 3D woven wire screens for 2D analysis

is presented

2. Based on comparisons with pressure drop values of 3D screens, suitable

geometric characteristics of a staggered array of 2D cylinder screen is

identified and presented.

3. Turbulence reduction of a 2D screen will be compared to downstream

turbulence reduction of a 3D screen and based on this conclusions are

drawn on the suitability of 2D screens acting as simplifications to 3D

woven wire screens.

For modest open area ratios of woven wire screens, an attempt is made

here to represent three dimensional woven wire screens in a simplified two

dimensional form as shown in Figure 4.1.
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Figure 4.1: 3D to 2D Simplified Screen

where D is wire diameter, A is open aperture size, P is longitudinal pitch

distance, and C is stream-wise pitch distance. Such a simplification is carried

out with the assumption that 3D woven wire screens consist of 3D cylinders

inter-twinned together to form a woven wire mesh screen, hence it’s simplifi-

cation as a 2D geometry becomes valid.

4.2 3D to 2D simplification concept

The concept that a 2D screen represents a sufficient simplification for 3D

screens is presented in the course of this chapter. The flow through such

a simplification can be viewed as flow through rows of 2D planar cylinders.

In so doing, a quick time saving approach is developed to account for the

physics of flows through woven wire screens possessing modest porosities and

low Reynolds numbers. This is potentially useful for practical applications,

where the effect of wire screens could be obtained by utilizing staggered screens

as a simplification.

Across a typical 3D woven wire screen configuration as shown in Figure

4.2, taking a 2D planar sectional view in the X-Z plane into consideration, one

can observe that the stream-wise pitch distance between each cylinder pair ’C’

shifts between 0 ≤ C
D
≤ 1 across a 3D screen aperture. On plane 1, C/D = 0

at the wire screen aperture center, and can be simplified by 2D representative

cylinders possessing an in-line configuration. While C/D = 1 on plane 2 at
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the wire screen aperture edge, or just at the end of an aperture, and at this

point the 3D screen can be simplified in a 2D view as an array of staggered 2D

cylinders. Implications of this is that the configuration will shift from an in-line

row arrangement (C
D

= 0) to a somewhat staggered row arrangement (C
D

= 1)

across a typical 3D wire screen aperture. The effect of such shifting across a

wire aperture is studied in this chapter for two dimensional six cylinder row

configuration.

Figure 4.2: Planes showing 3D screens to 2D screen simplification

4.3 Theoretical Background

For flow past cylinder pairs, vortex shedding patterns largely depend on a

characteristic spacing, i.e, the longitudinal pitch to diameter ratio P
D

[206, 207,

208], where the vortex shedding between cylinder pairs could predominantly

exist in a 180◦ out of-phase pattern or an in-phase pattern depicted by Figure.
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4.3.

(a) Out of-Phase Pattern 2 ≤ P
D ≤ 6 (b) In-Phase Pattern P

D > 6

Figure 4.3: Phase pattern of vortex shedding in the wake of cylinders

Experimental results [206] show that When P
D
≤ 1 the effect of interaction

between side by side cylinders becomes unnoticed and a single vortex wake

pattern exists for the cylinder pair. This can be viewed as a merging of cylin-

der pair wakes. For 1.1 < P
D
< 2, a clear off-phase or in-phase pattern is not

predominant, as cylinder pair close proximity still affects and distorts forma-

tion of patterned vortex shedding. However, Within this range an unsteady

flip-flopping pattern occurs between two quasi-stable asymmetric states. In

the range of 2 ≤ P
D
≤ 6, the vortex shedding pattern from a pair of side by

side in-line cylinder configuration becomes predominantly out of phase by ap-

proximately 180◦. Within this range the interaction between a side by side

pair of cylinder exists weakly, thus even though in-phase vortex shedding syn-

chronization might be in existence the vortex shedding are predominantly 180◦

off-phase. While for P
D
> 6, interaction between side by side cylinder pair does

not exist, and in this case vortex are shed in a synchronized in-phase pattern

predominantly.
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As enumerated previously, the aim of this current chapter is to characterize

3D realistic woven wire screen geometries as simplified 2D screen geometries

at low Reynolds numbers, thereby finding the most suitable 2D geometric

characteristic that best approximates a 3D realistic geometry based on flow

loss behaviors and isotropic turbulence characteristics. The most appropriate

2D screen geometry is realized by varying geometry characteristics in the range

0 ≤ C
D
≤ 1 and CFD results validated against NACA documented experiments

[176]. As highlighted previously, due to the time demand needed to achieve

quality grid generation for 3D realistic woven wire screens in order to accurately

capture boundary layer flows within the contact surface region and the region

of wire strands intersection, an appropriate 2D screen geometry potentially

aids fast turnaround CFD applications and results needed for studying the

effect of flow control and noise reduction studies on various 2D aerodynamic

shapes. Proof of concept studies can be performed utilizing 2D aerodynamic

shapes, and the effect of studying the application of woven wire screens applied

to 2D shapes becomes important for flow and noise control studies, as such, the

most suitable 2D woven screen that best approximates a realistic woven screen

would provide scientists and researchers with a good means of performing

aerodynamic flow and noise control studies utilizing 2D woven screens.

Figure 4.4: 2D Screen Configuration; 2.94 ≤ P
D
≤ 5.56 and 0 ≤ C

D
≤ 1
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2D Screens Tested
Sample D (mm) P (mm) P/D β (%)

1 0.43 1.27 2.94 43.56
2 0.14 0.47 3.36 49.38
3 0.18 0.64 3.57 51.84
4 0.19 1.06 5.56 67.26

Table 4.1: Geometric Characteristics of 2D Screen Samples

4.4 Numerical Set-up

In order to obtain CFD results, two dimensional unsteady simulations are

carried out.

4.4.1 Geometric Characteristics

A row containing six cylinders as shown in Figure 4.4 is simulated. Geometric

characteristics of the cylinders tested are as shown in Table 4.1. Simulations

are carried out for each row sample for a range of 0 ≤ C
D
≤ 1. It is pointed out

here that screen samples 1,2,3 and 4 refers to experimental screen C, screen F,

screen D and screen B of Schubauer[176] used for validation and comparison.

127



SIMULATIONS OF 2D SCREENS 4.4. NUMERICAL SET-UP

Figure 4.5: Numerical Grid showing Boundary conditions

4.4.2 Meshing and Boundary Conditions

Numerical grid generation was carried out using ICEM meshing software, and

grid sample showing applied boundary conditions as shown in Figure 4.5 was

utilized. Velocity inlet conditions were applied at the grid inlet, and pressure

outlet conditions applied at the grid exit. Slip wall conditions (no shear stress,

no flow-through) conditions were applied at the top and bottom sides, while

the cylinders had no-slip wall boundary conditions. Domain sizes of 20D ≤ Ly

and 575D ≤ Lx were utilized for all screen samples simulated.
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Figure 4.6: Turbulence model study

Figure 4.7: Static pressure drop against mesh volumes for screen sample 4
at ReD = 110 and C

D
= 0 using the standard k − ω turbulence model
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4.5 Results

Results from the turbulence model selection study, grid independence study,

flow loss coefficients, downstream turbulence intensities, turbulence reduction

factors and obtained vortex shedding patterns are presented within this section.

Figure 4.8: Comparison of Experiment and CFD prediction; K vs ReD

4.5.1 Turbulence Model Selection and Grid Indepen-
dence Study

In this study, the regimes of interest for fluid flow across screen samples 2,

3 and 4 are within the two regime wake where vortex street is laminar and

clearly alternating 40 ≤ ReD ≤ 150, while flow regime for screen sample 1 lies

within the transition range to turbulence within the vortex street 150 ≤ ReD ≤

300 [204]. An appropriate turbulence model selection study was carried out

for screen sample 4 utilizing a medium refined grid of 0.6 million cells. The

standard k − ω , Shear Stress Transport (SST) k − ω, standard k − ε, Re-
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Figure 4.9: Flow loss coefficient comparison with correlations

Normalisation Group (RNG) k − ε and realizable k − ε turbulence models are

utilized for test studies in order to capture the flow physics through an in-line

screen configuration at three different Reynolds numbers.

Screen flow loss coefficient were calculated at three different Reynolds num-

ber, and results of such studies of static pressure drop of screens compared to

experiment [176] are presented in Figure. 4.6

Turbulence studies show that the SST k − ω turbulence model provides

the most reflective comparison to experiment, hence this turbulence model

was utilized for all subsequent analysis with low Reynolds number correc-

tions, and production limiter. The SIMPLE pressure-velocity coupling scheme

was utilized, with least squares cell based gradient spatial discretization, sec-

ond order discretization for pressure, second order upwind discretization for

momentum, turbulent kinetic energy and specific dissipation rate. Pressure

under-relaxation factor of 0.2 was utilized, with 0.5 for momentum, 0.6 for

turbulent kinetic energy and 0.6 for specific dissipation rate under-relaxation

131



SIMULATIONS OF 2D SCREENS 4.5. RESULTS

factors. y+ ≈ 1 were maintained on all screen surfaces, and time-step for un-

steady analysis was such as produced average CFL number of less than one for

all grids, and which also resulted in having a minimum of 30 period cycles per

time-step based on cylinder Strouhal number of 0.2. Turbulence intensity at

inlet boundary condition was chosen as to match experimental utilized turbu-

lence intensities, where as low as 0.02% were utilized during the low speed wind

tunnel tests. Therefore, from experimental results, inlet turbulence intensities

of within 0.7%, 0.8% and 1% were sufficient for CFD simulations.

Grid independence studies were carried out for screen samples 1-4 tested.

Results for screen sample 4 is as shown in Figure 4.7.

Grid volumes were generated for screen samples with approximately 1mil-

lion cells, as this proved sufficient enough to capture flow details of vortex

streets, and static pressure drop characteristics.

4.5.2 Flow Loss Coefficient

Validation of the numerical code implemented was benchmarked against doc-

umented NACA experiments carried out by Schubauer et.al [176].

Loss coefficients of screen samples are presented as shown in Figure 4.8,

where CFD predicted results are compared with experiments.

As screen geometric characteristics are altered, switching from an in-line

geometry C/D = 0 to a off-line staggered geometry 0 < C
D
≤ 1, varying results

are obtained for the same flow conditions. CFD results of screen sample 3

(screen D) showed much better comparisons within the range 0.4 ≤ C
D
≤ 0.6,

with agreements up to−12.2% obtained for C/D = 0.4 and−13.4% for C/D =

0.6. Screen sample 4 (screen B) results show a −8.5% agreement for C/D = 0.4

and result of −9.3% agreement for C/D = 0.6. Similar reflective results were

obtained for screen samples 1 and 2 as shown in Figure 4.8. Therefore, a

trend is established, were it is observed that better flow loss characteristics

are obtained for the range of 0.4 ≤ C
D
≤ 0.6. Results show this trend exists

because as screen geometry changes within the range of 0 < C
D
≤ 1, near-field

downstream wake pressure values are altered, resulting in a reduced pressure
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field in this wake region, where the reduced pressure field are strongest for

screen geometry within the range of 0.4 ≤ C
D
≤ 0.6, thereby invariably causing

better reduced loss coefficient values for this geometry range. Therefore, flow

loss coefficient results showed better comparisons to experiments within 0.4 ≤
C
D
≤ 0.6.

Comparison between CFD predicted flow loss coefficients and some exist-

ing semi-empirical correlations are also carried out as shown in Figure 4.9 for

screen samples simulated. Screen samples with C/D = 0.4 has been used

for comparisons as this configuration showed to represent a 3D screen better

than other configurations. Loss coefficients for screen sample 1 showed that

Wakeland’s [156] semi-empirical correlation predicts loss resistance within the

range of Reynolds number tested with error margins of ±6%, Wieghardt’s [157]

correlation under predicted to within −15.6%, the Roach [1] correlation over

predicts to within 6.2%, while CFD prediction for C/D = 0.4 under predicted

to within −8.2%. Screen sample 2 results showed Wakeland’s correlation over

predicting by up to 18.6%, Wieghardt’s correlation over predicting by up to

14%, Roach correlation over predicting by up to 21.2%, while CFD under pre-

dicted by −12.6%. For screen sample 3, Wakeland’s correlation over predicted

up to 20.4%, Wieghardt’s correlation over predicted by 17.1%, Roach corre-

lation over predicted by 23%, while CFD under predicted by up to −12.2%.

comparisons for screen sample 4 shows under prediction using the Wakeland’s

correlation to within −6%, Wieghardt’s correlation predicting with accuracy

of ±1.26%, Roach correlation over predicting up to 9.8%, while CFD under

predicted within −8.5%. Taking these compared predictions into considera-

tion, it becomes clear that the CFD prediction approach presents better results

when compared to semi-empirical models within the range of Reynolds number

tested.

4.5.3 Turbulence Intensities

Green et.al [181] performed numerical laminar flow simulations for flow through

three dimensional woven fabrics, and achieved favorable comparisons of flow
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Figure 4.10: Axial turbulence intensity 556D downstream screen 4

loss coefficient with the experimental report of Schubauer et al [176], but the

reported numerical work lacked turbulence characteristics comparisons due to

the laminar flow model utilized.

CFD informed axial turbulence intensity prediction was carried out, and

results are as presented in Figure 4.10. The comparison of experimental to

CFD axial turbulence intensity prediction was carried out at 556 wire diameter

downstream of screen sample 4. In the range of Reynolds number tested, axial

turbulence were predicted to within ±10% difference to experimental values.

Geometric configurations for C/D= 0.4 and 0.6 yielded better comparisons

when compared to other configurations.

4.5.4 Turbulence Reduction Factor

Turbulence behavior far downstream of wire screens are expected to be isotropic

in nature as documented experimental results have shown [1, 162], where decay

of progressive turbulence could be regarded as an isotropic decay. Compar-

isons with semi empirical isotropic turbulence reduction correlation models is

carried out and results are as shown in Figure 4.11. The Prandtl [173], Collar

[174], Dryden and Schubauer [161] correlation’s are utilized for comparison

with CFD predicted axial component of turbulence reduction factors. As seen
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Figure 4.11: Reduction factors for axial component of turbulence

from Figure 4.11, results for screen samples 2, 3 and 4 show good agreement

with expected component of turbulence reduction factors. Experimental re-

sults of NACA [176] particularly showed good agreement with axial turbulence

reduction factors when the Dryden and Schubauer [161] correlation was uti-

lized for comparison between experiments and correlation of screen samples.

Hence, an observation and conclusion that the 2D screens CFD informed re-

duction factors compare very well to reduction factors using the Dryden and

Schubauer [161] correlation.

4.5.5 Vortex Shedding Phase Patterns

Vortex shedding patterns were analyzed for all screen samples tested. The

vortex shedding pattern for screen sample 4 (screen B) having P/D = 5.56,

and 0 ≤ C
D
≤ 1 is as shown in Figure 4.12 and Figure 4.13. As shown in
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Figure 4.12: Instantaneous vorticity magnitude of wake flow past screen
configuration Re = 120, D = 0.1905mm, P/D = 5.56 and 0 ≤ C

D
≤ 1

the Figures, when cylinders possess an in-line configuration C
D

= 0, the vortex

shedding pattern from adjacent cylinders are predominantly 180 degree out of

phase, which is rightly expected for this range of P/D = 5.56, where inter-

action between adjacent side by side cylinders are rather weak, and as such

vortex shedding from each cylinder are not affected by the existence of vortex

shedding from adjacent cylinders. Experimental [208, 209] and numerical [210]

documented results have shown similar vortex shedding trends for this range

of P/D. However, as the configuration changes, i.e 0.4 ≤ C
D
≤ 1, there exists

a slight shift in the vortex shedding pattern from adjacent cylinders, with the

vortex shedding pattern alternating between an in-phase pattern and off-phase

pattern for some configurations. For C
D

= 0.2, the cylinders vortex shedding

pattern remain predominantly 180◦ out of phase, as shown in Figure 4.12 (b).

When 0.4 ≤ C
D

, an in-line pair of vortex shedding pattern exists within the flow
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Figure 4.13: Unsteady streamlines of wake flow past screen 4; Re = 110,
D = 0.1905mm, P/D = 5.56 and 0 ≤ C

D
≤ 1

pattern as shown in Figure 4.12 (c)-(f), also illustrated in Figure 4.13. As the

screen geometry changes within 0.4 ≤ C
D
≤ 1, the slight vortex shedding pat-

tern alteration from a well patterned off-phase to a somewhat in-phase pattern

equally aids reduction of pressures within the cylinder near-field wake region.

This pattern effect is evident within 0.4 ≤ C
D
≤ 1. Figure 4.14 shows the out

of phase vortex shedding patters well expected, while Figure 4.15 presents the

equivalent time-averaged (mean) vortices’s.

Therefore, for a typical 3D configuration of wire mesh screen, having 0 ≤
C
D
≤ 1 across the wire screen, one might expect the vortex shedding pattern

to deviate slightly from patterns expected from a regular 3D cylinder config-

uration. This could possibly be connected to the documented [176] NACA

technical report, where it was found that the critical Reynolds number for

which eddy begins to shed from cylindrical wire mesh screens deviated from

those expected for a single cylinder geometry.
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Figure 4.14: Unsteady streamlines of wake flow past screen 4; Re = 110,
D = 0.1905mm, P/D = 5.56 and 0 ≤ C

D
≤ 1

Figure 4.15: Time-Averaged streamlines of wake flow past screen 4; Re =
110, D = 0.1905mm, P/D = 5.56 and 0 ≤ C

D
≤ 1
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4.6 Summary

In this chapter, studies were carried out in order characterize 3D wire screens

using simplified 2D screen geometry configuration approach. The following

presents highlighted summary of this research;

1. 2D screen configurations in the range of 0 ≤ C
D
≤ 1 were simulated and

studied with experimental flow loss characteristics and isotropic turbu-

lence behavior utilized as benchmark for validating numerical studies.

2. For modest open area ratio’s, 2D geometry of staggered cylinders can

represent realistic 3D woven screens within a range of C/D ratios.

3. CFD predicted flow loss coefficients from 2D geometry characteristics

yields better agreement to experiments when compared to some existing

semi-empirical correlations.

4. The nature of isotropic turbulence downstream of a screen was also well

predicted, and comparisons of CFD predicted turbulence reduction fac-

tors to a selected semi-empirical correlation model showed good agree-

ment.

5. 2D screen geometries possessing 0.4 ≤ C
D
≤ 0.6 showed better represen-

tation to 3D experimental results, therefore, for 2D simplified analysis

of a woven wire screen, better flow characteristics can be obtained when

the range 0.4 ≤ C
D
≤ 0.6 is utilized, compared to an in-line simplified

cylinder configuration.

6. For staggered arrangement of 2D cylindrical screens, as screen geometries

shift within 0.4 ≤ C
D
≤ 1, a slight vortex shedding pattern alteration

from a well patterned out of-phase to a somewhat in-phase pattern is

introduced.

Generally, 2D screen geometries possessing 0.4 ≤ C
D
≤ 0.6 have shown to

possess much better representation to experimental results. This geometry
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range is hereby recommended for use in applications and analysis involving 2D

shapes where flow and noise control studies are of significance.
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Chapter 5

Modeling 3D Woven Wire Mesh
Screens for Noise Control
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5.1 Background and Aim

Noise reduction capabilities of woven wire mesh screens are further investigated

within this chapter, with the aim of potential application towards low noise

treatments of aircraft landing gears.

In chapter 3, simulations of stand-alone woven wire screens were carried

out, where a suitable turbulence model and domain boundary condition con-

sideration needed to reflect a realistic screen configuration was proposed. How-

ever, the numerical simulations of woven wire screens as add-ons for low noise

treatments of complex geometries like an aircraft landing gear, presents a chal-

lenging computational exercise due to the following reasons;

1. Length scales within the landing gear geometry fluid dynamics are very

different to the length scales for flow through the woven wire mesh

screens. The woven wire screens in context would sometimes possess

characteristic wire diameters of less than 0.2mm, which in most cases

is over 600 times smaller than the characteristic length associated with

strut diameters of landing gears.

2. Due to these large differences in length scales, generating CFD computa-

tional grids of sufficient quality needed to capture realistic fluid dynamics

features of the flow through wire screens upstream or wrapped around

landing gear geometries becomes very challenging, and in some cases,

impossible.

3. For landing gears noise studies and far-field propagation, the computa-

tional flow domain requires an unsteady flow field analysis, which is time

consuming, and the added smaller length scales of the woven wire screens

would result in a much more expensive computational task.

Therefore, in view of these reasons, an alternative low computational cost

and CFD computational grid friendly approach that replicates the effect of

woven wire screens as add-on low noise treatments for realistic and complex

geometries like landing gears is needed.
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This chapter aims to provide an alternative modeling approach for the

implementation of woven wire screens within a computational flow domain.

This numerical modeling of woven wire mesh screens is implemented by

making use of porous zones that are modeled within the flow domain in such

a manner that these porous zones would account for the pressure drop effects

∆Pe and turbulence alteration effects Te of woven wire mesh screens. The

pressure drop effect ∆Pe is introduced by making use of a Volume Averaged

Method (VAM) within the CFD solver, which introduces sink terms into the

Navier-Stokes Equations. Semi-empirical flow loss properties of wire screens

are utilized within the sink, and tests are further conducted in a closed test

section wind tunnel facility in a bid to generate model fit curves of flow re-

sistance as a function of porosity for wire screens, and to compare its flow

loss properties to the semi-empirical derived values. Turbulence alteration

characteristics Te are introduced by further injecting turbulence suppression

sinks within the porous zone. A landing gear strut section, represented as a

simple H strut unit is used to test this numerical approach methodology and

is therefore simulated for turbulence induced noise generation and propaga-

tion using the Improved Delayed-Detached Eddy Simulation (ID-DES) which

is coupled to the Ffowcs Williams-Hawkings (FWH) acoustic analogy for far-

field noise propagation. Results of this simulation methodology are validated

using documented experimental results performed in the framework of the Eu-

ropean project TIMPAN (Technologies to IMProve Airframe Noise), carried

out in NLR (National Aerospace Laboratory) anechoic wind tunnel, where wo-

ven wire screens intended for landing gear noise reduction applications were

tested.

The macroscopic flow model, which uses a Volume-Averaged Method (VAM)

equation within a porous media zone [186, 187] presents a relatively less expen-

sive approach which is preferable for fast turn around analysis. Therefore, the

approach adopted within this paper will be based on the macroscopic Volume

Averaged method (VAM) applied for the specific nature of woven wire screens.

From the physics of flows through perforated screens or woven wire screen
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sections, the major effects of screens on the fluid flow is the introduction of a

pressure drop effect ∆Pe, turbulence alteration effect Te and the screens self

noise effect Ne when noise propagation studies are needed [9, 80]. The pressure

drop effect ∆Pe and turbulence alteration effect Te will be the main focus of

the research presented within this chapter.

5.2 Theoretical Background

The pressure drop effects and turbulence alteration utilized within the porous

zone mimicking a woven wire screen is presented within this section.

5.2.1 Pressure Drop Effect (∆Pe)

The pressure drop effect introduced by the presence of a woven wire screen will

be estimated using the Idelchik’s semi-empirical model [18] shown in Equation

5.1.

K = KmeshKRe(1− β) +

(
1− β
β

)2

, ReD ≥ 400 (5.1)

Where woven wire constant Kmesh = 1 for new screens and wire Reynolds

number factor KRe = 1 as recommended. This relationship is reported to be

independent of Reynolds number within ReD ≥ 400.

The non-dimensional relationship between screen flow loss coefficient of

wire screens, static pressure drop and dynamic pressure through screens pre-

sented in Equation 5.2 will be used for pressure drop to flow loss calculations.

K =
∆P

0.5ρU2
∞

(5.2)

Where K is the flow loss coefficient, ∆P the static pressure drop through

screen, ρ the fluid density, and U∞ the free stream velocity.

5.2.2 Turbulence Alteration effect (Te)

Mesh screens possess turbulence alteration effects in the form of turbulence

suppression effects which are also known to depend on the flow loss coefficient of
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such screens [161, 162, 163, 164, 165]. At the immediate downstream near field

wake region of screens, turbulence exits in an anisotropic form with intensities

much higher than upstream intensities. Batchelor et.al [166, 167] reported

on the decay of isotropic turbulence in the initial decay period and the final

decay period, thus resulting in the knowledge that a decay region exists further

downstream far-field, where anisotropic intensities begin to reduce rapidly and

turbulence returns to a near isotropic state.

The Dryden and Schubauer[161] Equation 5.3 for axial component of turbu-

lence reduction factor will be used for the modeling approach proposed within

this chapter.

fu =
1√

1 +K
(5.3)

Experimental results of NACA [176] particularly showed good agreement

with axial turbulence reduction factors when the Dryden and Schubauer [161]

correlation was utilized for comparison between experiments and correlation

of screen samples. Therefore, for the purpose of numerical modeling for tur-

bulence alteration effects, the Dryden and Schubauer [161] correlation will be

imposed as a sink term for turbulence intensities at the virtual zone of interest.

5.3 Modeling Approach

Attempts to numerically simulate or resolve the application of wire screens

for landing gear noise reduction effects presents a highly expensive task for

CFD/CAA experts and engineers till date, due to the very fine grid resolution

implication and computational costs required to actually resolve or simulate

the physical wire screen within a CFD flow domain at such large scale and at

close proximity to the landing gear.

Therefore, within this research framework, focus is directed on implement-

ing an alternative approach, where numerically modeling the effect of wire

screens is proposed and adopted by introducing a virtual porous zone within

the CFD flow domain as shown in Figure 5.1, where pressure drop character-

istics ∆Pe, velocity modification effect Ve, turbulence alteration effect Te and

145



MODELING 3D WIRE SCREENS 5.3. MODELING APPROACH

self noise effect Ne of such wire screens can be subsequently imposed. This

porous zone can be selected so as to possess similar geometric characteristics,

such as length and thickness of a a physical wire screen.

Figure 5.1: Simulating a Physical Wire Screen vs Modeling a Virtual Wire
Screen as a Porous Zone

These characteristics, such as pressure drop ∆Pe, velocity modification Ve,

turbulence alteration Te and self noise Ne will be introduced within the virtual

wire screen porous zone one after the other within the CFD domain, and the

effects of this introduction studied and discussed.

To account for these characteristics, the pressure drop characteristics ∆Pe

is introduced by using a Volume Averaged Method within the CFD solver,

which introduces sinks into the Navier-Stokes Equations. Empirical flow loss

properties of wire screens are utilized within the sink, and experiments are

further conducted in a closed test section wind tunnel facility in a bid to

generate model fit curves of flow loss resistance as a function of porosity for

wire screens, and to compare its flow loss properties to empirical derived values,

where the effectiveness and suitability of each approach are discussed. For the

empirical flow loss properties, Idelchik’s relation [18] is used to model the flow

loss resistance within the porous wire screen zone. Velocity modification Ve

and turbulence alteration effects Te will be introduced by further injecting

turbulence characteristics.

Figure 5.2 shows a 2D representative of a square weave wire screen, where

the open area ratio (Porosity) is calculated making use Equation 5.4. Where
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D is wire diameter, and M is the length of open aperture (Mesh Width), and

β = Open Area Ratio (Porosity).

Figure 5.2: Representative Square Weave Wire Screen

β =
M2

(M +D)2
(5.4)

Of the four characteristics mentioned, the pressure drop effect ∆Pe can be

evidently applied, however, the velocity modification Ve characteristics appears

to be embedded to a large extent within the turbulence alteration character-

istics Te. Hence, for the purpose of this research study, focus and priority is

placed on modeling the pressure drop characteristics ∆Pe and the turbulence

alteration characteristics Te.

5.4 Loss Coefficient Test

Tests were conducted in a closed test section wind tunnel facility in order to

generate model fit curves of flow loss resistance K as a function of porosity β

for wire screens, and in so doing, compare the acquired flow loss properties to

the Idelchik [18] semi-empirical derived values.

147



MODELING 3D WIRE SCREENS 5.4. LOSS COEFFICIENT TEST

5.4.1 Loss Coefficient Test Facility

Schematic representation of the wind tunnel facility utilized for the flow loss

coefficient tests is as shown in Figure 5.3, which comprises of a closed rectangu-

lar test section of 125mm × 12.5mm × 34mm long polycarbonate transparent

material, possessing a thickness of 12mm. Within the test section, holes were

drilled, to enable the insertion of two pressure taps having 3mm outer diame-

ter, which were used for pressure drop measurements across the wire screens.

The pressure taps were made from brass tubing, and both possessed 3mm

and 2.5mm outer and inner diameters. These taps were drilled and carefully

dressed. Holes of similar dimensions were drilled for the insertion of hot wire

probes for fluid flow velocity measurements, and temperature probes for fluid

flow temperature monitoring, as shown in Figure 5.4. Hot wire anemometer

(HWA), which utilizes the principle of forced convection giving rise to a change

of electrical resistance of hot filaments, are used to determine the relative flow

velocity within the experimental test section. Voltage readings during calibra-

tion and testing were recorded from the hot wire probe through a 4m VNC

cable connected to a Dantec Dynamics Streamline Frame 90N10.
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Figure 5.3: Wind Tunnel Schematic (Dimensions in mm)
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Figure 5.4: Wind Tunnel Test Section View

5.4.2 Loss Coefficient Test Procedure

The major aim of the loss coefficient test conducted herein was to extract

flow loss measurements for wire screens, and in so doing, compare the results

with empirically predicted results, particularly when these results are further

imposed within a virtual wire screen zone of a computational fluid dynamics

(CFD) domain. This would enable a better insight as to the performance of

wire screens when modeled as per the approach proposed above. In terms of

flow resistance, the first effect of a wire screen will be to impose a differential

pressure drop proportional to the square of the flow velocity, also refracting the

impinging incident flow toward the local normal to the screen [160]. Therefore,
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in order to measure accurate static pressure drops, pressure taps were located

along the length of the test section, at upstream and downstream locations.

The boundary layer effect of the test section walls were found to be about 18%

of its height, hence all measurements were taken within the potential core of

the tunnel test section. Pressure drop measurements were recorded via rub-

ber tubing connection from the pressure taps to a digital micro-manometer

(Finness Controls Limited, FC0510), which measures average pressure differ-

ential across a time period. Tubes from upstream and downstream pressure

taps were fed into the positive and negative terminals of this device, and the

pressure differential across the wire screen for varying wind tunnel fan flow

speeds were recorded. The wire screen samples are mounted at the desired

test location by means of a wire screen holder frame which rigidly holds the

screen in place, as shown in Figure 5.4. For the purpose of this analysis, effect

of the holding frame on the open area ratio of the wire screens were neglected.

Dantec Dynamics miniature hot wire probes were utilized (55P15 configura-

tion) during this test campaign. The hot wire probes were carefully calibrated

before usage within the wind tunnel test section. Readings were fed through

the National Instruments data acquisition device, PXI 1002 and processed

using the Streamware software. A LabView program was used to control the

fan flow speed, by controlling it’s voltage output, which had a range of 0-9

Volts, and was also used for data collection. Data were recorded for a sample

size of 500,000 and a sampling rate of 100 kHz. Hot wire probe readings, as

well as pressure drop readings were recorded at positions 40 mm, 50 mm, 60

mm, 70 mm and 80 mm from test section walls in order to avoid boundary

layer effects on measurements.

The physical characteristics of wire screen samples tested are shown in

Table 5.1. Square weave wire screens and a twill weave screen are tested with

the aim of correlations for flow loss coefficient.
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Wire Screen Samples Tested
Sample M(mm) D(mm) β(%) Wire Count Weave Type
1 0.178 0.14 31.3 80× 80 Twill Weave
2 0.318 0.19 39.2 50× 50 Square Weave
3 0.939 0.331 54.7 20× 20 Square Weave
4 0.746 0.1 77.8 30× 30 Square Weave

Table 5.1: Physical Characteristics of Wire Screen Samples Tested

5.5 Loss Coefficient Results

To obtain results for flow loss coefficients (K) of wire samples, a linear re-

gression fitting of data points was achieved by correlating pressure drop (∆P )

measurements with dynamic pressure measurements (0.5ρU2
∞). The data re-

gression lines and computed loss coefficients for all tested wire screen samples

are shown in Figure 5.5. The correlated values of loss coefficients K, and the

fitted data R2 are clearly shown within the Figure 5.5.

Figure 5.5: Measured Loss Coefficient for Wire Screen Samples Tested
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A comparison between the measured loss coefficient values and predicted

values obtained when using the Idelchik [18] semi-empirical model for wire

screens is carried out and presented in Figure 5.6. It can be observed that

fairly good agreement exists between measured loss coefficients and Idelchik’s

relationship for the range of screens tested. The measured values roughly fol-

lowed the empirical model. Previous measurements of wire samples carried

out by Oerlemans [19] showed that this empirical relation was agreeable as

β > 0.4%, and less agreeable as β < 0.4%,. A possible reason for the discrep-

ancies within some porosity range could be the assumed values of wire screen

dependent constant Kmesh, where a value of Kmesh = 1 had been recommended

for use for new wire screens.

Figure 5.6: Comparison of Measured and Idelchik’s prediction model[18] (K
vs β)

5.6 Computational Approach

The computational methodology utilized within this study is carried out by

implementing the Improved Delayed Detached Eddy Simulation (IDDES) as

used by Dahan et al.[105], for a hybrid CFD-FWH coupled technique of com-

putational aeroacoustics analysis of a full scale simplified model landing gear

strut as shown in Figure 5.7. This turbulence model has shown to produce

good results at modest computational cost when coupled with the Ffowcs

Williams-Hawkings (FWH) acoustic analogy for external aeroacoustics noise

predictions. The sound generation mechanism and near field of the landing
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gear strut can be computed with this turbulence model, while far field receiver

acoustic results are computed using the impermeable FWH analogy.[98]

5.6.1 Implementing The Volume Averaged Method (VAM)

The routinely applied two step modeling process for Unsteady CFD analysis

is carried out here, where initialization of the unsteady flow field is carried out

using a converged steady RANS flow field simulation. The k − ω shear stress

tranport (SST) RANS model is implemented for this task. Care is taken to

ensure the average boundary layer y+ values are less than 1. Velocity field at

inlet boundary condition is taken to be uniform, with a value of U∞ = 70m/s

(Ma ≈ 0.2). Outflow boundary condition is imposed at the outlet, while a

no-slip boundary condition is imposed on the floor so as to correspond ex-

perimentally to the tunnel floor. Within the computational domain, a zone

is adapted for the introduction of correction sinks[196]. The volume aver-

aged macroscopic flow model (VAM), which uses a volume-averaged modified

Navier-Stokes equation within the virtual screen porous zone is implemented.

The Porous zone is modeled by the addition of a momentum correction terms

to the standard Navier-Stokes fluid flow equations. The correction term is

composed of two parts, a viscous loss term, and an inertial loss term, as shown

in Equation 2.69.
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5.6.2 Computational Domain and Grid

Figure 5.7: H-strut geometry representing a simplified LG strut

Figure 5.7 shows the geometric features of the simplified landing gear strut

unit utilized during the test campaign of Oerlemans [80]. This configuration

was adopted for numerical simulations carried out within this chapter.

Table 5.2 shows the computational grid levels utilized for this study. Two

unstructured grids and a structured grid was utilized in the course of this study,

where the grids were tested for suitability. An example of the structured grid

C utilized is as shown in Figure 5.8.

Mesh Grid Levels
Grid Type Min Cell Size Lx(mm) Ly(mm) Lz(mm) Cell Count

A Unstructured 0.05Lw 18Lw 9Lw 14Lw 13.5× 106

B Unstructured 0.04Lw 18Lw 9Lw 14Lw 18.5× 106

C Structured 0.01Lw 16Lw 8Lw 14Lw 12.5× 106

Table 5.2: Computational grid levels utilized for study

155



MODELING 3D WIRE SCREENS 5.7. COMPUTATIONAL RESULTS

Figure 5.8: Structured grid utilized for H-strut

5.6.3 Acoustic Propagation

The Ffowcs Williams and Hawkings (FW-H) analogy is utilized for far-field

noise propagation, with the re-formulated analogy by Farassat[211] as imple-

mented within Ansys FLUENT commercial CFD code. Far-field receivers are

defined at locations as shown in Figure 5.9, which is similar to the microphone

array location of TIMPAN reported tests [80] used for validation of this study.

Fluctuating pressure data from the strut unit is used as input to the FW-

H analogy, where the integration region is taken as the impermeable surface

coinciding with the strut surface.

Figure 5.9: Schematic of computational domain showing microphone location

5.7 Computational Results

Computational aeroacoustic results will be presented in the following order;

1. CAA Baseline H-Strut (No Modeling Implemented)
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2. CAA-VAM (K Semi-Empirical Model vs Measured K Implementation)

3. CAA-VAM (K Semi-Empirical Model Implemented)

4. CAA-VAM (K Semi-Empirical Model + Turbulence Suppression Imple-

mented)

5.7.1 Baseline Case (No Modeling Implemented)

The Improved-Delayed Detached Eddy Simulation (IDDES) was initialized

from Steady k−ω RANS turbulence model simulations, which were conducted

for numerical unstructured grids A, B and structured non-conformal multi

block grid C shown in Table 5.2. Comparison of solutions obtained for the

three different grid densities was performed and assessment of convergence

were carried out for the steady simulations based on evolution of residuals,

thereby forming a basis for proceeding with grid C for acoustic propagation

analysis.

5.7.1.1 FW-H Results

Acoustic results obtained are compared against documented experimental cam-

paign of Oerlemans [19], where acoustic tests were performed in an anechoic

wind tunnel for wire screens intended for landing gear noise reduction applica-

tions. Out-of-flow microphone array were utilized so as to localize and quantify

noise sources on a H-strut model with geometric features previously shown in

Figure 5.7.
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Figure 5.10: Acoustic result for Baseline Single H-Model Strut with No Wire
Screen (ReLw = 2.5× 105, α = 0)

An assessment of the capability of predicting the baseline noise from H-strut

model without a porous modeling zone implemented is carried out. Propagat-

ing far-field noise from the simplified landing gear H-strut unit using FWH im-

permeable acoustic analogy produced results which were compared as shown

in Figure 5.10. Observation of the comparison between experimental base-

line H-model strut noise propagation, and numerical prediction making use of

the Volume-Averaged IDDES-FWH technique for three different mesh density

levels (Mesh A, Mesh B, and Mesh C), shows that within a low frequency

range, good prediction of noise levels were achieved with all three mesh levels,

however, a better trend of prediction was achieved with Mesh C. Although

being more computationally demanding, it predicts noise levels better when

compared to an unstructured grid. This trend was also observed at higher fre-

quencies, which further emphasizes a structured grid’s superiority. Comparing
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1/3 Octave band results for the baseline H strut, vortex shedding peak’s of

111.50 dB, 118.5 dB and 123.52 dB were predicted by Mesh A, B and C re-

spectively, compared to experimental peak of 120.41 dB. Mesh A predicted its

peak at 1/3 octave band frequency of 500 Hz, mesh B predicted it’s peak at

400 Hz, while mesh C predicted its peak at 1/3 octave band frequency of 160

Hz, which compares with experimental measured vortex shedding peak at a

1/3 octave band frequency of 160 Hz.

The experimental anechoic chamber where Oerlemans [19] tests were car-

ried out had a cut-off frequency of around 500Hz, therefore, they performed

some correction effects for all noise results below 500Hz. This could possible

explain the deviation and relatively poor comparison of acoustic results from

Mesh grid sample A, B and C for frequencies below 500Hz. For frequency

range within 500-20000Hz, mesh grid C produced comparisons within ±9 dB

of experiments. Hence, subsequent simulations are carried out making use of

mesh grid C.

Comparison of Experiment to Numerical Vortex Shedding Peaks
Vortex Shedding Peak Frequency

NLR Experiment 120.41dB 160.0Hz
Grid A 111.50dB 500.0Hz
Grid B 118.54dB 400.0Hz
Grid C 123.52dB 160.5Hz

Table 5.3: Comparison of Experiment to Numerical Vortex Shedding Peaks

5.7.2 Comparing Experimental vs Empirical Pressure
drop Implementation

A comparison of implementing Idelchik’s empirical model for thin flat screens

within a porous zone and loss coefficient values measured within this test

campaign is carried out, and is shown in Figure 5.11. Wire screen sample 1 of

porosity 31.3% is used for this analysis.
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Figure 5.11: Comparing Spectra of Semi-empirical vs Measured Pressure
Drop Implementation for β = 31.3%

From the result presented, there exists a trend of similarity in predictions

between implementations when using Idelchick’s model for flow loss coefficient

and the measured correlated flow loss coefficient. Idelchik’s empirical model

predicted greater noise reduction at lower frequencies compared to predictions

using the measured values, yet the trend across the acoustic spectrum depicts

that for the 31.3% porosity wire screen, one could use either the Idelchik’s

empirical model or the measured flow loss coefficient in modeling the porous

zone within a numerical flow domain. Therefore, for numerical modeling, no

gain whatsoever is achieved by carrying out an experimental test in order to

obtain pressure loss coefficients of wire mesh screens as against making use

of empirical models. Hence, subsequent pressure drop characteristics within

porous zones will be implemented using the Idelchick’s model for flow loss

coefficient.

5.7.3 CFD-VAM (Pressure Drop) Implemented

Pressure drop is implemented by making use of sink correction terms for re-

sistance drop as discussed previously and the empirical flow loss resistance

of Idelchik [18] for which flow loss resistance becomes independent of flow

Reynolds number for Red ≥ 400.
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5.7.3.1 FW-H Results

Acoustic results are compared against experimental results of Oerlemans [19]

as shown in Figure 5.12

Comparisons carried out in Figure 5.12 is for an experimental geometric

linear wire screen against a linear virtual porous wire screen as implemented

within the numerical domain. For the CFD-VAM (Pressure Drop) modeling

approach, a substantial drop in sound pressure levels is observed, with a strong

over-prediction of noise reduction within the low to mid frequency range, and

relatively no noise reduction at higher frequency. A comparison of the noise

reduction achieved experimentally to the equivalent reduction achieved numer-

ically is presented in Figure 5.13

Figure 5.12: Implementing Mesh Screen: (a)Experiment [19] (b) CFD-VAM
(Pressure Drop) (SPL vs 1/3 Octave Band) (70m/s, α = 0)
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Figure 5.13: Noise reduction from experiment [19] compared with CFD-VAM
(Pressure Drop) (∆SPL vs 1/3 Octave Band) (70m/s, α = 0)

From observations, the CFD-VAM (Pressure drop) over-predicts a reduc-

tion in noise between 125Hz and 500Hz, with best case comparisons to experi-

ment of 3dB and under-predicts reductions between 500Hz and 12500Hz with

best case comparison to experiment of 12dB, while beyond 12500Hz it does

not account for the strong tonal effects of the self noise of wire screens.

5.7.4 CFD-VAM (Pressure Drop + Turbulence Alter-
ation) Implemented

In addition to the pressure drop, a turbulence alteration effect is implemented

in the form of a turbulence suppression effect as discussed earlier. This tur-

bulence suppression effect is modeled as a sink term for the turbulent kinetic

energy within the porous zone of interest. The Dryden and Schubauer [161]

correlation is hereby utilized as sink terms for turbulence intensities at the

virtual zone of interest. It is worth pointing out again that the experimental

campaign of NACA [176] particularly showed good agreement for axial turbu-

lence reduction factors using the Dryden and Schubauer [161] correlation for

comparison between experiments and correlation of screen samples. Therefore,

to numerically model for turbulence alteration or suppression effects, the Dry-

den and Schubauer [161] correlation is imposed as a sink term for turbulence

intensities by implementing a sink effect for turbulent kinetic energy within

the porous zone of interest. Therefore, two different sink terms are utilized, a
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porous pressure drop sink term and a sink term for turbulence kinetic energy

as a result of turbulence intensity reduction.

5.7.4.1 FW-H Results

Acoustic result obtained using this technique is as shown in Figure 5.14. An

immediate observation shows that the introduction of a turbulence suppression

effect together with a pressure drop effect produces a positive influence on the

noise reduction capabilities of a virtual wire screen, as can be seen when Figure

5.13 is compared with Figure 5.14. Within the 1/3 Octave band as shown

in Figure 5.14(b), the CFD-VAM (Pressure Drop + Turbulence suppression)

noise reduction effects agreed to within a best case of 1dB of experimental

results for frequencies in the range of 125Hz to 500Hz, and agreed to a best

case scenario of 7dB for frequencies between 500Hz to 12500Hz. Below 500Hz,

deviations of up to 10dB to experimental values are observed. This can be

linked similarly with the previous cases to the cut-off frequency effect of the

experimental chamber utilized for the noise tests carried out by Oerlemans

[19]. Similar to the case where only pressure drop effects were implemented,

an observation is made that at frequencies above 12500Hz the added noise

increase which is attributed to the self noise of wire screens is not detected by

the CFD-VAM approach when both pressure drop and turbulence suppression

are implemented. This self noise giving rise to an increased noise at high

frequencies could not be captured by the implementation of both a pressure

drop effect and a turbulence suppression term.
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Figure 5.14: Effect of Implementing Pressure Drop and Turbulence Alter-
ation Characteristics (∆ SPL vs 1/3 Octave Band) (70m/s, α = 0)

5.8 Summary

Within this chapter, numerical investigations of wire screens modeling for aero-

dynamic noise reduction studies are carried out, where the aim was to sub-

stantially and adequately model a physical wire screen within a numerical

flow domain by implementing a virtual porous zone modeling approach. The

following are summary of findings from this chapter;

1. The IDDES-FWH coupling approach was utilized to model noise pre-

dictions from a simplified landing gear H-strut unit. Baseline noise pre-

dictions are compared with experimental data, where comparisons show

poor predictions at frequencies below 500Hz, which is due to the exper-
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imental facility cut-off frequency correction effect carried out during the

test campaign results used for validation.

2. Pressure drop characteristics implementation is also carried out within

the porous zone. Correlated values of flow loss coefficient were deter-

mined from flow loss tests carried out, and implemented within a numer-

ical porous zone in comparison with the popular Idelchick’s empirical

model.

3. The numerical modeled porous zone should account for pressure drop ef-

fects, velocity reduction effects, and turbulence suppression effects, which

when implemented as a porous adapted layer within a numerical domain

promotes noise reduction when a coupled CFD-FWH approach of noise

prediction from bluff bodies is used.

4. A dual numerical sink term comprising pressure drop characteristics and

turbulence alteration characteristics was further implemented within the

numerical domain, and acoustic results obtained showed improved com-

parison with experimental results.

5. Comparisons for frequencies within the range of 500Hz to 12500Hz com-

pared favorably to experiments, however, for frequencies above 12500Hz,

numerical acoustic results could not match experimental results. This is

well explained due to the fact that at such high frequencies, the self noise

effects of wire screens are predominant and must be taken into account

for a more elaborate noise reduction modeling approach.
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Chapter 6

Landing Gear Noise Reduction
Modeling
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6.1 Aim and Background

Landing gear noise reduction is a primary concern because it is a major con-

tributor to the overall noise emission of aircraft airframes, as pointed out in

the literature review of chapter 2.

Within the framework of the ALLEGRA project coordinated by Trinity

College Dublin, wind tunnel tests were carried out in Pininfarina wind tunnel,

Turin, Italy, on landing gear models. This coordinated test were carried out for

main (MLG) and nose (NLG) landing gear models. Within the test campaign,

various low noise treatments were tested for the landing gears noise reduction,

and the application of woven wire mesh screen on the MLG was one of these

low noise treatments. Acoustic noise reductions of up to 5dB centered at 4000

Hz 1/3 octave band were achieved with the implementation of the woven wire

mesh screen as a low noise treatment for the MLG [20].

The aims of the research carried out and reported within this chapter are

as follows;

1. To perform CFD-Acoustic analogy coupled computational studies for a

bluff body geometry different from that utilized in chapter 5, in order to

test the noise reduction modeling approach proposed therein.

2. Chapter 5 applied this modeling approach to a simplified landing gear

strut, represented by a H-strut unit, and it is the intention of this cur-

rent chapter to apply this technique to a more advanced and realistic

representation of an aircraft main landing gear (MLG).

3. This chapter aims to show that implementation of the modeling approach

for woven wire mesh screens proposed in chapter 5 presents a viable

alternative to more expensive means of fully resolving the effect of wire

screens upstream or wrapped around landing gear models within a CFD

flow domain.

Within this current chapter, the effect of woven wire screens pressure drop

(loss coefficient effect) and turbulence suppression effect are implemented in an

167



MODELING LG NOISE REDUCTION 6.2. ALLEGRA TEST SET-UP

adapted porous zone within the fluid domain upstream of the landing gear ge-

ometry. For the purpose of this research, the effect of sound radiation through

the modeled screen will not be investigated.

The complex nature of landing gears makes it difficult and highly compu-

tationally demanding to simulate a physical woven wire mesh screen upstream

or wrapped around the complicated geometry of landing gears, hence the pro-

posed modeling approach provides a less computational expensive means of

testing the effect of woven wire screens upstream a landing gear geometry.

The pressure drop effect ∆Pe of a wire screen is modeled by using the

Volume Averaged Method (VAM), with the loss coefficient relation of Idelchik

[18] implemented within a re-written Navier-Stokes equation. The turbulence

suppression effect Te of wire screens is also modeled within the porous zone

using the VAM approach and implementing the woven wire screen turbulence

suppression relation of Dryden and Schbauer [161] as a sink term for turbulence

quantities.

Figure 6.1: Pininfarina wind tunnel, showing top and side microphone arrays
[20]

6.2 ALLEGRA Test Set-up

The ALLEGRA project conducted coordinated experimental acoustics tests

on a MLG and NLG model installed at the Pininfarina wind tunnel. The

Pininfarina wind tunnel is a aeroacoustic facility comprising of an open jet
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set-up of a semi-cylindrical tunnel as shown in Figure 6.1, located in Turin,

Italy. Dimensions of the test section are 8.0m×9.6m×4.2m. Wind speeds of up

to 260 km/h are achievable within the tunnel, and helps to reduce background

noise level to within 68 dBA at 100 Km/h [20]. Flow speeds within the tunnel

are approximately uniform, and turbulence levels are within 0.3% to 8%.

Microphone arrays installed within the tunnel facility include a top array,

side array, linear far-field array and front arrays.

6.2.1 MLG Model Dimensions

Figure 6.2 presents the MLG model installed within the Pininfarina wind tun-

nel, while Figure 6.3 shows the MLG model dimensions.

Figure 6.2: MLG Test Model Installed in Pininfarina Tunnel [20]

Figure 6.3: MLG Test Model Dimensions (mm)
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6.3 Geometry Modification

In order to carryout successful CFD simulations, a quality grid generation

and minimized numerical diffusions are dependent on the number of detailed

non-streamlined intricacies of the MLG geometry that is utilized within the

computational grid. Therefore, the MLG CAD geometry received from the

MLG model designers had to be cleaned up and some modifications carried

out in order to simplify the CFD simulation process, whilst still keeping the

most important geometry details of the gear systems. Modified geometry of the

MLG model utilized for the CFD-CAA analysis carried out within this study

of wire screen noise modeling implementation is presented in the following

subsection.

6.3.1 MLG Geometry Modification

The original and modified MLG geometry is as shown in Figure 6.4. The

dressings were deemed unnecessary for the CFD analysis. All tiny holes, in-

cluding bolts and nuts were closed or removed. A closer look at the remodeled

wheels are presented in Figure 6.5, where the wheels section meant for brakes

inclusion is completely closed.

Figure 6.4: Remodeled MLG (front view)
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Figure 6.5: Remodeled MLG Wheels (side view)

6.4 Computational Domain

The nomenclature showed in Table 6.1 is utilized for simulation cases carried

out within this chapter.

MLG-1 MLG configuration (No Treatment)
MLG-2 MLG configuration (Mesh Treatment)

Table 6.1: MLG Nomenclature Utilized

The computational domain utilized for this analysis is as shown in Figure

6.6, with domain dimensions presented in Table 6.2, where Dw represents MLG

wheel diameter, Lx the x-direction domain extent, Ly the y-direction domain

extent, and Lz the z-direction domain extent.

Figure 6.6: MLG Computational Domain

The unsteady IDDES used for this simulations utilizes a criteria for switch-

ing between LES and URANS solver. If the grid size within a zone of interest

is lesser than 0.05Dw, the solver switches to an LES, but for cell sizes greater
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Domain Lx Ly Lz Max cell size (m) Zone
Ω1 2.5Dw 4Dw 2.3Dw 0.02 LES zone
Ω2 18.5Dw 5Dw 5Dw 0.10 LES/URANS zone
Ω3 23Dw 8Dw 8Dw 0.17 URANS zone

Table 6.2: MLG Domain Dimensions and Features

than this value, a URANS approach is utilized. The benefit of the IDDES

also means that while an LES is solved within the LES zone of interest, the

LES simulations carried out at the near wall region is delayed, and solved as

a URANS instead, therefore saving computational time in the process.

For both cases of MLG-1 and MLG-2 computational analysis, unstructured

grids were utilized, with a maximum cell grid count of 4.5 million cells utilized.

For boundary conditions used, the inlet was a uniform inlet flow velocity with

turbulence intensities of 2%. Inlet velocity of 40m/s was utilized to match

the flow speeds used within the ALLEGRA test campaign. Pressure outlet

conditions were utilized for the computational domain exit, while symmetry

conditions were utilized for domain side walls, as these walls were placed suf-

ficiently far away from the MLG geometry so as not to affect the flow results.

6.5 MLG-1 Steady Results

MLG-1 results from the steady flow simulations carried out by utilizing the

k − ω turbulence model are presented within this section. Results for MLG-1

wall Y+ values, velocity field contours, surface pressures and wall shear stress

values are presented.

6.5.1 MLG-1 Wall y+

The acceptable range of average y+ values across a CFD model for the Fluent

code utilized within this study was a value of less than one, so as to limit

excessive wall functions utilization within the RANS model, which for this

particular case would subsequently have an effect on the improved delayed

detached eddy simulation (IDDES) results. Therefore, in order to limit the
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use of wall functions within the RANS model, average y+ values across the

MLG-1 model was kept below one. Figure 6.7 presents y+ values across the

MLG-1 model configuration. Maximum wall y+ on MLG-1 is 1.1.

Figure 6.7: MLG-1 Wall y+

6.5.2 MLG-1 Velocity Field

For presentation of flow speeds, field contours are extracted at four different

planes as identified in Table 6.3.

Plane 1 y=-0.2044 m
Plane 2 y=0 m
Plane 3 y=0.2525 m
Plane 4 y=0.8132 m

Table 6.3: Plane locations (y=0 at center of wheel)

Steady flow field contours of velocity flow past the MLG-1 configuration is

as presented in Figure 6.8 and steady field Q-criterion in Figure 6.9 . Results

presented here are for a uniform inlet velocity value of U∞ = 40m/s. For

plane 1, maximum flow speed results from flow deflection at the wheels, and

this maximum values are well within the wheel geometry.

173



MODELING LG NOISE REDUCTION 6.5. MLG-1 STEADY RESULTS

Figure 6.8: MLG-1 steady state velocity field contours, U∞ = 40m/s, 0◦ Yaw
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Figure 6.9: MLG-1 steady field Q-criterion colored by velocity magnitude

6.5.3 MLG-1 Surface Pressure

The nature and value of surface pressures on the MLG-1 model is as presented

in Figure 6.10. Surface pressure across the entire MLG-1 as well as values

across strut components and wheels are highlighted. Maximum values of sur-

face pressures are observable on the frontal area section of the strut. Surface

pressure values on frontal section of wheels are also high, with lower values at

the wheel sides, and much minimum values at the aft side of the wheels.

Figure 6.10: MLG-1 Surface Pressures
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6.5.4 MLG-1 Wall Shear Stress

The distribution of wall surface pressures on the MLG-1 model is as presented

in Figure 6.11. Unlike for the case of surface pressures, where maximum val-

ues of surface pressures existed in the frontal area sections of the struts and

wheel components, the wall shear stress distribution shows a different trend.

Maximum values of wall shear stress are located at the sides of the strut com-

ponents. The shear stress values on the strut units are higher than values at

the wheel component.

Figure 6.11: MLG-1 Wall Shear Stress Magnitude

6.6 MLG-2 Steady Results

MLG-2 results from the steady flow simulations carried out by utilizing the

k − ω turbulence model when the numerical wire screen porous zone is im-

plemented, are presented within this section. Results for MLG-2 wall Y+

values, velocity field contours, surface pressures and wall shear stress values

are presented.

It is worth noting at this point that the woven wire mesh screen utilized

had a porosity of 65%, as this was chosen to match wire screen porosity utilized
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during the ALLEGRA test campaign. For the CFD-VAM modeling approach

carried out here, the wire screen porous zone was located 10mm upstream of

the MLG-2 wheels outer diameter. The wire screen porous zone stream wise

thickness was 2mm, and its y and z dimensions were chosen so as to extend

beyond the MLG-2 wheels and strut by 1/4Dw.

6.6.1 Wall Y+

Wall y+ distribution across MLG-2 is as presented in Figure 6.12. A quick

observation on the effect of flow speeds reduction as a result of the upstream

porous layer where a virtual woven wire mesh screen was introduced is noticed,

where the maximum y+ value across MLG-2 is 0.7, compared to MLG-1 where

maximum y+ values of 1.1 were obtained.

Figure 6.12: MLG-2 Wall y+

6.6.2 MLG-2 Velocity Field

Similar to the presentation of MLG-1, contours are extracted at four different

planes as previously identified in Table 6.3.

Field contours of velocity flow past MLG-2 configuration is as presented in

Figure 6.13 and field Q-criterion in Figure 6.14. Results presented here are for
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a similar uniform inlet velocity value of U∞ = 40m/s of MLG-1.

The woven wire screen porous zone is highlighted just upstream of MLG-2,

and the effect of this screen on the flow field around MLG-2 is immediately

noticed when compared to MLG-1. For plane 1, the flow speeds deflection as

a result of the wire screen causes a shift in the maximum flow speeds from the

MLG-2 proximity to the edges of the screen, thereby resulting in reduced flow

speeds impinging on MLG-2. Similar effects are observable on planes 2 to 4.
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Figure 6.13: MLG-2 steady state velocity field contours. U∞ = 40m/s, 0◦

Yaw
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Figure 6.14: MLG-2 Q-criterion colored by velocity magnitude

6.6.3 MLG-2 Surface Pressure

Results of surface pressure across MLG-2 is presented in Figure 6.15. An

observation of surface pressure reductions on MLG-2 compared to MLG-1 is

made, where maximum surface forces on MLG-2 are reduced by roughly 4%

compared to MLG-1.

Figure 6.15: MLG-2 Surface Pressures
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6.6.4 MLG-2 Wall Shear Stress

Walls shear distribution across MLG-2 is presented in Figure 6.16. Compared

to MLG-1, a reduction in shear forces are observable in MLG-2, with maximum

shear forces acting on MLG-2 reduced by roughly 58%.

Figure 6.16: MLG-2 Wall Shear Stress Magnitude

6.7 Unsteady IDDES Result

MLG-1 and MLG2 results from the unsteady flow analysis using the IDDES

approach are presented within this section. Unsteady results obtained from

the IDDES CFD analysis will be analyzed by presenting unsteady plots of

vortex core regions.

6.7.1 Unsteady Velocity Field

The IDDES utilized a k−ω URANS model at the MLG near-wall so as to save

computational cost. A time step of 3.2× 10−6 was sufficient enough to ensure

domain average CFL number of less than one was maintained throughout the

unsteady simulation process. Also, based on characteristic length of the main
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strut diameter, this time step value was more than sufficient to ensure that

based on Strouhal number of cylindrical strut, i.e, 0.2, the unsteady field time

to complete one full cycle (Period) was covered by over 200 time steps within

each period. Unsteady results of vortex core region for Q-criterion colored by

Ux magnitude after 1.05 secs is as shown Figure 6.17.

Figure 6.17: MLG-1 and MLG-2: Q-Criterion vortex core region colored by
Ux

From this result the effect of wire screen implementation is noticed, as the

impinging flow speeds on MLG-2 wheels are much lower than the impinging

speeds on MLG-1. Also, a look at the upper and lower strut components also

show flow speeds reduction of impinging flows. Therefore, as expected, the

woven wire screens modeling implementation produced a flow speed reduction

on the downstream MLG-2 geometry, and because aerodynamic noise scales

with flow speeds to within the sixth power from landing gear components,

we therefore expect noise reduction as a result of the wire screen modeled

implementation.

6.7.2 Unsteady Turbulent Kinetic Energy

To present the turbulent kinetic energy changes within the MLG geometry

as a result of wire screen implementation, Unsteady results of vortex core

region for Q-criterion colored by turbulent kinetic energy values after 1.05
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Figure 6.18: MLG-1 and MLG-2: Q-Criterion vortex core region colored by
TKE

secs is presented in Figure 6.18. From the plot, we observe that the turbulent

kinetic energy of flows impinging on and within the MLG-2 near-field region are

substantially reduced compared to the impinging flows turbulent kinetic energy

on MLG-1. This turbulent kinetic energy reduction is not only as a result of

flow speeds reduction, but also as a result of the turbulence suppression sink

term which was implemented at the porous zone mimicking or representing

the woven wire screen.

6.8 MLG FW-H Results

Presentation of acoustic results obtained during the MLG wire screen model-

ing approach is carried out within this section. For all acoustic cases presented

within this section, the numerical FW-H microphone receiver location corre-

sponds to a specific microphone position within the ALLEGRA linear far-field

array, viz. 90◦ at a horizontal distance of 2.92m.
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6.8.1 MLG-1 FW-H Results

Coupling the FW-H acoustic analogy to the IDDES numerical results by ex-

tracting unsteady surface fluctuation pressures from the MLG-1 model pro-

duces sound pressure level plot as presented in Figure 6.19. Results of SPL

are presented against 1/3 octave bands. From this plot, SPL peaks are seen

to exist at 1/3 octave band values of 16 Hz, 160 Hz and 1250 Hz, with SPL

values of 29.5 dB, 32.5 dB and 33.2 dB respectively.

Figure 6.19: MLG-1: SPL vs 1/3 Octave Band

6.8.2 MLG-2 FW-H Results

An acoustic analogy coupling of IDDES numerical results to FW-H acoustic

analogy from the MLG-2 model produces sound pressure level plot as presented

in Figure 6.20. From this plot, we observe peak SPL values of 26.2 dB, 30.3

dB and 30.5dB at 1/3 octave bands of 20 Hz, 125 Hz and 1250 Hz.

6.8.3 MLG-1 vs MLG-2 SPL Comparison

A comparison of acoustic results obtained from MLG-1 and MLG-2 is presented

as shown in Figure 6.21. From this plot, an observation is made that the peak

values of MLG-1 were reduced by 3.8 dB, 3.1 dB and 3 dB at the 1/3 octave
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Figure 6.20: MLG-2: SPL vs 1/3 Octave Band

bands of 16 Hz, 160 Hz and 1250 Hz respectively. Therefore, the potentials of

wire screens modeling application is hereby evident.

Figure 6.21: MLG-1 and MLG-2 Comparison: SPL vs 1/3 Octave Band

6.9 ALLEGRA Comparison

CFD-VAM predicted noise reduction effect obtained as a result of wire screen

modeling is compared with experimental noise reduction effect as a result of
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wire screen introduction as obtained within the ALLEGRA test campaign.

This comparison is presented in Figure 6.22. The ALLEGRA screen effect

∆SPL results were obtained by subtracting the acoustic results obtained when

the woven wire screen was introduced from the acoustic results obtained with-

out the woven wire mesh screen. The CFD-VAM screen effect as shown in

Figure 6.22 is obtained by subtracting IDDES-FW-H acoustic result of MLG-

1 from MLG-2.

Figure 6.22: ALLEGRA vs CFD-VAM Comparison ∆SPL vs 1/3 Octave
Band

From the result of Figure 6.22, an observation is made, that the experi-

mental noise increase within the low 1/3 octave band frequency range was not

detected by the numerical modeling approach. However, from 315 Hz, compa-

rable noise reduction results were obtained. From the ALLEGRA experiments,

maximum noise reduction of 5 dB occurred at 4000 Hz, while the equivalent

reduction obtained utilizing the CFD-VAM modeling approach was 3.5 dB at

that same frequency, but a noise reduction of 4.8 dB at 5000 Hz 1/3 octave

band.

6.10 Summary

This chapter presents for the first time the implementation of the Volume

Averaged Method for a wire screen mesh as a noise reduction technology for a
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realistic main landing gear model. Whilst the numerical results are compared

to experimental test results from an EU Collaborative Research project, it

must be noted that this comparison is only rudimentary give the fundamental

difference in test set-up. For instance, in the ALLEGRA project two MLGs

were tested, the fuselage and belly fairing would have effected the boundary

layer and also included was the landing gear bay and doors. However, the

comparison serves as an important fist step towards the evaluation of wire

mesh screens as a low noise technology using a simplified numerical approach.

The following are the key summary points from this findings;

1. Noise Modeling of wire screens within a computational domain by im-

plementing the CFD-VAM approach of pressure drop and turbulence

suppression effects possess great potentials as an alternative to a fully

resolved model for simulating the effect of woven wire screens within a

CFD flow domain as add-on low noise treatments for aerodynamic ap-

plications.

2. The steady and unsteady flow field analysis from the resulting MLG-

1 and MLG-2 cases show that the effect of the wire screen porous zone

modeling is in the introduction of wall surface pressure reduction, fluctu-

ating pressure suppressions, wall shear stress reduction, turbulent kinetic

energy and velocity reduction of downstream fluid flow.

3. From the comparisons of MLG-1 and MLG-2 acoustic results, an ob-

servation is noticed that the modeling of woven wire screens potentially

reduces peak SPL by up to -3.8 dB.

4. When comparisons between CFD-VAM approach and experimental tests

from the ALLEGRA test campaign are made, noise reductions from the

ALLEGRA test when wire mesh screen was utilized resulted in a max-

imum ∆SPL value of -5 dB centered at 4000 Hz of 1/3 octave band,

while a maximum noise reduction ∆SPL value of -4.8 dB centered at
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5000 Hz of the 1/3 octave band was obtained for the CFD-VAM screen

modeling approach.

5. Therefore, aerodynamic noise reductions achieved by using the CFD-

VAM approach proposed within chapter 5 and utilized in this chapter

shows promising signs and potentials, with room for further improve-

ments.
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7.1 Conclusions

Investigations carried out in the course of this thesis research focused on the

numerical investigation of woven wire mesh screens as aerodynamic flow control

and noise reduction mechanisms when applied to landing gears or aerodynamic

bluff bodies. This research provides an advancement of scientific knowledge in

the field of aeroacoustics for the application of woven screens.

The following conclusions can be drawn from the research carried out within

this thesis;

• Mesh screens possess potentials when applied to landing gears for aero-

dynamic noise reduction. They help to achieve noise reduction levels at

low and mid frequencies. Their self noise effects becomes pronounced at

high frequencies, and this self noise is Strouhal dependent, based on the

mesh hole diameters.

• From Chapter 3, for obtaining pressure drop of flow through three di-

mensional woven wire screens, solving turbulent transport equations by

modeling the dissipation term ε replicates experimental results better

than transport equations modeling the specific dissipation term ω or

utilizing transition models. The k − ε turbulence model showed to be

suitable for this purpose.

• This k − ε turbulence model approach provides a computationally cost

effective alternative to expensive and more accurate simulations such as

the LES (Large Eddy Simulations), LBM (Lattice Boltzmann Method)

or DES (Detached Eddy Simulations) approach.

• CFD predicted flow loss coefficients replicate experimental results within

best case scenario error margins of 1% and worst case error margins of

8% (Grid B).

• CFD predicted flow loss coefficients presents better predictions when

compared to the classical loss coefficient correlation models, e.g, Wieghardt
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[157], Wakeland [156] and Roach [1].

• With the use of a computational grid possessing much extended do-

main sides (S1-B, S2-B and S3-B), an estimate for flow speed reductions

within downstream regions of wire screens is presented. This flow speed

reduction shows to correlate with wire screens solidity (1 − β) within

Umin = (1 − β)U∞, and occurs mainly within downstream distances of

7 < X/M < 60 from wire screen. Therefore, for aerodynamic noise re-

duction applications, locating aerodynamic components within distances

of 7 < X/M = 60 downstream of wire screens is recommended.

• Turbulent kinetic energy results showed that peak kinetic energy values

at screen exit of S1-A, S2-A and S3-A approximately doubled the values

of S1-B, S2-B and S3-B. These high kinetic energy values can be associ-

ated with the grid domain sides, as the domain sides aided the increase

in fluid kinetic energy within the screen.

• Implications of the observed rise in kinetic energies within screen exit for

S1-A, S2-A and S3-A is the fact that maximum flow speeds within screen

apertures for S1-A, S2-A and S3-A are affected as a result of interference

from sides of the domain, thereby presenting superfluous peak flow speeds

within the screen apertures.

• Results from the turbulence decay of fluid flow through screens tested

showed that S1-B, S2-B and S3-B represented the popular turbulence

decay correlation model of Roach [1] much better than S1-A, S2-A, and

S3-A for the range of Reynolds number tested. Again, due to the interfer-

ence of the side wall boundary conditions on the fluid flow phenomenon

through woven wire screens in S1-A, S2-A, and S3-A, the use of an ex-

tended sides fluid domain such as cases S1-B, S2-B and S3-B provides

much better comparison to the turbulence decay correlation model uti-

lized for downstream screen turbulence intensity decay.

• From Chapter 4, for two dimensional analysis of the effect of a wire
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screen, a very simplified 2D approach was proposed. This approach was

carried out using In-line and off-line (staggered) cylinder arrangement,

where the stream-wise pitch to diameter ratio was parametrized and

utilized to provide a modest simplification.

• For these open area ratios, 2D geometry of staggered cylinders can rep-

resent a simplification to 3D woven screens within a range of C/D ratios.

The nature of isotropic turbulence downstream of a 2D screen was in

agreement, and comparisons of CFD predicted turbulence reduction fac-

tors to existing semi-empirical correlations showed favorable good agree-

ments.

• 2D screen geometries possessing 0.4 ≤ C
D
≤ 0.6 showed better representa-

tion to 3D experimental results, therefore, for a 2D simplified analysis of

a wire screen, better flow characteristics can be obtained when the range

0.4 ≤ C
D
≤ 0.6 is utilized, compared to an in-line simplified cylinder

configuration.

• For a staggered arrangement of 2D cylindrical screens, when screen ge-

ometries shift within 0.4 ≤ C
D
≤ 1, a slight vortex shedding pattern

alteration is evidenced, as shedding patterns go from a well patterned

out of-phase manner to a somewhat in-phase pattern.

• Generally, because 2D screen geometries possessing 0.4 ≤ C
D
≤ 0.6

showed to possess much better representation to experimental results,

this geometry range is hereby recommended for use in applications and

analysis involving 2D screens where flow and noise control studies are of

significance.

• From Chapter 5, a less computational expensive method of modeling

and therefore simulating woven wire mesh screens was presented. This

alternative method accounts for the pressure drop effect and turbulence

suppression effect which a physical woven wire mesh screen can be char-

acterized with.
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• An approach of utilizing the flow loss resistance of wire screens in a virtu-

ally imposed screen porous zone within a flow domain in close proximity

to bluff bodies is adopted.

• The Volume averaged method (VAM) was utilized for this modeling pro-

cess, where sink terms for pressure drop and turbulence quantities were

introduced to account for the effect of woven wire screens.

• The flow loss resistance implemented within the screen porous zone

produces moderate noise reduction results, however, better results are

achieved when an added sink term for turbulence alteration effect is in-

troduced. CFD-VAM results for frequencies within the range of 500Hz

to 12500Hz compared favorably to experiments, however, for frequencies

above 12500Hz, numerical acoustic results could not match experimental

results. This is well explained due to the fact that at such high frequen-

cies, the self noise effects of wire screens are more predominant and must

be taken into account for a more elaborate noise reduction modeling

approach.

• From Chapter 6, the proposed wire screen noise reduction modeling

method of implementing sink terms for pressure drop and turbulence

suppression is performed on more advanced geometry of a realistic MLG

model. The ALLEGRA acoustic results were used for validation and

testing of this modeling approach.

• The steady and unsteady flow field analysis from the resulting cases

of MLG-1 and MLG-2 showed that the effect of wire screen porous zone

modeling is in the introduction of wall surface pressure reduction, fluctu-

ating pressure suppressions, wall shear stress reduction, turbulent kinetic

energy and velocity reduction of downstream fluid flow.

• From the comparisons of MLG-1 and MLG-2 acoustic results, an ob-

servation is noticed that the modeling of woven wire screens potentially

reduces peak SPL values to within -3.8 dB.
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• When comparisons between the CFD-VAM approach and experimental

tests from the ALLEGRA campaign are made, noise reductions from the

ALLEGRA results when wire mesh screen were utilized resulted in a

maximum ∆SPL value of -5 dB centered at 4000 Hz of 1/3 octave band,

while a maximum noise reduction ∆SPL value of -4.8 dB centered at

5000 Hz of the 1/3 octave band was obtained for the CFD-VAM screen

modeling approach.

• Therefore, aerodynamic noise reductions achieved by using the CFD-

VAM approach proposed within this thesis and utilized in chapter 5 and

chapter 6 shows promising signs and potentials, with room for further

improvements.

Therefore, the research carried out within this thesis advances the under-

standing of wire mesh screen applications, and also laid a strong foundation

towards solving the deficiencies of numerically modeling wire mesh screens

particularly for aerodynamic applications.

7.2 Future Work

There indeed exist future areas of improvements within the subject area of wire

screen modeling for aerodynamic noise reduction. The following highlights are

possible areas of future work and developments;

• Further improvements to the CFD-VAM approach can be studied by

studies on its application within a URANS solver. As getting it coupled

to a URANS would definitely result in a much more economical process.

• A method of accounting for the self-noise effect of wire mesh screens

within a numerical modeled domain is needed, so as to account for the

high frequency noise effect it introduces on bluff body noise.

• A full LES-FW-H analysis should be carried out on the MLG-1 and

MLG-2 by resolving the wire screen geometries, and results compared
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with the IDDES-FW-H performed within this thesis, so as to get a quan-

tifiable record of the advantages of performing the CFD-VAM approach

in terms of computational costs.

• Further analysis should be performed on higher detailed MLG geometry,

so as to observe if there are much gains in performing the analysis for a

simplified geometry against a more detailed geometry.

1.
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Appendix A

Convergence Residual Plots
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CONVERGENCE RESIDUAL PLOTSA.1. S1-A SCALED RESIDUAL PLOTS

A.1 S1-A Scaled Residual Plots

Figure A.1: S1-A Scaled Residuals Convergence

A.2 S1-B Scaled Residual Plots

Figure A.2: S1-B Scaled Residuals Convergence
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CONVERGENCE RESIDUAL PLOTSA.3. S2-A SCALED RESIDUAL PLOTS

A.3 S2-A Scaled Residual Plots

Figure A.3: S2-A Scaled Residuals Convergence

A.4 S2-B Scaled Residual Plots

Figure A.4: S2-B Scaled Residuals Convergence
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CONVERGENCE RESIDUAL PLOTSA.5. S3-A SCALED RESIDUAL PLOTS

A.5 S3-A Scaled Residual Plots

Figure A.5: S3-A Scaled Residuals Convergence

A.6 S3-B Scaled Residual Plots

Figure A.6: S3-B Scaled Residuals Convergence
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Appendix B

Screen S1 Contour Plots
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SCREEN S1 CONTOUR PLOTS B.1. S1 UY CONTOURS

B.1 S1 Uy Contours

Figure B.1: Uy contour plots at location 1 for S1-A and S1-B

Figure B.2: Uy contour plots at location 2 for S1-A and S1-B
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SCREEN S1 CONTOUR PLOTS B.2. S1 TKE CONTOURS

Figure B.3: Uy contour plots at location 3 for S1-A and S1-B

B.2 S1 TKE Contours

Figure B.4: TKE contour plots at location 1 for S1-A and S1-B
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SCREEN S1 CONTOUR PLOTS B.3. S1 SURFACE PRESSURES

Figure B.5: TKE contour plots at location 2 for S1-A and S1-B

B.3 S1 Surface Pressures

Figure B.6: Surface pressure values on S1-A and S1-B

230



SCREEN S1 CONTOUR PLOTS B.4. S1 WALL SHEAR STRESS

B.4 S1 Wall Shear Stress

Figure B.7: Wall Shear Stress Values on S1-A and S1-B
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Appendix C

Screen S2 Contour Plots
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SCREEN S2 CONTOUR PLOTS C.1. S2 UX CONTOURS

C.1 S2 Ux Contours

Figure C.1: Ux contour plots at location 1 for S2-A and S2-B

Figure C.2: Ux contour plots at location 2 for S2-A and S2-B
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SCREEN S2 CONTOUR PLOTS C.2. S2 UY CONTOURS

C.2 S2 Uy Contours

Figure C.3: Uy contour plots at location 1 for S2-A and S2-B

Figure C.4: Uy contour plots at location 2 for S2-A and S2-B
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SCREEN S2 CONTOUR PLOTS C.3. S2 TKE CONTOURS

Figure C.5: Uy contour plots at location 2 for S2-A and S2-B

C.3 S2 TKE Contours

Figure C.6: TKE contour plots at location 1 for S2-A and S2-B
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SCREEN S2 CONTOUR PLOTS C.4. S2 WALL Y+

Figure C.7: TKE contour plots at location 2 for S2-A and S2-B

C.4 S2 Wall Y+

Figure C.8: Wall Y+ values for S2-A and S2-B
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SCREEN S2 CONTOUR PLOTS C.5. S2 SURFACE PRESSURE

C.5 S2 Surface Pressure

Figure C.9: Surface Pressure for S2-A and S2-B

C.6 S2 Wall Shear Stress

Figure C.10: Wall Shear Stress Magnitude for S2-A and S2-B
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Appendix D

Screen S3 Contour Plots
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SCREEN S3 CONTOUR PLOTS D.1. S3 UX CONTOURS

D.1 S3 Ux Contours

Figure D.1: Ux contour plots at location 1 for S3-A and S3-B

Figure D.2: Ux contour plots at location 2 for S3-A and S3-B
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SCREEN S3 CONTOUR PLOTS D.2. S3 UY CONTOURS

D.2 S3 Uy Contours

Figure D.3: Uy contour plots at location 1 for S3-A and S3-B

Figure D.4: Uy contour plots at location 2 for S3-A and S3-B
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SCREEN S3 CONTOUR PLOTS D.3. S3 TKE CONTOURS

Figure D.5: Uy contour plots at location 3 for S3-A and S3-B

D.3 S3 TKE Contours

Figure D.6: TKE contour plots at location 1 for S3-A and S3-B
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SCREEN S3 CONTOUR PLOTS D.4. S3 WALL Y+

Figure D.7: TKE contour plots at location 2 for S3-A and S3-B

D.4 S3 Wall Y+

Figure D.8: Wall Y+ values for S3-A and S3-B
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SCREEN S3 CONTOUR PLOTS D.5. S3 SURFACE PRESSURE

D.5 S3 Surface Pressure

Figure D.9: Surface Pressure for S3-A and S3-B

D.6 S3 Wall Shear Stress

Figure D.10: Wall Shear Stress Magnitude for S3-A and S3-B
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