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The Effect of Realistic Appearance of Virtual Characters in
Immersive Environments - Does the Character’s Personality Play a

Role?
Katja Zibrek, Elena Kokkinara and Rachel McDonnell

Fig. 1. Screenshots of the virtual environment and realistic character used in our experiment.

Abstract—
Virtual characters that appear almost photo–realistic have been shown to induce negative responses from viewers in traditional media,
such as film and video games. This effect, described as the uncanny valley, is the reason why realism is often avoided when the aim
is to create an appealing virtual character. In Virtual Reality, there have been few attempts to investigate this phenomenon and the
implications of rendering virtual characters with high levels of realism on user enjoyment. In this paper, we conducted a large-scale
experiment on over one thousand members of the public in order to gather information on how virtual characters are perceived in
interactive virtual reality games. We were particularly interested in whether different render styles (realistic, cartoon, etc.) would directly
influence appeal, or if a character’s personality was the most important indicator of appeal. We used a number of perceptual metrics
such as subjective ratings, proximity, and attribution bias in order to test our hypothesis. Our main result shows that affinity towards
virtual characters is a complex interaction between the character’s appearance and personality, and that realism is in fact a positive
choice for virtual characters in virtual reality.

Index Terms—Personality, virtual characters, virtual reality, perception

1 INTRODUCTION

Virtual reality, in which people have particular or all their senses com-
pletely immersed in an artificially created world, is becoming important
in areas such as education, medicine, entertainment, etc. Currently,
major corporations such as Facebook, are investigating the efficacy
of communication between avatars in virtual reality, since users will
be able to modify the appearance of their own self-representations.
However, the appearance of an avatar could influence the way a mes-
sage is communicated: the seriousness of an emotional situation, for
example, could be assessed as unimportant simply because it is com-
municated with an unrealistic virtual character. This could have crucial
consequences in applications, such as medicine and training, where the
accuracy of transmitted information is vital.

When addressing the question of how the appearance of the virtual
character influences one’s perception, the most common concern is
that of visual realism. The uncanny valley, proposed by Mori [33],
describes a negative response from the user who is observing a near
photo–realistic character. While the existence of the uncanny valley
is still an ongoing investigation, the most common problem is the
variety of stimuli used to represent increasing levels of realism (see,
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e.g., Katsyri et al. [27]). In our research, we approached this problem
by designing levels of visual realism of a character by changing its
render style1, while keeping the realism of motion and shape constant.

The second concern is - does realism matter in an immersive en-
vironment? Previous studies have put more importance on matching
behavior and appearance of the character (see, e.g., Bailenson et al. [4]),
but proposed that the interaction between behaviour and appearance
is complex. To study one such behavior which is commonly expe-
rienced in real life interactions with people, we designed characters,
who exhibit personality traits. We expected that the type of personality
would interact with the character’s appearance, where negative person-
alities might either lower the appeal of unpleasant looking characters,
or might actually make them more appealing due to the match between
appearance and expected behaviours. The novelty of our study is there-
fore, that we looked at complex but naturally present behavior when
observing other people (personality traits), and we limited the concept
of realism to only changing the render style of the character, without
modifying the actual geometry or motion of the virtual character’s
model.

To establish a possible relationship between personality and render
style in virtual reality and how it mediates the response towards virtual
characters, we created an immersive, game–like scenario experiment,
and displayed it to members of the general public, visitors to a Science
Gallery Dublin2 exhibition. Because of this, we were able to collect

1The term render style describes visual qualities of the character other than
shape; including material properties, lighting setup and post-processing effects.

2Science Gallery is an international chain of art exhibition centres with a
science outreach.
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responses on an exceptionally large sample (1106 individuals). This
study provides a valuable insight into how the character’s appearance
influences our response to virtual characters and the role the character’s
personality plays in perception. Our contribution to the field extends
the question in an engaging, virtual reality environment, and provides
guidelines for this developing platform.

2 BACKGROUND

Continuing from Mori’s [33] early identification of the “uncanny val-
ley”, a substantial amount of research focused on discovering how
visual realism could induce a negative response in the viewer (see Kat-
syiri et al. [27] for an overview). Many studies put emphasis on the
evidence that the uncanny valley is a result of the mismatch in realism
between elements of character design. MacDorman et al. [30] inves-
tigated this by mismatching realism of texture and model geometry,
while Yamada et al. [45], and Seyama et al. [39] focused on mismatch-
ing the stimuli from separate categories (human with non-human faces).
Motion, or the mismatch between realism and appearance and motion,
is typically associated with the uncanny effect, since biological motion
is a very strong cue by itself, as demonstrated by Johansson et al. [25],
and another evidence presented by Chaminade et al. [9] showed mo-
tion is more inaccurately perceived when the realism of the model
increases. Certain areas, such as the face, are particularly vulnerable for
the perceived unpleasantness when moving, as studies of Hodgins et
al. [23] and Tinwell et al. [41] showed. Another study by Zell et al. [46]
analysed the effect of visual realism further by separating the realism
of shape and material. Material was found to be the main predictor of
appeal (e.g., blemish-free skin is most appealing) and shape the domi-
nant predictor of realism (e.g., exaggerated features of the character are
common in cartoons, but not typical for real humans). These studies
show that while increasing visual realism could expose the character
to a harsher judgement, realism itself can be created in different ways
and is by itself not necessarily a predictor of affinity towards the char-
acter. Indeed, changing render style without the changes to the mesh
geometry of the character can change appeal ratings regardless of the
perceived realism as some studies of McDonnell et al. [31] and Carter
et al. [8] show. However, realism of characters has other perceptual
effects, such as how trustworthy people find the character [31], which
information they disclose to it, as found by Ring et al. [37], and even
how they empathise with it [42]. Wallraven et al. [43] found also, that
render style can affect emotion recognition and intensity.

Personality refers to individual differences in characteristic patterns
of thinking, feeling and behaving. Due to its continuous examination
and re-evaluation, the “Big Five” theory (see for example Goldberg [20],
Costa and McCrae [11], and John et al. [26]) is perceived by many
to be the standard description of human personality. The Big Five is
a hierarchical model of personality traits with five broad factors (ex-
traversion, agreeableness, conscientiousness, openness to experience,
and emotional stability). Each bipolar factor (e.g., extraversion vs.
introversion) is further described by specific facets and traits (e.g. ex-
traverts are talkative, sociable, but people with low emotional stability
are seen as anxious and easily upset). A particular study by Musek [34]
showed that the facets of the Big Five, could be summarised as desir-
able (having high scores on all the facets) vs. less desirable (low on
these facets) blend of all socially valued traits. There have also been
attempts to systematically study personality expressed by virtual char-
acters. Tinwell et al. [41] showed that inaccurate motion in the upper
facial region is associated with attributing psychopathic traits to the
character. Hyde et al. [24] found evidence that speed of body motion is
positively correlated with the perceived extraversion of the character.
The study of Zibrek et al. [48] showed a possible link between appear-
ance and personality, where the character with a less appealing style
was attributed less desirable traits (lower conscientiousness) than the
other, more appealing style. However, the study only investigated two
styles and was conducted on–screen, as opposed to being presented in
virtual reality, which is the focus of our current study.

When observing real people, inconsistencies or deviations from
normality can impede the ease of cognitive processing and this can
be detected with the measure of attribution bias used by Gilbert et

al. [16]. This error is the tendency to associate behaviour to person’s
stable personality traits rather than exceptional situational factors which
could provoke the person’s behaviour [28]. Similarly, Cheetham and
Jancke [10] proposed that low–level processing, i.e. cognitive diffi-
culty, was involved in inducing a negative response when observing
virtual characters. Based on this assumption, the uncanny valley could
be related to cognitive difficulty and on a response level, the answer
could reflect the fundamental attribution error (for more information
on attribution error, see Ross [38]).

In immersive virtual environments (IVE’s, as described by Bailen-
son et al. [3]), the response to virtual characters can be successfully
analysed with behavioral measures. Proximity is one of the measures
which focuses on measuring the minimum distance of approaching the
character in VR and has been commonly used to study interpersonal
relations observed in real human interactions, such as engagement (see
Blascovich et al. [6]) and social status (see Latta [29]), but proximity
has also been established as a measure of co-presence with the virtual
character (work of Bailenson and colleagues [2–4]). The usual setup
includes a task that prompts participants to move close to the virtual
character, presented in virtual space. While participants are moving,
their trajectory is accurately recorded and minimal front distance is
used to asses the level of comfort people take when approaching a
virtual human – further distance from the character indicates higher
co-presence. The relation between appearance and proximity gave
conflicting evidence, where appearance realism had no effect on the
viewer’s response, shown by Slater et al. [40] and Garau et al. [15]
but increasing the anthropomorphism levels was positively correlated
with co-presence, as shown by Nowak et al. [36]. However, a common
result suggests that a mismatch between the realism of behaviour and
appearance lowers the feeling of co-presence [4]. A new study by
Zibrek et al. [47], comparing the effect of render style and agency in
virtual reality, found that realism was related to higher levels of appeal
but did not influence the proximity measure. The mentioned study,
however, only used characters performing exercising motions, with
minimal facial animation and interactive cues, which could have been
a reason for relatively low co-presence.

Our current study was designed to answer the question about the
importance of realism and the role of personality traits in the overall
perception of this character. We are particularly interested to know,
if the responses associated with the uncanny valley exist in virtual
reality as well. To test this, we used a diverse methodology, consisting
of subjective ratings, low–level perception and behavioral responses
described below.

3 STIMULI CREATION

3.1 Render Styles
The stimuli creation and experiment design is similar to the experiment
described in Zibrek et al. [47] with a few changes. For the stimuli,
we used five different render styles, shown in Figure 2. We chose
these styles to have three examples of appealing render styles while the
two obviously eerie render styles served as a reliability measure – we
predicted these styles would increase the level of eeriness, lower appeal
and increase personal distance between them and participants. The
reason behind using intentionally creepy render styles was to induce
a more extreme reaction from the participant to compare with the
reaction towards the response to the realistic style. The characters were
created in Autodesk 3ds Max 2015® and finalised in Unreal Engine
4.9.® (UE4). We chose render styles which were rated appealing but
which varied in realism, as described in the study of Zibrek et al. [47]:
Realistic style, which represented the highest level of realism and had
the most complex material structure with subsurface scattering for
skin, refraction for eyes and transparency for hair. Toon CG was a less
realistic, cartoon style character, and Toon Shaded was the least realistic
character, rendered with a Cel shading post-process effect in UE4. The
additional unappealing Creepy render style was designed to induce a
sense of discomfort by mismatching realistic appearance with a creepy
component – grossly enlarged eyes, to induce the uncanny effect (see
Seyama et al. [39], and Tinwell et al. [41]). For this render style, only
simple maps of the Realistic render style were used (texture, normal
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and specular map) and subsurface scattering effect was removed. In
addition, the mesh of the virtual character was edited in 3Ds Max 2015
to enlarge the eyes out of proportion. Zombie render style was created
to be obviously less realistic and unappealing, by additionally changing
the diffuse map for the skin and the eyes of the Creepy render style
by adding an unnatural colour (green for skin and red for the eyes).
These changes resulted in an appearance of a “zombie” character, seen
in movies and games.

Fig. 2. Render styles of the character used in the experiment (from left
to right): Realistic, Toon CG, Toon Shaded, Creepy and Zombie render
style.

For the creation of the animations, we used previously captured body
and facial motion from a professional actor [48], where a 21-camera
Vicon optical system was used, and a Behringer C-2 studio condenser
microphone was placed in front of the actor to record sound. The
captured body and facial motions (without finger or eye movement)
and sound were then imported separately to UE4.

3.2 Personality Situations
The actor was instructed to react to different emotional situations which
we created in order to bring out the Big Five traits and their polar
opposites. The personality descriptions are taken from the 10 situations
featured in the study of Zibrek et al. [48], which were designed based
on the available operationalisations of personality from the existing
literature, such as descriptions of the Big Five facets (in studies of Gold-
berg [20], Costa and McCrae [11], John et al. [26]), zero-acquaintance
observations (Mehl et al. [32]) and language analysis (Gill and Ober-
lander [18], Dewaele and Furnham [13]). For example, the actor was
told he would portray an extraverted personality in a situation where
he received a new television as a birthday present from his friends.
He was instructed to express gratitude, be humorous, show positive
emotions and mention how important his friends are. He was also given
information on the type of body language (e.g., expressive, physically
animated) and language (e.g., informal, use plural “we”) he should
use. The length of each performance depended on the actor’s free
interpretation of the character and the capture was stopped when all
the main characteristics of the personality were expressed. On average,
the situations were 30 seconds long. We only used a subset of person-
ality situations, which were suitable for the investigation of empathy
and low–level perception (attribution bias, proximity and co-presence):
Agreeable/Non Agreeable, Extraverted/Introverted and Emotionally
Stable/Neurotic represented suitable situations as well as enough varia-
tion to our stimuli. We also renamed the negative poles (Low Agreeable
Personality into Non Agreeable, Low Extraverted Personality into In-
troverted, and Low Emotionally Stable Personality into Neurotic) for
practical purposes since the clear distinction that we were expecting
low ratings on a particular TIPI scale for a portrayed personality was
not needed here.

3.3 Virtual Environment
The virtual scene was realised using UE4 and consisted of a “waiting
room”, “training” and “experiment room”. The waiting room was de-
signed to engage participants in discovering the environment, therefore
we used aesthetic design, footsteps sounds, and atmosphere music play-
ing in the background. This room also featured the Realistic character,
with only idle motion applied (blinks, slight sways in the hips when
changing the resting leg). This character was purposefully presented
in this room to anchor participants’ responses to the render style they
would encounter in the experiment condition. More specifically, if they
were randomly assigned the least realistic render style (Toon Shaded)
in the experiment room, they would know that this is not as realistic as

the character could be, since they saw a more realistic representation
before. To ensure all participants would come close enough to the
character to see the details, we used a collider around it as a trigger
for unlocking the experiment room. When participant’s view–camera
would intersect the collider of 1.5m radius surrounding the character,
this would trigger the door access to the experiment room. The door
opening event would then similarly be triggered when the view–camera
was in the vicinity of the door.

The part of the environment where the experiment started, was a
simplistic space with two virtual rooms: one for the training session
and the other for the experiment session. The first room contained a
box and the other a character in one randomly chosen render style (see
Figure 3), and a red spot on the floor, which was placed 4m meters
away from the virtual character. This position was chosen as an optimal
observation distance, that would give some personal space to the viewer
when watching the character speak, but at the same time details of the
character could still be visible. For the training, the box was chosen to
estimate the observation distance participants took when reading the
word, and therefore served as the control condition.

We chose a simplistic environment setup with no decoration, in order
to avoid distraction of participants view from the virtual characters.
The lighting consisted of a general “sky light” and a two point lights
directed towards the character, casting shadows. No music was playing
in the background in the experiment room, as the participants were
instructed to listen carefully to the character’s speech.

Fig. 3. Left : an example of the information box with guidelines for the
participant before the training room task. The box was presented as
a blue dot in the environment and the text box only expanded when
participant moved closer to it. Right : experiment room example.

We created a first person camera view which tracked the movement
of the participant. Participants were able to navigate (translation and
rotation of the camera) using an Xbox controller. In the virtual room,
we placed a red spot which served as the observation distance for the
proximity measure. Access closer than ∼4 meters to the character
was initially restricted with an invisible sphere collider that was placed
around the character. Once the first person camera was navigated to
the red spot, the camera translation was locked for the duration of the
character’s speech. Participants were only allowed to approach the
character after it finished talking.

A notable characteristic of our experiment was also that it was
programmed to run automatically from start to finish, similar to a game–
like scenario, with all instructions and the tasks being presented in
the environment. This allowed the participant to move through the
experiment independently, without asking questions in the middle of
the experiment or even taking off their headset as this would break the
immersion. We also expected that participants would be motivated and
dedicate enough time to our exhibit if it was built like a video game.
Making the experiment run in this way was a demanding task which
required extensive pre–testing to ensure the participants would not be
stuck in one area and not know how to progress with the tasks. Some
guides were implemented as colliders which prevented the motion of
the participant to continue, e.g. through the window. The presentation
of tasks however, was implemented in a form of pop–up information
text boards (Figure 3), which triggered when the participant came close
to a blue information symbol in the environment. All data was saved at
the end of the experiment.
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4 EXPERIMENT DESIGN

4.1 Experiment Apparatus and Protocol
This experiment was featured at the Science Gallery Dublin exhibition,
which was running continuously for three months in 2016. The exhibit
included a monitor, Xbox controller, headphones, Oculus DK2, and
a rotating chair (sample picture of the setup is shown on Figure 4).
Visitors could participate in the experiment voluntarily. They were
introduced to the task with the help of the mediator employed by the
gallery who was trained to follow the experiment protocol. The proto-
col, included important points about hardware maintenance, security
issues, and instructions regarding working with participants. For ex-
ample, no children under 13 years of age were allowed, participants
over 13 but under 18 years of age were informed their data would
not be collected or included in the analysis, visitors who had trouble
understanding English language needed to have a translator; if no trans-
lator was present, they could not continue with the experiment. In case
of nausea, the experiment had to be terminated and the participants
remained seated for a couple of minutes and were given a glass of
water.

Fig. 4. The setup at the Science Gallery exhibition. Participants for this
experiment were visitors of the gallery who volunteered to participate.

4.2 Participants and Procedure
Due to an overwhelming response from the visitors of the Science
Gallery, we were able to collect data from over 2000 participants, from
which 1106 (429 females, 677 males; average age: 28.7) were included
in the analysis. The other participants were excluded due to failing to
fill out the demographics, have taken the experiment before, or gave
inaccurate responses to the memory task which was a way of testing
if participants payed attention. University department and Science
Gallery committee ethics approval was secured for the experiment and
participants were invited to read and agree to the approved consent
form before starting the experiment.

We also programmed the experiment in such a way, that the subjec-
tive responses from the participants were saved only if they finished the
whole experiment. This way, if someone decided to leave the experi-
ment before finishing it, their data was not included in the analysis. All
participants had normal or corrected to normal vision.

The participants were asked to sit in front of the monitor where they
were first presented with an electronic consent form and information
sheet. They then filled out the demographics: age, sex, game experience,
experience with virtual characters, native English speaker or not and a
question if they have taken the experiment before. With the help of the
mediator, they were given the headset and a set of headphones to put
on their head.

The experiment had three stages: waiting room, where the participant
would get used to the environment and controls, training and experiment
room.

4.2.1 Waiting Room
By entering this room, the instruction box, in the form of a pop-up
window (Figure 3) appeared in front of the participant’s view–camera
which described the use of controls. After, the participant was free
to move and explore the room. Other information boxes guided the
participant to the first task, which was to go closer to the realistic vir-
tual character which was standing near the window (Figure 1, second
image). After they got close enough to the realistic character (triggered
by contact of the view–camera’s and the character’s collider), the next
level unlocked, which was accessible to the door with a sign “Experi-
ment Room”. The door opened when they navigated close to it, so that
the door collider was intersected with the view–camera, and this action
teleported them to the next level, where they were presented with the
next two rooms – training and experiment. The experiment room only
unlocked when the training room was completed.

4.2.2 Training Room
The instructions guided the participant to enter the training room and
when they reached the red spot (Figure 3) they were locked in position
and were instructed to observe the training example, which was a box,
changing colours for a dedicated amount of time, after which instruc-
tions to go closer and find the word tag appeared. When moving closer
and away from the box, the position trajectory of the first person camera
was recorded. After exiting the room, a multiple choice questionnaire
appeared on the virtual board in front of them, asking them to choose
the word tag they found in the room.

4.2.3 Experiment Room
After, the experiment room unlocked and they were able to walk to-
wards the red spot in this room, and after locking the position, observed
the character in one randomly assigned render style, expressing one
randomly3 chosen personality (set of 6 personalities). After the ani-
mation stopped playing, they had the same task to memorise the word
tag and exit the room. Upon exiting, the questionnaire board appeared
with the empathy, uncanny valley and co-presence questions. After
they answered all the questions, the experiment self-terminated.

4.3 Analysis
In this research, we used a combination of three different measures:
subjective responses, an implicit measure and a behavioral measure.
For subjective responses, we designed a questionnaire, which was put
on a virtual board in the environment. The questions (apart from the
first one) were rated on a 5–point Likert scale, ranging from 1– Not at
all to 5–Extremely. Table 1 shows the questions used in the experiment.

The first question was designed to measure attribution bias, which
requires the participant to make a decision about the locus of the charac-
ter’s reaction to the situation. We constructed this question similarly to
the study of Gilbert et al. [17] after observing the character portraying
a personality. We posed the following question:

• “You witnessed the character reacting to a situation. In your
opinion, what is the MAIN cause of the character’s behaviour?
(1 – character’s unique way of behaving; 2 – situation made the
character behave in this way)”:

1 2
Character Situation

The next three questions were related to the measures of empathy –
Concerned, Excited and Uneasy. They were based on the understanding
of empathy as experiencing the emotions of others, with the Concerned
scale taken from the study of Davis et al. [12], Excited, which is an
emotion of positive valence signaling engagement with the character,
taken from the PANAS questionnaire [44] and a negative emotion taken

3We removed the randomness towards the end of the exhibition to achieve a
more counterbalanced data set.
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Table 1. Likert-scale subjective responses to explore the effect of render
style on the perception of virtual characters.

Group Question Statement
Concerned “I feel concerned about the character:”

Empathy Excited “I feel excited after watching the character:”
Uneasy “I feel uneasy after watching the character:”

Appearance Realism

“I found the character’s appearance realistic
(“Not at all” = the character’s appearance is highly
stylised like in cartoons, “Extremely” = it could almost
be mistaken for a photograph).”

Realism Movement Realism “I found the character’s movements realistic.”
Overall Realism “I found the character realistic overall.”

Appeal

“I found the character appealing
(“Extremely” = the character is one that you
would like to watch more of and would be
captivated by a game with that character as the lead)”.

Affinity Eerie

“I found the character eerie
(“Not at all” = character restores a sense of
security, confidence, calm in me.
“Extremely” = character is gloomy and leaves
me with a sense of fear).”

Familiar
“I found the character familiar
(“Extremely” = I have seen something
similar to it before).”

Co-presence Co-presence “I perceived that I was in the presence
of another person in the virtual room with me.”

from CAM battery [19]: Uneasy. The questions which follow are the
uncanny valley questions (Affinity and Realism groups, see Table 1),
and are based on measures previously used by McDonnell et al. [31].
The co-presence question is taken from Bailenson et al. [3].

For the behavioural measure, we used proximity, which is the min-
imum distance a person takes to the character in order to perform a
specific task, in our case the word tag near the character. This task
is similar to the design used by Bailenson and colleagues [3], except
that the word was simple to remember (“table”, “chair”), since the
participants had to memorise it and report it later (design used in Zibrek
et al. [47]). The participant was first presented with the floating text
in front of a training box, and had to leave the observation point (red
spot) to find the word. The position of the first person view–camera
was tracked and the minimum distance from the box was an estimate of
the distance from where participant could read the word. The minimum
distance when memorising the word tag in front of the character in the
experiment room was then used for the proximity measure.

4.3.1 Statistical Analysis
The data collected for a particular render style and personality combina-
tion were almost counterbalanced. For the Realistic style, we collected
data from 222 participants, where the average number of participants
per personality (np) was 37 (SD = 4.7). Other styles: Toon CG = 227
(np : 37.8,SD = 10), Toon Shaded = 227 (np : 37.8,SD = 2.3), Creepy
= 212 (np : 35.3,SD = 6.6), Zombie = 218 (np : 36.3,SD = 3.4).

To explore the most robust effects of Render Style on people’s per-
ception, we conducted a two-way ANalysis Of VAriance (ANOVA)
with between–subject factors Render Style (5 examples) and Personal-
ity (6 examples) for every dependent variable (subjective responses and
Proximity). In addition, we analyse the effect of Render Style individu-
ally inside each Personality. We did so by using one-way ANOVA with
between–subject factor Render Style.

ANOVA is considered robust for the deviations from normality.
However, we used Levene’s test to check for homogeneity of variance
and for variables, where the assumption was breached, we did a log
transformation on the data and repeated the ANOVA process on the
transformed data. Tukey Honestly Significant Difference (HSD) test
was used for post–hoc comparisons.

For Proximity, the minimum distance, expressed as Euclidian dis-
tance of the current camera (user) position and the virtual character
position in the virtual space, was calculated.

Correlations between Proximity and questionnaire items were calcu-
lated using Sperman’s Rank Order test, since we found the Proximity
variable was not normally distributed (Kolmogorow-Smirnov test).

To analyse attribution bias, we explored if the categorisation of
character’s behaviour to either Character or Situation was significantly

different according to factors Personality and Render Style. We ap-
proached this by using crosstabulations and computed significant dif-
ferences in attribution bias across Render Style and Personality using
Pearson Chi-Squared test. Post–hoc was conducted by partitioning the
Chi-Squared test into independent 2–way component tables.

We also conducted a demographics analysis, where we were inter-
ested in the effects of Sex, Age, Native (if the participant is a native
English speaker or not), Game Experience and Character Experience.
We conducted a generalized linear model analysis to screen for possible
effects on our data (see Table 2, in Supplementary Material). This
analysis is a form of linear regression, which is robust for violations of
normality and finds systematic effects that can be made linear through a
suitable transformation [35]. We chose this model because it can predict
effects of multiple variables on our data without specific requirements
for normality or homoscedasticity of variance.

All main effect and post–hoc tests are reported in Table 1 in the
Supplementary Material.

5 RESULTS

We present the analysis of results in separate sections, immediately
followed by the discussion, for clarity purposes:

Section a) where we report overall main effects of Render Style and
its interaction with Personality on the dependent variables.

Section b) where we analyse the effect of Personality on the depen-
dant variables. We continue to analyse the effects of Render Style
separately inside each Personality.

Section c) where we report the results of the dependent variable
Attribution. Here, we analyse significant differences in how participants
perceived the behaviour of the character – as coming from his own
personality or as a result of the situation.

Section d) where we provide additional information on how some
aspects of participants could influence our data. We did not include
participant sex or other demographic information into the main analysis
since we had a large number of variables and potential effects. There-
fore, we analyse potential effects of demographic variables by using
generalised linear models to discuss possible effects on the results we
have collected in our study.

5.1 a) The effect of Render Style

When conducting the overall analysis of main effects for Render Style,
not many variables were affected (for values, see Supplementary Ma-
terial, Table 1), even the perceived realism was rated similarly for
different render styles, as the graph in Figure 5 shows. Significant
difference in overall realism was found only between Realistic and
the least realistic, Toon Shaded render style. Also, closer proximity
towards the Zombie render style was unexpected, since participants
should keep further away from an intentionally uncanny character. It is
possible participants found the character interesting and came closer
to investigate details, and, on the other hand, also show a possible lack
of interest for the Toon CG render style. Perhaps Toon CG render
style does not have interesting details on its texture and no visible
(or intentional) flaws. In addition to not finding any correlations be-
tween proximity and other responses from the participant, these results
could indicate that our measure of proximity was not related to how
comfortable people were to getting close to the character but rather
served the examination of details of the render style. This is perhaps
evident also from the result that participants stayed significantly further
away from the box in the training condition (Training minimum dis-
tance: M = 200.97cm, SD = 124.03; Experiment minimum distance:
M = 173.57, SD = 99.84; t(2210) = 5.72, p ≈ 0), when completing
the label task. It seems they did not approach the box closer because
they were not interested in observing it.

Interactions were found for Eerie and Co-presence variables as well,
but the results are hard to interpret (see Supplementary Material, Ta-
ble 1). A higher co-presence for extraverted Toon CG as opposed to
extraverted Realistic character is interesting and could indicate that ex-
traversion was more appropriately expressed by the Toon CG character.
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Investigating render style across all personalities did not show many
significant results, therefore we continue with the examination of indi-
vidual personality effects.
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Fig. 5. Main effect of Render Style for two of the Realism items and
Proximity. Star labeled lines point to significantly different means accord-
ing to the post–hoc test (∗ = p < 0.05, ∗∗ = p < 0.001). The Proximity
distance shows the minimum distance from the character in centimeters.
For example, we see that participants moved closer to the Zombie render
style, especially compared to the Toon CG render style.

5.2 b) The effect of Personality
As seen in Figure 6, we found that the personality the character was ex-
hibiting had an influence on our results, which was to be expected. The
negative pole of the personalities (Introverted, Neurotic, Non Agree-
able) induced more extreme scores for empathy, higher concern and
unease, but also less excitement. Appeal was more positive also for
the positive pole and eeriness was higher for the negative pole. As
expected, some personalities were rated lower on motion realism, per-
haps because these characters were moving less overall: emotionally
stable character, rated higher on movement realism, had more body
movement in comparison to the introverted one, which moved a lot less.
The proximity measure, however, was not affected by personality. The
character’s personality therefore contributed to the variety of responses
on empathy, affinity and even realism, but did not affect perceiver’s
behaviour.

While we did not find many effects of render style in Section a), by
looking inside each personality and seeing the effect the render styles
had on the participants’ response, we find an indication that different
render styles interact with the exhibited personality, which notably
changes the response to that character (see Figures 1 - 4 and Table 1 in
the Supplementary Material). For example, the concern for a Realistic
render style was high when he was portraying neurotic personality,
but not when expressing non agreeable personality. Toon CG render
style, on the other hand, improved co-presence when expressing the
extraverted personality (in comparison to Realistic) and was less eerie
in the agreeable one (more so than the Zombie render style). However,
as with Realistic render style, this was not a pattern which repeated
for every exhibited personality. The reasons behind this are difficult to
determine from our experiment. For example, we see that the Realistic
style is an appropriate choice if the intention is to reach a high level of
concern for the neurotic situation but the style will make no difference
if the character is expressing a non-agreeable personality. Also, when

the Toon CG render style was expressing the extraverted personality,
the ratings of co-presence were significantly higher, indicating perhaps
that the combination of this render style and personality was a good
design choice. We conclude that render style has a considerable effect
on the viewer’s response when the character is exhibiting personality
traits.

Unexpectedly, proximity behaviour was not affected by personality.
It is possible our situations which exhibit certain personalities did
not vary enough in appeal and eeriness to really show responses on a
behavioural level. Furthermore, the only significant effect for proximity
we found for the agreeable personality, was conflicting. When paired
with a character’s appearance, the most eerie combination of style and
personality as rated by the participants (Agreeable Zombie character)
was also the character participants came closest to. This could mean
that participants came closer to the character because of the fact it was
eerie, possibly out of interest to examine mistakes. Proximity is slightly
affected by the render style and personality combinations which might
indicate interest to observe a particularly eerie character.
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Fig. 6. Main effects of Personality. Star labeled lines point to significantly
different means according to the post–hoc test (∗ = p < 0.05, ∗∗ = p <
0.001). While no effects of Personality on Familiarity, Proximity and Co-
presence were found, other dependent variables were affected. Individual
comparisons between Personality types are found in Table ??.

5.3 c) Attribution Bias
We found Personality had a significant effect on Attribution (χ2 =
88.71,d f = 5, p = 0.000) and so did the Render Style (Figure 7, Table
2). We see that Extravert, Neurotic and Non Agreeable Personality
were associated with the character’s behaviour being attributed more to
Situation than Character.

With further investigation, we found that certain render styles
changed the attribution bias even further. The bottom graphs in Figure 7
show the significant differences which were obtained by comparing
the effects of Render Style inside Personality. We found that Realistic
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render style significantly changed the attribution towards Situation in
both Agreeable and Extravert conditions, while Creepy render style did
so in the Neurotic condition. However, the most extreme and significant
differences are only compared to certain render styles (Toon Shaded
and Toon CG).
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Fig. 7. Percentage of Attribution for Situation and Personality averaged
over Render Style (top). Render style of the character significantly
changes the attribution in the cases of Agreeable, Extraverted and Neu-
rotic (bottom). Star labeled lines point to significantly different means
according to the post–hoc test (∗= p < 0.05, ∗∗= p < 0.001).

The main differences were therefore found for the render styles
which were created to be more realistic (Realistic and Creepy) in com-
parison to other less realistic styles, which indicated that the character’s
behaviour was attributed more to the situation when the character was
realistic. However, this happened only for particular personalities and
not others. We included this test to explore automatic (or less auto-
matic) processes towards realistic characters, but it is hard to conclude
if realism was the source of difference in these results, since we did
not achieve a high level of co-presence and the proximity results do
not seem to indicate the behaviour of personal space which people
exhibit in social situations. Therefore, it would not be strictly valid to
speak about social cognitive effects of the attribution bias since other
measures did not show our virtual characters induced socially cognitive
processes. If our results were to be analysed in this fashion, they would
indicate that Toon Shaded and Toon CG render styles were most diffi-
cult to process in certain situations since the attribution of a behaviour
to situation was lower compared to other styles, but particularly to the
realistic ones (Realistic and Creepy).

However, the fact that render style could change the attribution of
behaviour at all, is an interesting result which prompts further investiga-
tion. Out of interest, we conducted a non–parametric Sperman’s Rank
Test correlation between Attribution and all the dependent variables.
There were no significant correlations except a weak correlation with
the variable Concerned, where higher concern was associated with
attributing the character’s behaviour to Situation (r = 0.08, p < 0.05).
This result, that higher concern for the character is associated with
attributing his behaviour to a situation, could imply that empathy is
higher for a character if we perceive him not being responsible for a
difficult situation. Since this is further mediated by the character’s ap-
pearance, it is possible that attribution bias could be used as a measure
of empathy towards the character. But this can only be true for negative
situations, since the attribution of behaviour to situation in positive
context (such as our result for extraverted and agreeable personality)
was not associated with higher excitement, for example. It could also
be due to the lack of emotional scales or other measures of empathy,
which would record more detailed emotional responses. We conclude
that attribution bias is an interesting measure to investigate response
to virtual characters but needs further exploration.

5.4 d) Analysis of Demographics

When exploring how participants’ demographics affected our results,
we found effects for Native on variables Concerned, Excited, Uneasy,
Appeal, Realistic Appearance and Eerie, where non–native speakers
were rating all scales significantly higher than the native speakers (see
Supplementary Material, Table 2, for results). Game Experience had an
effect on how participants rated Eerie, where passionate gamers where
giving lower ratings of eeriness overall. Age made a difference in how
participants were rating Appeal and Excited. The older the participants,
the more excited they felt after watching the character but they also put
lower markings for appeal. Other factors (Participant Sex, Character
Experience) did not significantly influence our data.

Adding the demographic details in the analysis provided some inter-
esting findings. For example, being a native speaker had a difference in
most of our results measured with the questionnaire. This could possi-
bly indicate differences in understanding the meaning of the words or
cultural differences in perception, which were not the focus of our study
but should be investigated further. Results such as game experience and
age are interesting as well. Passionate gamers rated characters as less
eerie, probably because they are more familiar with the limitations of
the gaming platform and were more forgiving of mistakes on the charac-
ters. Older participants appeared to have enjoyed the experience more
but the lower appeal ratings could indicate they would not be motivated
to watch the character again. We conclude that some demographic
information, such as age, country of origin and game experience of the
participant should be taken into account when analysing responses to
the virtual characters.

6 ADDITIONAL EXPERIMENT: CLOSE-UP

Overall, our results provided us with some insights into how render
style could affect our perception of the character in the virtual environ-
ment. However, the proximity measure did not give much indication of
behavioural differences according to the factors. Furthermore, because
of this measure, the participants had to be placed at an appropriate dis-
tance from the character, therefore small details in the facial animation
were obscured. We decided to test if a closer view of the character
would make a difference in how they rated him on the questionnaire
items.

6.1 Experiment Design

This experiment was conducted in the last two weeks of the exhibition,
therefore all the protocols regarding participants were the same. We
tested 72 new participants (31 female, 41 male; average age: 26±12).
Every other aspect of the task also remained the same, only that the red
spot was put approximately 1m from the character on the very border
of his collision sphere as opposed to having to observe the character
4m away, as in the previous experiment (see Figure 8). Proximity had
to be omitted from this experiment.

Fig. 8. Left: initial viewing distance for the character (Distance condition:
Far). Right: the chosen distance for the Close-up experiment (Distance
condition: Close); this distance was chosen so the character’s face and
hand gestures are visible.
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We changed the number of presented characters to get only the
most relevant differences. We reduced the number of Render Style
factors to 3 (Toon CG, Realistic, Zombie). We picked these three styles
because results from the previous experiment gave the most prominent
differences for these styles. Also, we reduced the number of personality
types to 2, one from the negative and one from the positive spectrum
of the personality (Neurotic and Extravert) in order to get a matching
number for both types of personality in our data set.

6.2 Results
In order to assess if the distance made a difference in how participants
rated the characters, we examined differences between how participants
rated the individual personalities (Extravert, Neurotic) and particular
render style (Toon CG, Realistic, Zombie) on the dependent variables
(Appeal, Realism, Empathy, Co-presence, Attribution) depending on the
condition Distance (Close, Far). If data for the individual comparisons
was not distributed normally, we analysed the differences by using
Mann–Whitney U test, in case of normal distributions we chose inde-
pendent sample t-test. For Attribution, as before, Pearson Chi-Squared
test was used on the categorical data.

None of the comparisons between corresponding factors were dif-
ferent based on how close or far participants were standing, except for
the Zombie render style expressing Neurotic personality. This char-
acter was rated more Eerie in the Close condition (U(60) = 4,Z =
−2.18, p = 0.037). The Appearance Realism was also rated more re-
alistic when participants were standing closer to the Neurotic Zombie
character (U(60) = 11,Z = 2.17, p = 0.030).

Conclusion: the distance towards the character did not influence the
subjective ratings except for the Neurotic Zombie character. The closer
view in this condition increased the feeling of eeriness and appearance
realism. Since no other differences were detected, we conclude overall,
that the first chosen distance (4m from the character) gave sufficient
details of the character’s appearance.

7 GENERAL DISCUSSION

Our study analysed results of appearance and the role of personality
in the context of an engaging, virtual reality experiment. We were
interested to know, if realism could induce a negative response in
viewers, similar to the uncanny valley hypothesis, or if a character’s
behavior is more detrimental to the perceived affinity in an immersive
environment. Our results showed that it is actually a combination of
both behavior and appearance.

Possibly the most striking result is that, overall, the render styles did
not vary significantly in appeal, even though we purposely designed
some characters to be unappealing and eerie. Render style only changed
the appeal in combination with a particular personality, potentially a
personality which was not “suitable” for a particular appearance. For
example, realistic render style was found more appealing when the
character in this style was portraying a neurotic personality. However,
it was also seen as more eerie. A cartoon–looking character could have
been a better choice for our extraverted personality, where the level
of co-presence was found to be higher. Also, the Zombie render style,
even though intentionally created to be eerie, was only seen as explicitly
eerie when portraying an agreeable personality, possibly again since a
positive personality would not be associated with such a character. Our
results therefore show that the question of affinity towards virtual char-
acters is complex and depends on the behavior, which supports similar
findings of Bailenson et al. [4], where appearance realism was found
to increase co-presence when the character’s behaviour was realistic.
Our behavioral data in a form of exhibited personality is more com-
plex but still follows a particular logic – realistic render style increases
empathy for characters in negative situations, whereas unappealing
characters will not be associated with positive scenarios. There are
some limitations to this conclusion. Namely, our results do not show
a concise effect for all situations on all render styles. For example, it
does not explain why the Zombie render style was particularly eerie
only when expressing the Agreeable personality and not Extraverted
or Emotionally stable. This could potentially be a limitation related to
our constructed scenarios, which were designed to display personality

traits. While careful consideration of creating scenarios based on ob-
servable personality traits from the existing literature was followed in
our study, there are limitations to this approach. The reactions to the
scenarios could have been influenced by the topic and not strictly to
personality itself, e.g., people could associate with their own car being
destroyed and the characters reaction to it would not seem neurotic,
but rather quite reasonable. More experiments are needed to analyse
which elements of the scenarios in particular contribute to the effects
observed in our results and to what extent they could be attributed to
the character’s personality.

Some interesting relationships between dependent variables we used
to study the effects were found as well. According to our results, Appeal
was not related to lower eeriness. While eeriness and appeal represent
two distinct categories as proposed by Ho and MacDorman [22], it is
unlikely that an eerie character will also be appealing. This is an inter-
esting finding and could indicate that a virtual character who exhibits
a certain personality could be interesting to observe (appealing and
engaging) while being eerie at the same time, as found for our zombie
render style. For example, watching horror movies and particularly
disturbing scenes in movies is scary but also entertaining. In addition,
for most of the participants, virtual reality was a type of media which
they hadn’t experienced before. This could have affected our results
by elevating the levels of appeal towards all the characters and perhaps
disturb other assessments as well, such as proximity. If participants
approached characters out of interest to observe details, proximity was
not associated with higher co-presence with the character. Another
explanation why zombie characters could be approached closely is
associated with an artificial representation, which cannot be expected
to exist in real life, therefore the threat is removed. A study of Bruneau
et al. [7], exploring the effect of zombie vs. soldier characters in an
immersive environment, found that walking through a crowd of charac-
ters was affected more when they were plausible in real life (soldiers),
then when they were not (zombies). Both types of characters could
be perceived as threatening, but only soldiers could be encountered
in real life. To answer the question if it was implausibility or interest
to observe details which made the participants come closer to zombie
characters in our study, we would need to increase physical co-presence
in our future work. This could be achieved by adding interactive cues,
e.g., eye-gaze, as proposed by Bailenson et al. [3]. Another important
aspect of interaction, which should be considered in the future, is self–
representation of the participant in the virtual environment. Seeing
one’s body in virtual reality would not only increase co-presence but
also expand the behavioural measures to include analysis of nonverbal
gestures as presented by Bailenson and Yee [5], to successfully measure
appeal of the characters.

Another observed effect, which was interesting was that we did not
get as many differences in appeal between personalities as in the study
of Zibrek et al. [48], which might be due to the difference in experiment
design, i.e., repeated measures as opposed to between group design, or
perhaps because of different display platforms (screen–based vs. virtual
reality). The only similar result was observed for introverted personality,
which was rated significantly lower on appeal than other personality
situations in both experiments. We conclude that experiment design
should be carefully considered when measuring the response to virtual
characters.

The indirect measure of attribution proved to be an exciting new
addition to the measurements as well, which extends the previous study
of McDonnell [31] which used an indirect measure of trustworthiness
but did not find an effect of render style. Our explanation was that the
lie detection task in that study was too difficult for the participants and
therefore the response showed more cognitive effort than perceptual
effects. Even though it is hard to explain where the results from our
study comes from and if it actually indicates the ease of processing,
similarly to the concept developed by Gilbert [17], it showed some
differences according to which render style is exhibiting a certain
personality and the attribution of behaviour towards situation seems
to be associated with empathy as well. This is not unexpected, since
higher empathy is evoked when we feel the person is not responsible for
the negative outcome but was subjected to a difficult situation. However,
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based on our experiment, stronger conclusions cannot be made on this
topic.

When observing humans, we make particular stereotyped judgments,
which were not included in our design. We only examined the effects
of render style and personality scenarios performed by one male model.
We are aware that our conclusions are thus limited, since there are
studies showing the effect of character gender on the behaviour and
subjective responses after virtual reality exposures. The study of Fox
and Bailenson [14] not only explored stereotyped behaviour and re-
sponse to female characters but also considered the clothes to be an
important social signal - something which we did not consider. Be-
sides gender, studies show importance of social status [1] and race [21].
These were not aspects we included in the design of our experiments
but are important when examining social constructs in virtual reality.
Further analysis, including more characters, is needed to estimate their
perception in complex social encounters. However, we believe that our
study effectively examined visual realism and used scenarios, which
are both complex and controlled.

We conclude that this study provides sufficient evidence that realism
by itself is not enough to explain the changes in appeal when observing
characters in virtual reality, since character’s appearance interacts with
its behaviour, in our case the exhibited personality. Exactly which types
of personality traits are more appealing when on characters of particular
appearance type needs further testing. We found a positive association
between realistic style and a personality, which raised the levels of
empathy. Purposefully eerie styles did not fit certain positive poles of
personality. These findings could be considered when designing virtual
characters.
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