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Abstract—Computer Science 2 is one of the core elements of
any computer science program; however, there has been little
progress towards the development of a concept inventory for
this key introductory course for CS majors. Plans to address
this gap using the Delphi method are presented. Instructors and
researchers with knowledge and experience of CS2 are being
recruited to help identify concepts from CS2 that are both
important and challenging. These will then be distilled, through
an iterative research methodology, to create a concept inventory
that will undergo validity and reliability checking through large
scale field testing, qualitative interview analysis and appropriate
psychometric testing.

I. INTRODUCTION

Instructors have long sought to explore their students’
understanding of the concepts and phenomena that lie at
the heart of the subject area they are teaching [1], [2], [3],
[4]. These explorations rely on a clear articulation of the
key concepts that underpin the curriculum, and the common
student misconceptions that are associated with them. One
way of establishing a coherent set of concepts that capture the
quality of the learning achieved within classrooms is through
the development of conceptual frameworks [5].

Researchers have tried to explore these conceptual frame-
works through the identification of threshold concepts [6].
These concepts are not only part of the set of core concepts
of the subject area, they are also (i) transformative, (ii)
integrative, (iii) irreversible, (iv) troublesome and (v) boundary
markers [6]. Once the threshold concepts for a discipline have
been established they can then assist in the organization and
focus of student learning [7]; however, identifying such con-
cepts has proved challenging [8] and there is little consensus
on the concepts that have been proposed in the literature [9].

Conceptual frameworks have also been developed as a way
of fostering peer learning [10]; for example, Mazur’s [11]
multiple-choice based “ConcepTests” for introductory physics
were intended to provide the instructor with immediate feed-
back in each class session. The students’ responses allowed
the instructor to gauge the class’ understanding and to identify
misconceptions they may have acquired. They were also used
to foster cooperative learning [12] within the classroom using
a think-pair-share approach [13]. These ConcepTests were
shown to help students develop a better understanding of the
fundamental concepts of introductory physics [11].

A more practical approach to capturing conceptual frame-
works is in the development of “research-based distractor
driven multiple-choice instruments” known as concept inven-
tories [14]. These have been developed for a wide range of
specific courses and fields; including the seminal work on the
Force Concept Inventory for Physics [1], as well as concept
inventories for Physiology [15], Chemistry [16] and Statistics
[17].

Existing concept inventories for computer science related
topics currently include Introductory Programming in C [18],
Introductory programming (i.e. CS1) [19], [20] , Binary Search
Trees versus Hash Tables (3 questions) [21], an upper level
course in Algorithms and Data Structures [22], Software
Engineering [23], Discrete Math [24], Computer Architecture
[25], Operating Systems [4], and Digital Logic [26], [27].
There is also ongoing work on the development of a concept
inventory for Algorithm Analysis [28].

One of the most notable absences from this list relates to
one of the key introductory sequence courses for all computer
science majors, namely a course on basic data structures. This
is often referred to in the literature as CS2 [29]. This is the
gap that the authors of this work are seeking to address.

It should be noted that while the terms CS1 and CS2 are
standard in computer science, the actual content of CS1 and
CS2 courses varies widely [29]. Hence the authors expect to
encounter a wide variation in the topics that experts consider
to be important in a CS2 course. The CS2 topics of particular
interest in this study relate to basic abstract data structures
such as list, stack, tree, and queue. However, the authors will
be guided by the viewpoints expressed by the experts who
participate in the study.

II. CONCEPT INVENTORIES

A concept inventory (CI) is a research-based multiple-
choice test that seeks to measure a student’s knowledge of a
set of concepts while also capturing conceptions and miscon-
ceptions they may have about the topic under consideration.
Each multiple choice question includes one correct answer
and a set of incorrect answers that would result from one or
more misconceptions. One of the earliest concept inventories
in computer science is that of Almstrum et al. [24].



At its simplest, a concept inventory is a straightforward
assessment instrument that is easily administered, albeit one
that is highly tailored to the specific subject domain under
consideration. It can be used for formative purposes e.g. for
diagnostic testing or for identifying appropriate teaching and
learning activities [30]. A CI can be used to assess the impact
of changing instruction methods on student understanding, at
both the individual and the collective level. Given that a CI
presents common misconceptions as options, it can also be
used to give feedback to students on which topics they have yet
to fully grasp and to provide them with suggestions as to where
their future learning efforts are best directed. Instructors may
use a CI to identify topics that need a different instructional
approach or as a way of comparing instructional methods
[24]. They can also be used for summative purposes; for
example, to evaluate overall learning and instructional effects
[30]. However, it is important to note that a CI is not an
appropriate instrument for assessing teaching performance or
for determining grades [24].

Generally the CI is administered both before and after an
instructional period; for example, a topic unit or a course. In
computer science, unlike many other fields, students’ precon-
ceptions may arise from prior instruction rather than from a
naive understanding based on their experience of the world
around them [19] [31]. Indeed, some have argued that CS
students often enter the classroom with no prior conceptions
of the field and so administering a CI before teaching may
not be useful [32]. However, this may not be the case in the
future as topics in computer science are increasingly becoming
part of the mainstream K-12 curriculum; for example through
initiatives such as the K-12 computer science framework [33]
or short courses designed to incentivize students to pursue
computer science programmes [34], [35].

III. CONSTRUCTING A CONCEPT INVENTORY FOR CS2

Most concept inventories are constructed using some variant
of the Delphi method [36]. Although they may differ in terms
of some of the specifics, they share a common theme of
obtaining a set of topics, creating questions, conducting field
tests, carrying out validity checks and reliability testing.

The Delphi method is a user-friendly and systematic process
to gain consensus among a group of experts. Since its devel-
opment in the 1950’s [37], it has been used in curriculum
development, adult education, nurse education, determining
educational effectiveness, distance education, vocational train-
ing, and many other education-related tasks [38].

The Delphi method tries to overcome the weaknesses in
other approaches including using a single expert, taking a plain
average of expert opinions, and having a expert roundtable
come to agreement together. A single expert’s judgment
is never sufficient in subjects that use qualitative or other
opinion-based answers. The averaging of experts does not
allow the experts to reflect on, and respond to, what others
have said. Roundtable groups tend to “polarize opinions” and
come to more extreme conclusions that individual experts [38].

The strengths of the Delphi method include the anonymity
of its experts which allows them to make decisions free from
social peer pressure [38] and reduces the ability of dominant
individuals to sway other experts [39]. Its several phases of
controlled feedback reduce noise in the results and allow the
experts to reflect, form opinions, and justify their decisions
[39]. Using quartile statistics on the data set allows the experts
to reflect while still preserving all of their varied opinions [39].

Many of the CI’s mentioned above, e.g. [40], [32], and [24],
use a similar iterative process to gather expert opinions and
achieve consensus. The experts are first asked to list a set of
topics they consider to be both important and difficult for a
given subject. The experts are then asked to rank the overall set
of topics on difficulty and importance. Several more iterations
occur where the experts are given more and more statistical
information on how their chosen rankings relate to the overall
group choices and also anonymized justifications for rankings
outside of the mainstream.

The following sections set out the methodology that will be
followed in this work.

IV. METHODOLOGY TO OBTAIN THE CS2 CONCEPTS

For our purposes, the works of Dalkey [37], Pill [39], and
Clayton [38] show that the Delphi method has been a long
accepted and much studied process for gaining consensus.
Our aims are perfectly aligned with the purposes of the
Delphi methodology as we will be using it to create a tool
to determine educational effectiveness. We plan to follow
the suggestions for best practice set out in the literature; for
example, by Lindell et al. [14] and Goldman et al. [40].

Following Clayton’s recommendation [38], we are seeking
to enlist the help of a group of 15-30 experts in the field.
Ideally, we would like to capture a wide range of diverse
perspectives from our expert group. We are seeking diversity
in terms of the number of times they have taught a CS2
course, the size of their educational institution, typical class
sizes, gender, race, geographical location, undergraduate and
Ph.D. granting institutions, liberal arts colleges and engineer-
ing institutions, etc. Our aim is to bring together a group of
experts who will provide a broad view of the topics that belong
in a CS2 classroom. We also welcome experts from the CS
and Engineering Education domains as well as those who have
published educational materials for CS2. As in the standard
Delphi method, our experts’ specific decisions will remain
anonymous. We will collect anonymized aggregate diversity
data on our experts to show the breadth and depth of the expert
pool.

In our first step, the experts will be asked to list 10-15 topics
they consider both important and difficult for CS2. After we
receive this data from the experts, the researchers associated
with this project will independently compile a list of all topics
mentioned by more than one expert. We will then concatenate
the compiled sets to form the complete set. It may be necessary
to combine topics where there is significant overlap.

Second, we will send the complete set to each expert and ask
them to rank each topic on a scale of 1 to 10 for difficulty and
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Fig. 1. Workflow for the proposed Delphi method.

also, separately, for importance. After we receive the rankings,
the researchers will calculate the averages and inner quartiles
to find the middle 50% of the rankings.

Third, we will provide the averages and quartile data of the
complete set of rankings to the experts and ask them to re-
rank it for difficulty and importance again. In this phase the
experts will provide a justification for any of their scores that
fall outside the middle 50% range from the previous phase.
The researchers will again calculate the averages and inner
quartiles of this phase and collect the full set of anonymized
justifications.

Fourth, we will provide the new averages and quartile data
along with the anonymized justifications to our experts and ask
them to rank the topics for difficulty and importance one last
time. Using these final rankings, we will compute the averages
for difficulty and importance for each topic. Following the
procedures in Goldman [40], we will compute the distance
of each average as a point (importance, difficulty) from the
maximum ranking (10, 10) and select (approximately) the 10
topics closest to the (10, 10) point. We aim to establish a
clear division between the top topics that will be included in
the CI and those to be disregarded. Once agreement has been
reached on the list of fundamental concepts and the list of
misconceptions to be included, the researchers will create the
first, pilot version of the CI.

V. FIELD TESTING, VALIDITY AND RELIABILITY

Once the initial concept inventory has been developed it
will then be field tested using a sample population of between
500 and 1000 students. It is intended that this student cohort
will be drawn from a wide range of educational institutions
worldwide. Statistics will then be calculated for each item in
the inventory. For example, it will be necessary to determine
what percentage of students answer each question correctly
and how well each item discriminates between the quartiles
of the class [14]. Items found to be invalid will be deleted or
amended. It is expected that a number of field tests will be
needed to ensure that all items satisfy the CI requirements.

Criterion, construct and content validity tests will then be
conducted. While it is expected that these will be quite time
consuming and onerous, they do not require any additional
input from the experts who assist the researchers with the
initial phase of the research. For example, in order to deter-
mine the criterion validity of the CI, it will be necessary to
compare student performance on the CI with other measures

of their performance e.g. standardized tests or course grades.
Construct validity will be established through interviews with
students who take the test; while content validity will require
the opinion of a group of experts who were not involved in
the construction of the CI.

Reliability will be determined though statistical methods
used to determine the reliability of psychometric tests e.g.
Cronbach’s alpha test [26].

VI. FUTURE WORK

This is a work in progress and we are actively recruiting
experts to participate in the initial Delphi method described in
this paper. Our experts will have the option to also participate
in field testing of the Concept Inventory and will have access
to the Concept Inventory to use in their own educational and
research work. To volunteer as an expert, please contact the
research team (info@cs2ci.org).
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