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Abstract

On-demand multimedia streaming applications allow users to select and view content
at a time of their choosing and to control the playback of this content. This level of
control typically requires that each user receives a dedicated stream from the service
provider. The provision of these streams can place a high load on a centralized server
and can result in network bottlenecks near the server.

An approach called Peer Assisted Multicast Streaming is proposed to reduce the
load on a centralized server, and to partially re-distribute the remaining load to the
edges of the network.

Peer Assisted Multicast achieves this by allowing participating users to share
with each other the beginning, or “prefix” of content items that they have previously
received and cached, thus creating a decentralized collaborative cache. By doing this,
a server will only need to serve the remainder of the content and can delay doing so
until the content is required. This content can be provided using a multicast stream.
Other requests received before the multicast stream begins can be serviced by the same
stream. This allows the server to benefit from the use of multicast without affecting an
individual user’s experience. Serving multiple requests with a single stream will reduce
the overall network bandwidth requirements of a server. As the users of the system will
be providing content to each other, some of the network load will also be distributed
away from the server.

Peer Assisted Multicast Streaming can be implemented using standard network
protocols and existing peer-to-peer architectures. An implementation using the RTSP

stream control protocol and the Chord overlay network is proposed.
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Using a detailed network simulation Peer Assisted Multicast Streaming was eval-
uated under varying conditions. In the evaluation, Peer Assisted Multicast Streaming
was shown to provide a 21.62% reduction in the number of concurrent multimedia
streams required by the server when a prefix of 16.67% of the duration of the content
was provided by the users. It was established that for the most popular content the
maximum number of concurrent streams was independent of the request rate of the
system, which is not the case for unicast based approaches. Peer Assisted Multicast
Streaming was also shown to respond well to the sudden introduction of new popular

content.
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Chapter 1

Introduction

On-demand, Internet-based multimedia streaming services are gaining mass-market
acceptance as an alternative to traditional broadcast services for television and ra-
dio |[Grol(]. The emergence and popularity of services such as BBC’s iPlayer EL Huluﬂ
and NetFlixE] is evidence of this. Services such as these, which had been used primarily
by technology enthusiasts using desktop PCs, are now readily available to consumers
through easy-to-use televisions, set-top boxes, video game consoles and smart phones.

Multimedia streaming services may be broadly classified into two groups, which
are referred to here as broadcast services and on-demand services. There is a close
relationship between the categorization of a service and the technology used to to
deliver it.

In a broadcast service, the service provider controls the content that clients re-
ceive. Broadcast services are built around content schedules determined by the service
provider. Service providers may offer a number of broadcast channels. Clients may
choose to receive one of these channels, but have no further control over the broadcast
content. All of the clients receiving the same channel will receive the same content at
the same time. This broadcast approach is an efficient way to deliver either live or

pre-recorded content and is the model used to deliver familiar services such as digital

"http://www.bbc.co.uk/iplayer
2http://www.hulu.com
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satellite television or Internet radio.

On-demand multimedia streaming services, in contrast, offer clients greater con-
trol over the content they receive. These services allow clients to select and view content
at a time of their choosing and to control the playback of the content, for example,
allowing clients to pause the playback of content, or to skip ahead to a future point of
interest within the content. In other words, each client creates his or her own content
schedule. This level of control prohibits the use of broadcast technology for offering
on-demand services and makes on-demand multimedia streaming a resource-intensive
application.

As the availability of high bandwidth Internet access becomes more widespread,
the availability and popularity of on-demand streaming services has increased. Many
content providers now offer on-demand libraries of content, either through their own
websites in the form of so-called “catchup services” (e.g. BBC iPlayer or RTE Player
or through dedicated on-demand streaming services (e.g. Hulu or NetFlix). Current
trends indicate that on-demand services such as these are replacing traditional broad-
cast services [Grol0].

Offering on-demand streaming services to large numbers of clients is challenging
and expensive, however, as each client requires an individual multimedia stream over
which they have independent control. Furthermore, as the demand for high definition
video and high quality audio increases, the demands placed on existing network in-
frastructure become a concern [Wak08]. The cost of delivering a broadcast service is
usually independent of the number of clients and dependent only on the number of
broadcast channels, and the quality of the stream. In contrast, the cost of delivering an
on-demand streaming service is dependent on the number clients receiving the content
as well as the quality of the stream. This is an important consideration for on-demand
content providers as the cost of delivering the content is beyond their control and will
be subject to the popularity of the service.

The focus of this thesis is on reducing the cost of delivering on-demand multimedia

“http://www.rte.ie/player
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streaming services. The approach that is taken seeks to reduce this cost by reducing
the number of individual streams required to deliver the on-demand service and also to
shift the provision of part of some of these streams towards the edges of the network
away from the server. This will be achieved without any reduction in the interactive
functionality provided to clients.

In the proposed approach, which will be referred to as Peer Assisted Multicast
Streaming or PAMS, each client maintains a local cache of the beginning, or “prefix”,
of each content item that they receive. Each client contributes the prefixes in its local
cache, creating a “collaborative cache” from which a participating client can retrieve
the prefix of a content item that it has requested. If a prefix can be obtained from the
collaborative cache, the server only needs to supply the client with the remainder of the
content item. The client does not need to begin receiving the remainder of the content
until it has received the prefix. This provides an opportunity to the server to delay
delivering the remainder of the content item. During this delay, if the server receives
further requests for this content item, all of these delayed requests can be served using
a single multicast stream. Multicast is a network delivery technique where one packet
is sent, then duplicated and delivered to multiple destinations throughout the network.
Multicast can offer a significant reduction in bandwidth utilisation for a server in the
case where the same packets must be sent from a source to a number of destinations.

Both multicast and collaborative caching exploit the locality principle [Den05] to
reduce the costs of supplying popular content. With multicast streaming, the locality
principal is exploited by using a single multicast stream to serve clients who wish to
receive the same portion of a content item at approximately the same time. Collabo-
rative caching exploits the locality principle by allowing clients at a distance from the
server to supply each other with recently received content items, thus reducing the load
at and near the server.

By combining collaborative caching with multicast, Peer Assisted Multicast Stream-
ing achieves the dual effect of reducing overall the number of streams required to deliver

content items and shifting some of the cost of delivering those streams to the edges of



the network. This is achieved without the introduction of additional dedicated infras-
tructure. Furthermore, clients retain the control that would normally be expected from
an on-demand streaming service.

As the collaborative cache is implemented using the resources of the clients that
access it, it will grow in proportion to the popularity of the system, thus providing a
scalable solution for providing prefixes. Since the server still operates independently
of the collaborative cache, the performance of the system will degrade gracefully to-
wards that of a centralized unicast server if the performance of the collaborative cache
deteriorates.

The collaborative cache uses a peer-to-peer approach to allow clients to locate
prefixes stored by other clients. Peer-to-peer approaches for on-demand multimedia
streaming have often been seen as unattractive by content providers, mainly due to
concerns over Digital Rights Management and security. Since the approach proposed
here, however, only uses the peer-to-peer network to provide a portion of each content
item, the access to the reminder of the content can still be restricted by the content
provider at the server.

As the collaborative cache is independent of the server, it could also be used in
conjunction with a non-multicast server to reduce bandwidth utilisation of the server,
without the use of multicast, by caching and serving prefixes in a similar manner to
the proxy prefix cache architecture proposed elsewhere [SRT99].

A number of challenges need to be addressed by PAMS. Any system based on
the use of peer-to-peer technology will be subjected to the effects of churn, as existing
peers leave the network and new peers join it. The consequences of churn must be
considered, measured and, where necessary addressed. Furthermore, PAMS must be
able to adapt quickly to the introduction of new content or to the variation in the
popularity of content. In particular, PAMS must be capable of adapting quickly to the
occurrence of so-called “flash crowds” [JKR02|], where a significant and unpredicted
increase in usage of the system or the accesses for a particular content item within the

system occurs.



In implementing PAMS, some key philosophies dictated the approach taken and
decisions made. It was felt that the collaborative cache should be lightweight, with
regard to the network overhead required to maintain the collaborative cache. It was
also decided that servers should act independently of the cache and that a server should
require only minor modifications to implement PAMS. The implementation of PAMS
should also ensure that the service is not dependent on the collaborative cache but
is augmented by it. Finally, the design of PAMS should support client and server
implementations that are compatible with standard network streaming protocols.

Experiments in Chapter [7] will demonstrate that PAMS can significantly reduce
outgoing server bandwidth utilization in comparison to the bandwidth required by a
simple unicast approach. Furthermore it will be be shown that PAMS scales more
effectively than a simple unicast approach as the number of clients accessing the ser-
vice increases. In particular, unlike a unicast approach, when the number of clients
requesting a particularly popular content item is sufficiently high the server resources
required to deliver this content ceases to increase. In this situation, this maximum limit
is independent of the popularity of the content item. This has important implications
for resource provisioning for a service provider. It will also be shown that PAMS adapts
effectively to sudden increases in the popularity of content.

Alternative approaches to the one proposed here typically focus on either reducing
the number of streams required to serve on-demand content, or distributing the load
to other locations in the network. Multicast is one way of reducing the total number of
streams required to deliver an on-demand service. The challenge when using multicast,
however, is to achieve this reduction without losing the interactivity that clients expect
from an on-demand service.

Instead of reducing the number of streams required to provide content, Content
Delivery Networks (CDNs) seek to distribute the network load associated with the on-
demand service to other locations in the network and, in particular, locations that are
closer to the clients receiving the on-demand streams. This is achieved by deploying

additional servers and replicating the content. CDNs are expensive, however, due to



the cost of deploying additional server infrastructure.

A more cost-effective approach to distributing the load generated by an on-
demand service is to use a peer-to-peer based system. Peer-to-peer systems adapt
well to increases and decreases in usage, but without a dedicated centralized server
from which all content can be retrieved, some content may become unavailable within
the peer-to-peer system.

There are some issues which fall outside the scope of this thesis. For example,
issues related to digital rights management and security have not been considered.
Providing a Quality of Service guarantee to consumers of the streamed content is also

outside of the remit of this thesis.

Contributions

The primary contribution of this thesis is the Peer Assisted Multicast Streaming (PAMS)
architecture. The architecture represents a new approach for delivering on-demand
multimedia content. The approach combines the use of multicast with a peer-to-peer
collaborative cache. In addition to the design of the architecture an approach for im-
plementing the PAMS using standard network protocols and existing multicast and
peer-to-peer overlay technologies is proposed, and aspects of the approach may be
applicable to other multicast streaming architectures.

A detailed simulation framework for evaluating large-scale multimedia systems
was developed. The framework simulates behaviour of multimedia streaming systems
down to the network packet level. This framework was used to perform a detailed per-
formance evaluation of Peer Assisted Multicast Streaming. Furthermore, the framework
was used in the re-evaluation of existing multimedia approaches.

Finally, the thesis presents a state of the art review of multicast and peer-to-peer

on-demand streaming systems.



Overview

Chapter [2| provides an overview of multimedia streaming services, with an emphasis on
the properties of on-demand systems and on the approaches to their implementation.
The two subsequent chapters, Chapter |3| and Chapter 4, provide an introduction to
multicast and peer-to-peer technologies, as well as describing their use in multimedia
streaming applications. In Chapter [5] the proposed Peer Assisted Multicast Streaming
architecture is described in detail. A proposed approach to the implementation of
PAMS is described in Chapter [6] along with a description of how the behaviour and
performance of PAMS has been evaluated. The results of this evaluation are then
presented and discussed in Chapter[7] Finally, conclusions and proposed areas of future

work are presented in Chapter



Chapter 2

On-Demand Multimedia

Streaming

In this chapter, the nature, properties and requirements of on-demand multimedia
streaming systems will be presented and discussed. An initial description of what is
meant by the term “multimedia” will serve to define more precisely the context of the
thesis. This will be followed by a discussion of multimedia streaming applications, in
which multimedia content is transmitted between network nodes. The properties and
requirements of different types of multimedia streaming applications, will be presented
and compared, focusing on the on-demand applications that are the main concern of
this thesis. Finally, different approaches to the efficient implementation of on-demand

multimedia streaming services will be presented and discussed.

2.1 Multimedia Systems

Multimedia systems are concerned with the capture or creation of content, such as
audio or video, in digital form, its storage in digital form and its subsequent processing,
retrieval and rendering. Today, the term “multimedia” usually implies either audio or
video content or, frequently, a combination of the two, but may also include other

media such as image galleries, subtitles, closed-captions and embedded links to other



content.

In analogue form, video is stored on film as a series of images, often referred to
as frames. These frames, when displayed, or “rendered”, in rapid succession appear to
a viewer to be a moving image. The speed at which the images are displayed is referred
to as the frame rate, and is measured in frames per second (fps). The usual rate of an
analogue cinema presentation is 24 frames per second.

This approach can also be applied to digitizing video, where each image is digitally
stored and then rendered at a specified framerate. A single digital image is made up
of a collection of pixels, where each pixel represents a colour. The number of bits used
to represent a the colour of a pixel is referred to as the colour depth. To represent
two colours (e.g. black and white), a single bit can be used. The larger the number
of bits used, the more colours are available, with 24 bits (16,777,216 colours) being
an acceptable standard for photo-realistic image quality. The number of pixels used to
represent an image can vary from one format to another and is known as the resolution.
A typical standard of resolution is 720 horizontal pixels and 480 vertical pixels.

The basic storage requirements of an image can be calculated as the product of
the number of pixels (resolution) and the number of bits used to represent the colour of
each pixel (colour depth). For example, the basic storage requirement of a digital image
using the resolution and colour depth described above would be 720x 480 x 24 = 8294400
bits or 0.99 MB.

Techniques for compressing digital images such as JPEG, PNG and GIF are
frequently used to reduce the amount of space required to store a digital image, but
these will be ignored for this example.

The frame rate combined with the resolution and colour depth determines the
bit rate of uncompressed video. For example, a frame rate of 24fps, with the above
resolution would require a bitrate of approximately 199Mbps (Megabits per second).
Figure [2.1]illustrates how frame rate and resolution are combined to produce a bit-rate.

If a ninety minute movie was to be stored in an uncompressed format, this would

require 90 x 60 x 24 = 129600 frames to be stored. This would require approximately
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Figure 2.1: Storage requirement for uncompressed video

125GB of storage, which is clearly unfeasible.

To overcome these storage requirements, video compression standards are used,
such as MPEG-4 [Koe99] and H.264 [WSBL03]. These compression algorithms exploit
the similarities between consecutive frames. The differences between two frames are
generally minuscule, so, to save space, rather than save two consecutive frames, these
algorithms are based around storing the differences between the current frame and the
following frame. Using MPEG-2 compression, which is the standard upon which DVD’s
are based, a resolution of 720 x 480 pixels, with a 24 bit colour depth and a frame rate
of 30fps will result in a bit rate of approximately 9.8Mbps. Assuming this bit rate, the
storage requirements for a ninety minute (90 x 60 = 5400 second) DVD quality video

would be:

5400 x 9.8 ~ 5.29 x 10'° bits ~ 6.16GB
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Multimedia presentations typically contain audio as well as video. Audio is nor-
mally digitised using pulse-code modulation. Pulse-code modulation requires the am-
plitude of the audio to be sampled at specific intervals and this is known as the sampling
rate. The amplitude of the audio at the sampling time is quantized to a discrete value
determined by the bit depth and the quantization algorithm. A higher bit depth and
sampling rate give rise to better quality recordings of the original audio, but this will
result in higher storage requirements. Digitised audio can be compressed using algo-
rithms such as MP3 [Bra99].

Using linear pulse code modulation, the amplitude of an audio wave is sampled
at a constant rate and quantized to a discrete value, with the number of possible values
determined by the bit-depth. For example, 8-bit audio provides 2% unique values to
represent the sampled amplitude. CD-quality audio has a sampling rate of 44,100Hz
and a bit-depth of 16, meaning that the amplitude of the original audio wave was
sampled 44,100 times per second and each sample was assigned a 16-bit value.

To allow multiple media types to be stored together, for example audio and
video in a movie, media containers are used. Some commonly used media containers
are AVI, MP4, FLV and MPEG-TS, with FLV being commonly used for embedded
video on websites (e.g. YouTube, Hulu) and MPEG-TS used in satellite digital video
broadcasting (DVB-S). To display the multimedia content correctly, the media streams
must be demultiplexed into their constituent streams and then rendered independently
but with synchronization between the streams (e.g. to ensure “lip-sync” is maintained).

Encoded multimedia content may be retrieved either from local storage or from a
remote source. Locally stored multimedia content would be accessed from a hard drive,
or from optical media such as a DVD, from where it can be accessed and rendered at a
constant bit-rate. Remotely accessed content though, would need to be delivered over
a network from a multimedia server or via a broadcast medium such as digital satellite.
When delivered via a network, a request is sent for the content from the client to a
server and the server will then deliver the content to the client. This is considered to be

remote retrieval. Remote retrieval offers users the ability to watch a variety of content

11



types such as news items, films or sporting events. There are two models for remote
retrieval: download and streaming.

In a download based system, the entirety of content must be retrieved from the
server by the client and stored locally before rendering of the content can begin. Once
the content has been fully retrieved it is accessed and rendered in the same way as locally
stored content would be rendered. The single biggest disadvantage of a download based
system is that it can take a substantial amount of time to fully download content, with
the time required determined by the bitrate of the content, the available download
bandwidth and the duration of the content. Download based services also require the
client to have sufficient storage space to store the entirety of the content.

A more advanced model of download is progressive download, in which playback
of content can be started once download has commenced. This significantly reduces
the time a requesting client must wait to begin consuming the requested content, but
has the disadvantage of reducing the interactivity the client can have within playback
as features such as skipping to a future point in the content item are not supported.

In a multimedia streaming application, a multimedia stream is transmitted from
a source location, over transport medium such as a network, to a destination, where
it is rendered, processed or stored as it is received. The transmitted content may be
pre-existing, stored content (e.g. a video-on-demand service) or it may be produced in
real-time (e.g. a video conference or live news broadcast).

In a streaming based service, rendering can begin once the client has received
the start of the content. Streaming services require less client storage capacity than
download services, as once the content has been rendered it can be discarded. The
duration of the content is a factor in determining the storage space required in a
download system, but in a streaming system, the duration of the content has little
impact on the client’s required client storage capacity as content does not need to be
stored once it has been rendered. A small amount of storage is required to buffer
content as it is received, this is discussed below.

From a server’s perspective, a streaming service is more demanding in terms of
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Property

Download Service

Streaming Service

Client Latency

High - content must be fully re-
ceived before playback can com-
mence

Low - playback can begin once
buffer has received enough content

Server Load

Server can balance needs of all re-
quests as there are no real-time con-
straints

Server must deliver content to each
requesting client in a timely fashion
to avoid clients experiencing inter-
ruption in playback

Client Storage

Clients must have sufficient storage
to store entirety of content

Clients need only have enough stor-
age to meet the buffers require-
ments

Playback Playback is only started once all | Playback is subject to interruption,
content is received, so will be un- | due to changes in network quality,
interrupted a buffer is required to overcome this

Commercial Exam- | iTunes, Amazon YouTube, BBC iPlayer, Hulu

ples

Table 2.1: Comparison between Download and Streaming Services

resources. In a download system the server can deliver the content at a rate that is
limited by the bandwidth available between the server and the client. In a streaming
service though, as the client has real-time demands, clients must receive the content
stream at a pre-determined rate, determined by the encoding of the content. If the
client receives the content too slowly then rendering of the content will be effected, and
the client will not see an uninterrupted media presentation. In contrast, if the client
receives the content too quickly, it will need to buffer the content before rendering it,
which increases the local storage requirements of the client. If the server can deliver
the content at a rate that approximately matches the bitrate of the content, the client
may still need to maintain a small buffer to allow for variations in the rate at which
content is received (for example, as a result of network congestion) or the availability
of local resources to render the content. The properties of download and streaming

services are summarised in Table

2.2 Multimedia Streaming Applications

Multimedia streaming applications can be broadly characterised as “broadcast” or “on-
demand” applications, depending on the degree of control that clients have over the

streams they receive. In this section, the characteristics of broadcast and on-demand
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streaming applications will be compared while the following section will discuss the

resource requirements of both.

2.2.1 Broadcast Streaming Applications

In a broadcast streaming application, the content that is transmitted and the time that
it is transmitted at is determined at the source of the transmission. Clients are limited
to choosing whether or not a transmitted stream is received. The content streams may
originate from an archive, for example, in the case of broadcast television. Alternatively,
the content streams may be produced in real-time, for example, in the case of a live
event broadcast over the Internet or a video conference

Broadcast streaming can be delivered over a broadcast medium, such as digital
satellite, or it can be delivered over a network through a stream from a server to a
number of clients, with each client receiving the same data at approximately the same
time. Broadcast streaming services do not offer clients the ability to interact with
streams, i.e. clients cannot view a different part of the broadcast than is currently

being provided by the server.

2.2.2 On-Demand Streaming Applications

In contrast, in an on-demand streaming application, the client chooses what content
should be transmitted by the source of the stream from an archive of stored content.
Furthermore, users can interact with a stream in the same way that they might inter-
act with the playback of a DVD (e.g. by pausing, rewinding or jumping to a different
point in the stream). Due to server resource limitations though, a majority of video on
demand streaming service only allow playback of content at the normal rate, with fast
forward and rewind only being possible on buffered parts of the content as these oper-
ations would require the client to receive the content at a higher than normal bitrate,
which may exceed the available server’s, network’s or client’s available bandwidth. To
counter this limitation, services allow playback of content to begin from any point of

the content, which allows the user to skip to any part of the content they wish to view.
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Examples of on-demand streaming applications include TV catchup or movie-on-

demand services.

2.3 Resource Requirements of Streaming Applications

The characteristics and, in particular, resource requirements of a multimedia streaming
application depend on whether the service offered is broadcast or on-demand and these
characteristics and requirements are discussed here.

The main parameters that determine the resource requirements of a streaming
application can be divided into two types, requirements that result from the character-
istics of the content being served and requirements that result from the nature of client
demands.

The bitrate and duration of content will determine the requirements of a stream
served to a client, while the total number of concurrent clients and the method of

delivery will determine the requirements for the system as a whole.

2.3.1 Broadcast Streaming Server Resources

Resource requirements of a broadcast streaming application are dependent on how the
broadcast service is implemented. Broadcast streaming applications can be delivered
using broadcast, unicast or multicast delivery. With both broadcast and multicast
delivery, the server will only deliver a single multimedia stream for each channel which
all clients will receive. Broadcast techniques such as network-level broadcast involve
data being delivered to all receivers, whereas multicast involves a single data packet
being delivered to a select group of receivers.

The server resources for Broadcast and Multicast are determined by the number
of content items provided by the server and the properties of those content items
including, in particular, the bitrate. The server resource requirements in a broadcast
or multicast system are independent of the number of clients. Broadcast can be used

over a medium such as digital satellite, while multicast can be used to deliver content
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over networks such as the Internet. Multicast delivery is discussed in further detail in
Chapter

A unicast approach may also be used to implement live streaming applications, in
circumstances where broadcast or multicast delivery is not available. Unicast, however,
has significantly higher server resource requirements than either broadcast or multicast
approaches, since the server must supply an individual stream to each client. This
results in the resource requirements of the server being determined by the number of

concurrent users as well as the properties of the stream.

2.3.2 On-Demand Streaming Server Resources

The focus of this thesis is on on-demand multimedia streaming applications and, in par-
ticular, on reducing the server and network resource requirements of such applications.
Basic on-demand streaming services provide each user with an individual data stream,
placing a substantial demand on the resources of service providers. The resource re-
quirements of a multimedia streaming service are determined by the number of clients
accessing the service, the duration of each concurrent stream, the bitrate of each stream
and the total number of content items offered by the service. Due to decreasing cost of
storage, storage space is no longer a determining factor for how many content items are
offered by the service. The bandwidth available to a streaming service is a major factor
though, as multimedia streams tend to be both bandwidth intensive and long-lived.
For a service offering N content items, each with a known bit rate, B;, and an
average stream duration, Lt;, then the mean bit rate for all concurrent streams in the
system can be calculated for a known mean request rate of R. For a content item ¢ which
is requested with probability p;, the request rate for the item ¢ is R X p;. Using Little’s
formula [Lit61]E|, which may be rewritten in this context as S; = R X p; X Lt;, the number
of concurrent streams of a content item (5;) can be calculated for a given request rate
and mean stream duration. For content item ¢, the mean number of concurrent streams

is R x p; x Lt; and the bandwidth required for this number of concurrent streams is

'L = AW, where W is the mean duration of a request, A is the mean arrival rate of requests, and L
is the mean number of concurrent requests in the system
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R x p; x Lt; x B;. Thus, the aggregate bandwidth required to serve all content items is

N
R x (Z (pi X Lti X Bl)>
i=1

To illustrate this, consider a service that receives a client request every 4 sec-
onds. Each client requests a movie with an average duration of 3600 seconds and each
stream has a bandwidth requirement of 5Mbps. In this example, the total bandwidth
requirement of the service is 4,500Mbps.

Although this simple example illustrates how factors such as bit-rate and stream
duration impact on the bandwidth required to supply a multimedia streaming service,

there are other factors that must also be considered.

Concurrent Users While the calculation above gives the mean number of
concurrent users a service could handle, the actual number of concurrent users at a
given time can vary significantly. Factors that can cause this include the time of
day, with a system experiencing peak loads at certain times. In extreme cases, “flash
crowds” [JKR02] may occur, where there is a substantial and unpredicted increase in
the load on the system. Such an event can occur during a breaking-news event or after
the release of new and highly popular content and can result in the service becoming

overloaded.

Popularity of Content The distribution of requests over the entire collection
of content items can be modelled using a Zipf [Zip49] [SD00] distribution. For a simple
streaming service, the popularity of individual titles has no affect on the requirements

of a system, unless the content items have differing bit-rates and durations.

2.3.3 Client Resources

As discussed previously, streamed multimedia content must be delivered across a net-
work according to a schedule determined by the bit-rate of the encoded content. The

time required to transmit data from a server to the client is not constant and is subject
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to some fluctuation. Due to changing network conditions between the two endpoints,
there may be some variation in the time required to transmit any two packets from
the server to the client. This variation is commonly referred to as jitter, and is outside
of the control of the endpoints. This results in fluctuations in the rate at which the
media content is received, which could result in the content being received at a rate less
than the bitrate of the content. If this was the case the result would be an interruption
to rendering of the content. To prevent such fluctuations being perceived by users in
the rendering of the content, received multimedia streams are usually buffered by the
client.

Clients implement buffering by locally storing streamed content as it is received.
The buffered content is then rendered from the buffer. Rendering will only begin
once the buffer is filled sufficiently to overcome the expected jitter. This allows for
continuous playback if there are delays in the transmission, as there is still multimedia
content available to be rendered. A buffer not only allows for some delays in the
transmission, but also allows for the content to be received at a higher rate than the
bit-rate of the content. Depending on the size of the buffer, the entirety of the content
could be received by the client long before it is due to be rendered.

The main disadvantage of a buffer is that it introduces a further delay before the
client can begin rendering the multimedia stream, as this cannot start until the buffer
is filled to a sufficient level. The more unreliable the network between client and server
is, the larger the amount of initial content the buffer will need before the content can

be reliably rendered at a constant rate. Figure illustrates illustrates buffering.

18



Network
erwor Server Cluster

Request ‘
( )

Stream

Figure 2.3: Centralised Content Delivery

2.4 On-Demand Multimedia Streaming Architectures

A number of techniques have been proposed in the literature and used in practice to
provide on-demand streaming services. This section will discuss the main approaches

that have been used commercially or proposed in the literature.

2.4.1 Centralised Content Delivery

The most basic approach for implementing a multimedia streaming service is a cen-
tralised architecture. In this architecture a single server or a centralised cluster of
servers will receive the requests from the clients and will service these requests by

providing streams containing the requested content.

2.4.2 Content Distribution Networks

The use of Content Distribution Networks (CDNs) has become commonplace for pro-
vision of large scale multimedia streaming services. CDNs distribute content from an
origin server to replica servers, from which clients receive their content directly. This
architecture has numerous advantages. Often the replica servers are closer to the clients
at the edges of the network, which can avoid the need for multimedia content to tra-
verse congested parts of a network, thus both improving service scalability and reducing
latency. CDNs also reduce the load on the origin server as only the replica servers will

contact the origin server.
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Figure 2.4: Content Delivery Network

2.4.3 Proxy Prefix Caching

Proxy prefix caches [SRT99] are similar in architecture to CDNs but instead of repli-
cating entire content items, only the beginning of each stream is cached and served to
requesting clients. The rest of the content is then streamed from the server to the client
through the proxy prefix cache, with the cache responsible for smoothing the delivery
of content to allow for a near constant bit rate supplied to the client. The effect of
proxy prefix caching is that streams have low startup latency and the bit-rate of the
received stream can be controlled as there is less likelihood of variable jitter between

the prefix cache and client than there is between the server and client.

2.4.4 Peer-to-Peer Systems

Peer-to-peer systems are mainly used for live streaming as they offer a scalable solution
to live streaming demands. For on-demand services, they are less used due to the
volatility of their resources. Peer-to-peer multimedia systems are further discussed in

Chapter
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2.4.5 Comparison of On-Demand Multimedia Streaming Architec-

tures

The main disadvantage of centralised content delivery architectures is their limited
scalability. Although adding more resources to a centralised cluster may allow the
cluster to provide more concurrent streams, network bandwidth remains a constraint
on service capacity. Furthermore, the server is inherently a single point of failure in the
architecture. Finally, if the network distance between a centralised server and a client
is substantial, clients may experience high stream startup latencies between requesting
a content item and rendering the beginning of the content.

Although Content Delivery Networks and Proxy Prefix Caches address issues
such as startup latency, network congestion and server load, they both require the de-
ployment of additional infrastructure. The costs involved in deploying and maintaining
CDNs can be prohibitive and, unless there is a guaranteed demand on the network,
the benefits can be outweighed by the costs. It is now common practice for multimedia
content providers to outsource the provision of CDNs to dedicated providers, such as
Akamai ﬂ Currently, Akamai has over 95,000 servers in 71 countries operating within
nearly 1,900 networks ]

Flash crowds [JKR02], which are defined as an unexpected surge in accesses to
a system, can also affect CDNs as they may be slow to adapt to changes in content

popularity. Furthermore, decreasing popularity of content is difficult to define as these

%http://www.akamai . com
3http://www.akamai.com/html/about/facts_figures.html
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decreases could be linked to other factors, such as time of day, rather than an actual

decrease in the access rate of the content.

2.5 Implementing Multimedia Streaming

In order to establish, control and teardown a multimedia streaming session between
two points, an appropriate protocols must be used. One such commonly used control
protocol is the Real Time Streaming Protocol (RTSP) [SRLI8]. RTSP is now discussed
in detail as it is later proposed in Chapter [6] as a suitable protocol for controlling
streaming in the Peer Assisted Multicast Streaming architecture proposed in this thesis.

The details of the operation of RTSP are described below. While RTSP can
be used for a variety of multimedia streaming applications, including, for example,
recording applications that may involve the transmission of a stream from a client to a
server, the protocol will only be discussed in the context of the control of a stream from
a server to a client and in the context of on-demand multimedia streaming applications

in particular.

2.5.1 Real-Time Streaming Protocol

RTSP is an application level protocol in the OSI model [Tan96] for the control of
multimedia streams. Typically there will be two parties involved in an RTSP session,
the client requesting the stream and the server providing the stream. Within an RTSP
session, both parties can issue requests that can effect the control of the streaming
session. As RTSP is an application level protocol, the connection between the client
and server will use a transport level protocol such as TCP [Pos81]. The multimedia
stream itself is delivered out-of-band of with respect to the RTSP session through a
different protocol such as RTP [SCFJ03] or UDP [Pos80].

RTSP is similar to the Hyper Text Transfer Protocol (HTTP) [FGM™99] used
to request and receive web content. RTSP messages are similar in format to HTTP

messages and many messages are based on their HI'TP counterparts. Unlike HTTP,
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however, the client and server in an RTSP session must maintain the state of the session.

2.5.2 RTSP Messages

RTSP messages are sent between a client and a server in order to control a stream.
Each request message requires a response message to be sent. The format of messages is
based on HTTP, with a header specifying the type of message, followed by the body of
the message. Generally, a client will issue requests and the server will issue responses,
although the server may also issue requests, such as those to change the transport
parameters of the stream or to teardown a stream. Upon sending or receiving a request
or response, a change of state can occur at either the client or the server, depending
on the nature of the message.

Only a small subset of the functionality of RT'SP must be considered in the specific
context of on-demand streaming applications, which are the focus of this thesis. The

following RTSP request types will be of interest:

SETUP Upon receipt of a SETUP request, the server will allocate resources for the stream,
and create a new RTSP session. However, it is important to note that the server
does not commence transmitting the multimedia content at this point. In a
SETUP request, a client can specify the transport parameters that are available
and acceptable to it. The server, in its response, will provide the client with
details of the transport parameters that it has selected for the session. Upon
receipt of the response the client can open up the required transport channel

with the server.

PLAY After receiving the response to a SETUP request, a client may issue a PLAY request
to the server. Upon receipt of this request, the server will respond to the request
and, if the response is positive (0K), will begin sending the data through the

agreed transport channel.

PAUSE While receiving a stream, a client may issue a PAUSE request to the server. If

this request is successful, the server will respond positively (0K) and temporarily
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Figure 2.6: RTSP State Machine

suspend sending data to the client. If the client wishes to resume playback, it

may issue a PLAY request again.

TEARDOWN A TEARDOWN message can be issued by either a server or a client. In either
case, the server will free any allocated resources, and the RTSP session will be
ended. TEARDOWN will be the only request sent by a server, with all other requests

sent by clients.

2.5.3 RTSP Session and States

A simple RTSP session and the states of the client and server is outlined in Figure [2.6
Generally, a state change occurs in the client upon receipt of a response to a request
while the server’s state will change upon the receipt of a request.

In order to establish a multimedia stream, a client must send a SETUP request to
the server. On sending the request, the client enters the INIT state, pending a response
from the server. Before a SETUP is received by the server, it’s state can be considered to

be INIT as well. Upon receipt of the SETUP request, if the server has sufficient resources
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to provide the stream, a response will be sent with the agreed transport parameters
and the server will enter the READY state. Upon receipt of the response, the client
will enter the READY state as well.

In the READY state, all transport parameters for the stream have been agreed
and the control of the playback of the stream can now be performed. In order to start
receiving the content the client will issue a PLAY request. If the SERVER is able to
begin streaming, the response to a PLAY request will be OK. In this case, the server will
enter the PLAYING state and begin transmission of the content. On receipt of the
response, the client will also enter its PLAYING state.

While in the PLAYING state, streaming can be temporarily suspended by the
client by sending a PAUSE request. If successful, this will result in the server re-entering
the READY state and, on receipt of the OK response, the client will also re-enter its
READY state. From this state, a PLAY request can again be sent to the server to
request the resumption of streaming. The server must record the point at which the
stream was paused to allow the stream to be resumed at the same point.

To end a session completely, a TEARDOWN request must be sent by either the client
or the server. The result of a TEARDOWN request will be to free up the transport channel

resources.

2.6 Summary

This chapter began with an introduction to multimedia and multimedia streaming ap-
plications. Multimedia streaming applications may be classified as either broadcast
or on-demand applications. In general, broadcast streaming applications are ideally
suited to delivery using broadcast or multicast approaches, while on-demand applica-
tions usually require a unicast approach, making them significantly more server and
network resource intensive.

This chapter has also discussed how on-demand multimedia streaming services

are implemented using the RTSP protocol. RTSP will be proposed in Chapter [6] as
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a suitable protocol for the implementation of the Peer Assisted Multicast Streaming

architecture proposed in this thesis.
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Chapter 3

Multicast Multimedia Streaming

The Peer Assisted Multicast Streaming architecture proposed in this thesis combines
multicast and peer-to-peer technologies to reduce the cost of providing on-demand
streaming services. This chapter will begin with an overview of multicast and its
implementation, followed by a description of how multicast can be used to provide

multimedia services, and specifically on-demand streaming services.

3.1 Multicast

Multicast provides a means of sending the same data from a source to multiple destina-
tions without requiring the source to send multiple copies of the data. The destinations
receiving the same data are often referred to as a multicast group.

Multicast can be supported at the network level, through multicast enabled infras-
tructure, or in the absence of multicast enabled infrastructure, may be delivered through
application level support. While network level multicast is more efficient and has lower
associated overheads, the historical lack of support by Internet Service Providers (ISPs)
means that application level multicast is often used as a means to delivering multicast
traffic.

The general multicast model of data delivery can be described in three stages.

A receiver expresses an interest in a multicast data stream by informing the multicast
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system of the identifier of the associated group, thereby joining the multicast group.
A sender sends data to this multicast group, specifying the group’s identifier. Finally,
the multicast system will be responsible for routing the data to each member of the
multicast group. An important consideration when implementing multicast delivery is
establishing the multicast tree that will result in packets being delivered to the receivers
in the multicast group.

The focus of the remainder of this chapter is on network level multicast as it has

the potential to provide the greatest efficiencies.

Network Level Multicast

IP Multicast, as proposed by Deering et al. [DC90], allows a single IP packet to be
delivered to multiple Internet hosts. This has the potential to significantly reduce
network traffic generated by an application that requires the same data to be sent to
multiple receivers, as the total number of packets required for data transmission is
reduced.

For IPv4 networks, in order to establish interest in a multicast address by a
receiver, the Internet Group Management Protocol (IGMP) [Dee89| is used. In IPv6
networks the Multicast Listener Discovery Protocol (MLD) [DFH99] is used. Various
versions [Fen97] [CDK™02] [VC04] of these protocols are in use, with different features,
for example, relating to the manner in which routers communicate with each other and
how the multicast group subscriptions of surrounding routers and clients are expressed.

MLD Version 2 [VC04] (MLDv2) will now be described, as this protocol al-
lows source specific multicast to be implemented. Source specific multicast, which is
described in Section [3.1.1] is ideally suited to on-demand multimedia streaming appli-
cations, which are the focus of this thesis, as the multicast content is delivered from a

single centralised source.
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Multicast Listener Discovery Version 2

The MLDv2 protocol allows routers to discover, for each direct link attached to the
router, the multicast addresses, and optionally the associated source or sources of traffic
sent to that address, that the entities connected to the link are interested in. This
information allows routers to direct packets intended for these multicast addresses to
the required links. The router may be required to duplicate and send the packet to
zero, one or more connected links depending on the multicast group interests of each
link.

There are two roles specified within the MLDv2 protocol, multicast routers and
multicast address listeners. In practice, end-users (clients) of the network are multi-
cast address listeners and routers act as both multicast routers and multicast address
listeners.

The current interests of each link are maintained by using MLDv2 Query Mes-
sages. A multicast router will periodically send these messages to each of its links in
order to learn and refresh the multicast group interests for each connected link. Upon
receipt of a query, a multicast listener will respond to the multicast router with a MLD
Current State Report listing the multicast addresses, and, if applicable the source ad-
dress the listener is interested in receiving data from. In the case where a number of
multicast routers exist within a subnet, one of the routers is elected to be the Querier,
which is the router responsible for sending periodic query messages, the responses to
which allow all the multicast routers to maintain the correct state of their routing ta-
bles. MLDv2 is a sub-protocol of ICMPv6 [CDGO06], and both the Query and Report
messages and are based on ICMPv6 messages.

The format of a Multicast Listener Query Message is shown in Figure These
messages allow the router to establish the interests of the multicast address listeners
on its links. These query messages can be used in two ways. Firstly, if the Multicast
Address field is zero, the multicast address listener must respond with all of its current
multicast group interests. Otherwise if the multicast address and associated source

address are specified, then multicast address listeners will only respond if the address
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Figure 3.1: Multicast Listener Query Message [VCO04]

matches the listeners’ current interests, otherwise they will ignore it.

In order to respond to a query or to alert the multicast router to a change in
interest in a multicast address, a listener will send a Multicast Listener Report to the
multicast routers it is connected to. The format of a Multicast Listener Report is shown
in Figure 3.2l The key component of the Multicast Listener Report is the contained
set of Multicast Address Records, which is illustrated in Figure Each Multicast
Address Record lists the multicast address and associated source addresses the listener
is interested in.The Record Type field specifies whether the Report is in response to
a Query, in which case the Report is a Current State Report, or if the Report is to
inform the router that the listener has changed its multicast group interests, in which
case it is a State Change Report. State Change Reports will be generated by listeners

independently avoiding the need to wait for a Query from a router.
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Figure 3.2: Multicast Listener Report Message [VC04]
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Multicast Address

Source Address [1]
Source Address [2]

Source Address [N]

Auxiliary Data

Figure 3.3: Multicast Address Record [VC04]
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For example, if a listener wishes to subscribe to or unsubscribe from a multicast
group it can send a State Change Report to the multicast router it is connected to.
Upon receipt of this State Change Report, the multicast router, will either add or
remove the listener’s interests to or from its routing table.

If the multicast router receives a State Change Report which includes a multicast
address that the router is not currently a multicast address listener for, then the router
must send a subsequent State Change Report to all connected multicast routers, indi-
cating this router is now a multicast address listener for that address. This will ensure
that this router will receive data sent for that multicast address and can forward it on
the relevant listener.

Similarly, if the result of the receipt of a State Change Report is that the multicast
router no longer has any links interested in an address, the router must send a State
Change Report to all neighbouring routers indicating it no longer wishes to receive
multicast traffic associated with that address.

Through the exchange of Current State Reports and State Change Reports, mul-
ticast routers can maintain a knowledge of the interests of all multicast address listeners
(clients and other routers) linked to the multicast router and thus deliver any packets
it receives to the subscribed multicast address listeners.

The MLDv2 protocol allows source specific multicast to be implemented. Using
source specific multicast, a multicast listener can specify a particular source that it
wishes to receive or not receive multicast traffic from on the multicast addresses it is
subscribed to. This is done using the Source Address fields in the Multicast Address

Record.

3.1.1 Building Efficient Multicast Trees

Figure [3.4] illustrates how a multicast tree can be built using MLD Listener Reports.
As clients and subsequent routers subscribe to a multicast address the multicast tree
can become unwieldy and inefficient, as can be seen in the resulting multicast traf-

fic illustrated in Figure [3.5l The tree constructed in Figure would result in the
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Figure 3.4: Multicast Subscription using MLD Listener Reports

unnecessary duplication of packets directed from the source to the client.

While the MLD protocol allows clients and routers to communicate their interest
in specific multicast groups, it is insufficient by itself, for constructing efficient multicast
trees and a further protocol is required. As the on-demand multimedia streaming
architecture proposed in this thesis is based on a one-to-many service model with a
centralised server (or servers) at the centre of the network, a protocol for implementing
source specific multicast is appropriate.

The Protocol-Independent Multicast, Source-Specific Multicast (PIM-SSM) pro-
tocol [BhaO3][PD07] is one such protocol. Using this protocol, clients specify which
source (in this case the central server) they wish to receive multicast traffic from in
their Multicast Listener Reports. PIM-SSM results in the construction of an efficient
multicast tree from the source to the subscribed clients, by routing a single Multicast
Listener Report towards the specified multicast source, instead of a Multicast Listener
Report being sent to all connected multicast routers. In the case of on-demand multime-
dia streaming, the Report is routed from the client to the central server, thus resulting
in an efficient multicast path from the server to the client. The building of a multicast

tree using PIM-SSM and the resulting multicast traffic is illustrated in Figures and
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Figure 3.5: Multicast Traffic Resulting From an Inefficient Multicast Tree

3.7

3.2 Multicast Multimedia Streaming

Due to the potential for reducing the bandwidth required for data delivery, multicast
is an excellent option for high bandwidth applications where potentially large number
of clients will receive the same data, as may be the case with multimedia streaming.
Multicast is ideally suited for live streaming, where each subscribed client will receive
the same content at the same time and does not expect individual control of the stream.
This thesis explores the more challenging problem of using multicast to achieve effi-

ciencies within on-demand multimedia services.

3.2.1 On-Demand Multicast Multimedia Streaming

On-demand multimedia streaming services can be classified as being near on-demand or
true on-demand services. Near on-demand services are characterised by an intentional
service produced latency in the response to client interaction. For example, there may

be a significant delay between a client requesting playback of content, and the client
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receiving the start of the stream. With true on-demand services, in contrast, the
response to a client request will be issued by the service as soon as possible.

A number of solutions have been proposed in the past for delivering on-demand
multimedia streaming using multicast. For example, one approach proposed by Fei et
al. [FAKMO5| relies on clients buffering an incoming multicast stream and using the
buffered content to implement interactivity for the client. Other approaches, such as
those proposed by Liao et al. [LLI7] and Fonseca et al [dFR05] used contingency chan-
nels in addition to the multicast channel to provide interactivity. Poon et al.[PLEF05]
proposed a combination of the above techniques to provide interactivity. Techniques
such as Batching [And93| and Patching[HCS98] are based around exclusive use of mul-
ticast streams to deliver an on-demand service and these techniques are now described
in detail.

Batching [And93] uses multicast to provide Near on-demand services. The basic
premise of batching is to delay servicing playback requests for content items for a
certain amount of time. This delay allows for requests for the same content items to
be accumulated and when playback begins, all of the accumulated requests for the
content are served with a single multicast stream. The key trade off with batching
is balancing the number of requests served using a single multicast stream with the
delay experienced by the users of the system. Scheduling policies for Batching, such
as those proposed by Dan et al [DSS94] and Aggarwal et al. [AWY96] try to minimize
both the average waiting time of clients and the likelihood of a client giving up on a
requested stream while also ensuring that all requests are equally likely to be serviced.
Batching techniques were originally proposed as an approach for handling requests to
a fully utilised server, and these scheduling policies were used to select which multicast
stream would be served when resources become available. In a modern context where
service providers typically over provision for expected usage, the relevance of Batching
is somewhat diminished.

Patching was proposed by Hua et al. [HCS98| as a way of using multicast to re-

duce network and server resource requirements, while maintaining clients’ independent
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control of streams, thus offering a true on-demand service.

Using the Patching technique, a request from a new client will be serviced, where
possible, by an existing multicast stream of the same content, referred to as a “batch”
stream. Since the new client will have missed the beginning of the stream, it must
begin buffering the batch stream while the server delivers the beginning of the content
using a second stream. This second stream is referred to as the “patch” stream. Once
the patch stream has caught up with the buffered content from the batch stream, the
client can begin retrieving the remainder of the stream from the buffer.

Client buffer capacity is assumed to be a finite resource. If the missed portion
of the stream is smaller than the buffer, then the patch stream only needs to provide
this portion of the stream (Figure a)). The original Patching technique proposed
two different approaches to handle the case where the buffer capacity is insufficient to
store the batch stream while the patch stream is being received. The first approach,
called Greedy Patching, uses the patch stream to deliver the entire content stream,
excluding the final portion of the end of the stream that can be buffered from the
original batch stream (Figure (b)) In the second approach, called Grace Patching,
the patch stream becomes a new batch stream and serves the entirety of the multimedia
content (Figure c)). It is important to note that both the patch and batch streams

are delivered as multicast streams.

3.2.2 Implementing Patching Using RTSP

The Peer Assisted Multicast Streaming architecture proposed in this thesis shares some
of the features of Patching. In particular, when a client requests a content item, it will
receive the content in either one or two streams, which may be multicast streams.
As a result of this similarity, the implementation of Patching is considered in detail
as this was not addressed in the original work on Patching. A new approach to the
implementation of patching using a real world protocol, in this case the Real Time
Streaming Protocol [SRLI8] (RTSP), is described in [OD0O9b].

An RTSP session can be viewed as having three phases. The first phase is the
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Figure 3.8: Timing and method of delivery of streams with Patching

negotiation between the server and the client. In this phase, which begins when the
client issues an RTSP SETUP request, both parties must agree on all aspects of the
transport mechanism that is to be used. Once the transport mechanism has been
agreed, the multimedia stream can be delivered in the second phase, which begins
when the client issues the first PLAY request. During this second phase, users can
perform familiar stream control operations, such as play, pause and skip to, by issuing
the relevant RTSP requests such as PLAY and PAUSE. The third phase is the tear-down
phase, which is initiated when either the client or the server issues an RT'SP TEARDOWN
request to end the streaming session. A simple RTSP session is illustrated in Figure
5.9

When using Patching to deliver media content to clients, there is a change in the
relationship between the streaming control protocol (RT'SP) and the associated stream
(or streams) transmitted by the server. When a client exercises interactive control over
an on-demand stream, by issuing RT'SP PLAY, PAUSE or TEARDOWN requests, rather than
directly causing the server to begin or end transmission of a transport stream, these

requests will result in Patching policy decisions on the server. For example, a PLAY
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request might result in a client being assigned to a batch stream and a new patch
stream, whereas a PAUSE or TEARDOWN request may have no effect on the multicast
streams being transmitted by the server, unless the requesting client is the only client
with an interest in the corresponding streams.

This relationship between streaming control protocol and the content streams
transmitted by the server may be contrasted with the typical relationship that exists
within a simpler unicast multimedia server. In the unicast server, on receipt of a PLAY
request, the server will typically begin transmitting the content stream to the client
and will stop transmitting the stream on receipt of a PAUSE request.

The transport information received in response to a client’s SETUP request will
contain the multicast address of the batch stream and, if applicable, the multicast
address of the patch stream. The client must subscribe to these addresses to receive
the requested media content. To avoid unnecessary traffic being routed to the client,

the client will only subscribe to the addresses when it issues a PLAY request. To stop
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receiving a stream, a client will unsubscribe from the corresponding multicast address
(or addresses) when it issues the TEARDOWN request. A more detailed description of
the policy used by clients to determine when they subscribe to and unsubscribe from
multicast addresses is detailed in section [3.2.3]

The transport mechanism, which according to the RTSP protocol must be agreed
in the first phase of an RT'SP session, may be invalidated in the second phase when the
client interacts with the stream. Specifically, the transport mechanism, which includes
the multicast addresses that the client should use to receive the multimedia stream,
is established in the first phase. The server, however, can only make Patching policy
decisions, specifically the assignment of clients to multicast groups, during the second
phase when clients request operations such as PLAY and PAUSE. There will often be a
delay between the client establishing the session with a SETUP request, and entering
the second phase by requesting playback with a PLAY request. As a result, the initial
assignment by the server of the client to a multicast stream in the first phase may
be invalidated if the server has already commenced transmitting data to the multicast
stream. This issue can be resolved within the bounds of the RTSP standard by instead
of issuing an RTSP OK response to the PLAY request, the server issues an error response
indicating that the transport information detailed in the original SETUP response is
no longer valid and it will be necessary for the client to re-submit the original request.
Once the response to this new SETUP request has been received, including new transport
information and specifically a new multicast address, the client can immediately re-send

its PLAY request, which on this occasion is likely to succeed. This behaviour is illustrated
in Figure [3.11]
3.2.3 Multicast Subscription Policy

As previously stated the original presentation of Patching by Hua et al. did not address
aspects of the implementation of patching using real world network protocols. In par-

ticular it is important to consider when Patching clients subscribe to and unsubscribe
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from batch and patch streams, as this will have an effect on network resource utilisa-
tion. As the Peer Assisted Multicast Streaming architecture also relies on multicast
this is an important consideration.

The original work on Patching focused on server resources and server behaviour,
treating everything external to the server as a “black box”. To fully evaluate end-
to-end network resource utilisation, however, it is necessary to model the behaviour
of individual clients with respect to multicast stream subscription. As noted earlier,
Patching requires each client to subscribe to either one or two multicast channels. If
the server only returns a single multicast address to the client, that channel will contain
the whole stream. If the server returns two channels then one of the following cases

will apply.

Case 1 The missing portion of the Batch stream is smaller than the client’s buffer.
The beginning of the stream must be obtained from the patch stream, with the

remainder obtained from the buffered batch stream. (Figure case (a))

Case 2 The missing portion of the Batch stream is larger than the client’s buffer and
the server is using the Greedy Patching scheme. The first L — B seconds of the
stream will be obtained from the patch stream and the remaining B seconds are

obtained from the buffered batch stream. (Figure case (b))

Case 3 The missing portion of the Batch stream is larger than the client’s buffer and
the server is using a Grace Patching scheme. The entire stream must be obtained

from the patch stream. (Figure case (c))

Case 4 The batch stream has ended by the time the patch stream starts. The patch
stream will serve the entire stream regardless of whether the server is using a
Greedy or Grace Patching scheme. This case arises as a result of the implemen-
tation of Patching using RT'SP, as the associated batch is chosen when the client
issues a SETUP request. In the original Patching paper the associated batch was

chosen when the Patch stream was to be served so this case would never arise.
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Two approaches are proposed here to determine when clients subscribe to and
unsubscribe from multicast patch and batch streams. These approaches are termed full
subscription and minimum subscription.

In the full subscription policy, when the server returns two multicast group ad-
dresses to a client, the client subscribes to both multicast groups for the duration of the
streaming session. While this scheme lends itself to a simple implementation, it also
results in the receipt of substantial quantities of duplicated stream data. For example,
take a buffer length of 5 minutes, and a stream length of 90 minutes. In case 2, if the
patch stream started half way through the batch stream, then the client would receive
a patch for 85 minutes, and buffer the last 5 minutes of the batch. But it would also
receive 40 minutes of redundant data from the batch stream. This means that for 44%
of the stream duration, the client is using double the bandwidth of a single stream,
despite half of this data being redundant.

Similarly, in case 3, the patch stream would provide the entire 90 minutes of the
multicast stream, and the original batch would provide 45 minutes of redundant data.
This means that for the first half of the session the client is using up to twice as much
bandwidth as is necessary.

It is sufficient when conducting a server-centric evaluation to simply model full
subscription, since the server will transmit data for every multicast stream with at
least one subscriber. However, to observe the real benefit of multicast over an entire
network, it is necessary to model a more efficient multicast subscription policy, which
is termed minimum subscription.

With minimum subscription, the client only subscribes to each multicast stream
when required in order to receive the entire content stream. The receipt of unnecessary
duplicated data can be avoided by unsubscribing from the Batch stream when possible.

To implement minimum subscription, the client must still subscribe to both
streams initially. On receipt of the first packets of the patch and batch streams, the
data received can be examined and the client can decide which of the above cases

applies.

44



If case 2 applies, then the client can analyse the batch stream data and calculate
how long it will be until the batch stream will provide useful data. The client can then
unsubscribe from the batch stream and resubscribe at a later time. This can be only be
done if the server is sending the multicast data packets at a fixed rate. To compensate
for jitter in the network, the client may choose to subscribe slightly earlier than the
calculated time, to avoid data loss. A client may estimate how much earlier it should
resubscribe to the multicast stream based on an estimation of network performance.

In case 3, the client can unsubscribe from the batch stream and will not need to
resubscribe, as the patch stream will provide the entire content stream.

These unsubscriptions are independent of the RTSP control protocol, as it is
not necessary for the server to be aware when the client has unsubscribed from or

resubscribed to the batch stream.

3.2.4 Evaluation of Multicast Patching

A performance evaluation of multicast Patching was performed using the network sim-
ulation framework discussed in Section This evaluation differed from the original
evaluation of Patching which took a server-centric approach to performance evaluation.
The original evaluation modelled the external network and clients as a “black box”,
whereas the new evaluation took into account the impact of a realistic network topology
and real network protocols.

The results of this evaluation showed, in a similar manner to the original eval-
uation of Patching, the benefit of the Grace Patching policy over Greedy Patching.
The results differed though in showing that the behaviour of both the client and server
will have a significant effect on performance, and that this effect is closely related to
network distance from the origin server. This effect is shown in Figure [3.12

The server’s choice of Patching scheme has its greatest effect closer to the server.
The clients’ behaviour can alter the network bandwidth utilisation both at the edges of
the network and at the server. In particular, the effect of client multicast subscription

behaviour is greatest at the edges of the network while increasing the size of a client’s
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buffer has a diminishing effect as the network distance from the server increases.

3.3 Summary

This chapter has described how multicast may be used to improve the performance of
on-demand multimedia streaming applications. Maintaining fully interactive client con-
trol, however, is a significant challenge, and a number of solutions have been previously
proposed. The Peer Assisted Multicast Streaming (PAMS) approach proposed in this
thesis is inspired by the prior work on Patching, but differs in the way that interactive
is maintained when using multicast. Specifically, PAMS uses peer-to-peer technology
to provide interactivity while receiving multicast streams from a server that effectively
implements Batching. The PAMS architecture is described in detail in Chapter [5] while
the peer-to-peer technology upon which it is based is described in the next chapter.
The original works on Batching and Patching did not fully address some of the
real-world challenges of implementing these policies and solutions to these challenges
which may be applied to the implementation of PAMS have also been described in this

chapter.
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Chapter 4

Peer-to-Peer Multimedia

Streaming

Peer-to-peer networking is a distributed architecture, in which the workload and re-
sponsibilities of the application are usually distributed among the participating peers.
In a peer-to-peer application, peers both supply and consume resources within the
network. This differs from the general client-server model in which the server is the
supplier and the client is the consumer of a service.

Peer-to-peer applications are scalable due to their decentralized approach. Ex-
amples of peer-to-peer applications include BitTorrent for file-sharing |[Coh03], Skype
for Voice over IP EL and SOPCast E] for live multimedia streaming. Peer-to-peer ap-
plications attempt to balance the load fairly amongst all peers participating in the
application.

One of the challenges that must be addressed by a peer-to-peer application is the
continual arrival and departure of peers. This is referred to as churn [RGRKO04] and
may significantly impact the performance of the application. The impact of churn have
been highlighted and solutions proposed in the literature [RGRKO04].

Peer-to-peer applications are usually built on top of peer-to-peer architectures

"http: //www.skpe.com
2http://www.sopcast.com
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which are independent of the application. The underlying architectures are generally
tasked with locating peers or data within the network, and for maintaining the structure
of the peer-to-peer network. Peer-to-peer architectures are usually implemented as
Overlay Networks in which the Overlay Network structure is implemented on top of
an existing network structure. One such Overlay Network is Chord [SMKT01] and a

description of this architecture will now be presented.

4.1 Chord Overlay Network

Overlay networks such as Chord |[SMK™01], Pastry [RD01] and Tapestry |[ZHST04],
among others, provide routing mechanisms that facilitate finding peers or data within
the overlay network. Within a peer-to-peer network it may not be possible for a peer
to route a message directly to another peer without knowing the exact location of the
peer or data in the underlying network.

Within a peer-to-peer network, while a peer may know the identity of another
peer within the context of the overlay network, it may not know the underlying network
identity of that peer. As a result the peer cannot directly send a message to the
other peer. The overlay network provides a mechanism to route messages between any
two peers, by ensuring that each peer maintains knowledge of the underlying network
identities of a subset of the peers.

For the general cases of Pastry and Chord, each peer within the overlay network is
given an identifier usually by applying a hashing function. Furthermore, data items may
be assigned identifiers within the overlay network, allowing data items to be associated
with peers. For peers, often the peer’s IP address is used as the input for the hashing
function, while a data item’s name can be used to derive the item’s identifier from the
hashing function. In Chord the node whose identifier is the closest subsequent identifier
to the item’s identifier is the node responsible for the data item. Alternatively, in Pastry,
the node with an identifier numerically closest to an item’s identifier is responsible for

knowledge of that item.
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4.1.1 Chord Routing

Each node within the overlay network need only know about a small subset of the
other nodes in order to route messages to any destination. If a Chord node receives a
message to be routed to a key higher than it’s own, it need only forward the message
on to a node that has a higher identifier than itself. If each node was only aware of its
immediate successor, than routing could be achieved but would be inefficient and the
overlay network topology would be a ring.

To improve on this, each node with identifier n» maintains a small routing table,
of maximum size m, where m is the size of the identifiers in bits. Each i*" entry in the
table corresponds to a node identifier that is greater than the current node identifier by
at least 2. The routing tables are circular, so the identifiers are modulo 2. Each of
these successive nodes are referred to as fingers and the nearest finger (i=1) is referred
to as the successor. An organisation of the routing tables for a Chord network with a
identifier size of m=4 is shown in Figure [£.1] The structure of these tables is such that
nodes will know a lot about numerically close nodes, and less about nodes which are
numerically distant.

The tables illustrated are further simplified for missing fingers, so that the range
of fingers for each entry is recorded, for example, for Node 11 in the illustration in
Figure the routing table would need only one entry to represent the first and
second fingers.

Routing is performed by a node by sending the message to the finger that is the
nearest predecessor, that the node is aware of, to the destination identifier. An example
of Chord routing is shown in Figure [4.2] In this example, Node 1, is attempting to
route a message to Node 8. The nearest predecessor that Node 1 is aware of is Node
5, so the message is routed here. From here the message is routed to Node 7, and from
Node 7 the message is finally delivered to Node 8.

Maintaining these routing tables is critical to the reliability of an overlay net-
works, but the tables do not need to be fully correct in order to guarantee that a

message can be routed to a destination. Upon a node joining or leaving, the tables
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must be updated. This can be done directly when a node joins and through a peri-

odic stabilization procedure which is omitted here but is detailed in original work on

Chord [SMK™01].

4.1.2 Application Example: Squirrel

Applications can be designed and built on top of overlay networks. One such application
is Squirrel [IRD02], which provides a decentralised web cache built on top of Pastry,
and this will now be described in detail.

Pastry [RDO0I] is similar in design to Chord, except for a few key differences.
In Chord, a message was directed to the nearest predecessor of the destination, while
in Pastry the message is directed towards the node that is nearest numerically to
the destination. This requires routing tables to know more about their immediate
predecessors as well as their successors, but routing is still achieved in a similar fashion,
with multiple hops required to successfully route a message.

Squirrel was designed as a way of reducing the incoming bandwidth requirements
of a network caused by accesses to web content without requiring additional hardware
to implement a large cache for all requests. Squirrel uses each individual peer’s local
web cache to provide resources to a large decentralised collaborative web cache to serve
content to the other peers.

As with all peer-to-peer applications, the main feature of Squirrel is the manner in
which content is located within the overlay network. Each peer is assigned an identifier
using a hashing function, such as SHA-1 [FIP95]. To locate cached content for a specific
web address, or URL, the URL is also hashed, giving an identifier for the content. A
lookup request is now routed to the peer whose identifier is numerically closest to the
content’s identifier. This peer is called the Home Node for that content. How the Home
Node delivers the content (if cached) to the peer depends on the Squirrel scheme used,
of which there are two, the Home-store scheme or the Directory scheme.

In the Home-store scheme, the Home Node is responsible for storing the content

and delivering it to the requesting peer. If the Home Node does not have a copy of the
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content it must retrieve it from the server and forward it to the requesting peer.

In the alternative Directory scheme, any node which has stored the content,
informs the Home Node that they have a copy of the content. These peers are referred
to as Delegates, and the Home Node stores a list of Delegates. Upon receiving a request
for content from a peer, the Home Node forwards the request to a Delegate and the
Delegate provides the content to the requesting peer.

Evaluations of Squirrel showed that, with a small cache at each peer, a Squirrel
web cache could provide a significant reduction in the external network traffic produced
by web accesses. The Home-store scheme performed better than the Directory scheme,
but the Home Node scheme can produce a higher load on individual peers if they are
tasked with supplying the content of frequently accessed pages.

The Peer Assisted Multicast Streaming architecture proposed in this thesis, builds

on the ideas proposed for the Squirrel decentralized web cache.

4.2 Peer-to-Peer content delivery

In recent years, with the growing popularity of peer-to-peer systems such as BitTorrent
[Coh03] and KaZaa [LRWO03], peer-to-peer streaming services have also been developed.
Examples include SplitStream |[CDK™03| for on-demand streaming and CoolStream-
ing [ZLLsPY05] for live media streaming. Both of these systems are based on the use
of overlay networks. They do not rely on central servers that contain all the content
and therefore there is less likely to be a bottleneck at any point in the network. The
clients themselves host the content and distribute it to other clients. These systems
claim to be extremely scalable as the more popular they become, the more resources
are available to serve streams.

Implementations vary in the methods used to store and distribute content. Split-
Stream encodes one media stream into a number of independent “stripes”. Each one
of these stripes is distributed among numerous clients. When a client wishes to view

the stream, it receives the stripes of the stream from a number of clients and these
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stripes are recombined to produce the requested stream. This technique is referred to
as Multiple Description Coding (MDC). This approach differs from approaches similar
to that proposed by Xiang et al. [XZZ"04], in which one client is responsible for storing
the entire media stream and for serving it to a user.

In both of these systems, the replication strategies used for content placement
are important. If a popular file is not replicated enough throughout an overlay network
then the clients hosting the file will be overloaded with requests. Similarly, the network
location of the host chosen to supply a stream will influence latency.

Another issue with peer-to-peer streaming is that it is difficult to guarantee avail-
ability. This is especially an issue with unpopular content as most replication strategies
will place unpopular content on a small number of nodes. If these nodes become un-
available then there is a chance the content could be lost or unavailable for a period of
time.

Fairness is another concern within peer-to-peer systems. Clients should con-
tribute to the resource needs of the system in a fair and balanced manner. In poorly
balanced systems single clients may be required to provide large amounts of content
while other clients provide very little resources to a system. The issue of fairness has

been examined by Shrivastava and Banerjee [Shr05] among others.

4.2.1 Hybrid Architectures

Hybrid architectures have been proposed which combine a centralised server archi-
tecture with peer-to-peer techniques. An example of a hybrid architecture is Coop-
Net [PWCS02]. CoopNet has been developed for both live streaming and for on-demand
streaming. For live streaming, the clients are used to reduce the bandwidth utilisation
of the server by providing application level multicast. For on-demand streaming, the
server provides a requesting client with information about content hosted on other
peers. This information can be used by the requesting client to retrieve the content
hosted on other peers. CoopNet is primarily focused on the live streaming aspect

of the application though, whereas the on-demand streaming aspects have been left
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unresolved.

4.2.2 Application Level Multicast

Due to the limited deployment of multicast compatible infrastructure for network level
multicast, peer-to-peer technologies known as Application Level Multicast (ALM) have
been developed. ALM uses peer-to-peer networks to manage subscriptions to a mul-
ticast address and to route and deliver multicast traffic to interested parties. ALM is
beneficial to users and content providers due to the scalability provided by being based
on peer-to-peer technologies, but they are subject to reliability issues due to high churn
within the participants of the ALM system [AGP12]. Some examples of ALM systems
are Scribe [CDKRO2] which is built upon Pastry and the ALM system designed by
Ratnasamy et al [RHKS01].

4.3 Combining Peer-to-Peer and Multicast Streaming

The Peer Assisted Multicast Streaming architecture proposed in this thesis seeks to
reduce the load on a centralized server by combining multicast and peer-to-peer tech-
nologies. A small number of other proposals exist which rely on similar principals, and
these will now be described.

One architecture that combines multicast and peer-to-peer streaming is the Peer-
to-Peer Batching Policy proposed by Ho et al. [HPLOGbD]. This architecture was later
refined as the Enhanced Peer-to-Peer Batching Policy [HPL0Ga]. This architecture
seeks to reduce server bandwidth requirements as follows. When a server receives a
request for a content item, the server begins to serve this request with a multicast
stream. Any subsequent requests that arrive within a specified time window are also
served by the same multicast stream, with the missed portion being served by the client
which last requested the content. In this way, the first client serves the second client, the
second client serves the third client and this pattern continues for subsequent requests

thus creating a chain of peers supplying the missed portion of the multicast stream. A
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similar scheme, called P2Prefix Patching was proposed by Lee et al. [LGJT06], and a
similar application for use in an enterprise network was proposed by Farhad et al. in
[EMAHKO9].

These architectures, however, differ significantly from the Peer Assisted Multicast
Streaming architecture proposed here. They differ in the way content is managed,
located and used. All of these existing architectures use a central server to locate
buffered content and select peers to service new client requests, in contrast to the
decentralised approach proposed in this thesis. Furthermore, the collaborative prefix
caching approach that is proposed here caches content for long periods across multiple

streaming sessions, thereby allowing more extensive use of peer resources.

4.4 Summary

This chapter has described how individual peers can combine their resources to imple-
ment distributed applications, in which each peer both provides to and consumes from
a service. Peer-to-peer based applications can be used as an alternative to central-
ized delivery for multimedia content. The manner in which the Peer Assisted Multicast
Streaming architecture will use peer-to-peer technologies will now be described in detail

in Chapters [p] and [6]
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Chapter 5

Peer Assisted Multicast

Streaming

In this chapter a new architecture for on-demand multimedia applications called Peer
Assisted Multicast Streaming [OD09a], PAMS, is presented. The main benefit of the
architecture is to reduce the server and network bandwidth required for delivering
popular content. Peer Assisted Multicast Streaming combines multicast and peer-
to-peer technologies. As has been discussed in Chapter the server and network
bandwidth required to deliver popular content can be reduced by serving multiple
clients with a single multicast stream. This, however, prevents an individual client
from controlling the stream they receive. This loss of interactivity can be overcome
using techniques such as Patching, as discussed in Section The patch streams
that this technique relies on, however, will result in many short-lived streams, placing
an additional load on the server.

The solution proposed here uses resources located at the edge of the network to
deliver these short lived patch streams, removing their associated overhead from the
server. In order to achieve this, upon receiving a stream, a client will use local storage
to cache the prefix, or beginning, of the content. Clients then collaborate to provide
each other with the prefixes that they have cached. Collaborating clients use a peer-

to-peer overlay network to allow prefixes to be located within the collaborative cache.
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This collaborative cache can then be used to provide the prefix of a content stream,
while the remainder of the content will be provided to the client by the server using a
multicast stream.

This chapter will be begin by exploring the rationale behind Peer Assisted Multi-
cast Streaming and describe its behaviour. The focus of this chapter will be the design
of the collaborative prefix cache, since the proposed architecture only requires basic

support from a server.

5.1 Rationale

Both multicast systems and caching systems are most effective at reducing the resource
costs of supplying the most popular content items in an on-demand streaming service.
According to the locality principle, if a client requests a popular content stream, it is
likely that another client will have requested the same content stream in the recent
past. Multicast streaming approaches exploit this locality principle by using a single
multicast stream to serve those clients whose streams are at similar playback positions,
which is most likely to occur for the most popular content streams [And93]. Caching
exploits the same locality principal by using resources at the edges of the network to
supply streams of recently requested content, thereby reducing server load. The most
popular content streams are the ones most likely to be available to be served from the
cache.

The simplest way for a server to service multiple clients with a multicast stream
is to delay the start of the stream, allowing time for subsequent requests for the same
content to arrive. All of the requests arriving within this delay period can then be
served by a single multicast stream. The challenge when using multicast in this way,
however, is to retain the expected level of client interactivity and minimise latency
while maximising the number of clients sharing a multicast stream.

Batching [And93], which has been described in Section was one multicast

streaming approach that was proposed for situations where the server did not have
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enough resources available to service all requests or in which the servicing of requests is
intentionally delayed in order to reduce resource utilisation. Using Batching, requests
are queued up, batched together, and served in a single multicast stream when there
is sufficient outgoing bandwidth available to the server or when the delay has elapsed.
As batching requires delaying streams to achieve sharing, this results in a high latency
for the beginning of playback for most of the requesting clients.

Patching [HCS98], which has been described in Section was proposed as
an alternative multicast streaming approach, which allowed clients to share multicast
streams without delaying playback. Patching exploits the ability of clients to buffer
existing multicast streams, while receiving the missed prefix using a separate stream.
When using Patching the server provides clients with patch streams containing these
missing prefixes. Patch streams still contribute towards network congestion near the
server and, as outlined in the original paper, need to be delivered as multicast streams,
even if the stream is not shared at the time that it starts. The potentially high number
of short lived multicast streams may make Patching unattractive in practice.

As has been discussed, multicast based approaches, such as Batching and Patch-
ing reduce the outgoing bandwidth utilisation by a server and relieve network congestion
near the server, while still providing an on-demand streaming service to clients. This
reduction in bandwidth requirements is achieved by reducing the number of concurrent
streams required to service all requests for the most popular content items. When
serving less popular content items, for which streams are not shared, these approaches
will have no benefit over a simple unicast approach.

The PAMS architecture proposed here will further relieve network congestion
near the server. This is achieved by using resources at the edges of the network to
serve the patch streams containing the missed content prefix that are required by a
Patching system.

To allow the prefix streams to be served using resources at the edge of the network,
prefixes received by clients will be cached and made available for re-use by other nearby

clients. There are a number of approaches that may be used to cache the content.
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Figure 5.1: Proxy Prefix Caching

Firstly, a client could cache prefixes locally for later re-use but this approach would
prevent other nearby clients from benefiting from the cached content and the likelihood
of the prefix being re-used is low. Secondly, dedicated proxy servers may be deployed at
the edges of the network to cache and serve prefixes to requesting clients. Alternatively,
in the approach proposed here, clients may co-operate by combining the contents of
their local caches to implement a distributed, collaborative cache and serve prefixes to
each other.

An example of the second approach, in which proxy servers are deployed at the
edges of the network, is the Proxy Prefix Caching architecture [SRT99], which was
previously discussed in Section When using a Proxy Prefix Cache, the content
received by clients originates from two sources. The start of the content is served from
a prefix cache, which is a server located close to the requesting client. The rest of the
content is then streamed from the server through the prefix cache and onto the client.
This results in a lower latency for stream startup, Figure [5.1] illustrates the roles of a
proxy prefix caching system.

The main disadvantage of this second approach is the requirement for dedicated

proxy servers to be distributed around the network, which may be costly to maintain
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and lack scalability. The original work on Proxy Prefix Caching did not investigate
combining the approach with multicast.

In the alternative approach that is proposed here, clients co-operate in a collabo-
rative cache by providing the prefixes stored in their local caches to other clients. This
approach has the advantage of delivering a scalable solution, without requiring any
additional dedicated infrastructure. A collaborative cache architecture is illustrated in
Figure |5.2

The collaborative caching approach builds upon the Squirrel [IRD02] architec-
ture, which provided collaborative caching for web content. Like Squirrel, the proposed
approach is implemented using a peer-to-peer overlay network. While web content de-
livery and multimedia streaming have inherently different properties, the advantages
a collaborative cache can deliver are the same. The collaborative cache is designed to
be entirely decentralised, so has no single point of failure. The decentralized architec-
ture allows the workload associated with delivering prefixes to be distributed across
the network, which will reduce the occurrence of choke points resulting in network
congestion.

The nature of delivering multimedia content, in contrast with web content, how-
ever, requires the collaborative caching approach used by the Squirrel architecture to be
adapted. Clients will have limited outgoing bandwidth, and as multimedia streaming

is both resource intensive and long lived, the burden placed on clients participating in
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the collaborative cache is a concern unless limits are placed on the number of streams
clients are expected to concurrently deliver. Also, while decentralized lookup avoids a
single point of failure, it will introduce delays in the time taken to locate content, which
will be reflected in the end user experience as a higher stream startup latency. Finally,
there will be an overhead associated in managing content in the cache, and this must
be kept to a minimum.

In the proposed Peer Assisted Multicast Streaming architecture, a collaborative
prefix cache is used by the clients to reduce the load on a central multicast server.
This is achieved by allowing the server to focus on serving long lived streams while
the collaborative cache provides short prefixes of content items. By retrieving the
prefix from the collaborative cache, clients will enable the server to delay serving the
remainder of the content. This delay will offer the server an opportunity to service
multiple requests with a single multicast stream, while still providing a true on-demand
service.

As the architecture combines both a centralised approach with a decentralised
one and as the two are independent of each other, the performance will degrade grace-
fully towards that of a centralized server as the performance of the collaborative cache
deteriorates.

Peer-to-peer approaches, such as the proposed collaborative cache, are often con-
sidered as unattractive by content providers, due to concerns over Digital Rights Man-
agement (DRM), as it can be difficult to maintain control over the distribution of con-
tent. The approach proposed here, however, in which only the prefixes are cached and
the rest of the content is still delivered from a centralised server, would allow providers
to maintain control over part of their content while still benefiting from the reduction in
bandwidth requirements that peer-to-peer systems can deliver in distributing content.

The operation of the proposed Peer Assisted Multicast Streaming architecture
will be described in detail in the subsequent section, with a particular emphasis on the

operation of the collaborative prefix cache.
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5.2 Behaviour

When using Peer Assisted Multicast Streaming a client normally receives content
through two streams. One stream, serving the start of the content, the “prefix”, which
is served by another client in the collaborative cache, and the remainder of the con-
tent is supplied via a multicast stream from the server. As the server will not have
to serve the remainder of the content to the client immediately, it has an opportunity
to batch together multiple requests for the same content and serve them in the same
multicast stream. If the prefix is not available in the collaborative cache then the server
will stream the entirety of the content to the client. If content is never found in the
collaborative cache the system will effectively behave as a familiar unicast system.

Figure [5.3] illustrates the behaviour of the architecture. The server delivers mul-
ticast streams, and the three clients participate in a collaborative cache to provide each
other with unicast prefix streams.

In this example, Clients A, B and C all request the same stream at different times.
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Figure 5.4: Delivery of content to Client A

Each client’s cache is initially empty, which therefore means the collaborative cache is
empty. Client A is the first to request the content, so is unable to locate the prefix in
either its local cache or the collaborative cache. Client A will therefore need to retrieve
the entirety of the content from the server. To do so, Client A sends a request for
the entirety of the content to the server at time 7, 4. This request requires immediate
playback of content, so the server will not be able to service any other requests with
the same stream. As soon as the server receives the request it will begin streaming the
content to the client through a multicast stream. The setup and delivery of this stream
is illustrated in Figure [5.4]

Once Client A has received the prefix of duration Lp, it will now be able to supply
that prefix to other clients participating in the collaborative cache. Client B requests
the content at time T,.p > (1,4 + Lp). As the prefix is now stored in the collaborative
cache by Client A, Client B requests the prefix from Client A. Once Client A has

confirmed that it will be able to supply the prefix to Client B, Client B requests the
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Figure 5.5: Delivery of content to Client B

remainder of the stream from the server. Client B informs the server that it requires
the content from Lp until the end of the stream, and that the content must begin being
received by T),p. As the delivery of this stream by the server can be delayed by up to
Lp, the server now has the opportunity to serve other requests for the same content
with the same multicast stream. The setup and delivery of the content to Client B is
illustrated in Figure [5.5

At time T,.c < T,p, Client C also requests the content. As the content is available
in the collaborative cache the request sent to the server is identical to the request sent
by Client B, except that in this case the stream needs to be served by T),c. As there is
already a stream pending for this content, the server can satisfy both T,z and T),c by
serving a multicast stream at MIN(T,p,Tpc). Client C will receive the stream from
the server before it is required so the stream will need to be buffered and playback from
the buffer at time can begin at Tj,c. The setup and delivery of the content to Client C

is illustrated in Figure [5.6
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Figure 5.6: Delivery of content to Client C

The type of stream used to deliver the content to each client and the start and
end times of these streams is illustrated in Figure
In the following sections the behaviour of the collaborative prefix cache and of

the multicast server will be described.

5.3 Collaborative Prefix Cache

As described in Section the Squirrel [IRDO02] collaborative web cache was de-
scribed as a way of implementing a low-overhead, scalable web cache. Content is
located in Squirrel using an overlay network, in this case Pastry [RD0I]. The lookup
request for a content item is routed through the peer-to-peer network to the Home
Node whose identifier is numerically closest to the content item identifier. The authors
of Squirrel explored two alternative approaches for storing cached content, which they
termed home-store and directory.

In the home-store approach, each node is responsible for caching content items
for which it is the Home Node. Thus, the cache at each node will contain both content

items that were required locally and content items that were requested by other nodes
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and for which the node is the Home node.

If the Home Node does not have a copy of a requested item, it would be required
to inform the requesting client that the item is not available and that the prefix must
be requested from the main server. To prevent a subsequent failure to provide the
content, the Home Node would need to obtain a copy of the item from the server.

Using the directory approach, Home Nodes are responsible for maintaining a
directory of the nodes that have a cached copy of the content items whose identifiers
are closest to the Home Node’s identifier. The nodes in the directory are are termed
Delegates. In the directory approach, each node only caches content items that were
requested locally. Upon acquiring new content, each Delegate must notify the Home
Node that it has a copy of the content.

In their original work on Squirrel, the authors established that home-store per-
formed better than directory with respect to its ability to both reduce external band-
width usage (resulting from cache misses) and also balance load internally among par-
ticipating nodes. However, since caching and serving high bit-rate multimedia streams

requires a significantly higher proportion of a client’s bandwidth and storage resources
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than web content, it is unreasonable to expect a client to retrieve, store and serve con-
tent that it does not itself require. Accordingly, a directory approach similar to that
proposed for Squirrel is more appropriate for a collaborative prefix cache for multimedia
streaming applications.

Like the Squirrel decentralised web cache, clients in the proposed collaborative
prefix cache collaborate in a peer-to-peer network to implement a cache of recently
accessed content. Also like Squirrel, an overlay network has been used as the substrate
for the collaborative cache. This approach exploits temporal locality in the same way
as a centralised cache but avoids the need for additional infrastructure. The differences
between the collaborative prefix cache and the original Squirrel approach arise from
the need to store and supply potentially lengthy, high-bandwidth media streams.

Each client’s role in the management of the collaborative cache will vary for
different content items. In their role as Delegates clients are responsible for storing and
supplying streams of prefixes and for managing the storage used by their local cache. In
their role as Home Nodes clients are responsible for providing other clients with access
to the Delegates of the content items for which it is responsible.

To ensure fairness each client is restricted to providing one concurrent prefix
stream. This will ensure that load is evenly distributed within the collaborative cache.
As each client may be a Delegate for a number of prefixes, each with a different Home
Node, a Home Node will be unaware of whether a selected Delegate is already providing
a prefix stream for a different content item. As a result Delegates must be able to reject
requests to provide prefix streams. While this provides fairness, it also allows clients
to renege on their responsibilities as Delegates. Preventing this disruptive behaviour is

left for future work.

5.3.1 Prefix Retrieval

To provide a batching window to the server, a client must first locate a prefix of the
content it is requesting. If there is no prefix in the client’s local cache, then the client

will try to locate a prefix in the collaborative cache.
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To locate a copy of the prefix the client must send a request to the Home Node
responsible for the content it is requesting. As a Directory approach is used, the Home
Node is responsible for maintaining a directory of the Delegates that have a cached copy
of the prefix. Upon receiving the request, the Home Node must select a Delegate and
forward the request to the Delegate. If the Delegate has a validE copy of the content and
is not currently providing another prefix stream, the Delegate will stream the content
to the requesting client. If the Delegate is unable to provide the prefix, it informs the
Home Node, which must try to select another Delegate. If no suitable Delegates exist,
then the Home Node must inform the requesting client that the content item is not
available in the collaborative cache and that it must obtain a copy of the item from the

server.

5.3.2 Prefix Announcement

Upon obtaining a copy of a prefix, because a Directory approach is used, a client must
notify the Home Node for the content item that the client is now a potential Delegate.
In the original Squirrel approach the timing of this notification was not essential as
the web content being cached only took a short time to be fully downloaded by the
client. Due to the amount of time required to receive and cache multimedia content,
however, the timing of this notification is significant. Two approaches for announcing
new content are proposed, in the first, the Delegate will only inform the Home Node
once the complete prefix has been cached. In the second approach, the Delegate will
notify the Home Node as soon as caching of the content begins, and if required the new
Delegate can supply an incomplete prefix to a requesting client. This should result in
more content being retrieved from the collaborative cache in the event of new popular
content being introduced to the system. This effect is discussed in Section

The main advantage of using only complete prefixes is that requesting clients will
always receive the complete prefix from the collaborative cache, which should allow the

batching window provided to the server to be maximised. There is also the advantage

The validity of cached prefixes will be discussed in Section m
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of minimising traffic between the Delegate and the Home Node, as only notifications
of content addition and removal will be required between the two nodes. The main
disadvantage of using complete prefixes though, is that the service responds slowly to
the addition of new popular content as the entire prefix must be cached by each Delegate
before it can be provided to another client. As few prefixes will be available initially,
the server will need to serve the entirety of a content item for many of the requests
for the new content without the opportunity of batching together these requests. This
issue is illustrated and discussed in detail in Chapter [7] where the two approaches will
be compared.

For the system to use incomplete prefixes, the Delegate will be required to notify
the Home Node as soon as the start of the prefix has been received. A further notifi-
cation is sent to the Home Node upon caching the entirety of the prefix. If a Delegate
is required to provide an incomplete prefix to another client, it will only be required
to provide the portion of the prefix it has already received. Although the Delegate
may receive more of the prefix while it is delivering the incomplete prefix, this is not
guaranteed. By agreeing to provide only the portion of the prefix that was cached when
the request was received, cascading failures can be avoided.

The Home Node must also be notified upon removal of any prefix by a Delegate.

5.3.3 Prefix Validation

Cached prefixes can become out of date with respect to the current version of the
content. This may be due to alterations to the original content. As with Squirrel, the
PAMS collaborative cache allows for the validation of prefixes content without always
having to check the validity of the prefix against the origin server. This will avoid the
need to perform additional communication with the central server.

To avoid excessive validation of prefixes, a Time To Live (TTL) is associated
with the metadata of each cached prefix. If the gap between the current time and time
the prefix was last validated is greater than the TTL, then the content is deemed to be

stale, and will need to be validated, otherwise the prefix is considered fresh.
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To determine whether content has been altered, a last-modified timestamp is
associated with each content item. This timestamp allows for a Delegate to determine
if its copy of the prefix is up-to-date with respect to the original content item. If the
last-modified timestamp is older than the timestamp at the central server, then the
cached prefix is no longer valid and must replaced.

Both clients and Delegates will occasionally need to validate the prefixes in their
caches but only when a prefix is stale, so as to avoid unnecessary communication. As the
Home Node is the central point of management for the prefix, a client should validate
a prefix in its local cache against the Home Node in the collaborative cache. The
Delegates though, will need to validate prefixes against the origin server. To prevent
multiple validation messages being directed at the server, the Delegate that performs
the validation, will forward on the response to the Home Node, which will forward on
the information to other Delegates as required.

As prefix validation only needs to be done when the prefix is required for playback,
validation is integrated into the prefix retrieval approach described in Section As
a result a client will always contact the Home Node first, whether it is checking the
validity of its own cached prefix, or attempting to retrieve a prefix from the collaborative
cache.

The following scenarios apply to the retrieval and validation process. In each
case, a prefix may be stored in the local cache of a requesting client or stored in the
collaborative cache. Furthermore, a stored prefix may be be fresh if its TTL has not
expired or it may be stale, in which case it must be validated against the collaborative
cache or central server. The validation process will determine whether the original

content item has been modified or not modified.
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Case #1: Not in local cache, not in collaborative cache

This scenario is illustrated in Figure [5.8

1. The client does not have a copy of the prefix in its local cache, so sends a retrieval

message to the Home Node

2. The Home Node is unaware of the content, or has no available Delegates, and

sends a message back to the client to indicate this
3. The client sends a retrieval request to the server
4. The server provides the entire content stream to the client

5. The client will notify the Home Node that it is a potential Delegate for the prefix
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Figure 5.9: Case #2: Stale in local cache, not in collaborative cache, not modified

Case #2: Stale in local cache, not in collaborative cache, not modified

This scenario is illustrated in Figure [5.9] This case can only arise if the Home Node is

unaware of existing Delegates of the content.

1. The client has a copy of the prefix in its local cache which is stale, so sends a

validation message to the Home Node

2. The Home Node is unaware of the content, or has no available Delegates, and

sends a message back to the client to indicate this
3. The client sends a validation request to the server

4. The server validates the content as being not modified and the client uses its local

copy of the prefix

5. The client will notify the Home Node that it is a potential Delegate for the prefix
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Figure 5.10: Case #3: Stale in local cache, not in collaborative cache, modified

Case #3: Stale in local cache, not in collaborative cache, modified

This scenario is illustrated in Figure This case can only arise if the Home Node

is unaware of existing Delegates of the content.

1. The client has a copy of the prefix in its local cache which is stale, so sends a

validation message to the Home Node

2. The Home Node is unaware of the content, or has no available Delegates, and

sends a message back to the client to indicate this
3. The client sends a validation request to the server

4. The server verifies the content as modified and the server provides the entire

content stream to the client

5. The client will notify the Home Node that it is a potential Delegate for the prefix
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Figure 5.11: Case #4: Stale in local cache, fresh in collaborative cache, not modified

Case #4: Stale in local cache, fresh in collaborative cache, not modified

This scenario is illustrated in Figure [5.11

1. The client has a copy of the prefix in its local cache which is stale, so sends a

validation message to the Home Node

2. The Home Node is aware of the content, and validates the content as not having

been modified

3. The client uses its locally cached copy of the prefix
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Figure 5.12: Case #5: Stale in local cache, fresh in collaborative cache, modified

Case #5: Stale in local cache, fresh in collaborative cache, modified

This scenario is illustrated in Figure [5.12

1. The client has a copy of the prefix in its local cache which is stale, so sends a

validation message to the Home Node

2. The Home Node is aware of the content, and identifies the content as modified.

The Home Node forwards the request to a selected Delegate

3. The Delegate streams the modified prefix to the client

76



HOME NODE

SERVER

MESSAGE  Fresh Copy

|

MEDIA STREAM

DELEGATE

Figure 5.13: Case #6: Not in local cache, fresh in collaborative cache

4. The client will notify the Home Node that it is a potential Delegate for the prefix

Case #6: Not in local cache, fresh in collaborative cache

This scenario is illustrated in Figure [5.13

1. The client does not have a copy of the prefix in its local cache, so sends a retrieval

message to the Home Node

2. The Home Node forwards the request to a selected Delegate

3. The Delegate streams the prefix to the client

4. The client will notify the Home Node that it is a potential Delegate for the prefix
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Figure 5.14: Case #7: Stale in local cache, stale in collaborative cache, modified

Case #7: Stale in local cache, stale in collaborative cache, modified

This scenario is illustrated in Figure [5.14

1. The client has a copy of the prefix in its local cache which is stale, so sends a

validation message to the Home Node

2. The Home Node sees the content as stale, so cannot validate the content in its

response to the client

3. The client sends a validation message to the server

4. The server indicates that the content has been modified and streams the prefix

to the client

5. The client will notify the Home Node that it is a potential Delegate and will

update the Home Node’s last-modified timestamp

78



HOME NODE

SERVER

T~77

MESSAGE Stale Copy  Fresh Copy

>

MEDIA STREAM @

Figure 5.15: Case #8: Stale in local cache, stale in collaborative cache, not modified

Case #8: Stale in local cache, stale in collaborative cache, not modified

This scenario is illustrated in Figure |5.15

1. The client has a copy of the prefix in its local cache which is stale, so sends a

validation message to the Home Node

2. The Home Node sees the content as stale, so cannot validate the content in its

response to the client
3. The client sends a validation message to the server
4. The server validates the prefix as having not been modified
5. The client uses its locally cached copy of the prefix

6. The client will notify the Home Node that it is a potential Delegate and will

refresh the Home Node’s TTL for the directory entry
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Figure 5.16: Case #9: Not in local cache, stale in collaborative cache, not modified

Case #9: Not in local cache, stale in collaborative cache, not modified

This scenario is illustrated in Figure |5.16

1. The client does not have a copy of the prefix in its local cache, so sends a retrieval

message to the Home Node

2. The Home Node views the content as stale and forwards the request to a selected

Delegate
3. The Delegate sends a validation message to the server
4. The server responds that the content has not been modified

5. The Delegate streams the prefix to the client and concurrently refreshes the Home
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Figure 5.17: Case #10: Not in local cache, stale in collaborative cache, modified

Node’s TTL for the directory entry

6. The client will notify the Home Node that it is a potential Delegate for the prefix

Case #10: Not in local cache, stale in collaborative cache, modified

This scenario is illustrated in Figure |5.17]

1. The client does not have a copy of the prefix in its local cache, so sends a retrieval

message to the Home Node

2. The Home Node views the content as stale and forwards the request to a selected

Delegate
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3. The Delegate sends a validation message to the server
4. The server responds that the content has been modified

5. The Delegate sends a message to the client responding that the content is not
available, removes it’s out of date version of the content and updates the Home

Node with the new last-modified time
6. The client sends a retrieval request to the server
7. The server streams the prefix to the client

8. The client will notify the Home Node that it is a potential Delegate for the prefix

The trivial case where a client has a fresh cached copy of a prefix has been omitted.
The complete lookup decision procedure for clients, which shows how clients interact
with the collaborative cache (C/C), is detailed in Figure The actions taken by

the Home Node and by a selected Delegate upon receiving a request are detailed in

Figure [5.19

5.3.4 Delegate Selection

The Home Node for each content item is responsible for selecting a Delegate in response
to client requests. Upon receiving a request for content, this request must be forwarded
onto a Delegate. The Delegate should be chosen in a way that maximises the efficiency
of the system, but is also fair to the clients contributing to the collaborative cache.

As discussed in Section [5.3.2| complete prefixes or a combination of complete and
incomplete prefixes can be provided by the Delegates. For maximum benefit to the
server, incomplete prefixes are only used if there are no complete prefixes available, as
this should provide the largest possible batching window to the server.

For complete prefix selection, a round robin Delegate selection policy will ensure
fairness.

For incomplete prefixes, a round robin selection policy would ensure fairness

but could result in the use of very short prefix streams, which would offer very little
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batching opportunity to the server. The longer the prefix a Delegate can provide, the
more beneficial it is to the system as a whole so the longest incomplete prefix should
be selected by the Home Node. This can be established based on the time the Delegate
notified the Home Node that the Delegate’s cache contained an incomplete prefix. To
reduce the complexity of the Home Node the Delegates that notify the Home Node
first are assumed to have the longest, or most complete prefixes. In order to make a
more correct decision, the Delegate would need to regularly update the Home Node on
the state of its incomplete prefix, or the Home Node would need to query a number
of Delegates when choosing a Delegate to serve the incomplete prefix. This would
increase the number of control messages generated by PAMS and would increase the
bandwidth utilisation of the Home Nodes and Delegates. There would also potentially

be an increase in the time taken for the Home Node to select a Delegate.

5.3.5 Local Cache Management

Each client’s cache capacity is finite, and as such, when a client is requesting new
content, a prefix of another content item will need to be replaced if the local cache is
full. The decision of which item to be removed requires consideration as the removal of
content will have an effect on the performance of collaborative cache. Ideally the client
will make the best possible decision for the performance of the collaborative cache and
the system as a whole. However, this is difficult due to the distributed nature of the
information relating to the content items.

If it is assumed that the most popular content in the past will be of most benefit
to the system in the future a client should only remove the least popular content from
its cache. The distributed nature of the collaborative cache, however, makes it difficult
to establish the relative popularity of different content items.

For a content item, only the corresponding Home Node and the server will be
aware of how frequently the content item is requested, as each Delegate will only receive
a small portion of all the requests for the content. As a result a Delegate cannot

independently relate the popularity of the content items stored in its local cache and
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cannot therefore establish the best candidate for removal. While the client could request
this information from the server for all the items in its cache and make a decision based
on this information, this would be going against one of the principles the system is
based on, which is to reduce network traffic around the server.

A more decentralised approach would be to individually poll each of the Home
Nodes for each content item in the local cache, requesting the system wide frequency
of access. This approach though, would be very costly for large cache sizes, as for a
cache size of N prefixes, 2N messages would be required to request the information
and receive the response. Furthermore, the request messages would need to be routed
through the overlay network. Also, the decision of which prefix to remove would have
to be delayed until all responses have been received. One of the guiding principles of
PAMS is that it should be lightweight, and this approach would violate this principle
as large amounts of communication between nodes would be performed frequently.

Therefore a client should make decisions based solely on the information the client
has at the time the decision is required. This decision can be based on information
generated by accesses to the local cache. There are two ways in which the cache can be
accessed, either locally by the client itself or remotely, when the cache is accessed for
the purpose of serving a prefix to another client. The access frequency can be used to
relate the popularity of each cached prefix and this can be used as an approximation to
establish the importance of the content to the system. The item which has the lowest
access frequency is the item that should be replaced.

Local and remote access frequencies can be combined in three approaches to
evaluate the popularity or importance of each prefix. In a selfish approach the client
will only use its own accesses to establish the popularity of the content. An altruistic
approach would consider only remote accesses to the clients cache when evaluating
popularity. The third approach combines local and remote accesses.

The selfish approach prevents the collaborative cache taking priority over local
needs. This can be important, as it should prevent the client from being forced to

remove content that is locally accessed frequently, and therefore repeatedly having to
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re-acquire the prefix from the collaborative cache.

While a client having to re-acquire content should be avoided, the cost of this
to the overall system is negligible compared to the the cost of not prioritising the
provision of the most popular content. As such, the altruistic approach should result in
the collaborative cache attaching greater importance to accesses from the collaborative
cache. As there are advantages to both approaches, a combined approach should also
be considered. In practice, however, performance evaluations have shown there to be a

negligible difference in the performance resulting from the three approaches.

5.3.6 Joining the Collaborative Cache

Upon joining the collaborative cache, a node must take up its potential roles as a
Delegate for the content stored in its local cache and as a Home Node. The node must
announce any pre-existing prefixes stored in its own local cache to each of the relevant
Home Nodes in order to be a considered as a potential Delegate in the collaborative
cache.

The joining node must also take on the role of Home Node for the content items
the node may now be responsible for. In order to discover what content items the
joining node is now responsible for, the joining node will need to contact nodes nearby,
as these nodes will determine and send on the directory entries for these content items.
The content for which the joining node will be responsible for will be determined by

the overlay network and the implementation of this is discussed in Section [6.1.1]

5.4 Server

The server may be required to supply the entire content stream or the remainder of
the content if the client is successful in obtaining a prefix. In order to allow for the
server to properly assign and schedule multicast streams, the client must specify which
content item it is requesting, which point within the content the stream should begin

at and at what time the stream is required by the client.
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If the client was unsuccessful in retrieving a prefix for a content item, it will
request the entire content stream from the server, with an offset of zero to begin im-
mediately, at the current time 7'. The server will immediately serve a multicast stream
of the content.

If the client was successful in retrieving a prefix of duration Lp, it will request the
remainder of the content, with an offset of Lp, to be served no later than T+ Lp. Upon
receipt of this request, if the server has an already scheduled, or is already serving, a
multicast stream for that content item, that will serve from offset Lp before time 7'+ Lp,
then the request may be assigned to this stream. Otherwise, if a stream is scheduled
to serve from offset Lp but at a time after 7'+ Lp, then the request may be assigned to
this stream and the start time will be brought forward to serve offset Lp at time T+ Lp.
It may be possible to modify the offset of a scheduled stream to begin at an earlier
offset, once doing so will still satisfy the requirements of all previous requests assigned
to that stream. Otherwise a new stream will be scheduled to serve from offset Lp at
time 1"+ Lp. While synchronisation will not be precise between the overlapping of the
prefix the client is receiving and the multicast stream from the server, this approach
should yield minimal impact on the client, and any incorrect estimation will not result

in a total playback failure.

5.5 Summary

This chapter has described the design of the proposed Peer Assisted Multicast Stream-
ing architecture. This architecture combines the use of a collaborative cache based on
an overlay network with a multicast-capable multimedia streaming server. The aim
of the architecture is to improve the performance of an on-demand streaming applica-
tion.This is achieved by using the collaborative cache to provide prefixes of requested
content items, thereby offering the server the opportunity to serve multiple requests for
a content item with a single multicast stream. This is done while still providing clients

with fully interactive control over streams.
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This chapter has focused on the design on the collaborative prefix cache and
has also described the policy to be implemented by the multicast server. Chapter [6]
will propose how the PAMS architecture can be implemented using standard network
protocols and an existing overlay network. The performance of PAMS will be evaluated

in Chapter [7]
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Chapter 6

Implementation of Peer Assisted

Multicast Streaming

Chapter [5| described in detail the proposed Peer Assisted Multicast Streaming, or
PAMS, architecture. In this chapter, an approach for implementing PAMS is described.
Firstly, an implementation of a collaborative prefix cache for PAMS using an existing
peer-to-peer overlay network is proposed, including an approach for implementing pre-
fix streaming from Delegates to clients participating in the collaborative cache using a
standard streaming control protocol. Secondly, an approach for implementing multicast
streaming from servers to clients is described, again using a standard stream control
protocol. A model of the proposed PAMS implementation, developed using a detailed

network simulation framework, is presented at the end of the chapter.

6.1 Implementing the Collaborative Prefix Cache

Many existing overlay networks would be appropriate for implementing PAMS. The
proposed implementation described in this thesis uses the Chord [SMK™T01] overlay
network, which is similar to Pastry upon which the Squirrel collaborative web cache
was constructed. The structure of Chord and how it can be used to route messages

within an overlay network is described in Section [£.1]
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6.1.1 Joining and Leaving the Collaborative Cache

Regardless of which overlay network technology is used, the roles and associated respon-
sibilities in the architecture will be the same but the precise implementation of those
responsibilities may differ. The actions that must be performed by a node upon joining
the collaborative cache have been described in Section and the implementation of
those actions is described here.

On joining the collaborative cache, a node will have to perform actions relating to
its role as a potential Delegate and as a potential Home Node. In order to be considered
as a Delegate, the node will need to announce the contents of its own local cache. To do
this it must create an overlay network message for each of its prefixes (be they complete
or incomplete) and send the messages to the Home Node responsible for each entry.

When a node joins the collaborative cache, it may now be the Home Node for
particular content items, as the identifier of the new node may now be closer to that of
one or more content items than any pre-existing node. If a Chord based system is used
to implement PAMS, the joining node will need to send a Chord message to the node
with the next highest numerical identifier (this information is provided by the Chord
overlay network). The node receiving this message can determine which content items
the new node is responsible for and send the directory entries back to the new node so
that it can assume the role of Home Node for the content.

(If a Pastry based overlay network was in use, then the joining node would need
to contact the next highest and lowest nodes in the network. Again these nodes would
determine which content items the joining node is now responsible for, and send the
relevant information to the joining node.)

As nodes can leave the network suddenly, there is no mechanism for allowing a
Home Node to send its directory listings just before leaving the network. To avoid losing
this information, periodic replication of directory listings is required. Furthermore,
as the philosophy proposed by this thesis is to adopt a lightweight approach to the
implementation of the collaborative cache, nodes that leave the collaborative cache in

a structured way do not announce their departure in advance as, if replication is used
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as described below, there will not be a significant loss of information.

6.1.2 Replication

In order to prevent directory information being lost when nodes depart from the collab-
orative cache, Home Nodes can replicate their directory contents to other Home Nodes.
Without replication, the departure of a Home Node will remove from the collaborative
cache all knowledge of existing prefixes of content items that mapped to the departing
node. These prefixes, will still be stored by the respective Delegates, but no requests
for the prefix will be directed to them.

To prevent the loss of directory information within the collaborative cache, a list
of Delegates for that content, and the associated metadata of the content will need to
be replicated in the overlay network. As the most popular prefixes will have a large
number of Delegates, it is not vital that replication maintains an exact copy of the
directory information, allowing replication to be infrequent.

The current Home Node for each content item can determine the node that
will become the new Home Node for the content item should the current node leave
the network. Each Home Node can therefore send periodic messages to replicate the
Delegate information for each content item to the node that would become the new

Home Node for the content.

6.1.3 Implementing Prefix Streaming with RTSP

Protocols are required to both control and transport multimedia streams. A well defined
and accepted standard for this is the Real Time Streaming Protocol (RTSP) [SRLIS],
which has been described in Chapter This protocol and its variants are used by
commercial applications including QuickTime, Windows Media Player and RealPlayer,
making it an obvious candidate for the implementation of Peer Assisted Multicast
Streaming.

As described previously, clients receiving a multimedia content stream using

PAMS typically receive two streams: a prefix stream containing the start of the content
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from another client, or Delegate, participating in the collaborative cache and a second
multicast stream containing the remainder of the content from a server. This section
describes a proposed approach for implementing prefix streaming from collaborative
cache Delegates to requesting clients.

When providing a prefix, a Delegate behaves like a simple unicast multimedia
server, serving the prefixes available in its local cache to requesting clients. The clients
will have been directed to the Delegate by the Home Node responsible for the requested
content. The RTSP stream control protocol is proposed for both controlling prefix
streams provided by Delegates and for controlling the multicast streams provided by
the server.

Before a client requests a prefix from the collaborative cache, it will check whether
the prefix is available in its local cache. Regardless of whether a required prefix is
located in the local cache or collaborative cache, the cached prefix will need to be vali-
dated since the original content on the server may have been modified. The protocol for
verifying cached prefixes was described in detail in Section [5.3.3] The implementation
of this protocol using RTSP is described below.

As RTSP is based upon HTTP, the protocol allows for easy validation of cached
content. This is performed during the first phase using the SETUP request. A client can
issue an unconditional or conditional SETUP request. An unconditional request is used
to request content, whereas a conditional request can be used to verify cached content.
If the server determines the content to be valid (through timestamp comparison) then
an OK response is returned. If the content though has been modified, the response will
contain the transport details for the newest version of the content, and the stream will
begin once the client sends a subsequent PLAY request.

RTSP control messages may either be routed through the overlay network or sent
directly to the other party as appropriate. If the message has a known destination (i.e.
an IP address) then the message will be sent directly to avoid network delays associated
with routing messages through the overlay network.

The initial RTSP SETUP request issued by a client to the collaborative cache is
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treated in a similar manner to a HIT'TP GET request in Squirrel. This request may be
conditional or unconditional, depending on whether the client has a fresh, cached copy
of the requested stream prefix. The request is initially directed to the Home Node for
the content item, based on an identifier derived from the request URI.

The unconditional case where the requesting client does not have a copy of the
required prefix in its local cache, is examined first.

In the simplest case, if the Home Node’s directory does not contain an entry for
the requested prefix, or a suitable Delegate for the request is not available, the Home
Node will issue an RT'SP NOT FOUND response to the client (case #1 in Section [5.3.3)).

If however, the Home Node’s directory contains one or more Delegates with a
cached copy of the requested content and at least one of the Delegates is available to
service the request, the request is forwarded to a selected Delegate. If the Delegate’s
cached prefix is fresh, it will send an RT'SP OK response to the client, establishing a new
session (case #6 in Section . If the cached prefix is stale, the Delegate will issue
a conditional RTSP SETUP request to the server, the response to which will indicate
whether the cached prefix has been modified. If the prefix has not been modified,
the Delegate will send an RTSP OK response to the client (case #9 in Section .
If, however, the prefix has been modified, a new copy of the prefix must be retrieved
from the server. The collaborative prefix cache differs from Squirrel at this point. In
Squirrel, a Delegate whose cached prefix has been modified will receive an up-to-date
copy of the web content from the server, in response to the conditional HT'TP GET
request. Retrieving a media stream that is not required locally, however, is likely to
be a prohibitive use of client resources. Accordingly, the Delegate issues an RTSP
NOT FOUND response to the client and informs the directory that the prefix has been
modified, causing it to be removed from the directory. The client will retrieve the entire
stream from the server, caching the new prefix and eventually becoming the sole new
Delegate for the stream (case #10 in Section [5.3.3).

The case is now examined where a client has a locally cached prefix but the

cached copy is stale. Again, the collaborative prefix cache behaves in a similar manner
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to Squirrel. The client issues a conditional RTSP SETUP request to the Home Node.
Like Squirrel, the collaborative prefix cache maintains time-to-live information for each
cached prefix. If the directory entry is fresh and the client’s prefix has not been modified
(it is assumed that this can be established through the use of Last-Modified timestamps)
then the Home Node issues an RTSP NOT MODIFIED response to the client (case #4 in
Section. If the prefix has been modified, then the request is forwarded to a chosen
Delegate and handled as described above (case #5 in Section . If the directory
entry is not fresh, the client is instructed to contact the server to either validate its
existing cached prefix (case #8 in Section or retrieve the entire stream from the
server (case #7 in Section , thereby caching a new prefix. In either case, the client
will update the Home Node with new information, allowing the Home Node to either
eventually validate all of the existing Delegates or replace them with the requesting
client as the new sole Delegate.

When a client receives an RTSP OK response from a Delegate in response to
a SETUP request, initially sent to the Home Node through the overlay network, both
it and the chosen Delegate become participants in a new RTSP session. Although it
would be possible at this point for the client and Delegate to continue to communicate
using the peer-to-peer network, a scheme in which the participants transfer to a more
efficient, direct TCP connection is proposed. This has the effect of limiting the use of
the peer-to-peer network to the location of Home Nodes and the occasional exchange
of cached prefix metadata between Delegates and Home Nodes, thereby reducing the

latency experienced by clients.

6.2 Server Stream Control Protocol

The Real Time Streaming Protocol (RTSP) can also be used as the control protocol for
the multicast enabled server within the Peer Assisted Multicast Streaming architecture.
As was described in Section [3.2.2] an RTSP session can be viewed as having

three distinct phases. During the first phase, which begins when a client issues an
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RTSP SETUP request to the server, the transport mechanism including the multicast
address to which the client has been assigned, is agreed. The multimedia stream is
delivered in the second phase, in response to PLAY and PAUSE requests. The third
phase is the tear-down phase, which is initiated when either the client or the server
issues an RTSP TEARDOWN request to end the streaming session.

Clients receiving a multimedia content stream using PAMS typically receive two
streams: a prefix stream containing the start of the content from another client, or Del-
egate, participating in the collaborative cache and a second multicast stream providing
the remainder of the content from a server. As described in Section the server in
the proposed architecture will act as a batching server. The server will receive requests
from clients that specify the content item that is to be delivered as well as the start
offset and duration of the content, or range, that should be delivered. If the requesting
client can obtain a prefix for the content from the collaborative cache, then it would
normally request a range from the server from the end of the prefix to the end of the
content. It will also specify the time that it expects to begin receiving the stream. This
time is specified as a duration and the stream can begin anytime before that duration
has elapsed. To allow for network transmission delays the server will always begin the
stream earlier than the time specified by the client. Alternatively, a client that was
unable to obtain a prefix for the requested content item from the collaborative cache
would request the entire content item, as well as indicating that the stream should be
delivered immediately.

RTSP provides the necessary degree of control over both the unicast and multicast
streams required by PAMS. When a client issues an RT'SP PLAY request, it can specify
both the range of the content item that should be delivered, as well as the time at
which the server should begin sending the stream, using the RTSP RANGE header. An
example of a PLAY request that would be issued by a client that has obtained a prefix
from the collaborative cache is shown in Figure (a). This request specifies a range
beginning at the end of the prefix and continuing to the end of the content item and a

start time corresponding to the time the client will receive the end of the prefix stream
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RANGE TIME

Lp - Lt T+Lp

Figure 6.1: (a) RTSP PLAY request issued by a client at time T, for a content item of
duration Lt, that has obtained a prefix of duration Lp from the collaborative cache

RANGE TIME

Figure 6.2: (b) RTSP PLAY request issued by a client at time T, that requires the entire
content stream of duration Lt from the server

and must begin receiving the remainder of the content. This request can be compared
with a RANGE header that would be issued by a client that requires the entire content
stream from the server, illustrated in Figure (b). This request specifies a range
corresponding to the entire content item and, since the start time has been omitted,
the server should begin transmitting the stream to the client immediately.

The same approach to the implementation of Patching described in Section [3.2.2
may be applied to an implementation of Peer Assisted Multicast Streaming. The pri-
mary difference between the protocols required by PAMS and Patching is that, in the
case of PAMS, the client will receive just one multicast stream from the server.

As with Patching, the multicast address provided to a client in response to its
SETUP request in the first phase may be invalidated before the client attempts to enter
the second phase with a PLAY request as a result of the batching policy implemented by
the server as described in Section This problem can be resolved for PAMS in the
same way by causing the client to re-issue its SETUP request if required, as indicated by

the server’s response to the PLAY request.
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Figure 6.3: PAMS Client Communication
6.3 Client Communication

The preceding sections have described how a client interacts with the collaborative
cache and the server using RTSP. Although the two RTSP sessions are separate there
is a causal relationship between them. Figure illustrates how a client will retrieve
the entirety of a content item from the two separate sources. In this example it is
assumed that the prefix is available in the collaborative cache and that the multicast
address provided in response to the SETUP request is still valid when the client issues

its PLAY request.
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6.4 Simulation

A detailed performance analysis of Peer Assisted Multicast Streaming (PAMS) will be
described in Chapter [7]] Due to the large number of network nodes required to fully
evaluate a peer-to-peer based system and the high level of concurrent sessions required
to evaluate a multicast based multimedia system a simulation approach is proposed as
being more appropriate than a physical evaluation of PAMS.

For the simulation to address all of the issues that may arise in an implementation
of PAMS, a highly detailed approach was taken. This approach modelled the activity
of PAMS down to the individual network packet level. The simulation was constructed
using the OMNeT++ [VarO1] discrete event simulation system. Within the simulation
servers and clients are modelled as independent entities. At the application layer within
these entities, a model of RTSP was developed, upon which on-demand multimedia
streaming applications could be constructed. To model the transport and network
layers, the IPv6Suite WithINET E| framework was incorporated into the model with
some modifications to incorporate PIM-SSM. To allow for the modelling of peer-to-peer
applications, the OverSim [BHKO07] framework was used as it provides a simulation of

Chord among other protocols.

6.5 Summary

Following the design of Peer Assisted Multicast Streaming (PAMS) architecture pre-
sented in Chapter [5] this chapter has proposed an approach for implementing PAMS
using standard network protocols and an existing overlay network protocol. An evalu-

ation of this implementation of PAMS will be presented in Chapter [7}

"http://ctieware.eng.monash.edu.au/twiki/bin/view/Simulation/IPv6Suite
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Chapter 7

Simulation and Evaluation

Peer Assisted Multicast Streaming relies on a large community of clients participating
in a collaborative cache that can store and supply prefixes of content to each other. A
small-scale evaluation of PAMS with, for example, tens of clients would be insufficient
to clearly and accurately demonstrate the benefit of the approach. Since coordinating
a real-world evaluation of PAMS involving thousands of clients would be infeasible,
simulation has been selected as the most appropriate way to evaluate the approach.

Simulation also has the advantage of facilitating a more detailed analysis of the
behaviour of PAMS than would otherwise be feasible, since a global view of the state
of the entire system can be obtained in a simple manner at any time. (For example,
the results and analysis in Experiment 8 in this Chapter would have been very difficult
to obtain outside of a simulation environment.)

To ensure, as far as possible, that the results obtained through simulation reflect
those that would be obtained in practice, a highly detailed discrete event simulation
has been implemented, which includes, for example, the simulation of communication
protocols from the Application Layer to the Network Layer in the OSI reference model.
The simulation experiments range in scale from 1,000 to 8,000 clients participating in a
collaborative PAMS cache and requesting content from libraries containing from 1,000
to 20,000 items. The mean number of stream sessions simulated in each experiment

ranged from 21,600 to 172,800 streams, with an average of between 900 and 7,200
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clients concurrently receiving streams.

This chapter will describe the simulation framework used to evaluate the per-
formance of PAMS and the parameters and metrics used in the experiments. It will
then describe the eight separate experiments used to evaluate PAMS, presenting the
motivation for each experiment, the parameters used and the results obtained, along

with a detailed discussion of each set of results.

7.1 Simulation Framework

Rather than design and develop a new discrete-event network simulation, the OM-
NeT++ discrete event simulation has been used. OMNeT++ [VarO1] is a C++-based,
object-orientated discrete event network simulator. OMNeT++4 provides a modular
framework in which C++ is used to implement the behaviour of simple modules, which
are then composed into compound modules to implement more complex components,
such as servers, clients and routers. OMNeT++ has a substantial user base, members
of which have contributed complex network models, including models for IPv6 and IPv4
networks. The modular approach allows the use of a level of detail that is appropri-
ate to experimental requirements. For this evaluation, an IPv6 network was modelled
with a level of detail that includes accurate modelling of Internet Layer and higher
protocols and simplified modelling of lower level protocols. This approach represents a
balance between the accuracy of the model and the feasibility of conducting large-scale
simulations with thousands of network nodes in a practical time-frame.

As latency is an issue for multimedia streaming applications the simulation must
deal with the time taken for packet delivery from the server to the client in order to
accurately reflect a real world application. Fully modelling additional network utilistion
caused by factors outside of PAMS, would be infeasible due to the increased time to
simulate the system. To allow for a smooth handover in the client between the prefix
and the shared multicast stream, the server will assume that the latency between itself

and the client is one second. This will manifest in the server scheduling the required
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multicast stream one second before the earliest start time specified in the client request.
Based on available statistics describing typical network performance [Verl5| [AT5], the
use of a one second overlap between the prefix and multicast streams will be appropriate
in most scenarios. However as the average prefix length used in the experiments is six
hundred seconds, reducing this by one second will only have a minor impact on the
maximum number of concurrent multicast streams required to provide a particular

content item from the server.

7.2 Experiment Parameters and Performance Metrics

In each of the experiments described in this Chapter, requests were generated at a mean
rate necessary to obtain a desired number of concurrent on-demand streaming sessions.
Little’s relation [Lit61] may be used to determine the request rate necessary to achieve
a desired number of concurrent sessions, for any given session duration. For example,
to achieve a mean of 900 concurrent sessions, L, each lasting one hour or 3,600 seconds,
W, the required request rate, A is given by:

L 900

A= W m = 0.25 requests per second

Since the actual number of concurrent sessions will fluctuate and since some
clients will be inactive between successive streaming sessions, a client population larger
than 900 is required. A default client population of 1,000 has been used in the exper-
iments to evaluate PAMS. These 1,000 clients will all participate in the collaborative
cache at all times, regardless of whether they are currently engaged in a streaming
session,with the exception of Experiment #8, in which clients will leave and join the
collaborative cache over time.

To model the popularity of individual content items, a Zipf distribution [Zip49]
has been used. The probability, P(i), of a client requesting the i most popular content

item is given by:
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where N is the total number of content items and 6 is the skew factor. The

P(i)

skew determines what the differences in popularity of various content items will be.
For a low skew value, the probability of a request being for a particular item is evenly
distributed, whereas, for a high skew value, the probability of a request will be much
higher for a subset of content items.

The default prefix duration of 600 seconds the was chosen to allow a large enough
batching window so as to demonstrate the benefit of PAMS, but to not be so long so
as to overburden the clients participating in the collaborative cache.

Another parameter investigated is the size of the PAMS prefix cache at each
client, measured in numbers of prefixes. The default cache size used was large enough
to store five prefixes. This default size was chosen to be conservative but increasing
the cache would also increase the management overhead of PAMS, especially for the
Home Node of the most most popular content. Experiment #5 demonstrates the effect
of changing the cache size.

The mean interarrival time between successive client requests in the simulation
is % The actual interarrival times are generated by the simulation using a Poisson
distribution with mean A\. When a new request event is generated, a client is selected
at random from the set of currently idle clients. The content item requested by the
client is determined by the simulation using a Zipf distribution, as described above.

The client then establishes its streaming session as described in Chapters [5] and [6]

7.2.1 Independence of Parameters

FEach parameter cannot be taken in isolation and must be evaluated in the context
of the other parameters. For example the request rate isn’t a parameter in itself, it
is a product of the mean stream duration and the target mean number of concurrent

sessions. In order to properly investigate the benefit of PAMS, both a sufficiently long
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session and a large number of concurrent sessions is required, thus producing a high
request rate for the simulations.

The request rate for each individual content item determines the effectiveness of
PAMS. The individual parameters effecting the mean number of concurrent sessions
of each content item are the number of content items, the skew factor of the Zipf
distribution and the request rate for all items. The number of content items and the
skew of the Zipf distribution effect the probability of a request being for a particular
content item. For example, by increasing the number of content items the probability
of a request being for any of the previous number of content items will decrease. By
increasing the skew factor the probability of a request being for one of the more popular
titles will increase. These effects are examined in Experiment #4 and Experiment #6.

By increasing the overall request rate, the request rate for each individual content
item will increase, therefore increasing the number of concurrent sessions for each con-
tent item. The higher the request rate, the better PAMS will perform as demonstrated
in Experiment #2.

The duration of the prefix used is one of the most significant parameters effecting
the performance of PAMS. The performance of PAMS is highly dependent on the
mean number of requests for each content item that arrive during a batching window.
Therefore by increasing the prefix duration the more requests will arrive during the
batching window. Larger prefixes however, will transfer more of the load onto the
individual clients, rather than the server. The impact of the prefix duration is examined
in Experiment #3.

In order for PAMS to offer a batching window to the server a prefix must be
available in the collaborative cache. This not only means that the content item is
stored in a participants cache, but the participant has sufficient network resources to
provide the prefix. Each participant is limited to serving one prefix at a time so that the
load is better shared around the clients. If the cache hit rate is low then the number
of full streams provided by the server will increase, thus increasing the bandwidth

utilisation of the server.

104



The clients’ cache size is an important factor in the effectiveness of the cache, and
this is examined in Experiment #5. Once the clients’ cache size is sufficiently large to
hold one popular prefix and the prefix of the stream that is concurrently being received,
then the cache hit rate is high enough to demonstrate a reduction in the bandwidth
utilisation of the server. Prefix duration has a subtle effect on the effectiveness of the
cache. As each client is limited to only serving one request at a time, the longer a
prefix is, the longer the time the client will not be available to server other requests,
thus increasing the probability of there being no participants being able to serve a
requested prefix and thus decreasing the cache hit rate. This effect is discussed further
in Experiment #3.

The minimum number of clients in the each simulation must be sufficient to
maintain mean target request rate. If there are more clients present than the minimum
required, it has the same effect as increasing the cache size of each client, but with the
added effect of reducing the possibility that there will be no client without the available
upstream bandwidth to provide a prefix. Experiment #8 shows that the effect of this
is negligible compared with other factors that can result in cache misses.

The remainder of this chapter describes the eight experiments used to illustrate
the behaviour and evaluate the performance of PAMS. The experiments evaluate the
effect of varying parameters such as the PAMS prefix duration, request rate and cache

size.

7.3 Experiment 1: Performance and Behaviour

The purpose of this experiment is to demonstrate the advantage of Peer Assisted Mul-
ticast Streaming over simple unicast streaming, where each request is serviced by a
dedicated stream. Peer Assisted Multicast Streaming reduces the overall server band-
width required to serve incoming client requests. This reduction is achieved in two

ways. Firstly, when the prefix of a requested item can be served by the collaborative
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cache, this will reduce server bandwidth utilisation as the server will only need to sup-
ply the remainder of the stream. Secondly, serving prefixes from the collaborative cache
allows the server to batch together multiple requests for the same content and service
these requests with a single multicast stream.

To demonstrate the advantage of Peer Assisted Multicast Streaming, two different
simulations will be compared. The first will simulate the use of PAMS with a ten
minute prefix duration. The second will use a zero duration prefix, meaning that the
collaborative cache is not used and the entirety of each request will be served by a
single server stream. This is equivalent to a unicast approach.

Before discussing the results of this experiment, the expected performance of
both of the above simulations will be calculated and compared later with the results of
the simulation. This will serve as a validation of the simulation.

The mean number of concurrent server streams when using a zero duration pre-
fix, which is equivalent to a unicast approach, can be estimated using Little’s rela-
tion [Lit61], which may be re-written here as S = RLt. If the server receives one request
every four seconds (R = 0.25), and the mean stream duration is one hour(Lt = 3600),
then the mean number of concurrent streams, .S, will be 900.

The overall performance of PAMS with a ten minute prefix duration cannot be
estimated in the same simple manner, as the behaviour and efficiency of each individual
client participating in the collaborative cache must be considered. In particular, it
would be necessary to estimate the probability not only that a particular prefix is
contained in the collaborative cache but also that there is a Delegate with available
bandwidth to supply the prefix. It is still possible, however, to predict the performance
of PAMS when considering only the most popular content items, if it is assumed that
prefixes of these content items always be present and there will always be a Delegate
with sufficient bandwidth available. (Our simulation results support this assumption.)

The mean number of clients receiving content item ¢ from the server is indepen-
dent of the use of multicast but dependent on the probability, H;, that i can be served

by the collaborative cache. For content item 4, if the collaborative cache provides a
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prefix of duration Lp; of the total stream duration, Lt;, the probability that a request
is for item ¢ is P;, the probability that item 7 can be served by the collaborative cache is
H; and the overall request rate is R, then the mean number of clients receiving content

item ¢ from the server is:

(Hz X R x P; x (Ltz — Lpz)) + ((1 — Hz) X R x P; x Ltz) (71)

For the most popular content item, it can be assumed that H; = 1 and therefore
the mean number of clients receiving content item i from the server may be simplified

to:

R x B X (Ltl — Lpl) (72)

For example, using the default simulation parameters of 5,000 content items and
a Zipf skew factor of 6 = 0.7, according to Zipf’s law the probability that a request will
be for the most popular content item (i = 1) is:

1
P(1) = ~ 0.0249 (7.3)

a 10.7( 5000 ;)
j:l ]'OA7

With a request rate, R, of 0.25 requests per second, the server will receive 0.25 x

0.0249 =~ 0.0062 requests per second for the most popular item (i = 1). Given a prefix
duration, Lpq, of 600 seconds, a total content duration, Lt;, of 3,600 seconds, the
mean duration of the streams provided by the server will reduce to 3,600 — 600 =
3,000 seconds. Thus the mean number of clients receiving the most popular content
item from the server will be 0.0062 x 3,000 = 18.60.

By batching requests for the same content item into multicast streams, the server
can reduce the number of outgoing streams required to service these clients. To estimate
the number of multicast streams required to service requests for the most popular
content item, it is necessary to first estimate the number of requests that the server

can batch into a single multicast stream, given by:
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1+ (R x P; x Lp;) (7.4)

For example, for the most popular content item (i = 1), given a request rate of
0.25 requests per second, within the 600 second batching window (provided by using
a prefix duration of 600 seconds), 3.74 requests for the most popular item (i = 1) will
be received during the batching window, in addition to the request that defined the
start of the window. Thus, the server should be able to batch together 1+ 3.74 = 4.74
requests to be served by a single multicast stream. The mean number of concurrent
multicast streams required to serve the most popular content item will now reduce to
18.6/4.74 = 3.94 streams.

This may be compared with the mean number of streams required by a unicast
system to serve the same content. The mean number of concurrent unicast streams for
the most popular content item will be 3,600 x 0.0062 = 22.32. Thus, the use of PAMS
reduces the mean number of concurrent streams required to serve the most popular
content item by 82.35%. This reduction arises for two reasons, firstly through the use
of multicast by the server, as demonstrated above, and secondly, as a result of the
collaborative cache serving a portion of the content, thereby reducing the duration of
streams provided by the server. The reduction that arises directly by serving prefixes
from the collaborative cache, without using multicast, would be:

L

H; x =2 .
X I, (7.5)

Therefore, for the most popular content item, assuming H; = 1, the reduction
that would arise by serving prefixes from the collaborative cache, assuming the values
used above, would be 16.67%.

The mean number of server streams required to serve requests for N content

items, S, may now be expressed as:
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o ZN:KH X R x P; x (Lt; — Lp;)

T )+((1—HZ-)><R><LtZ-><R-) (7.6)

=1

For the most popular content items, the greatest contribution to the reduction
in the server resources required to serve the corresponding requests arises from the use
of multicast, since the server will be able to batch more requests into each multicast
stream. For less popular content, the greatest contribution arises by serving prefixes
from the collaborative cache.

The performance of PAMS has been evaluated through simulation using the pa-
rameters outlined in Table and the results of this simulation will be compared with

the estimated performance above.

Parameter Value

Number of Content Items 5000

Mean Stream Duration (seconds) 3600

Prefix Duration (seconds) 0, 600

Cache Size (number of prefixes) 5

Network Size (number of clients) 1000

Request Rate (requests/second) 0.25

Zipf Skew Factor 0.7

Local Cache Replacement Least Frequently Accessed accesses

Table 7.1: Experiment 1 Parameters: Investigating General Behaviour.

Discussion

The graph in Figure shows the mean number of concurrent streams serving groups
of content items. The content items are ranked according to popularity, that is the
items with the highest request frequency, and are plotted in groups of 5 items. The
groups are plotted left to right in order of decreasing popularity. The difference between
the columns for the same popularity group show the savings achieved by using a 10
minute prefix with Peer Assisted Multicast Streaming over using a zero second prefix
which is equivalent to a simple unicast system. For the most popular 5 items, Peer

Assisted Multicast Streaming achieves a reduction of approximately 70% in the number
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Figure 7.1: Experiment 1 — Comparison of server performance using unicast and PAMS

of concurrent streams. The level of this reduction decreases as the popularity of items
decreases, until there is little multicast sharing and the only benefit of the collaborative
cache is to serve the prefix.

The simulation results compare favourably with the expected calculated values
and thus can be used as a validation of the simulation. For the case of the zero second
prefix, the mean concurrent streams served for all content is 898.82 streams, which is
close to the mean streams predicted by Little’s relation of 900.

Using the Zipf distribution and Little’s relation as before, for the simulation of a
zero second prefix with a mean stream duration of L;, a request rate of R and a total
number of titles of IV, the mean number of streams for the most popular & titles can

be calculated as:

k A x L
(7.7)
207 (o )

which, for the parameters listed in Table will result in a mean stream count

for the five most popular titles of:
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5
0.25 x 3600
3 X ~ 62.39 (7.8)

i=1 107 ( iy jo%)

This, again, is close to the recorded mean value of 62.78 from the simulations
as illustrated in Figure thus serving as more evidence for the validation of the
simulation.

By using PAMS with a 10 minute prefix, the recorded mean number of concurrent
streams reduces to 704.48, representing a reduction of 21.62%. If the collaborative
cache was operating at maximum efficiency, but the main server was only using unicast
streams to provide the remainder of the content, the maximum reduction would be
16.67%, i.e. solely based on serving 600 seconds from the cache and the remaining
3,000 seconds from the server.

The additional reduction from 16% to 21.62% is obtained through sharing of
streams, which reduces the mean number of streams for a given title. For the k& most
popular titles the total mean number of streams serving these titles can be calculated

as follows, assuming a 100% cache efficiency:

z"“: R x P(i) x (Lt; — Lp;)

1+ (R x P(i) x Lp;) (7.9)

i=1
where P(7) is calculated using the Zipf distribution. For the first most popular
k = 5 titles , a prefix duration of Lp; = 600, a mean stream duration of Lt; = 3600

and a request rate of R = 0.25 the equation becomes:

5 .
0.25 x P(i) x (3600 — 600
§ 025 x i) x ) ~16.27 (7.10)

= 14(0.25 x P(i) x 600)
The recorded mean stream count for the five most popular titles was 16.82, which
again compares favourably with the above estimated result.
Figure shows the mean number of requests served per multicast stream. The

number of requests served decreases with the decreasing content popularity. This is

due to fewer requests arriving for the less popular content during the batching window
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Figure 7.2: Experiment 1 — Mean requests served per multicast stream using PAMS

provided to the server. As discussed previously, the theoretical number of requests
served per multicast stream for the most popular content item is 4.74. From the
simulation results a mean value of 4.57 was recorded, which again is comparable and

serves to validate the simulation.

7.4 Experiment 2: Client Population Size

Increasing the client population size will increase the aggregate size of the collaborative
cache. Such an increase, however, will also cause an increase in the overall request
rate, assuming each individual client continues to submit requests at the original rate.
The purpose of this experiment is to determine what effect such changes in client
population size will have on the performance of Peer Assisted Multicast Streaming. The
performance of PAMS will be evaluated by measuring the mean number of concurrent
streams delivered by the server.

As the overall request rate increases with increasing client population, the mean

number of concurrent streams of the most popular content item (i = 1) will approach a
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maximum, Smax;. This maximum is determined by the mean stream duration of that
content item, Lt;, and the prefix duration provided by the collaborative cache, Lp;.
For a particular content item, the server only needs to start a new multicast stream
for that content at most every L, seconds, as shown in Figure As a result, the
maximum number of concurrent streams of that content item is given by the following

formula, assuming a 100% collaborative cache hit rate for that content item.

(7.11)

The parameters for this experiment are listed in Table[7.4] The effect of changing
client population sizes has been evaluated for populations from 1,000 clients to 8,000
clients in increments of 1,000. This results in request rates ranging from 0.25 requests

per second to 2.00 requests per second. All other parameters remain unchanged from
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the defaults used in Experiment #1.

Parameter Value

Number of Content Items 5000

Mean Stream Duration (seconds) 3600

Prefix Duration (seconds) 600

Cache Size (number of prefixes) 5

Network Size (number of clients) 1000, 2000, ...8000
Request Rate (requests/second) 0.25, 0.50, ...2

Zipf Skew Factor 0.7

Local Cache Replacement Least Frequently Accessed accesses

Table 7.2: Experiment 2 Parameters: Effect of Client Population Size

Discussion

The results of this experiment can be seen in Figure 7.4, Due to the ability of the
system to batch together multiple requests, the mean number of concurrent streams
for the most popular content items reaches a maximum of 5.16, which compares to the
5.00 streams predicted by equation

This result means that when using PAMS, the maximum resources required to
serve popular content could be determined in advance, and it will be independent of
the request rate. This is an important result as it means the the loads placed on the
main server for serving popular content is highly predictable, especially as the popular
content will likely be available in the collaborative cache, thus allowing the server to
batch together multiple requests.

The reduction provided by PAMS increases as the population size increases.
As the associated request rate increases, the number of requests served per multicast
stream is increased for less popular titles thus reducing the server bandwidth required
to serve all content. The measured mean number of concurrent streams required to
serve all content by PAMS, the theoretical number of concurrent streams required by a
unicast system or the theoretical number of concurrent streams required by a unicast

system if used with a collaborative cache, are presented in Figure
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Figure 7.4: Experiment 2 — Effect of population size on the mean number of per title
concurrent streams

7.5 Experiment 3: Prefix Duration

The duration of the prefix provided by the collaborative cache will determine the du-
ration of the batching window during which the server can group together multiple
requests for the same content into a single multicast stream. The mean number of con-
current server streams can be reduced if more requests can be batched together into a
single multicast stream. Furthermore, supplying longer prefixes from the collaborative
cache will reduce the remaining duration of the stream that must be supplied by the
server, further reducing the number of concurrent server streams. However, increasing
the prefix duration will also result in a corresponding increase in the mean number
of concurrent streams required from the collaborative cache. This trade-off will be
examined in this experiment.

The effect of varying the prefix duration has been evaluated by measuring the
mean number of concurrent streams delivered by the server and the mean concurrent
streams being delivered by the average client for a range of prefix durations. The
remaining parameters are the same as the default parameters used in other experiments.

Prefixes ranging from zero seconds (no prefix) to 1,800 seconds have been evaluated.
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Figure 7.5: Experiment 2 — Effect of population size on server performance

With a zero second prefix the collaborative cache will not be used and, as a result, the
performance will be comparable to that of a unicast system. The parameters for this

experiment are listed in Table

Parameter Value

Number of Content Items 5000

Mean Stream Duration (seconds) 3600

Prefix Duration (seconds) 0, 100, 200 ...1800
Cache Size (number of prefixes) 5

Network Size (number of clients) 1000

Request Rate (requests/second) 0.25

Zipf Skew Factor 0.7

Local Cache Replacement Least Frequently Accessed

Table 7.3: Experiment 3 Parameters: Effect of Prefix Duration
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Discussion

As the prefix duration increases, the number of concurrent server streams decreases.

This is shown by the graph in Figure
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Figure 7.6: Experiment 3 — Effect of Prefix Duration on Server Performance

The decrease in the number of concurrent server streams is non-linearly related
to the increase in prefix duration. As the prefix duration increases, it becomes more
important that the distributed cache can provide the prefixes requested of it, including
the less popular content. As the prefix duration increases though, there will be a
corresponding increase in the number of clients concurrently providing prefix streams
as can be observed in Figure This results in a reduction in the performance of the
collaborative cache as the duration of the prefix served increases. As the clients are
restricted to serving only one concurrent stream, and it is more likely that for longer
prefixes that a client cannot serve the requests directed at it. For example, at a prefix
duration of 600s, the collaborative cache can provide a prefix 68.44% of the time, and
this results in a reduction of 21.22% of the concurrent streams served by the server
when compared with a zero second prefix. When the prefix is increased to 1200s the

cache can now only provide a prefix for 65.12% of the requests, and this results in a
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reduction of 32.97%, which is a lower reduction than would be expected for this prefix
duration.

The effect on the client resources is linear, as can be seen in Figure As
the prefix duration increases, it is more likely that a client will be serving a stream.
Regardless of this though, even for a small prefix duration, the overall load on the
clients is small for the reduction in bandwidth requirements for the server. If the prefix
duration is set at 600 seconds, then the mean number of concurrent streams supplied
by each client is 0.09, or of the 1,000 clients in the collaborative cache, a mean of only

90 clients are providing a prefix at any time.
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Figure 7.7: Experiment 3 — Effect on prefix duration on client performance (averaged
across all clients)

As the prefix duration increases, so too does the batching window available to the
server to group together requests. This behaviour can be seen in Figure The mean
number of requests served per multicast stream increases in an approximately linear
manner, with the relative increase greater for the most popular content as defined by
Equation [7.4] This increase in number of requests served per stream results in the

decrease seen for the overall concurrent streams required by the server.
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Figure 7.8: Experiment 3 — Effect of prefix duration on requests served per multicast
stream

7.6 Experiment 4: Popularity of Content

As has been seen in prior experiments, the popularity of content has a major bearing
on the effectiveness of PAMS. Within these experiments a Zipf distribution is used to
model the popularity of content. By changing the skew (6) the probability of a request
being for a particular title will change. As 6 increases, so will the likelihood of a request
being for the first title in the distribution, thus making this title the more popular. For
this experiment, § will range between 0.0 and 1.0. At a skew of 0.0, all titles will
have the same popularity, which will result in a reduction of the likelihood of multicast
sharing for content, as very few requests for the same content will be received during
the batching window allowed by the collaborative cache. Also the more distributed the
requests are, the lower the efficiency of the collaborative cache will be. The parameters
for this experiment are listed in Table The mean number of concurrent server

streams, the mean number of requests served per multicast stream and the number of
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concurrent server streams for popular items will be measured.

Parameter Value

Number of Content Items 5000

Mean Stream Duration (seconds) 3600

Prefix Duration (seconds) 600

Cache Size (number of prefixes) 5

Network Size (number of clients) 1000

Request Rate (requests/second) 0.25

Zipf Skew Factor 0,0.1...1.0

Local Cache Replacement Least Frequently Accessed

Table 7.4: Experiment 4 Parameters: Effect of Content Popularity

Discussion

The effect of changing the popularity of content is seen in Figure As the requests
become more concentrated around a small group of content items, the number of con-
current streams delivered by the server decreases. This decrease is accounted for by
both the increased performance of the collaborative cache and the increased ability of
the server to group together multiple requests.

As 0 increases, both the local and collaborative caches perform better, with the
local cache hit rate increasing from 0.09% to 9.50%, and the collaborative cache hit
rate increasing from 61.90% to 76.63% over the range of the parameters.

When the requests are more evenly distributed, with lower values of 8, the local
and collaborative caches available to a client have a lower chance of providing the prefix
for a requested content item, resulting in a longer mean stream duration for the server
and fewer opportunities to batch multiple requests into a single multicast stream .

The effect of the popularity skew on the number of requests served per multicast
stream is illustrated in Figure As 0 increases, more of the requests will be for a
smaller portion of the most popular titles.

Coupled with improved cache performance,this means the server the have more
opportunities to delay the start of multicast streams and will receive more requests

during this delay period, allowing more requests to be serviced by each multicast stream.
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Figure 7.9: Experiment 4— Effect of popularity on server performance

The effect that varying the popularity skew has on the number of concurrent
streams for individual content items is shown in Figure for the five most popular
content items. As more requests arrive for a smaller subset of the available content
items, initially the number of concurrent streams will increase for these content items.
This increase, is less than the increase in the number of requests received for these
content items, so results in an overall reduction in the number of concurrent server
streams. As 6 approaches 1.0, the number of concurrent streams for the most popular
item nears 5 streams, which is the maximum theoretical number of concurrent streams

for PAMS using a 600 second prefix.

7.7 Experiment 5: Client Cache Size

While the duration of prefix is a key contributing factor to the effectiveness of PAMS,
the collaborative cache’s ability to deliver the prefixes can impact significantly on this
effectiveness. By limiting the number of prefixes each client stores and makes available
to the the collaborative cache, there is an expectation that the performance of PAMS
would be significantly affected.

Prefixes are considered to be atomic once fully stored in the cache and, if a prefix
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Figure 7.10: Experiment 4 — Effect of popularity on mean requests served per multicast
stream
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Figure 7.11: Experiment 4 — Experiment 4 — Effect of popularity on server performance
for the five most popular items

is being removed, the entirety of the prefix is removed to make space for a new prefix.

If the client is replacing a prefix, it will first try to select a prefix that isn’t currently
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being streamed to another client. If no such prefixes exist, it will have to teardown
the streaming session with the receiving client. This receiving client, will now need
to retrieve the missed portion of the prefix from the main server, instead of from the
collaborative cache. As clients are limited to serving only one client at a time, once
the cache size is above two, the client will always be able to select a prefix to remove
without terminating a streaming session. When the cache size is less then two, though,
clients receiving content from the collaborative cache will not always be guaranteed to
receive the entirety of the content from the cache once streaming has begun. When the
cache size is limited to one prefix, and if a high proportion of the clients participating in
the collaborative cache are currently streaming content, then generally the only content

available to the collaborative cache is the content that each client is currently receiving.

Parameter Value

Number of Content Items 5000

Mean Stream Duration (seconds) 3600

Prefix Duration (seconds) 600

Cache Size (number of prefixes) 0,1, 2,3...20
Network Size (number of clients) 1000

Request Rate (requests/second) 0.25

Zipf Skew Factor 0.7

Local Cache Replacement Least Frequently Accessed

Table 7.5: Experiment 5 Parameters: Effect of Client Cache Size

Discussion

The effect of the clients’ cache size on the performance of the server is shown in Fig-
ure As the cache size increases from zero, the initial reduction in concurrent
streams is large as both the use of multicast and the collaborative cache allows the
server to deliver fewer streams. After a cache size of two, the rate of this reduction
is decreases as the cache size increases, as the majority of prefixes can now be served
from the collaborative cache. For a system based on PAMS to be effective, a cache size
large enough to store at least two prefixes must be used, otherwise there is not enough

content in each cache to provide enough prefixes to allow for savings based on PAMS.
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Figure 7.12: Experiment 5 — Effect of cache size on server performance

As the cache size increases, the hit rates of both the local caches and the col-
laborative cache improve. The effect on the collaborative cache improves dramatically,
initially while the local cache improves in a linear fashion and at a more modest rate

. The effect that increasing the cache size has on the respective hit rates is shown in

Figure [7.13]

7.8 Experiment 6: Number of Content Items

The total number of content items available within an architecture based on PAMS
has a sizable effect on performance. As the Zipf distribution has been used to model
the popularity of individual content items, as the number of content items increases,
the incoming requests will become less concentrated on the most popular items. This
will reduce the performance of the collaborative cache and reduce the potential for the
server to serve more than one request with each multicast stream.

The secondary effect of increasing the number of available content items is on the
collaborative cache. By increasing the number of titles, eventually there will be more
titles available from the server than the collaborative cache has the capacity to store,

resulting in an increase in the number of requests that must be serviced entirely by the
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Figure 7.13: Experiment 5 — Effect of cache size on cache hit rate
server.

The effect of varying the number of content items has been evaluated by measur-
ing the mean number of concurrent streams delivered by the server and the average hit
rate for the collaborative cache. The remaining parameters are the same as the default
parameters used in other experiments. The number of content items simulated ranged

from 1,000 to 20,000 for this experiment. The parameters for this experiment are listed

in Table [T.8l
Parameter Value
Number of Content Items 1000, 2000 ...20000
Mean Stream Duration (seconds) 3600
Prefix Duration (seconds) 600
Cache Size (number of prefixes) 5
Network Size (number of clients) 1000
Request Rate (requests/second) 0.25
Zipf Skew Factor 0.7
Local Cache Replacement Least Frequently Accessed

Table 7.6: Experiment 6 Parameters: Effect of Size of Content Library
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Discussion

As stated above, as the number of content items increases, the number of clients request-
ing the k£ most popular titles will decrease, as the requests become more distributed.
For example, with 5,000 content items, the probability of requesting one of the five most
popular items will be 0.069. However, when the number of content items increases to
20,000, the probability of requesting one of the five most popular content items reduces

to 0.045, a reduction of 35%. The overall effect of this on the server is demonstrated
in Figure [7.14]
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Figure 7.14: Experiment 6 — Effect of number of content items on server performance

As the number of content items increases, the server is required to provide more
concurrent streams to service the incoming clients requests. This increase in the num-
ber of concurrent server streams occurs for two closely related reasons. Firstly, the
performance of the cache decreases, reducing the number of opportunities the server
has to batch multiple requests into a single multicast stream. Secondly, when the server
does have a an opportunity to delay the servicing of a request during which requests
can be batched together, the number of requests that will arrive during the window
will be reduced.

Figure|7.15|shows how the number of client requests serviced per multicast stream

reduces with an increasing number of content items. The effect on the performance of
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Figure 7.16: Experiment 6 — Effect of number of content items on requests on collabo-
rative cache performance
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the collaborative cache is shown in Figure As can be seen, with 20,000 content
items, the collaborative cache can only provide a prefix to 44.53% of requests, with the
vast majority of the cache misses, 98.02%, due to the content not being stored in the

collaborative cache.

7.9 Experiment 7: Flash Crowds

All of the experiments to evaluate the performance of PAMS so far have assumed that
the set of content items available to clients, and the popularity of those items, remains
fixed for the duration of the experiment. This allows the collaborative cache to become
populated with enough Delegates to serve prefixes of the most popular content items.
This will ensure that PAMS can significantly improve the performance of the service.

As it is not a realistic assumption that the popularity of content will remain
unchanged or that new content will not be introduced. The effectiveness of PAMS
will now be evaluated in situations where new highly popular content is introduced. A
significant increase in the expected popularity of a content item, or a significant increase
in the overall request rate is commonly referred to as a “Flash Crowd” [JKR02].

To model a flash crowd in PAMS, a new title is introduced, and the likelihood
of a request being for this item is again based on a Zipf distribution. This new item
becomes the most popular item in the Zipf distribution, and all other items shift down
in popularity. As the item is new, there will be no instances of the prefix contained in
the collaborative cache, resulting in the server being initially unable to batch together
requests for this item. Until the cache can provide enough prefixes to match the request
rate, the performance of PAMS will be reduced. The extent of this reduction will be
evaluated in this experiment.

To measure the performance of PAMS while stabilising after the introduction of
new content, the number of concurrent streams required to serve all requests for the
new content will be measured over time.

The timing of content announcement of new Delegates for a content item and the
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selection of Delegates for incoming requests becomes important for reaching stability
quickly and efficiently. PAMS will be evaluated with two different content announce-
ment policies. With the first policy, which has been called Complete Prefix, a Delegate
will not announce the availability of a prefix until the entire prefix has been stored in its
local cache. This allows for clients requesting content from the collaborative cache to
be certain of the duration of the prefix they will receive. For the second policy, Incom-
plete Prefix Delegates will announce availability of prefixes once the start of the prefix
has been received. Any requests directed at these Delegates will result in only some
of the prefix being served, with the remainder required from the server along with the
remainder of the content stream. The directory will prioritise selecting complete pre-
fixes over incomplete prefixes, so that generally, in a stable system, only Delegates with
complete prefixes will be selected. This selection policy has been previously described
in Section

The policy for selecting which incomplete prefix to use is also an important con-
sideration. The longer a prefix that can be provided by the collaborative cache, the
more likely it will be that the server can group together multiple requests for the same
content item. To achieve this, instead of fairly selecting a Delegate based on a round
robin system, if no complete Delegates are available, the Home Node will select the
Delegate with the longest incomplete prefix. While the Home Node will not know ex-
actly how long the prefix is, it will assume that the Delegate which has been present in
the directory the longest has the longest available prefix. Selecting the longest incom-
plete prefix will be evaluated in comparison to selecting incomplete Delegates based on
round robin selection. These two policies result in the further classification of the In-
complete Prefiz policy as Incomplete Prefix with Round Robin Selection and Incomplete

Prefiz with Longest Prefix Selection. The parameters for this experiment are shown in

Table [7.00
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Parameter Value

Delegate Selection Policy Complete Prefix

Incomplete Prefix with Round
Robin Selection

Incomplete Prefix with Longest
Prefix Selection

Number of Content Items Intro- | 1

duced

Mean Stream Duration (seconds) 3600

Prefix Duration (seconds) 600, 1800

Cache Size (number of prefixes) 5

Network Size (number of clients) 1000

Request Rate (requests/second) 0.25

Zipf Skew Factor 0.7

Local Cache Replacement Least Frequently Accessed

Table 7.7: Experiment 7 Parameters: Impact of Flash Crowds

Discussion

The graph in Figure shows the effect that introducing new content has on the
server. The x-axis shows time, and the y-axis shows the number of concurrent streams
required by the server to serve all requests for the new content item. The new content
item is introduced at time 0 on the graph. The three PAMS policies: Complete Pre-
fix, Incomplete Prefix with Round Robin Selection and Incomplete Prefixz with Longest
Selection are shown on the graph. These PAMS policies are compared with a unicast
system, again with unicast being represented by a simulation using a zero second prefix.

When the new content item is introduced at time 0 requests for this content item
begin to be received by the server. For all three PAMS policies, the first request must
be served in its entirety by an individual server stream that cannot be used to service
any other requests as there is no prefix available in the cache. When the Complete
Prefiz policy is used, the number of concurrent streams required by the server increases
steadily. This is because all requests require the complete stream from the server, until
the first client to request the new content becomes a Delegate and can provide the
prefix to other clients. Even when the first client has become a Delegate for the prefix,

it can only serve this prefix to one client at a time, so the number of streams required
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Figure 7.17: Experiment 7 — Effect of a flash crowd on server performance (600s Prefix)
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by the server will continue to rise. For a prefix duration of 600 seconds, the number
of concurrent server streams required when using the Complete Prefix policy peaks at
thirteen concurrent streams, before reducing as the system stabilizes.

Alternatively, when using one of the two variants of the Incomplete Prefix policy,
the peak in the number of concurrent server streams caused by the introduction of
the new popular content item is significantly reduced. This is due to the server being
allowed a small but increasing window in which to batch together requests, resulting in
fewer concurrent streams being required to serve all of the requests for the same new
popular content item.

The difference between the Incomplete Prefiz with Round Robin Selection and
Incomplete Prefix with Longest Selection policies is clearer when a longer prefix is used,
as seen in Figure This graph shows the effect of new content being introduced in
a system using prefixes which are 1,800 seconds long. With longer prefixes the peak
number of concurrent server streams is reduced when using the longest available prefix

as the duration of the batching window made available to the server will be maximised.

7.10 Experiment 8: Churn

Clients participating in a collaborative cache will join and leave the cache over time.
This type of behaviour can be due to the normal pattern of usage of a system, when a
client joins the system to view some content, or through unanticipated events such as a
machine powering down unexpectedly. It should be noted, however, that this behaviour
will depend on the implementation. For example, if PAMS was to be implemented by
set-top boxes, then the set-top boxes could reasonably be expected to participate in
the collaborative cache even when they are not being actively used by their owners. Al-
ternatively, if clients correspond to laptop computers, connectivity to the collaborative
cache may be expected to be more intermittent.

This type of client behaviour within a peer to peer system is commonly referred
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to as “churn” [RGRKO04]. Churn can destabilise overlay networks as key routing in-
formation can be lost when a peer leaves the network. Applications built on top of
overlay networks can also be affected, especially if only a small number of peers hold
information that is vital to the operation of the application.

Churn will reduce the performance of the PAMS collaborative cache in a number
of ways. Firstly, and most significantly, through the loss of Delegate information for
the most popular content items. Secondly, through destabilisation of the underlying
overlay network used to route lookup requests through the collaborative cache. Finally,
but less significantly, churn will result in the removal of Delegates for prefixes as those
Delegates leave the collaborative cache.

Delegate information for one content item is only stored by the Home Node for
that content item. If this node were to leave the collaborative cache, another node
would take over as Home Node, but the new Home Node would be unaware of any
existing Delegates for the content, meaning that requests for prefixes would be rejected
until one or more new Delegates have announced themselves to the new Home Node.
As the majority of the increase in server performance when using PAMS comes from
the collaborative cache’s ability to provide the prefixes for a relatively small number of
popular content items, the loss of Delegate information for the most popular content
will cause a spike in the bandwidth required by the server.

Churn also has a direct impact on the ability of overlay networks to successfully
route messages to the correct destination. A high churn rate can have a significant
effect on the stability of an overlay network.

As nodes leave the network, so too will the copies of prefixes for which they are
Delegates. As there will be many Delegates for the prefix for the most popular content,
the effect on server performance of losing a small number of these prefixes will be small.

Replication has been proposed in Section [6.1.2] as a means of reducing the effect
of the loss of Delegate information when a Home Node departs from the collaborative
cache.

Replication is used to ensure that, if a Home Node leaves the collaborative cache,
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the new Home Node will have enough knowledge of available Delegates to ensure prefixes
can be supplied to clients and limit the effect of churn on the server.

In order to determine the effectiveness of replication, the reasons for a collabo-
rative cache miss must be categorised. This is achieved in the simulation by using a
“global overseer” that will determine why each collaborative cache miss has occurred.

Five categories of collaborative cache miss are proposed:

No Delegates: This category of collaborative cache miss will occur regardless of the
accuracy of the directory information contained in Home Nodes, as there are no

prefixes of the requested content in the collaborative cache.

No Bandwidth: Like No Delegates this category of collaborative cache miss will
occur regardless of the accuracy of the directory information contained in Home
Nodes. These misses occur when all Delegates are contained in the directory but

none have available bandwidth to service the incoming request.

Lookup Failure: This category of collaborative cache miss occurs due to the failure
of the underlying overlay network to locate the Home Node within the allowed

period. Churn will increase the rate of lookup failures.

Some Unknown: Misses in this category result when all of the Delegates that are
known by the Home Node have insufficient bandwidth to serve the requested
prefix but there are other unknown Delegates that may have been able to supply

the prefix.

All Unknown: This final category of collaborative cache miss occurs when Delegates

exist but are all unknown to the Home Node for the requested content item.

Of the above five categories, the Lookup Failure, Some Unknown and All
Unknown categories will be most affected by churn. In practice, simulation results
have shown Lookup Failure misses to be very rare in the absence of churn. Further-

more, in the absence of churn, Some Unknown and All Unknown misses will only
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occur as a result of the small delay in Home Nodes becoming aware of the availability
of new Delegates.

In this experiment, cache misses are recorded for varying churn rates. The benefit
of replication is evaluated by comparing the overall collaborative cache hit rate when
using replication to the hit rate that results without replication. To further under-
stand the benefit of replication, collaborative cache misses are categorised using the

five categories listed above. The parameters for this experiment are listed in Table

Parameter Value

Mean time between churn event | 5, 10 ...60

(Join or Leave) (seconds)

Replication Policy No replication
Replication every 60 seconds

Number of Content Items 5000

Mean Stream Duration (seconds) 3600

Prefix Duration (seconds) 600

Cache Size (number of prefixes) 5

Mean Network Size (number of | 1200

clients)

Request Rate (requests/second) 0.25

Zipf Skew Factor 0.7

Local Cache Replacement Least Frequently Accessed

Table 7.8: Experiment 8 Parameters: Effect of Churn

Discussion

The graph in Figure [7.19] shows the effect of churn on the collaborative cache hit rate
both with and without replication. The y-axis shows the collaborative cache hit rate
for each churn rate shown on the x-axis. The cache has the lowest hit rate when churn
rate is highest, as would be expected. This is explained by a significant increase in the
Lookup Failure misses, All Unknown and Some Unknown misses, as can be seen
in Figure (a).

By replicating a subset of the Delegate information stored by each home node

to one additional node, as described in Section in Chapter [5] some of the misses
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Figure 7.19: Experiment 7 — Effect of churn on collaborative cache performance

resulting from increased churn rates may be eliminated. This can be seen in Fig-
ure (b), which compares the collaborative cache miss rates for systems without (a)
and with (b) replication. The effect of replication is to reduce the overall collaborative
miss rate by approximately 5.65% for a churn interval of 30 seconds. This will yield a
corresponding improvement in server performance.

The most significant benefit of replication is in reducing the occurrence of All
Unknown misses, that occur when a Home Node is unaware of any Delegates when
unknown Delegates do in fact exist, as determined by the “global overseer” in the
simulation. By replicating directory information to just one node, the occurrence of
this category of misses is approximately halved.

Replication yields an increase in the No Bandwidth miss category. This is due
to the Home Node being aware of all potential Delegates, but none having sufficient
bandwidth to provide a prefix. The only way to avoid this miss is to allow clients to

stream more than one concurrent prefix to requesting titles.
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Figure 7.20: Experiment 8 — Effect of churn on collaborative cache performance
7.11 Summary

Experiment #1 compared the performance of Peer Assisted Multicast Streaming for
prefix durations of 10 minutes and zero seconds, with a zero second prefix being equiv-
alent to a simple unicast approach. By using PAMS with a ten minute prefix, the
number of concurrent streams required by the server to satisfy all requests was reduced
from 898.82 streams to 704.48 streams, representing a reduction of approximately 22%.

Experiment #1 also demonstrated that that most of the benefit of the PAMS
approach resulted when serving the most popular content. For example, the number
of concurrent streams required by the server to satisfy requests for five most popular
content items was reduced from 62.78 streams to 16.82 streams, representing a reduction

of 73.21%. This compares of a reduction of approximately 24.59% for the 96'* to 100"
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ranked titles.

The benefit of using PAMS was shown to arise for two reasons. Firstly, by
delivering prefixes of content items from the collaborative cache, the duration of streams
provided by the server can be reduced. Secondly, by delaying the start of the server
stream used to provide the remainder of a a content item, the server can group together
multiple requests for the same content and satisfy these requests in a single multicast
stream.

As the overall request rate increases, PAMS allows a server to batch together
more requests into each individual multicast stream. As a result of this, the increase
in the number of outgoing server streams will be less than the proportional increase in
the request rate. This effect was shown in Experiment #2.

Furthermore, when the request rate for a particular content item is sufficiently
high, the mean number of concurrent server streams required to serve this item reaches
a maximum that is determined only by the duration of the content and the prefix
duration. Any subsequent increases in the request rate for this item will have no effect
on the number of concurrent streams supplied by the server.

By increasing the duration of prefixes provided by the collaborative cache, the
batching window during which the server can group together requests for a content
item is also increased. This results in an increase in the mean number of requests that
can be served by each multicast stream, and a corresponding decrease in the overall
number of concurrent streams required by the server. However, a trade off must be
made as increases in the prefix duration will require additional client resources. This
trade off has been examined in Experiment #3.

PAMS is most effective when there are a relatively small number of popular con-
tent items as this increases the request rate for those items and increases the probability
that prefixes of these items can be served by the collaborative cache. As the distribu-
tion of requests for content items becomes more uniform, fewer requests for the popular

items will arrive within the batching window. This will reduce the number of requests
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serviced by each multicast stream and increase the number of concurrent streams sup-
plied by the server. The impact of changes in the relative popularity of content has
been demonstrated in Experiment #4.

This increase in the uniformity of requests also impacts on the ability of the
collaborative cache to serve prefixes, as it becomes less likely that a prefix for a requested
item is contained within the collaborative cache. This results in a decrease of the
prefixes served by the collaborative cache and a subsequent increase in the number
of requests that must be satisfied completely by the server with little chance of other
requests sharing the multicast stream.

The default cache size chosen in all of the experiments described in this chapter
was sufficient to allow five prefixes to be stored by each client. This default cache
size was chosen to be conservatively small. Experiment #5 however has shown that
caches of this size are sufficient to yield a substantial improvement in performance over
a simple unicast system. A further increase in the cache size will yield some benefit,
however caching more than ten prefixes at each client yields little additional benefit
but increases the overhead of maintaining the collaborative cache.

Experiment #6 examined the effect of varying the number of content items avail-
able to clients. Increasing the number of content items has the effect of diluting the
number of requests for each item, reducing the effectiveness of PAMS by reducing the
relative popularity of content. This reduction in relative popularity reduces the po-
tential to group together multiple request for the same content item. Collaborative
cache performance is also significantly impacted as its overall capacity is insufficient to
cache the prefixes. Increasing the duration of the prefix and the size of local cache will
counteract the effect of increasing the number of content items.

The final two experiments examined the ability of PAMS to adapt to the addition
of new content and the removal of nodes. In the most extreme case, new content is
added with the highest relative popularity, causing a “flash crowd”. Experiment #7
has demonstrated that PAMS will adapt quickly to flash crowds with a significantly

lower peak in concurrent server streams than a unicast system. This peak was shown
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to be short lived.
Finally, Experiment #8 has shown that by replicating metadata within the col-

laborative cache, the effect of the churn rates examined is minimal.

7.12 Conclusions

Through the use of a detailed simulation framework PAMS has been shown to be
effective in reducing the total number of concurrent streams required by a server de-
livering on-demand multimedia content. The reduction is centered around maximising
the number of clients sharing a single multicast stream. The majority of the reduction
is caused by clients sharing a small number of multicast streams for the most popular
content item, where there is a maximum number of concurrent streams required to be
provided by the server for an item. This maximum number of streams is determined
by the prefix duration of the collaborative cache and the total duration of the content,

and not by the request rate for the content as is the case in a unicast based system.
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Chapter 8

Conclusion

This thesis has proposed a new architecture, called Peer Assisted Multicast Streaming,
for delivering on-demand multimedia streaming services. The proposed architecture
combines multicast and peer-to-peer technologies. The purpose of this new architecture
is to both reduce the network load generated by a standard multimedia service and
also to redistribute some of this reduced load towards the edges of the network. As on-
demand multimedia streaming services, including television “catch-up” services such as
the BBC iPlayer and on-demand movie services such as NetFlix, become more popular,
the strain on server and network resources will increase. The work proposed here is
intended to reduce this strain, particularly when supplying very popular content to
large user communities.

Peer Assisted Multicast Streaming operates as follows. A client requesting a
content item will first request the beginning or “prefix” of the content item from a
collaborative prefix cache that the client is participating in. If it is successful, it will
receive the prefix from the collaborative cache and will only need to request the remain-
der of the content from the server. If it is unsuccessful in obtaining the prefix from the
collaborative cache it will request the entirety of the content from the server.

If a client can obtain the prefix from the collaborative cache the server can delay
serving the remainder of the content. This will provide the server with an opportunity

to service several delayed client requests with a single multicast stream. The server
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may begin the stream before all clients require the content and the receiving clients
will buffer the stream until it is required.

The client will now receive the content in its entirety from either one or two
streams. When a client receives a new prefix of a content item, it will add this to the
collaborative cache making it available to other clients.

The use of the collaborative cache to provide a prefix results in the server being
able to satisfy many requests for the same content item with a single multicast stream,
without affecting the individual experience of each of the clients. This results in a
reduction in the bandwidth required by the server to service all requests while still pro-
viding an on-demand service with the expected degree of client control. This reduction
is greater for popular content as more requests will be received by the server during
the delay period before the multicast stream must begin. Server resource utilisation
is also reduced when serving less popular content items, even if only a single client is
serviced by each stream, as the collaborative cache may be able to supply a portion
(the prefix) of the content item. The collaborative cache also redistributes some of the
network load away from the server towards the edges of the network, as clients provide
each other with content that would otherwise have been provided by the server.

The collaborative cache is based on peer-to-peer technology, which brings some
attractive properties. The collaborative cache is scalable and will grow and shrink in
accordance with the usage of the system. The system is also responsive to changes in
the popularity of content, as each client in the system that requests a content item will
become a Delegate for that item.

The proposed implementation of Peer Assisted Multicast Streaming adheres to
the guiding principles set out in Chapter Firstly, a lightweight approach has been
taken in the design and implementation of the collaborative cache. The approach taken
to maintaining cache metadata sacrifices some cache performance to achieve a low over-
head. For example, a more accurate collaborative cache replacement policy could have
been implemented but this would have required additional network traffic, increasing

the cache overhead. Secondly, the collaborative cache operates independently of the
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server. This avoids any additional load being placed on the server to facilitate the
operation of the collaborative cache. (The only exception to this occurs when locally
cached prefixes cannot be validated by the collaborative cache and must instead be
validated by the server.) Thirdly, the proposed implementation uses existing network
transport and control protocols. This means that a service based on Peer Assisted
Multicast Streaming can be implemented without significantly changing the relation-
ship or interaction between clients and servers and with only minor modifications to
the operation of existing client and server streaming applications.

Peer Assisted Multicast Streaming has been extensively evaluated using a large-
scale, detailed simulation. Simulation was seen as the most applicable method of eval-
uation as the benefits of multicast are only seen when the level of usage in a system
is high. By building on existing network and peer-to-peer application frameworks for
the OMNeT++ discrete event simulation system, it was possible to conduct a detailed
performance evaluation that simulated activity down to the network packet level.

The performance evaluation has shown that, if the collaborative cache provides
a ten-minute prefix of a content item that is sixty minutes long, a 22% reduction in
the mean number of concurrent streams required to serve all requests is achieved, when
compared to a unicast approach. This reduction was for a conservatively low request
rate with an average of one request every four seconds. The reduction in the mean
number of concurrent streams increases significantly with higher request rates. Also, as
the request rate for the more popular content items increases, the number of concurrent
streams serving that content item reaches a peak value. This means that the maximum
amount of resources required to provide the most popular content is predictable and
independent of the request rate for that content. The evaluations have also shown
that, even while limiting the number of outgoing prefix streams served by each client
to one stream and using a modest cache size of five prefixes, the collaborative cache
would serve a prefix successfully for 70% of all requests. Furthermore it was shown that
the collaborative cache responded quickly to the introduction of new content without

significantly increasing the load on the server. Finally, the effect of clients leaving and
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joining the network, commonly referred to as “churn”, can be lessened by using a simple
replication policy between the clients of the collaborative cache.

Each of the experiments described in Chapter [7] was of a large scale, with a
minimum of 1,000 participating clients. Furthermore, most experiments evaluated the
performance of PAMS over a range of parameters and each experiment was repeated
numerous times to ensure the accuracy of the experiment. Each individual simulation
ran for at least one simulated day and, depending on the parameters, could take between
one hour or three days to complete. In order to run multiple parallel simulations,
Grid resources [FKTO0I] were used. The experiments in Chapter [7| represent a total
simulated time of approximately 730 days, which if run on a single processor would
take approximately 60 days to simulate. Through the use of Grid resources, the time
taken to run the experiments was significantly reduced.

While not discussed within the context of this thesis, there are still areas re-
lating to multimedia content distribution that are worthy of consideration. One of
the concerns is Digital Rights Management (DRM), and this is especially the case for
PAMS as a peer-to-peer system is used to deliver some of the content. This can result
in the content provider no longer having control over the distribution of the content
unless a strong DRM policy is in place. Another concern not dealt with is malicious
clients within the collaborative cache. For example, clients may intentionally provide
corrupted files to the collaborative cache in order to breach the security of users of the
system.

Peer Assisted Multicast Streaming was designed in such a way so that it could
be easily integrated into existing on-demand multimedia services. For example, if a
Content Distribution Network is used to distribute content over a wide geographic
area, the servers at the edges of the CDN could be considered as multicast servers
in a PAMS implementation. The clients accessing a single edge server would then
participate in a PAMS collaborative cache.

A number of other architectures exist which combine peer-to-peer technology with

multicast to provide an on-demand multimedia streaming service. These architectures,
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however, differ significantly from PAMS. In particular while the collaborative cache
is PAMS in an entirely decentralized architecture, all of these existing architectures
require a centralized server to locate buffered content and manage the activities of
clients. Furthermore, the collaborative prefix caching approach that is proposed here
caches content for long periods across multiple streaming sessions, thereby allowing
more extensive use of peer resources. In contrast, in the existing architectures, clients
only provide buffered content that they are currently receiving to other clients.

In order to implement Peer Assisted Multicast Streaming, the servers, the clients
and the network connecting both will have to meet certain requirements. Servers would
have to support multicast streaming and allow the start of a stream to be delayed until
a time specified by a client. A client participating in a PAMS-based service would
need to be able to request and receive two separate streams: one unicast stream from
the collaborative cache and one multicast stream from the server. The client would
also need to be able to merge these streams without any perceived break between
the end of the prefix stream and the start of the server stream. There are additional
client requirements resulting from participation in the collaborative cache. Each client
will need sufficient storage capacity to store a small number of prefixes and sufficient
outgoing bandwidth to supply a single prefix stream to another client. Each client must
also implement the Home Node functionality for a number of content items. Finally,
there will a small overhead resulting from each clients participation in the peer-to-peer
overlay network and the management of the collaborative cache.

If the supporting network does not allow for multicast transmission then an alter-
native multicast approach, such as application level multicast amongst the participating
clients, may be used. The main disadvantage of this is that each client will incur an

increase in network, processor and memory utilisation.
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8.1 Future Work

Although the lightweight approach for management of the collaborative cache helped
reduce the network traffic overhead generated to maintain the collaborative cache, each
client within the cache will only be aware of accesses made to its local copy of a prefix.
As a result of this, the client will be unable to independently determine the relative
importance of the prefixes in its cache. This prevents the client from implementing a
cache replacement policy that maximises the global performance of the collaborative
cache. This has been described in Section [5.3.5] Future work may investigate improved
cache replacement policies that rely on clients sharing more information relating to
cache accesses, thus enabling clients to make improved decisions. Such policies may
come at a cost, however, as regularly updating each Delegate will result in more network
traffic.

The popularity distribution of content is still an issue with Peer Assisted Mul-
ticast Streaming because when providing significant number of content items, only a
small subset of these items will be popular. The remainder of the less popular content
is usually referred to as the “long tail”. For PAMS, serving the long tail only results
in a reduction if the prefix can be served by the collaborative cache, as it is unlikely
that more than one request will be received in the short period of time offered to batch
together multiple requests.

For less popular content where a prefix is contained in the collaborative cache
but it is unlikely that more than one request will be served by the multicast stream,
a unicast stream should be used. This will reduce the cost involved in setting up and
maintaining multicast routing. In order to provide the stream a unicast stream, the
server will need to predict in advance how likely it is that another request will be
received within a batching window. If the likelihood is low, the server will use a unicast
stream to provide the content to the client. This can be achieved with standard RTSP
control messages. Furthermore, the server may indicate to the client that the prefix

need not be cached as it will be of little use to other clients, thereby improving the
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efficiency of the cache.

For all of evaluations performed the maximum prefix duration provided by the
collaborative cache was predetermined. With variable prefix durations, longer prefixes
could be provided for less popular content, increasing the likelihood of multicast sharing.
This would also decrease the amount of content served by the main server even in the
case where no multicast sharing is achieved. Determining the optimum duration for
prefixes for each content item must take into account a number of factors, including the
popularity of the content and how likely it is that by serving long, unpopular prefixes
from the cache, there will be no free resources to serve more important, popular prefixes.

Within any peer-to-peer system it is likely that peers will exist who use the
collaborative cache but do not contribute to it. This may be referred to as “freeloading”,
and has been addressed elsewhere in the context of other peer-to-peer systems [Shr05]

and may also be considered in the context of PAMS.

8.2 Concluding Remark

This thesis has shown that by using multicast and a small amount of client resources
together, the network load created by an on-demand multicast streaming service can
be both reduced and partially distributed around the network, without incurring a high

overhead on the part of the server or the clients.
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