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Summary

There is a current global movement toward renewable sources and away from non-renewable

energy sources. This can be attributed to the limited resources and harmful effects, both

economic and environmental, of non-renewables. In order to harness the renewable energy

sources, and make their usage a feasible solution to the world’s energy crisis, cheap and

efficient energy conversion devices must be fabricated. The working efficiency of these devices

must be improved to ensure their continued popularity and one such way to achieve this goal

involves optimising the diffusion process within the multi-crystalline components.

One of the main components of an electrochemical device is the electrolyte and requires

high ionic conductivity with no electronic conductivity for the device to function. The

electrolyte material in many electrochemical devices has a fluorite structure, and like all

materials, it contains defects, both localised and extended. These defects affect the diffusion

within the material, in a manner that is not fully understood. The main motivation for

the work presented in this thesis is to investigate the effect multiple defects have on the

ionic diffusion within fluorite-structured materials, using molecular dynamics with a highly

accurate polarisable force field.

We began by examining the diffusion properties of calcium fluoride (CaF2), which was se-

lected as a model fluorite material, due to its characteristically fast ionic diffusion. The bulk

diffusion within this material was investigated to demonstrate that the method used here

is capable of replicating literature results and to establish a base with which the effects of

defects could be compared. Six surface orientations and seven grain boundary orientations

of CaF2 were investigated, and their ionic diffusion, as a function of depth, was examined

for each. A peak in the diffusion, parallel to the surfaces and grain boundaries, when com-

pared to the bulk, was observed at each surface and grain boundary, although the magnitude

differed, depending on the orientation. The effect on ionic diffusion of straining the bulk sys-

tem and surface slabs was investigated, as strain can be introduced into materials via lattice

mismatch. An increase in tensile strain was found to increase the diffusivity of the system,

while an increase in compressive strain had a detrimental effect on the ionic diffusion.

The information gained here on the structure and diffusive properties of CaF2, and also

the effect of defects, can be applied to other fluorite structured systems, such as in slower

diffusing oxide ion materials, which are commonly used in electrochemical devices. A
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v

popular material used for the electrolyte in these devices is yttria-stabilised zirconia (YSZ).

Bulk YSZ with 8%, 10% and 12% yttria concentration were investigated. The effect of six

YSZ surface orientations was compared to the bulk and to what was observed for correspond-

ing surface orientations in CaF2. Unlike CaF2, most YSZ surface orientations demonstrated

a decreased diffusivity at their surfaces, compared to the bulk. This was postulated to be

as a result of the segregation of the charge compensating vacancies generated in YSZ. This

additional layer of complexity was investigated to determine their role in the diffusion within

the system. The diffusivity at the YSZ surfaces was found to be dependent on both the

surface orientation and a balance between the number of O2− anions available for diffusion,

and the number of oxygen vacancies present for these mobile anions to diffuse into.

Ionic diffusion within a material can be affected in a number of ways, and the effects must

be fully understood before the diffusion process can be optimised. The knowledge of this

diffusion process can then be used to generate highly efficient diffusion based electrochemical

devices, that could be the answer to the world’s energy crisis.



Acknowledgements

I would like to start by thanking my supervisor, Prof. Graeme Watson, for all of the help

and encouragement he has given me throughout my research. Thanks to all of the past and

present members of the Watson group for making the office an enjoyable place to work: Dr.

Umadevi Deivasigamani, Dr. Aoife Kehoe, Ailbhe Gavin, Aoife Lucid, Julia Savioli, Swetan-

shu Tandon and Douglas Temple. I would also like to thank Research IT for access to their

computing facilities.

A massive thank you to my friends and family, in particular my mum, dad and sister Niamh,

for their constant encouragement and confidence in me throughout my 20 years of full time

education. Finally, Evan, your patience and support got me through everything, even when

I thought I couldn’t keep going. Thank you.

vi



Contents

Declaration iii

Summary iv

Summary iv

Acknowledgements vi

List of Figures xi

List of Tables xv

1 Introduction 1

1.1 Electrochemical Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 Solid Oxide Fuel Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.2 Gas Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Fluorite Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3.1 Point Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3.1.1 Intrinsic Defects . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3.1.2 Extrinsic Defects . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3.2 Extended Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3.2.1 Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3.2.1.1 Tasker Surfaces . . . . . . . . . . . . . . . . . . . . 11

1.3.2.1.2 Surface Energy . . . . . . . . . . . . . . . . . . . . . 11

1.3.2.2 Grain Boundaries . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3.2.2.1 Coincidence Site Lattice . . . . . . . . . . . . . . . . 12

1.3.2.2.2 Grain Boundary Energy . . . . . . . . . . . . . . . . 13

1.3.3 Strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.4 Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.4.1 Fick’s Law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.4.2 Random-Walk Diffusions . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.4.3 Diffusion Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.4.4 Effects on Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.4.4.1 Grain Boundaries . . . . . . . . . . . . . . . . . . . . . . . . 18

1.4.4.2 Strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2 Theory 23

2.1 Interaction Potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.1.1 Long Range Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . 24

vii



Contents viii

2.1.2 Short Range Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.1.3 Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.1.4 Polarisability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.1.5 Periodic Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . 26

2.2 Classical Molecular Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.2.1 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.2.1.1 Initial Set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2.1.2 Newton’s Equation of Motion . . . . . . . . . . . . . . . . . . 29

2.2.1.3 Timestep . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.2.1.4 Equilibration . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.2.2 Ensembles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3 Molecular Dynamics Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.1 Mean Square Displacement . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.1.1 Multiple Time Origin Mean Square Displacement . . . . . . 35

2.3.1.2 Activation Energy . . . . . . . . . . . . . . . . . . . . . . . . 35

2.3.1.3 Ionic Conductivity . . . . . . . . . . . . . . . . . . . . . . . . 36

2.3.2 Radial Distribution Function . . . . . . . . . . . . . . . . . . . . . . . 36

2.3.3 Vacancy Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3 Calcium Fluoride Analysis 39

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2.1 Bulk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2.2 Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2.3 Strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.2.4 Simulation Information . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.2.4.1 Grain Boundary Structure . . . . . . . . . . . . . . . . . . . 43

3.2.5 Potential Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.3 Bulk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.3.1 Thermal Expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.3.2 Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.3.3 Structural Temperature Effects . . . . . . . . . . . . . . . . . . . . . . 47

3.3.4 Ionic Conductivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.3.4.1 Activation Energy . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3.5 Strained Bulk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.3.5.1 Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.3.5.2 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.4 Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.4.1 Surface Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.4.2 Depth Analysis of Diffusion . . . . . . . . . . . . . . . . . . . . . . . . 57

3.4.2.1 Slab Activation Energy . . . . . . . . . . . . . . . . . . . . . 60

3.4.2.2 Sectioned Activation Energy . . . . . . . . . . . . . . . . . . 61

3.4.3 Sliced RDFs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.4.4 Strained Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.5 Grain Boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.5.1 Grain Boundary Structures . . . . . . . . . . . . . . . . . . . . . . . . 70



Contents ix

3.5.1.1 Σ3(111) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.5.1.2 Σ5(210) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.5.1.3 Σ5(310) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.5.1.4 Σ9(221) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.5.1.5 Σ11 (332) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.5.1.6 Σ13 (320) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.5.1.7 Σ13 (510) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.5.2 Grain Boundary Stability . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.5.3 Depth Analysis of Diffusion . . . . . . . . . . . . . . . . . . . . . . . . 78

3.5.3.1 Sectioned Activation Energy . . . . . . . . . . . . . . . . . . 80

3.5.4 Sliced RDFs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4 Yttria-Stabilised Zirconia Analysis 89

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.2.1 Simulation Information . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.2.2 Potential Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.3 Bulk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.3.1 Thermal Expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.3.1.1 Lattice Constants . . . . . . . . . . . . . . . . . . . . . . . . 95

4.3.1.2 Radial Distribution Functions . . . . . . . . . . . . . . . . . 96

4.3.1.3 Thermal Expansion Coefficients . . . . . . . . . . . . . . . . 97

4.3.2 Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.3.3 Ionic Conductivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.3.3.1 Activation Energy . . . . . . . . . . . . . . . . . . . . . . . . 102

4.3.4 Vacancy Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

4.3.4.1 Cation - Vacancy Ordering . . . . . . . . . . . . . . . . . . . 103

4.3.4.2 Vacancy - Vacancy Ordering . . . . . . . . . . . . . . . . . . 106

4.4 Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.4.1 Surface Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.4.2 Vacancy Segregation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.4.3 Depth Analysis of Diffusion . . . . . . . . . . . . . . . . . . . . . . . . 112

4.4.3.1 Sectioned Activation Energy . . . . . . . . . . . . . . . . . . 116

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5 Conclusions and Future Work 127

5.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

Bibliography 131





List of Figures

1.1 Schematic of a solid oxide fuel cell . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Schematic of an oxygen gas sensor, adapted from [1] . . . . . . . . . . . . . . 4

1.3 Fluorite structure; where the green atoms are the cations which posses cubic
geometry, and the blue atoms are the tetrahedral anions . . . . . . . . . . . . 5

1.4 Schematic of anti-site point defects in an ionic crystal of AB: (a) A on B site,
AB and (b) B on A site, BA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.5 A schematic of (a) Schottky and (b) cationic Frenkel defect, demonstrating
the vacancies (squares) and interstitials generated. . . . . . . . . . . . . . . . 8

1.6 Some standard planes within cubic systems with their corresponding Miller
index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.7 The three types of Tasker surfaces; indicating the charge neutral non-dipolar
repeat layer in type 1, the charge neutral non-dipolar repeat unit in type 2,
and the neutral dipolar repeat unit generated by type 3 . . . . . . . . . . . . 11

1.8 Schematic demonstrating the structure of a generic tilt and twist grain bound-
ary, where 2θ is the misorientation angle . . . . . . . . . . . . . . . . . . . . . 12

1.9 Schematic demonstrating tensile and compressive strain experienced (red)
compared to the substrate (blue) . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.10 The flux of the diffusing species goes from high to low concentration . . . . . 15

1.11 The interstitial, interstitialcy and vacancy diffusion mechanisms . . . . . . . . 17

2.1 Periodic boundary conditions; the primary cell is shown in the centre, sur-
rounded by identical image cells. The arrows demonstrate how, when one
particle leaves the primary box, one of its images from a neighbouring cell
enters through the opposite face . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2 The primary cell is shown in the centre, surrounded by identical image cells.
The large yellow circle demonstrates the short-range cut-off of the atom marked
“X”. Note that not all of the nearest images reside in the primary cell . . . . 27

2.3 Flow chart demonstrating the steps taken to perform a MD simulation . . . . 28

2.4 Schematic representation of the Verlet algorithm . . . . . . . . . . . . . . . . 30

2.5 Schematic representation of the velocity Verlet algorithm . . . . . . . . . . . 32

2.6 Selecting timestep is important, if it is (a) too small, very little of the phase
space is explored, (b) too large, can result in instabilities (c) appropriate,
phase space is efficiently explored and collisions occur more gently . . . . . . 32

2.7 MSD of F− ions diffusing within the CaF2 lattice at 1473K . . . . . . . . . . 34

2.8 Plotting 1
T against ln D results in curves, with slope −EA

R . The red line has a
steeper slope, indicating a higher activation energy than the purple line. . . . 35

2.9 A schematic demonstrating that four (light blue) atoms are within the shell
of width ∆r at distance r from the central (dark blue) atom. . . . . . . . . . . 37

2.10 F-Ca RDF for bulk CaF2 at 1473K . . . . . . . . . . . . . . . . . . . . . . . 37

3.1 Left: Surface schematic showing the 35Å surface slab with the 40Å vacuum
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(GB1 and GB2) separated by 35Å . . . . . . . . . . . . . . . . . . . . . . . . 42

xi



List of Figures xii

3.2 Bulk linear expansion for bulk CaF2 for the temperature range 273-2073K,
exhibiting two curves with different slopes, indicating two different expansion
coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.3 MSD for bulk CaF2 for temperature range 1473K - 2273K . . . . . . . . . . . 46

3.4 F-F RDF for bulk CaF2 for temperature range 1473K - 2173K . . . . . . . . 48

3.5 Comparison of ionic conductivities calculated in this study and from literature;
designated as 1 [2], 2 [3] and 3 [4] . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.6 Arrhenius plot of the diffusion of bulk CaF2, demonstrating the three distinct
slopes, giving rise to three activation energies . . . . . . . . . . . . . . . . . . 49

3.7 Comparison of diffusion coefficients for different strains on bulk CaF2 . . . . 51

3.8 Average structure over 25ps 1473K production run for (a) 4% compressive
strain (b) unstrained and (c) 4% tensile strain applied . . . . . . . . . . . . . 52

3.9 Transformation of radial distribution function, g(r), with tensile and compres-
sive strain at 1673K: (a) Ca-Ca, (b) F-Ca and (c) F-F . . . . . . . . . . . . . 53

3.10 Depth analysis diffusion profile (left) and average Ca2+ positions (right) of the
(310) surface, at 1473K (F− anions have been removed for clarity) . . . . . . 58

3.11 Comparison of depth analysis diffusion profiles for all surfaces, at 1473K . . 59

3.12 Arrhenius plot of the diffusion of the CaF2 surfaces at 1473K, 1573K and 1673K 60

3.13 Activation energies of all CaF2 surface slabs with the activation energy of the
bulk CaF2 system (green dashed line) . . . . . . . . . . . . . . . . . . . . . . 61

3.14 Schematic of surface slab, sectioned into “surface” and “bulk” regions . . . . 62

3.15 Arrhenius plot of the diffusion of the (310) CaF2 surface, separated into “sur-
face” and “bulk” sections, at 1473K, 1573K and 1673K. The “bulk” exhibits a
steeper slope that that of the “surface” section, indicating a higher activation
energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.16 Activation energies of the surface sections (purple) and bulk sections (blue)
of all CaF 2 surface slabs compared to the activation energy of the bulk CaF2

system (green dashed line) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.17 Partial radial distribution functions, g(r): (a) Ca-Ca, (b) F-Ca and (c) F-F,
for the two CaF2 (310) surfaces, the central slice of the (310) slab, for the
(310) slab as a whole and for the bulk CaF2 system, all at 1573K. . . . . . . 64

3.18 Depth analysis diffusion profile of CaF2 (310) surface with compressive (a)
and tensile (b) strain applied at 1473K. The diffusion coefficient of the bulk
system of the corresponding strains (also at 1473K) have been included for
comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.19 Average diffusion coefficient of top and bottom surface for all CaF2 surface
orientations and bulk, for the strain range +4% to -4% at 1473K, from Table
3.11 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.20 Depth analysis diffusion profile of CaF2 (a) (111) and (b) (221) surfaces with
compressive strain applied at 1473K. The diffusion coefficients of the bulk
system of the corresponding strains (also at 1473K) have been included for
comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.21 Potential energy surface of Σ9(221) grain boundary . . . . . . . . . . . . . . . 70

3.22 Atomic structure of surfaces used to generate their respective grain boundary,
where the dashed line indicates the surface. . . . . . . . . . . . . . . . . . . . 70

3.23 (a) Average Σ5 (210) CaF2 grain boundary structure over 300K MD run,
compared to (b) a HAADF STEM experimental image of CeO2 [5] . . . . . . 71



List of Figures xiii

3.24 (a) Average Σ5 (210) CaF2 grain boundary structure over 300K MD run,
compared to (b) a HAADF image of a CeO2 Σ5 (210) GB [6] . . . . . . . . . 72

3.25 (a) Average Σ5 (310) CaF2 grain boundary structure over 300K MD run,
compared to (b) a statistically averaged STEM-HAADF image of a CeO2 Σ5
(310) GB [7] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.26 (a) the average Σ9 (221) grain boundary structure over 300K MD run, com-
pared to (b) a HAADF STEM experimental image of CeO2 [8] . . . . . . . . 73

3.27 Average CaF2 Σ11(332) grain boundary structure over 300K MD simulation . 73

3.28 (a) average CaF2 Σ11(332) grain boundary structure over 300K MD simulation
(after inital high temperature scaling) compared to (b) HAADF STEM image
of CeO2 GB [8] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.29 (a) Statistically averaged HAADF STEM image of Σ13 (320) ceria, overlaid
with identified structural units [7] (black - Ce at Z=0, white - Ce at Z=0.5
and yellow - O), compared to (b) average CaF2 grain boundary structure over
300K MD simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.30 (a) Average Σ13 (510) CaF2 grain boundary structure over 300K MD run,
compared to (b) Σ13 (510) YSZ grain boundary obtained from experiment [9] 75

3.31 Depth analysis diffusion profile average Ca2+ positions of the Σ5(310) grain
boundary, at 1473K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.33 Schematic of grain boundary slab, sectioned into 2 “bulk” and 3 “grain bound-
ary” (GB) regions. The GB regions can be further classified as either “end”
or “central” GB regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.32 Comparison of depth analysis diffusion profiles for different grain boundary
orientations at (a) 1473K, (b) 1573K and (c) 1673K . . . . . . . . . . . . . . 85

3.34 Arrhenius plot of the diffusion of the (310) CaF2 grain boundary, separated
into “grain boundary” and “bulk” sections, at 1473K, 1573K and 1673K . . 86

3.35 Activation energies of the grain boundary sections (purple) and bulk sections
(blue) of all CaF2 boundary slabs, compared to the activation energy of the
bulk CaF2 system (dashed line) . . . . . . . . . . . . . . . . . . . . . . . . . . 86

3.36 Positions along the Σ5(310) grain boundary depth profile that were selected to
be representative of different sections (either grain boundary - GB, or bulk -
B) within the slab at 1573K compared to the bulk diffusion coefficient (dashed
line) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.37 Transformation of radial distribution function, g(r), with distance from the
CaF2 Σ5(310) grain boundary at 1573K: (a) Ca-Ca, (b) F-Ca and (c) F-F,
compared with the corresponding partial RDFs for entire grain boundary slab
and for the bulk CaF2 system, all at 1573K . . . . . . . . . . . . . . . . . . . 87

4.1 Schematic of how the YSZ systems were doped. There were three configura-
tions run for each temperature, where the three configurations were consistent
across all temperatures to allow for comparison of the temperature effects on
the system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.2 Lattice constants of YSZ as a function of temperature for 8, 10 and 12% yttria
content from this study compared to literature values for 8% and 12% doped
YSZ, designated as 1 [10], 2 [11] and 3 [12] . . . . . . . . . . . . . . . . . . . 95

4.3 Zr-O, Y-O and O-O partial RDFs (averaged over 3 configurations) for 8, 10
and 12% YSZ at 1573K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96



List of Figures xiv

4.4 Bulk linear expansion of 8%, 10% and 12% YSZ, for the temperature range
973K - 1573K. All curves exhibit one slope each, indicating one expansion
coefficient for each dopant concentration across this temperature range . . . . 98

4.5 MSDs (averaged over 3 configurations) for 8%, 10% and 12% YSZ at 1573K . 99

4.6 Diffusion coefficients for bulk YSZ for 8%, 10% and 12% YSZ from Table 4.4 100

4.7 Ionic conductivities of doped YSZ calculated in this study and from literature,
denoted as 1 [13], 2 [14] and 3 [15] . . . . . . . . . . . . . . . . . . . . . . . . 101

4.8 Arrhenius plot of the diffusion of 8%, 10% and 12% YSZ for the temperature
range 973K - 1573K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.9 Cation-vacancy partial RDFs for Zr4+ and Y3+, compared with random dis-
tribution, of 8% dopant concentration bulk YSZ, at 1373K . . . . . . . . . . . 104

4.10 Vacancy-vacancy partial RDF (gV ac−V ac) compared with random distribution,
of 8% dopant concentration bulk YSZ, at 1373K. The image on the right is a
zoomed in representation of the dashed box from the left figure. The labels
indicate different directions along the simple cubic anion sublattice . . . . . . 106

4.11 Number density of oxygen vacancies for each slice of the 8% YSZ (111) surface
slab. Demonstrating the movement of vacancies from their inital, random
positions after the 20ps 1573K simulation. The atomic structure of the (111)
surface slab after the 1573K run is given to demonstrate the slices, the green
sphere are Zr4+ cations, the grey are Y3+ cations and the small red spheres
are O2− anions) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.12 Number density of oxygen vacancies within each slice for all the surface orien-
tations, doped with 8% yttria Demonstrating the movement of vacancies from
their inital, random positions after the 20ps 1573K simulation. (a) (100), (b)
(110), (c) (111), (d) (210), (e) (310) and (f) (221). . . . . . . . . . . . . . . . 122

4.13 Diffusion depth profile of the (100) 8% YSZ surface at 1373K, with the average
MD structure over the 1ns 1373K simulation (O2− - red, Zr4+ - green, Y3+ -
grey). Large black arrows indicate areas with high diffusion coefficients, and
smaller grey arrows indicate lower diffusion areas. . . . . . . . . . . . . . . . . 123

4.14 Comparison of diffusion depth profiles for all surfaces doped with 8% yttria
at 1373K, the bulk diffusion coefficient for 8% YSZ at 1373K is included for
comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

4.15 The number density of vacancies within each slice of the surface slabs, doped
with 8% yttria after the 20ps 1573K run of the (a) (100), (b) (110), (c) (111),
(d) (210), (e) (310) and (f) (221) surface orientation, compared to the diffusion
coefficient of each slice from Figure 4.14 . . . . . . . . . . . . . . . . . . . . . 124

4.16 Arrhenius plot of the diffusion of the (100) 8%, the (111) 8% and the (111)
12% YSZ surface slabs, which are all separated into “surface” and “bulk”
regions, at 1173K, 1373K and 1573K. The data from the bulk system with 8%
and 12% dopant concentration is also included. . . . . . . . . . . . . . . . . . 125

4.17 Activation energies of the surface sections (purple) and bulk sections (blue)
of all YSZ surface slabs, doped with 8% yttria, compared to the activation
energy of the bulk 8% YSZ system (green dashed line) . . . . . . . . . . . . . 125



List of Tables

3.1 CaF2 Potential parameters used, all given in atomic units . . . . . . . . . . . 44

3.2 Diffusion coefficients of F− anions for temperature range 1473K - 2073K . . . 47

3.3 Activation energies calculated using Equation 2.23 and the slopes from Figure
3.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.4 Diffusion coefficients (×10−5cm 2/s) for bulk CaF2 for the strain range +4%
to -4% for the temperature range 1473K - 1673K . . . . . . . . . . . . . . . . 50

3.5 Calculated surface energies, γ, for various CaF2 surfaces (in Jm−2), listed
according to their order of stability . . . . . . . . . . . . . . . . . . . . . . . . 56

3.6 The coordination number of the surface (for cation terminated), or closest to
the surface (for anion terminated) Ca2+ ion, listed according to the order of
stability determined from the surface energies calculated in this study. . . . . 57

3.7 Average diffusion coefficient, D, of top and bottom surface for all CaF2 surface
orientations, compared to that of the bulk system, all calculated at 1473K,
listed by D value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.8 Activation energies calculated from the slopes from Figure 3.12 . . . . . . . . 61

3.9 Number of slices taken from the top and bottom surface used to generate the
“surface section”, and the number of slices from the centre of the slab, used
to generate the “bulk-like section”, for all surface orientations of CaF2 . . . . 62

3.10 Activation energies of the “surface” and “bulk” sections for all surface orien-
tations for temperature range 1473K-1673K using Equation 2.23, compared
to bulk EA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.11 Average diffusion coefficient (×10−5 cm2/s) of top and bottom surface for all
CaF2 surface orientations and bulk, for the strain range +4% to -4% at 1473K 67

3.12 Grain boundary energies, σGB, calculated for various CaF2 boundary orienta-
tions (in Jm−2), listed according to their order of stability . . . . . . . . . . . 76

3.13 The coordination number of the surface Ca2+ ions from the surfaces used
to generate the GBs (Figure 3.22), listed according to the order of stability
determined from the grain boundary energies calculated in this study. . . . . 77

3.14 Average diffusion coefficient (×10−5 cm2/s) of both grain boundaries within
each slab orientation at 1473K, 1573K and 1673K . . . . . . . . . . . . . . . . 79

3.15 Number of slices used to generate the “grain boundary” section and the “bulk-
like” section, for all grain boundary orientations of CaF2 . . . . . . . . . . . . 80

3.16 Activation energies of the “grain boundary” (GB) and “bulk” sections for all
boundary orientations for temperature range 1473K-1673K using Equation
2.23, compared to bulk EA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.1 Number of O, Zr and Y atoms and O vacancies for the bulk YSZ system and
each of the YSZ surfaces, with 8%, 10% and 12% dopant concentration . . . 92

4.2 YSZ Potential parameters used, all given in atomic units. The parameters
bO2−−X have the same value as bX−O2− and short-range parameters not given
are equal to zero . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.3 Thermal expansion coefficients (TEC) for each dopant 8, 10 and 12% dopant
concentration of YSZ, determined from the slopes from Figure 4.4 . . . . . . 98

xv



List of Tables xvi

4.4 Diffusion coefficients (× 10−7 cm2/s) of YSZ for a range of temperatures and
yttria concentrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.5 Ionic conductivities, σ (S/cm), for 8%, 10% and 12% doped YSZ for the
temperature range 973K-1573K . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.6 Activation energies, EA, of 8%, 10% and 12% doped YSZ across the temper-
ature range 973K - 1573K, given in kJ/mol and eV . . . . . . . . . . . . . . . 102

4.7 Number of vacancies surrounding a Y3+ dopant cation and a Zr4+ cation in the
nearest neighbour (NN) and next nearest neighbour (NNN) position for 8%
doped YSZ at 1173K, 1373K and 1573K. The coordination of oxygen atoms
surrounding a Zr4+ cation in the pure ZrO2 system is included as it represents
a random distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.8 Number of vacancies surrounding another vacancy along the 〈100〉, 〈110〉 and
〈111〉 directions of the 8% doped YSZ bulk system at 1173K, 1373K and 1573K107

4.9 Calculated surface energies (Jm−2), γ, for the YSZ surface orientations stud-
ied, with 8%, dopant concentration, listing according to their order of stability 108

4.10 Average diffusion coefficients (× 10−7 cm2/s) of the top and bottom surface
of all YSZ surface orientations with 8%, 10% and 12% dopant concentration,
all calculated at 1373K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

4.11 Number of slices taken from the top and bottom surface used to generate the
“surface section”, and the number of slices from the centre of the slab, used
to generate the “bulk-like section”, for all surface orientations and dopant
concentrations of YSZ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

4.12 Activation energies (kJ/mol) for the “surface” and “bulk” regions of all surface
orientations and dopant concentrations of YSZ, the activation energies for the
corresponding bulk system have been included for comparison. . . . . . . . . 119



Chapter 1: Introduction

Today’s scientists and engineers are faced with an ever increasing energy crisis. The U.S.

Energy Information Administration predicts a 48% worldwide increase in energy demand

from 2012 to 2040, with renewable sources predicted to be the world’s fastest growing energy

source, increasing 2.6% per year [16]. This movement toward renewable sources and away

from non-renewable energy sources, such as oil, gas and coal, can be attributed to the adverse

environmental and economic impact of such non-renewable sources. The emissions from these

energy sources are having a severe impact on our environment, and contribute to climate

change [17] and have a negative impact on human health [18]. The depletion of the non-

renewable energy sources, with the limited supplies expected to be completely consumed

within the next 100 years [19], has caused inflation in the cost and has triggered ongoing

political turmoil. There is, therefore, a movement toward harnessing environmentally friendly

power sources, such as solar, wind and geothermal, to replace these fossil fuels. This will

result in an increase in demand for cheap, efficient energy conversion devices to replace those

currently utilising non-renewable energy sources, that rely o the combustion of fuels.

Electrochemical fuel cells have been proposed as an answer to this issue. These fuel cells

convert the chemical energy of a supplied fuel directly to electrical energy (and heat) without

the use of a combustion process, and produce very little to no harmful emissions [20]. In order

to ensure their future popularity, these devices must be made as cost-effective as possible.

This can be done by optimising their efficiency, reducing their emissions and using cheaper,

more abundant materials in their construction. Of these methods to ensure cost-effectiveness,

possibly the most important is ensuring a high operating efficiency. The operation of many

electrochemical devices is based on ionic diffusion, such as in solid oxide fuel cells [21–24] and

gas sensors [25–30]. The diffusion process within these multi-crystalline systems, and how

the presence of defects can alter the diffusion process is not well understood. This knowledge

is key to unlocking the full potential of these electrochemical diffusion based devices, and for

providing a viable alternative to the use of non-renewable energy sources.

1
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1.1 Electrochemical Devices

1.1.1 Solid Oxide Fuel Cells

Solid oxide fuel cells (SOFCs) are electrochemical devices that have the ability to generate

an electric current by driving ions from a porous cathode to a porous anode across a solid

ceramic electrolyte [31]. These devices have seen a rise in popularity in recent years due to

the depletion of fossil fuels and increasing public demand for environmentally friendly and

renewable power sources. Their current popularity is due to their high efficiency (>60%

[32] compared to ≈ 25 % for a combustion engine), low pollutant emissions [33], the safety

of solid state components compared to liquid, and fuel flexibility (e.g. hydrogen, propane,

natural gas [32]).

In a SOFC, O2 gas is reduced at the cathode to produce two O2− ions.

O2 + 4e− → 2O2− (1.1)

These negatively charged ions are transported through the electrolyte via a diffusion process

to the anode, where they combine with the fuel, which, for this example, is taken to be H2:

H2 + O2− → H2O + 2e− (1.2)

The electrons generated travel through an external circuit to the cathode (as demonstrated

in Figure 1.1), generating an electric current. For this fuel cell to function efficiently, the

electrolyte must have a high ionic conductivity, to allow for the rapid transport of oxide ions,

and be an electrical insulator, so as to not short circuit the device.
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Figure 1.1: Schematic of a solid oxide fuel cell

The current generation of SOFCs are comprised of, a cathode that is capable of conducting

both electronically and ionically, and is able to reduce O2, such as La1−xSrxMnO3 (LSM);

an electrolyte with a fast O2− conductivity, such as yttria-stabilised zirconia (YSZ); and an

electronically conducting anode with the ability to oxidise the fuel, such as Ni/YSZ cermet

[20, 21, 31, 34–36]. All of these components must be thermally stable and have similar

thermal expansion coefficients to avoid fracturing at the component interfaces.

1.1.2 Gas Sensors

Gas sensors were first constructed in the 1950s for monitoring in vivo blood oxygen levels

[37]. They are now capable of detecting and differentiating between a wide range of gases

simultaneously. These sensors have many uses, including detecting the presence of toxic

or combustible gases and for controlling the gas concentration emitted by car exhausts for

pollution control [38].

In order to detect the presence of a gas, gas sensors utilise the driving force that gas expe-

riences when moving from a higher pressure environment to a lower pressure one [1]. Many

different gas sensors have been developed to detect different gases, such as O2, H2, F2, Cl2,
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CO2, SOx and NOx. The schematic shown in Figure 1.2 is that of an oxygen sensor, demon-

strating the regions of different pressure within the device, separated by two electrodes and

an electrolyte, commonly consisting of yttria stabilised zirconia (YSZ) [26, 28].

electrolyteO
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e-

O
2
(g)

O
2
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2

2O2-

p = p’’ p = p’

anode cathode

e-

External 

Circuit

Figure 1.2: Schematic of an oxygen gas sensor, adapted from [1]

Provided the oxygen partial pressure at the cathode, p′, is greater than that at the anode,

p′′, the oxygen gas entering the sensor is reduced at the cathode, producing two O2− ions.

These oxide ions diffuse through the electrolyte to the anode, where they are oxidised to

produce oxygen gas. The equations for the reactions occurring within the cell are given by:

Cathode: O2(p') + 4e− → 2O2− (1.3)

Anode: 2O2− → O2(p'') + 4e− (1.4)

Overall: O2(p')→ O2(p'') (1.5)

As for the solid oxide fuel cell, this oxide ion diffusion generates a potential difference across

the electrolyte, the magnitude of which can be measured by an external instrument. The

magnitude of the chemical potential difference generated is limited by the amount of oxygen

gas being oxidised at the anode, and therefore governed by the rate of diffusion across the

electrolyte. This results in the output current from the sensor being linearly proportional to

the gas concentration, allowing for exact measurement of low gas concentrations.
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1.2 Fluorite Structure

The electrolyte through which the oxygen anions diffuse in solid oxide fuel cells and gas

sensors is often comprised of YSZ, a fluorite structured material. Fluorite structured sys-

tems (space group Fm-3m) are formed by the cations constructing a rigid face-centered cubic

(FCC) lattice, with the anions occupying tetrahedral positions within [39] (see Figure 1.3).

Other examples of materials with this structure include ZrO2, UO2, CeO2 PbF2 and CaF2.

Fluorite structured materials are of particular interest for use as the electrolyte in electro-

chemical devices, as some have a “superionic”, or “fast ionic” state, which they transition

into above some critical temperature, Tc. This transition is attributed to the anion sublattice

obtaining high diffusion coefficients, sometimes comparable to that of liquids [40], and results

in high ionic conductivity, with no electronic conduction.

Figure 1.3: Fluorite structure; where the green atoms are the cations which posses cubic geometry,
and the blue atoms are the tetrahedral anions

The mechanism by which diffusion, within the materials used to construct efficient electro-

chemical devices, occurs must be fully studied and understood. The presence of defects

within a material is one of the main factors that has an effect on its diffusion. Point defects

affect the microscopic diffusion mechanisms within the materials, which can have consider-

able macroscopic consequences on the diffusion properties. Due to the polycrystalline nature

of the materials used to construct these devices, extended defects, such as surfaces and grain

boundaries, can also have a substantial effect on the mechanism and rate by which ionic

diffusion occurs.
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1.3 Defects

A perfect crystal structure is one in which all atoms are located on their correct lattice sites

and all sites are occupied. This perfect structure is impossible to produce in reality due to

the presence of defects. There will always be a certain number of defects within the crystal

lattice, the concentration of which is largely dependent on the temperature and increases

with temperature. These defects can be thermodynamic, localised defects, known as point

defects, or extended defects, generated during synthesis, such as surfaces, dislocations and

grain boundaries. The presence of these defects within a crystal structure affects various

macroscopic properties of the crystal system, including diffusion, strength, colour, and mag-

netic and electronic behaviour [39, 41, 42]. The concentration and effect these defects have

on the properties of a material increase with temperature.

1.3.1 Point Defects

Point (zero-dimensional) defects can be either vacancies, interstitials or substitutional impu-

rities and can be classified as being intrinsic or extrinsic defects. A vacancy in a crystal is

defined as a missing atom or ion, and is generally portrayed as a square in a crystal lattice.

An interstitial defect is an excess atom or ion that does not reside at a normal lattice site

in the crystal. A substitutional atom is one of a different type that the lattice atoms, which

replaces a lattice atom at its lattice site.

In some materials, especially those with weak ionic or covalent bonds, anti-site defects occur,

where atoms of different types exchange sites. For example, in a compound AB, an A atom

would appear on a site normally occupied by a B atom or vice versa, as demonstrated in

Figure 1.4. This defect is neither a vacancy, nor an interstitial, nor an impurity. They can

be formed during crystal growth, or can be generated after the crystal has formed, provided

there is sufficient energy to allow for atomic movement [43].
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Figure 1.4: Schematic of anti-site point defects in an ionic crystal of AB: (a) A on B site, AB and
(b) B on A site, BA

1.3.1.1 Intrinsic Defects

Intrinsic defects are defects that are inherent to the material, and are so called as they do not

require the addition of impurities into the system, but require only thermal activation. The

two most common intrinsic defects in ionic crystal structures are Schottky and Frenkel defects

[44] (see Figure 1.5). Schottky defects occur as a result of the concurrent existence of anion

and cation vacancies within the structure at thermal equilibration in a ratio that ensures the

charge neutrality of the system is maintained. This is most prevalent in compounds with

a 1:1 stoichiometry where the cations and anions have a similar size [1]. For example, the

Schottky defects in NaCl is given in Kröger-Vink notation [45] by:

Na×Na + Cl×Cl ⇐⇒ v
′
Na + v•Cl + NaCl (1.6)

where the main body of the notation represents the element, or vacancy (v); the subscript

represents the site of the defect, where i would denote an interstitial site; the superscript

represents the effective charge (with respect to the charge of the element that would normally

occupy that site), with (•) denoting a positive charge, (′) a negative charge and (×) neutral.

Frenkel defects are formed by atoms becoming displaced from their original lattice sites, and

moving to an interstitial site, generating pairs of vacancies and self-interstitials, known as
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Frenkel pairs [46]. For a simple compound, such as AgCl, the Ag Frenkel defect formation

can be given by:

Ag×Ag + Cl×Cl ⇐⇒ Ag•i + V
′
Ag + Cl×Cl (1.7)

This type of defect generally only occurs in one of the sublattices of the crystal [1], and are

therefore classified as being either cation or anion Frenkel defects. Anion Frenkel defects are

less common, as anions are usually the larger species and so it is more difficult for them to

occupy a confined, low-coordination interstitial site [1]. An exception to this general rule is

the formation of anion Frenkel defects in fluorite-structured materials, such as CaF2, PbF2

and CeO2. These structures facilitate the formation of anion Frenkel defects due to their

lower anionic charge, in comparison to that of the cations, allowing them to move closer to

one another. Fluorite structures also possess large, open sites that can be used as interstitial

sites.

Schottky Defect Frenkel Defect

- -++(a) (b)

Figure 1.5: A schematic of (a) Schottky and (b) cationic Frenkel defect, demonstrating the vacancies
(squares) and interstitials generated.

1.3.1.2 Extrinsic Defects

Unlike intrinsic defects, which are present in a pure material, extrinsic defects arise as a

result of a dopant being introduced into a material. Substitutional impurities are foreign

atoms in a crystal lattice, present through accidental impurities or deliberate doping. They

can be situated either on regular lattice sites, replacing the regular atom, or they can appear

as interstitials. The substitution of atoms can be difficult due to the tightly packed nature

of the atoms within a solid, and is generally only achieved if both atoms are approximately
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the same size. If the defect substituent has a difference valence state to that of the host, it

is known as aliovalent [46]. As with intrinsic defects, the system must always be kept charge

neutral, and this can be done through the formation of charge compensating vacancies. For

example, when a fluorite structured oxide, MO2, is doped with a sesquioxide, D2O3, one

oxygen vacancy is generated for every pair of cations in the dopant introduced [47]:

D2O3 + 2M×M + O×O ⇐⇒ 2D
′
M + V••O + 2MO2 (1.8)

The deliberate insertion of a foreign species can be used to alter the properties (e.g. ionic

diffusion, structure, electrical conductivity and optics) of the material [1, 42, 48, 49].

1.3.2 Extended Defects

Extended defects can be classified as linear (one-dimensional) or planar (two-dimensional)

defects. Linear defects can be dislocations, due to the translational displacement of atoms, or

disclinations, due to the rotational displacement of atoms [1, 46]. Dislocations are much more

common and affect the crystal growth and mechanical properties of the material [39]. Planar

defects include crystal twinning, crystallographic shear planes, intergrowth structures, and

grain boundaries [1, 39].

1.3.2.1 Surfaces

Surfaces are made up of atoms that do not possess a complete coordination number of

neighbouring atoms for that material. The lower coordination of surface atoms than those

within the bulk results in the surface and sub-surface atoms having to respond and relax

into a configuration that can be significantly different to that of the bulk structure [50]. The

presence of surfaces can have an impact on many properties of the crystal, such as crystal

morphology, catalysis and diffusion [51, 52]. The extent of the effect is determined by the

type of material and the surface termination.

Cutting a bulk crystal at different angles will result in different surface terminations being

generated. These surfaces can be described using Miller indices. To determine the Miller

index of a surface:
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(i) Find where the plane of the surface intercepts the three basic axes in terms of lattice

constants.

(ii) Take the reciprocals of the intercepts and multiply by the lowest common number that

results in all three being integers. The resulting numbers are then written as (hkl) [44].

e.g. a plane that cuts the basic axes at 5, 4, 2 has reciprocals 1
5 , 1

4 , 1
2 and Miller index (4

5 10). Figure 1.6 demonstrates some of the important planes in a cubic crystal and their

corresponding Miller index. If the plane does not intercept one of the axes, the corresponding

index is zero, as seen for the (100) and (110) surfaces. If the plane intercepts with one of

the axes at a negative value, the index is calculated in the same way as before, however, the

index is denoted as being negative by placing a minus sign above the number, e.g. a plane

with intercepts 5, -4, 2 has a Miller index (4 5 10).

(100) (110) (111)

a a a

b b b

ccc

Figure 1.6: Some standard planes within cubic systems with their corresponding Miller index
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1.3.2.1.1 Tasker Surfaces Tasker was one of the first investigators interested in the

properties of surfaces. He grouped all ionic surfaces into three categories [53]. Type 1

surfaces consist of charge neutral repeat layers, type 2 are made up of charged planes that

can be grouped to form a zero dipole repeat unit, and type 3, is comprised of charged planes

that generate a net dipole moment perpendicular to the surface.

As shown in Figure 1.7, the type 3 surfaces cannot be constructed without generating a

dipole moment perpendicular to the surface, which causes the surface energy to diverge [54].

This surface must therefore be reconstructed to neutralise the dipole. This can be done by

transferring half of the of the top layer of atoms to the bottom surface, generating a dipole

across the crystal that opposes the surface dipole moment.

Type 1 Type 2 Type 3

+- -2-

++

Figure 1.7: The three types of Tasker surfaces; indicating the charge neutral non-dipolar repeat
layer in type 1, the charge neutral non-dipolar repeat unit in type 2, and the neutral dipolar repeat
unit generated by type 3

1.3.2.1.2 Surface Energy The stability of a surface compared to bulk is determined by

its surface energy. The relative surface energies for various surface orientations of the same

material can be used, for example, to determine the equilibrium crystal morphology [55–57].

The surface’s stability is determined by its surface energy, γ, defined as the energy required

to cleave that particular surface orientation from the bulk [58], and is given by [59]:

γ =
(energy of crystal with surface) - (energy of same number of bulk ions)

(surface area)
(1.9)

γ has units J/m2, thus allowing a ready comparison between the surface energies for all

surface orientations of a material.
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1.3.2.2 Grain Boundaries

Grain boundaries can be described as being an interface between two crystal grains with

different orientations and can be formed as either tilt or twist grain boundaries (as demon-

strated in Figure 1.8), or can be comprised of a mixture of both [60]. Tilt boundaries result

in open structures within ionic crystals that have densities lower than the bulk system sur-

rounding them [61] and are generated by reflecting a surface to create its mirror image. The

presence of grain boundaries within a crystal system affects the overall ionic conductivity of

a crystal system. The extent of the effect is dependent on the material and the type of grain

boundary.

Tilt GB Twist GB

2θ

GB

Grain

Figure 1.8: Schematic demonstrating the structure of a generic tilt and twist grain boundary, where
2θ is the misorientation angle

1.3.2.2.1 Coincidence Site Lattice The identification system used to classify the var-

ious different grain boundaries is based on the coincidence site lattice (CSL), first considered

by Kronberg and Wilson in 1949 [62]. When two crystals are brought into contact, some of

their lattice positions will be coincident. The CSL model is based on the concept that when

the number of coincident lattice positions is high, the grain boundary energy will be lowered
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due to a smaller number of broken bonds across the boundary [63]. The reciprocal of the

density of these coincident sites is known as Σ, which, for a chosen elementary cell, can be

given as [61]:

Σ =
number of coincidence sites in the elementary cell

total number of lattice sites in the elementary cell
(1.10)

For cubic systems, Σ can simply be given by:

Σ = δ(h2 + k2 + l2) (1.11)

where h, k, l are the Miller indices of the surface and δ is 1 if (h2 + k2 + l2) is odd and 1
2 if

(h2 + k2 + l2) is even [64].

1.3.2.2.2 Grain Boundary Energy The relative stability of grain boundaries can be

determined from the grain boundary energies per surface area, defined as the energy required

to generate a boundary [65], calculated using a similar method to that used to determine the

surface energy (Equation 3.2):

σGB =
(energy of crystal with GB) - (energy of same number of bulk ions)

(GB area)
(1.12)

As for γ, σGB has units J/m2 which facilitates a straightforward comparison of grain bound-

ary energies of various orientations.

1.3.3 Strain

Strain can be introduced into a crystal system by lattice mismatch at interfaces, and can

be classed as being either tensile or compressive strain [66–68] (see Figure 1.9). Tensile

strain is formed when the lattice constant of the strained system, as, is greater than that

of the unstrained system, a0, and compressive strain is formed when as is smaller than a0.

A strained system can have different properties, such as ionic conductivity to its unstrained

counterpart. The strain, ε, applied to a system can be given by:

ε =
as − a0

a0
(1.13)
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Compressive strainTensile strain

Figure 1.9: Schematic demonstrating tensile and compressive strain experienced (red) compared to
the substrate (blue)

1.4 Diffusion

The study of diffusion is extremely important in materials chemistry, due to the effect it has

on numerous properties of a material. Diffusion is a central process occurring in all of the

aforementioned electrochemical devices and is affected by the defects previously detailed. It

is measured by its diffusion coefficient (in SI units - m2/s), which describes the movement of

ions, atoms or molecules as a function of time. The cause of the diffusion within a system

can be as a result of a concentration gradient, as for Fick’s Law, or as a result of thermal

motion, also known as self-diffusion, with which the work in this thesis is interested.

1.4.1 Fick’s Law

Diffusion can be thought of using the flux of the material; that is, the rate at which atoms

pass through an area of unit size in a unit of time. This diffusion process is driven by a

concentration gradient present in a material, with the atoms moving from an area of high

to low concentration (Figure 1.10). This mechanism was first mathematically considered by

Fick in 1855 [69], who found that the flux of a material is a function of the concentration

gradient. For one dimension this is given as:

J(x) = −D
(
∂C

∂x

)
(1.14)
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where J(x) is the flux of the diffusing species, x is the position, D is the diffusion coefficient

and
(
δC
δx

)
is the concentration gradient.

High 

Concentration

Low

Concentration

Flux

G
radient

Figure 1.10: The flux of the diffusing species goes from high to low concentration

1.4.2 Random-Walk Diffusions

When there is no driving force, such as a concentration gradient, present, the random way

in which atoms diffuse can be viewed as a form of Brownian motion [70], which was initially

observed in 1828 in the motion of pollen grains in water. This movement was later explained

by Einstein in 1905 [71] to be as a result of collisions with the water molecules, resulting in

the grains moving in a random walk.

For a solid, crystal system, the random walk of the diffusion can be described by random

hops of ions from one lattice site to another, as a result of thermal energy. Due to the

random nature of the diffusion of individual particles and the lack of external forces or a

concentration gradient, their net displacement will be zero and hence the diffusion of the

system is determined using mean squared displacement calculations.

The diffusion coefficient calculated using the random-walk method can be compared to that

obtained via Fick’s law. Consider a collection of mobile ions, hopping along the x-axis to a

nearest-neighbour vacant site. The hop length is denoted as ∆x, the hop rate is 1
∆t and the

number of ions at position x, at time t, is N(x, t). Due to the random-walk of the particles,

the net movement of all the ions will be zero, as, for a given timestep, half will move left and
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the other half will move right. The half of the ions at point x will move right, while the half

at point x+ ∆x will move left. The net movement of ions to the right is therefore:

− 1

2
[N(x+ ∆x, t)−N(x, t)] (1.15)

The flux, J , of the ions across area a, along the x direction during one hop ( 1
∆t) can be

written as:

J(x) = −1

2

1

∆t

[
N(x+ ∆x, t)

a
− N(x, t)

a

]
(1.16)

Multiplying the top and bottom of the right hand side by (∆x)2 gives:

J(x) = −(∆x)2

2∆t

[
N(x+ ∆x, t)

a(∆x)2
− N(x, t)

a(∆x)2

]
(1.17)

The diffusion coefficient in one dimension, D can be defined as (∆x)2

2∆t and the concentration

of the particles can be given as C = N
a∆x , the flux can therefore be rewritten as:

J(x) = −D
[
C(x+ ∆x, t)

(∆x)
− C(x, t)

(∆x)

]
(1.18)

As ∆x goes to zero, a first order Taylor expansion is used, giving:

J(x) = −D
(
∂C

∂x

)
(1.19)

which is Fick’s Law.
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1.4.3 Diffusion Mechanisms

Diffusion can occur through a variety of different mechanisms, including interstitial, inter-

stitialcy (also known as indirect interstitial) and vacancy diffusion [1]. Interstitial diffusion

(Figure 1.11(a)) occurs when an atom moves from one interstitial position to another, with-

out occupying a lattice position [72]. In order for appreciable diffusion to occur there must

be a sufficient number of interstitial sites present in the lattice. The diffusing atom must

also be small relative to the crystal lattice of the system so that it can fit into the intersti-

tial positions and diffuse within the larger lattice structure without generating large lattice

distortions [49]. Interstitialcy diffusion (Figure 1.11(b)) occurs when atoms at an intersti-

tial position displaces an atom at a lattice site, resulting in the atom from the lattice site

becoming an interstitial [73].

(a) Interstitial (b) Interstitialcy (c) Vacancy

Figure 1.11: The interstitial, interstitialcy and vacancy diffusion mechanisms

Vacancy diffusion (Figure 1.11(c)) occurs when an atom diffuses into a neighbouring vacant

site. This mechanism is prevalent in imperfect crystal structures, especially at high tempera-

tures, due to the increased movement of ions away from their lattice sites, which results in a

higher concentration of vacancies. The diffusing atom requires sufficient energy to generate

distortions within the lattice in order to move to a new lattice position. The activation energy

of diffusion for this mechanism originates from the sum of the vacancy formation energy and

the migration energy barrier [49]. The vacancies present in the system can be an intrinsic

property of the crystal or can be introduced via doping. For fluorite structured materials,

vacancies can be generated as a charge compensation mechanism by doping the system with

a lower valent cation.
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1.4.4 Effects on Diffusion

Materials used in the construction of diffusion based electrochemical devices will contain

defects and have strain introduced at component interfaces. It is therefore vital to understand

how the presence of extended defects and strain affects diffusion.

1.4.4.1 Grain Boundaries

The effect of grain boundaries on various properties, such as diffusion, has been a topic of

interest for decades from both an experimental and computational perspective [8, 64, 74–

76], however very few studies have focused on separating the effect of the grain boundaries

from the overall diffusive effect observed. And of those that have, there has been very little

consensus as to the effect these interfaces have on conductivity. Due to the fact that most

diffusion based devices are constructed using polycrystalline materials, it is vital to fully

understand the mechanism by which the ionic diffusion occurs both along and across these

grain boundaries in order to optimise the diffusion and increase the devices’ efficiency.

The diffusion of bulk systems containing these interfaces has been widely studied, however,

only the collective behaviour of all grain boundary orientations has been considered, with

no systematic study of the diffusion properties of specific boundaries. There is also some

disagreement within literature as to whether the presence of grain boundaries hinders [11, 77]

or enhances [78] the ionic diffusion along the boundary. This work will address this issue for

individual grain boundary orientations.

1.4.4.2 Strain

Strain induced in a system has been shown, both experimentally [68, 79] and computationally

[67, 80–83], to alter the ionic conductivity of the system. There is a general consensus within

literature that applying a compressive strain will inhibit diffusion, thus having a detrimental

effect on the ionic conductivity of the system, whilst tensile strain aids the diffusion process

[66, 67, 80, 84]. The cause of the strain effects have been postulated to be as a result of a

lowering of the migration activation energy [85], attributed to an increase in the migration

space and a decrease in anion-cation interactions [86].
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There are, however, discrepancies within literature as to the extent of the change. The extent

of the increase in ionic conductivity as a result of tensile strain has been reported to reach as

high as five to eight orders of magnitude, which is known as colossal ionic conductivity [87, 88],

down to no change at all being detected [89]. This immense range of values highlights the

need for further investigation into the mechanism by which strain effects ionic conductivity.

There is, however, a consensus that there is a value for the strain that produces the maximum

diffusion coefficient, known by some as the critical strain [82, 86, 90], and any additional strain

applied will have a detrimental effect on the diffusion.
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1.5 Thesis Outline

Chapter 1 has given a brief insight into the need for clean, renewable energy sources, such as

electrochemical fuel cells, and the importance of increasing their working efficiency through

first fully understanding, and then optimising, the diffusion process. The methods by which

ionic diffusion occurs have been discussed, along with defects within crystalline materials

that can have an effect on this diffusion. The benefits of fluorite structured materials for fast

ionic conductivity has been highlighted and will be expanded on in later chapters.

Chapter 2 will discuss the underlying theory used in this work. This includes the basic

principles of molecular dynamics (MD), and the computational tools used to analyse the

information obtained from MD will be summarised. The interatomic potential used within

the MD investigation is also discussed.

The findings of this thesis are presented according to material, with calcium fluoride and

yttria-stabilised zirconia being discussed in Chapters 3 and 4 respectively. Both results

chapters will first detail the findings for the relevant bulk system, so as to demonstrate the

ability of the potential used to generate results comparable to those within both experimental

and computational literature.

Chapter 3 will continue with a discussion of the properties of various CaF2 surface and grain

boundaries, with a particular emphasise on the study of the ionic diffusion effects. Due to its

high conductivity, the study of diffusion within CaF2 enables large amounts of meaningful

statistics to be gathered within a reasonable time for a range of interfaces. As a result of its

cubic fluorite structure, this information can, for example, be used to construct a model of a

fluorite structured system. CaF2 is, therefore, an excellent material to use in order to study

the effects of grain boundaries, as its macroscopic properties are well understood. It is also

a stable structure, with the ability to ionically diffuse without the addition of any dopants,

enabling the pure investigation into the effect of grain boundaries without the inclusion of

dopant effects.

Chapter 4 will include an analysis of various YSZ surface orientations, the vacancy segre-

gation associated with the surfaces and the diffusivity of these surfaces. This material is a

popular choice for the electrolyte in many diffusion based electrochemical devices, and as

such there is experimental and computational data to compare to and expand on.
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To conclude, Chapter 5 will summarise and compare the findings of both fluorite structured

materials studied and discuss future work made possible by the work completed here.





Chapter 2: Theory

Molecular dynamics (MD) is used to simulate the movements of atomic scale systems by

studying the time evolution of the atomic positions within the system. This approach is

therefore well suited to investigate the thermal effects on time dependent properties, such as

diffusion. In MD, to determine time dependent properties, the trajectories of the atoms over

a period of time is calculated using Newton’s equations of motion. To do this, the forces

on the atoms must be calculable. MD was first developed in the late 1950s by Alder and

Wainwright [91, 92] for hard sphere systems (containing up to 500 atoms), and improvements

in computational power and memory have resulted in MD simulations of much larger systems

being able to be carried out in a reasonable amount of time. However, despite its efficiency

for larger systems, only time scales of ≈ 10-9s can feasibly be investigated.

In general, explicitly considering electrons within a system (as with ab initio methods) can

introduce an additional level of complexity for atomic dynamics. Approximations on their

interactions can be made in order to produce computationally efficient methods. Interaction

potentials make these approximations by considering the attractive and repulsive forces be-

tween atoms, as described by analytical functions, which allows for large atomic systems to

be examined.

2.1 Interaction Potential

The interaction potential used in this work is known as the DIPole Polarisable Ion Model

(DIPPIM) [93]. This model consists of four elements: charge-charge interactions, short-range

repulsion, dispersion interactions and polarisation:

U = U qq + U rep + Udisp + Upol (2.1)

23
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2.1.1 Long Range Interaction

The long range interaction between point charges, q, on atoms i and j, separated by distance

rij , is given by the Coulomb potential:

U qq =
∑
i<j

qiqj
rij

(2.2)

However, due to the slow decay of the 1
r with distance, an Ewald sum [94, 95] is used for the

long-range interactions.

2.1.2 Short Range Interaction

A Born-Mayer pair potential can be used to describe the short-range repulsion of calcium

fluoride [96], as it gives a good fit to CaF2 ab initio data [97]:

U repij (rij) = Bije
(−bijrij) (2.3)

where Bij is dependent on the radii of the ions i and j, and bij is the decay rate control

constant for ions displaced by a distance rij .

Yttria-stabilised zirconia contains highly polarisable oxide ions. The short-range repulsion

of this system is given by:

U repij =
∑
i≤j

Aij
e−aijrij

rij
+
∑
i≤j

Bije
−bijr2ij (2.4)

where the first term has the form of a Yukawa potential [98] and is selected over the standard

Bije
(−bijrij) potential as it gives a better fit to the YSZ ab initio data [93]. The second term

is a Gaussian, which is included to prevent strong polarisation effects at small anion-cation

interatomic distances from causing instability by acting as a steep repulsive wall at very

small separation distances [99].
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2.1.3 Dispersion

The dispersion interaction energy accounts for the mutually induced temporary multipoles

between ions and is determined using:

Udispij (rij) = −
∑
i≤j

[
C6,ij

r6
ij

f6(rij) +
C8,ij

r8
ij

f8(rij)

]
(2.5)

where C6,ij and C8,ij are the dipole-dipole and dipole-quadropole dispersion coefficients re-

spectively. f6(rij) and f8(rij) are dispersion damping functions, used to reduce the magni-

tude of the attractive interaction at short interatomic distances where the overlap of the ion

wavefunctions is non-negligible [97], and are represented by Tang-Toennies functions [100]:

fn(rij) = 1− e(−bnrij)
n∑
k=0

(bnrij)
k

k!
(2.6)

where bn represents the damping parameters.

2.1.4 Polarisability

The DIPPIM, as the name suggests, is designed to include the polarisation effects generated

by the dipoles induced on ions within the system. In order to determine the induced dipoles

on both the cations and anions in the system, the following expression is minimised for all

dipoles, µiα, for a given configuration, at each MD timestep:

Upol =
∑
j 6=i

[
(qiµjα − qjµiα)T (1)

α (rij)f
∗
ij(rij)− µiαT

(2)
αβ (rij)µ

i
β

]
+
∑
i=1

1

2αi
µ2
i (2.7)

where qi and qj are the formal charges of ions i and j, T
(1)
α (rij) and T

(2)
αβ (rij) are the charge-

dipole and dipole-dipole interaction tensors respectively [101]. The last term of Equation 2.7

describes the energy required to polarise ion i, where αi is the dipole polarisability of ion i.

The polarisability damping function, f∗ij , is described by a modified Tang-Toennies function,

similar to Equation 2.6 and is used to account for the short-range induction effects on the

dipoles:

f∗ij(rij) = 1− cije(−bijrij)
4∑

k=0

(bijrij)
k

k!
(2.8)
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This includes the parameter cij , which determines the strength of the ion response to the

polarisation effect.

The molecular dynamics code, PIMAIM (Polarisable Ion Model Aspherical Ion Model) [102],

is used in this work, which utilises the DIPPIM and minimises the dipoles using the conjugate

gradient method [103]. This dipole minimisation step is generally the most time consuming

part of the simulation.

2.1.5 Periodic Boundary Conditions

Periodic boundary conditions (PBC) can be used in MD simulations to replicate bulk-like

conditions without the properties of the system being influenced by surface effects. PBC

repeat a unit cell (known as the primary cell), containing N atoms, in all directions to

simulate an infinite lattice in order to better represent the macroscopic properties of the

crystal. The movement of all atoms within the primary cell is replicated in each of the image

cells. When an atom leaves the primary cell it enters into a neighbouring image cell and an

atom from the opposite neighbouring cell enters the primary cell through the opposite face

(this movement is demonstrated in Figure 2.1).

Figure 2.1: Periodic boundary conditions; the primary cell is shown in the centre, surrounded by
identical image cells. The arrows demonstrate how, when one particle leaves the primary box, one of
its images from a neighbouring cell enters through the opposite face
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All of the short-range interactions within the system generated using PBC are truncated

in real space using a short range cut-off in order to make the computational time required

tractable. For short-range interactions the nearest image convention can be used, where each

particle only interacts with the closest image of each of the other particles, which simplifies

the calculation and also ensures that atoms do not interact with their own images. It is

therefore a requirement that the value of the cut-off not be greater than half of the smallest

width of the repeated, primary cell, to ensure that only the nearest images will be within

the short-range cut off, as demonstrated in Figure 2.2.

X

Figure 2.2: The primary cell is shown in the centre, surrounded by identical image cells. The large
yellow circle demonstrates the short-range cut-off of the atom marked “X”. Note that not all of the
nearest images reside in the primary cell

Interactions that act over a longer range of ionic separations than the short-range interactions,

such as ionic polarisation, must be treated separately. The most popular technique, and the

one utilised within PIMAIM, for determining these long-range interactions is the Ewald

summation [94, 95].
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2.2 Classical Molecular Dynamics

2.2.1 Procedure

In order to carry out a MD simulation there are a number of steps which must be taken, and

are demonstrated in Figure 2.3. An inital structure is determined by defining the starting

atomic positions of the atoms within the system. These atoms are then assigned initial

velocities so they do not start at rest. The dipoles present in the system must then be

relaxed to lower and optimise the energy of the system. The next step involves calculating

the forces acting on the atoms within the system. This step can be very computationally

expensive. These forces are used to update changes that may have occurred to the atomic

positions and velocities after a period of time, known as the timestep, δt.

Calculate forces

Determine new structure 

and velocities after 

timestep, δt

Thermal 

equilibrium?

Collect data

Scale

velocities

DIPPIM structure

Relax Dipoles

Figure 2.3: Flow chart demonstrating the steps taken to perform a MD simulation

Due to the fact that the inital structure and velocities were assigned, the system must be

allowed to come to equilibrium before any data can be collected for analysis. To determine

whether the system has reached equilibrium the potential, kinetic and total energies can

be plotted as a function of time, to ensure there are not large fluctuations in energy. If
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the system is determined to have not reached equilibrium, then the atomic velocities are

scaled, the forces are recalculated and the process is repeated. Once thermal equilibrium has

been achieved, information about the system, such as atomic postions and velocities, can be

collected.

2.2.1.1 Initial Set-up

For every MD simulation, an initial atomic structure must be provided, this structure is often

obtained from experimental coordinates, from methods such as neutron or x-ray diffraction.

Alternative methods include using the coordinates from an energy minimisation or using a

template of a different material with a similar structure, edited to account for changes such

as bond lengths.

Once the structure has been determined, the particles within the system are then assigned

random velocities, such that the total kinetic energy of the system, Ek, containing N atoms,

is equivalent to the temperature at which the simulation is to be run:

〈Ek〉 =
1

2

N∑
i

miv
2
i =

kT

2
(3N −NF ) (2.9)

where mi and vi are the mass and velocity of atom i respectively. NF are the degrees of

freedom that are constrained to zero, for a periodic box NF = 3 (translational motion) and

for a molecule NF = 6 (translational and rotational motion), therefore (3N − NF ) is the

total number of degrees of freedom.

2.2.1.2 Newton’s Equation of Motion

Once the initial positions and velocities have been assigned the forces acting on the particles

are calculated. The force is determined by Newton’s second law, given by:

Fi = mi
δ2ri
δt2

= miai (2.10)

indicating that the force, Fi, acting on atom i, at position ri, results in an acceleration ai

being provided to an atom with mass mi. In Newtonian mechanics, the position, ri(t+ δt),

of a particle after a certain time, known as the timestep, δt, has elapsed is calculated using

the initial position of the particle, ri(t), its initial velocity, vi(t), and its initial acceleration
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ai(t):

ri(t+ δt) = ri(t) + vi(t)δt+
1

2
ai(t)δt

2 (2.11)

vi(t+ δt) = vi(t) + ai(t)δt (2.12)

One issue with these equations of motion is that they assume v and a remain constant for

one time step, until they are recalculated for the next timestep, which is not the case for a

true, physical system case and can result in catastrophic energy drift. An integration method

is therefore required to solve the equations of motion to an acceptable level of accuracy. The

Verlet algorithm [104, 105] is widely used for integrating the equations of motion due to its

low drift and stability. It uses the position and acceleration at time t with the positions of

the previous step ri(t − δt) to predict the positions at the next time step ri(t + δt). The

previous and future positions can be written as:

ri(t− δt) = ri(t)− vi(t)δt+
1

2
ai(t)δt

2 (2.13)

ri(t+ δt) = ri(t) + vi(t)δt+
1

2
ai(t)δt

2 (2.14)

Combining these equations gives:

ri(t+ δt) = 2ri(t)− ri(t− δt) + ai(t)δt
2 (2.15)

From this equation the algorithm can be seen to require the previous position, ri(t − δt),

which will not be available for the first step and therefore must be approximated initially.

The algorithm method is illustrated Figure 2.4 (adapted from [106]).

t -  δt t t +  δtt -  δt t t +  δt

r

v

a

t -  δt t t +  δt t -  δt t t +  δt

Figure 2.4: Schematic representation of the Verlet algorithm



Chapter 2: Theory 31

The Verlet algorithm is properly centred, as ri(t+ δt) and ri(t− δt) play symmetric roles in

Equation 2.15, making this method time reversible. An algorithm that is time reversible is

able to retrace the trajectories of the system by reversing the momenta of the particles. The

Verlet algorithm does not evaluate velocities. They can be estimated by truncating Equation

2.15 after the second term and rearranging the variables to give:

vi(t) =
ri(t + δt)− ri(t − δt)

2δt
(2.16)

This has a second order truncation error, which results in the kinetic energies calculated from

these velocities being less accurate than the potential energies calculated using Equation 2.15.

The velocity Verlet algorithm is an alternative method and is illustrated in Figure 2.5. It

is numerically equivalent to the Verlet algorithm, however it stores the velocities as well as

the positions and accelerations at the same timestep. The velcoity Verlet algorithm is the

integration method used within DIPPIM and can be written as [106]:

ri(t+ δt) = ri(t) + vi(t)δt +
1

2
ai(t) δt

2 (2.17)

vi(t+ δt) = vi(t) +
1

2
[ai(t) + ai(t+ δt)] δt (2.18)

The new positions at (t + δt) are determined using Equation 2.17 and the velocities are

calculated at mid-step (t+ 1
2δt) using:

vi(t+
1

2
δt) = vi +

1

2
ai(t) δt (2.19)

This is used to calculate the forces and accelerations at (t+ δt) and the velocity move is then

completed:

vi(t+ δt) = vi(t +
1

2
δt) +

1

2
ai(t + δt) δt (2.20)

In classical MD, the forces on each particle are determined using an interatomic potential.

Once the forces have been determined, the structure and velocities are updated after the

pre-defined timestep, to reflect the new atomic conditions.
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Figure 2.5: Schematic representation of the velocity Verlet algorithm

2.2.1.3 Timestep

When selecting the timestep for the simulation a number of factors must be considered. A

smaller timestep will result in a more accurate representation of the trajectory of the system,

however if the timestep is too small the trajectory covered in that time will only be able to

explore a small amount of the phase space (Figure 2.6(a)). The phase space for a system

containing N atoms is made up of (3+3)N values that describe each combination of coordinate

(3N) and momenta (3N). The timestep must be small enough to observe all atomic motion,

such as vibrations. If the timestep is too large it will not be able to accurately track the

motion of the atoms, which can result in atoms moving too great a distance in one timestep,

causing instabilities within the system (Figure 2.6(b)). When an appropriate timestep is

used, the phase space is efficiently explored and all motion is observed (Figure 2.6(c)).

(a) (b) (c)

Figure 2.6: Selecting timestep is important, if it is (a) too small, very little of the phase space is
explored, (b) too large, can result in instabilities (c) appropriate, phase space is efficiently explored
and collisions occur more gently
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2.2.1.4 Equilibration

Due to the fact that the inital structure and velocities were assigned at the start of the

simulation, it is unlikely they will resemble the true characteristics on the materials, unless

they were obtained from a system that had been previously simulated. The system must

therefore be allowed come to equilibrium so that the original configuration is rearranged to

resemble that which is representative for the system for the given temperature. Once it is

confirmed that the system has reached thermal equilibrium, by plotting the energies as a

function of time, the production run can begin, and it is from this final production run that

the data to be analysed is obtained.

2.2.2 Ensembles

An ensemble relates the microscopic information obtained from MD simulations, to macro-

scopic properties, such as temperature, pressure and volume. The ensemble defines the

conditions under which the system will be investigated. In this study the isothermal-isobaric

(NPT ) [107] and canonical (NVT ) [108] ensembles are used. When using the NPT ensemble,

the number of particles within the system and the temperature and pressure of the system

remain constant. The NVT ensembles ensures the number of particles, the temperature and

the volume of the system remain constant.

One way to run a system using a NPT ensemble is in contact with a thermostat at tem-

perature T and a barostat at pressure P. The system is allowed exchange heat with the

thermostat in order to bring it to thermal equilibrium and is allowed exchange volume with

the barostat to bring it to constant pressure. The total energy and volume of the system

fluctuate at thermal equilibrium when using this ensemble.

The NVT ensemble is therefore used for systems where the volume must remain fixed, such as

strained bulk systems and surface slabs. Constant volume is required to prevent the system

expanding or contracting to remove the strain and to keep the surface area constant. As the

NVT ensemble is unable to adjust the volume of atomic systems in response to temperature

changes, a thermal expansion coefficient is used to scale the system to the appropriate volume

for the simulation temperature and interatomic potential used.
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2.3 Molecular Dynamics Analysis

2.3.1 Mean Square Displacement

The average displacement of atoms (of the species being considered) within a system at any

given time during the MD simulation is given by the mean squared displacement (MSD):

MSD(t) = 〈∆r(t)2〉 =
1

N

N∑
i=1

|ri(t)− ri(0)|2 (2.21)

where N is the number of atoms of the species being considered in the system, and |ri(t)−

ri(0)| is the distance that the i’th atom travels in time, t. The average of the square of this

distance is used (as opposed to just the distance itself) as the average distance covered by

an atom is zero, due to the random walk nature of its movement.

The MSD can be used to calculate the diffusion coefficient, D, of the ions:

〈∆r(t)2〉 = 2SDt+ C (2.22)

where S is the dimension of space being considered, so for the 3-dimensional analysis con-

ducted on a bulk system, the plot of MSD against time has a slope, 6D (as demonstrated in

Figure 2.7).
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Figure 2.7: MSD of F− ions diffusing within the CaF2 lattice at 1473K
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2.3.1.1 Multiple Time Origin Mean Square Displacement

An alternative to the standard, single time origin method for calculating the mean square

displacement of a system is to use multiple time origins. Multiple time origin MSDs are

produced by calculating the MSD at various time origins and determining the average of

these MSDs. This method provides an MSD with an error
√
O times smaller than the

standard method, where O is the number of time origins [109].

2.3.1.2 Activation Energy

The diffusion coefficients of the system across a range of temperatures can be used to calculate

the activation energy of the diffusing ions, EA, using the equation [46]:

D = D0 exp

(
−EA
RT

)
(2.23)

where D0 is the diffusion pre-exponential factor, R is the universal gas constant and T the

temperature. Rearranging Equation 2.23 gives:

ln D = ln D0 +

(
−EA
R

)(
1

T

)
(2.24)

which indicates that by plotting the reciprocal of the temperature along the x axis against

the natural log of the diffusion coefficient on the y axis will result in a curve with intercept

D0 and slope −EA
R . Figure 2.8 shows a plot of 1

T against ln D for two systems. The red

curve has a steeper slope than that of the purple line, indicating that the system represented

by the red curve will have a higher activation energy than the purple.

ln
 D

- E
A

R

1

T

Figure 2.8: Plotting 1
T against ln D results in curves, with slope −EA

R . The red line has a steeper
slope, indicating a higher activation energy than the purple line.
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2.3.1.3 Ionic Conductivity

The calculated D value can be used with the Nernst-Einstein equation to determine the ionic

conductivity, σi, of the system:

σi =
ciz

2
i e

2Di

HRkBT
(2.25)

where ci and zi are the concentration and ionic charge of charge carriers (for both CaF2 and

YSZ this refers to the anion) respectively, e is the elementary charge, kB is Boltzmann’s

constant and T is the temperature. HR is the Haven ratio, which is dependent on the

mechanism of ionic transport. For vacancy diffusion within an FCC lattice this Haven ratio

is equal to the tracer correlation factor, f [110], where f describes the correlation between

the jump directions of a given atom (the tracer) and f = 1 means there is no correlation.

HR is defined as being the ratio of the diffusion directly measured from experiment, e.g.

tracer diffusion coefficient, D∗, to the diffusion coefficient that is dependent on the ionic

conductivity, Di [111, 112]:

HR =
D∗

Di
(2.26)

One of the origins of the difference between D∗ and Di arises from the fact that when the

conductivity is measured experimentally the results differ depending on whether the results

are being taken under an applied field or not. Ions travel in an uncorrelated fashion if under

an applied field, however this motion becomes correlated if there is no field applied [112].

The degree of correlation of the successive jumps of the tracer ion is also dependent on the

structure of the crystal lattice. For simulation calculations, D∗ = Di, therefore HR equals 1.

2.3.2 Radial Distribution Function

The radial distribution function (RDF), also known as the pair correlation function, provides

information on the atomic structure of the system being studied, which can be compared

with experimental data e.g. neutron diffraction [99]. It calculates the average distribution of

atoms relative to each other by giving the probability of finding an atom a certain distance

away from another atom (the atoms can be the same or different species). The RDF, g(r),

is described mathematically by:

g(r) =
n(r)

ρ4πr2∆r
(2.27)
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where n(r) is the number of atoms that exist in a shell of width ∆r, a distance r away from

the atom being considered (demonstrated graphically in Figure 2.9), and ρ is the number of

particles per unit volume. g(r) is an equilibrium property of the system, meaning that its

calculated value is independent of time and the atom chosen to be the central atom [42].

r

Δr

Figure 2.9: A schematic demonstrating that four (light blue) atoms are within the shell of width
∆r at distance r from the central (dark blue) atom.

A plot of g(r) against interatomic distance, r, enables the visualisation of shells existing

within the material and allows for the determination of coordination number. These shells

are signalled by the presence of peaks, which, if they persist for long range r values, indicate

that there is a high degree of ordering, implying that the system is crystalline. At very long

range, the value of g(r) tends to 1, as demonstrated in Figure 2.10, illustrating the decline

in ordering with range.
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Figure 2.10: F-Ca RDF for bulk CaF2 at 1473K
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The partial RDFs can be used to determine the coordination number, n. The nearest neigh-

bour coordination number is calculated by integrating the peak from 0 to the position of the

first minimum, rc:

n = 4πρ

∫ rc

0
r2 g(r) dr (2.28)

where ρ is the density of coordinating atoms in the system.

2.3.3 Vacancy Analysis

Vacancies can be inherently present in a material, or can be introduced as an extrinsic

defect by, for example, doping the system. These vacancies can interact with other atoms

and other vacancies within the material, which can have an effect on the properties on the

system. In this study, the lattice sites for the system before the simulation are defined as

the base structure of the system and are used for vacancy analysis. During the simulation,

at each frame (MD step) each atom within the system is assigned to one of these lattice

sites, determined as being the closest site at that time. These base structure lattice sites can

therefore be unoccupied, or occupied with one or more atoms, depending on the system and

the simulation environment. Unoccupied lattice sites are defined as being vacant and can be

used for analysis.

The effect vacancies have on the structure of a system can be investigated through exam-

ination of vacancy RDFs. Since these vacancies are always defined as being located on a

lattice site and as vacancies cannot be affected by thermal vibrations, vacancy RDFs are

much sharper than partial RDFs not concerned with vacancies. Vacancy RDFs allow for the

local ordering of vacancies to be investigated, and the vacancy-vacancy coordination number,

nv−v, can be obtained by using an adaptation of Equation 2.28:

nv−v = 4πρ

∫ rc

0
r2 gv−v(r) dr (2.29)

where ρ is the density of vacancies in the system.
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3.1 Introduction

Calcium fluoride is a superionic conductor, where the Ca2+ cations form a rigid lattice

structure through which the F− anions, with a smaller relative electrical charge, diffuse. The

temperature at which CaF2 begins to transition to the superionic state has been reported

experimentally to be 1100K [3]. The diffusion of F− ions in CaF2 has been investigated

via experimental means for decades, by measuring the ionic conductivity of CaF2 crystals

[113–115] and was then later investigated by molecular dynamics as one of the first bulk ionic

materials [116–122].

Rahman’s study of CaF2 in 1976 [116] was the first demonstration that molecular dynamics

could be used to investigate the superionic nature of a system. CaF2 was chosen to be

studied due to its relatively good approximation to a rigid-ion model. Although only a small

system (108 cations and 216 anions) was analysed, it confirmed the rigid Ca2+ sublattice

with diffusing F− ions and a high diffusion coefficient at 1590K. In 1978, Rahman and

Jacucci analysed the point defects within the CaF2 system to further the understanding of

the mechanism by which the F− anions diffuse [121]. They determined that the high diffusion

coefficient of the F− anions is due to a few exceptional mobile ions jumping from their lattice

site, generally as a result of generation and recombination events. In the majority of cases

(∼80%) these jumps occurred along the (100) direction. This was corroborated by Dixon

and Gillan [123] who found that ∼89% of F− anions diffuse in the (100) direction as a result

of a hopping mechanism.

In recent years the field of materials chemistry has become increasingly interested in the ef-

fect of grain boundaries on a crystal system. Experimentally, the presence of facile pathways

through bulk CaF2 has been confirmed via NMR analysis by the study of F− anion diffu-

sion, demonstrating two distinct diffusivities, with the faster being attributed to conduction

through the grain boundary while the slower diffuses through the bulk. The inclusion of

these facile diffusion pathways proved to increase the overall diffusion of the CaF2 system

than compared to the single crystal CaF2 [124].

39
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There have been very limited computational investigations into CaF2 grain boundaries, with

the most recent paper demonstrating a CaF2 grain boundary structure, demonstrating that

of the Σ5(310) structure, was published in 2010 [125]. The last computational work investi-

gating the diffusion of a CaF2 grain boundary was carried out in 1990 on the Σ5(210) [126].

This study utilised a rigid-ion potential and a fluorite bicrystal containing 4320 atoms to

carry out MD simulations for temperatures ranging from 250K - 1500K.

Despite the scarcity of studies into CaF2 grain boundaries there have been multiple studies

into the grain boundaries of other fluorite structured systems, such as UO2 [127, 128], CeO2

[5, 6], and yttria-stabilised cubic zirconia [129–132]. The CaF2 grain boundary structures

generated in this study can be compared and contrasted to these fluorite grain boundaries,

due to the nature of their shared fluorite structure.

The work in this study utilises molecular dynamics to investigate the ionic diffusion in CaF2.

CaF2 was selected as a model fluorite material, due to its characteristically fast ionic diffu-

sion. The bulk structure of CaF2 was initially modelled for a range of temperatures. The

system was cleaved in various orientations, using METADISE to generate surfaces and grain

boundaries. These interfaces were then investigated by studying their ionic diffusion prop-

erties, both at the surface/boundary, and examining how the surface/boundary effects of

different orientations propagated into the system. The structure of all the grain boundaries

constructed were compared to other experimental fluorite structured boundaries, such as

YSZ and CeO2, to establish the validity of the model. The ionic diffusion along the grain

boundary, was investigated and compared with that of the bulk and also with the correspond-

ing grain boundaries of other previously studied fluorite crystals. The information gained

here on the structure and ionic diffusion of the grain boundaries will allow us to apply it

to other fluorite structure grain boundaries, such as in slower diffusing oxide ion materials,

which are commonly used in electrochemical devices.
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3.2 Methodology

3.2.1 Bulk

To investigate the properties of bulk CaF2, a 6 × 6 × 6 supercell, with box length 33Å,

containing 2592 atoms, was created. This system was examined to determine its thermal

expansion and ionic conductivity. The effect that the presence of Schottky defects had on

the properties of the bulk system was also investigated. 1.16% of the Ca2+ and F− ions were

randomly removed, generating Schottky defects within the 6× 6× 6 CaF2 supercell (i.e. 10

Ca2+ and 20 F− ions removed from the 2592 atom system).

3.2.2 Interfaces

The materials used for constructing diffusion based devices will contain hetero-interfaces,

therefore the effect that surface and grain boundaries have on the properties of CaF2 were

investigated. The computer simulation code METADISE [133] was used to cleave the surfaces

from the bulk cell, and to generate grain boundaries. Six surfaces were generated, the (100),

(110), (111), (210), (310) and (221). These surface slabs were all expanded to ensure their

thickness was at least 35Å, and a vacuum gap of 40Å was inserted to prevent the surfaces

from interacting with one another (as demonstrated in Figure 3.1).

Seven grain boundaries were constructed, the Σ3(111), Σ5(210), Σ5(310), Σ9(221), Σ11(332),

Σ13(320) and the Σ13(510), using METADISE, with previously derived shell model param-

eters [134]. METADISE was used to identify the most stable structures of each of the grain

boundaries by generating a 2-dimensional potential energy surface (PES). Each PES was

constructed by reflecting the surface slab perpendicularly to the surface and scanning across

the interface in approximately 0.25Å steps. This scan was carried out at constant force,

which resulted in the optimisation of the height perpendicular to the grain boundary and

generated an optimised grain boundary structure. Once generated, the grain boundary slabs

were expanded to give a supercell containing two grain boundaries of the same orientation,

with thickness of at least 70Å (see Figure 3.1).
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Figure 3.1: Left: Surface schematic showing the 35Å surface slab with the 40Å vacuum gap , Right:
Grain boundary schematic showing the two grain boundaries (GB1 and GB2) separated by 35Å

3.2.3 Strain

The hetero-interfaces generated in diffusion based devices can introduce strain into the crystal

system, which can effect the properties of the system. The bulk and surface slabs therefore

had both tensile and compressive strains (±1, ±2 and ±4%) applied by straining the system

in two dimensions. This was done in order to obtain results that can be compared with

experiment, where strain is introduced via lattice mismatch, and can therefore only be applied

in two dimensions. Strains greater than 4% were not considered, due to reports of higher

strains inducing lattice distortions, which have a negative effect on the ionic conductivity of

the system [85].

3.2.4 Simulation Information

The CaF2 systems were optimised using the conjugate gradient based optimiser within the

PIMAIM MD code before undergoing temperature scaling. All unstrained bulk systems

were investigated at 200K intervals from 273K to 1473K and at 100K intervals from 1473K

to 2273K. The bulk system containing Schottky defects was investigated at 200K intervals

within the 1273 - 1873K temperature range. All strained bulk systems, surfaces (both un-

strained and strained), and grain boundaries were investigated at 1473K, 1573K, and 1673K.

Three simulations were performed for each temperature to take the random nature of the

initial ion velocities assigned to the atoms into account, and by taking the average of these

three runs, the statistical significance of the result is improved, and standard error can be
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calculated. Each system was initially temperature scaled to the desired temperature every

25fs for 5ps, before being equilibrated for 10ps. This was followed by a production run

lasting 50ps for the unstrained bulk and 25ps for all other systems. All simulations were

carried out using a timestep of 5fs, with a short range cut-off of 14Å. All unstrained bulk

calculations and grain boundaries were run using the isothermal-isobaric (NPT ) ensemble,

whilst the strained bulk systems and the surface slabs used the canonical (NVT ) ensemble

(using volumes scaled by the thermal expansion coefficients calculated from the bulk).

3.2.4.1 Grain Boundary Structure

The lowest energy grain boundary structure, predicted by METADISE, was optimised using

the DIPPIM, implemented in PIMAIM. This optimised structure was heated to 573K, with

a 5ps temperature scaling and 10ps equilibration period followed by a 1ns production run.

This was done in order to provide the grain boundary with enough time and energy to

potentially rearrange its atomic structure to a lower energy configuration structure, without

becoming distorted as a result of temperature effects. The 573K structure was then cooled to

300K, again with a 5ps temperature scaling and 10ps equilibration, and a 200ps production

run, to enable the generation of a grain boundary structure that is readily comparable with

experimentally constructed boundaries at room temperature.
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3.2.5 Potential Parameters

The potential parameters used for calcium fluoride were derived by Pyper [97], using ab

initio data and are given in Table 3.1. They were tested by Wilson et al. [96] by demon-

strating that the potential correctly predicted equilibrium crystal properties, such as anion

diffusion coefficients, phonon frequencies and the transition pressure from the fluorite to the

orthorhombic (α-PbCl2) structure.

Table 3.1: CaF2 Potential parameters used, all given in atomic units

Repulsive and dispersive parameters

bij Bij C6 C8 b6 b8

F− - F− 2.164 122.77 28.337 477.894 2.4 2.2
Ca2+ - F− 1.794 59.90 16.700 251.569 2.4 2.3

Ca2+ - Ca2+ 3.379 51240.22 10.574 144.005 3.0 2.9

Polarisabilities and damping parameters

α bF−−X cF−−X bX−F− cX−F−

F− 6.843 0.00 0.00 - -
Ca2+ 3.183 1.77 2.00 1.77 -0.45
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3.3 Bulk

In order to ensure the reproducibility of results for the potential used, properties of bulk

CaF2, such as thermal expansion, ionic conductivity and activation energy, were investigated

and compared to literature. This examination of bulk CaF2 properties also established a

base with which the various properties of strained bulk, bulk containing Schottky defects,

surfaces and grain boundaries could be compared.

3.3.1 Thermal Expansion

The thermal expansion of the system was compared to results obtained both experimentally

and computationally. The linear thermal expansion coefficient, αL, can be calculated for

bulk CaF2 using:
L− L0

L0
= αL∆T (3.1)

where the initial length of one side of the cubic system, L0, increases to length, L, at tem-

perature, T . A plot of L−L0
L0

against temperature for bulk CaF2 demonstrates two curves

with different slopes (Figure 3.2), signifying two different expansion coefficients across the

temperature range 273 - 2073K. For the low temperature range (273 - 1073K), the linear

expansion coefficient was calculated to be 21.9× 10−6/K, which increases to 38.1× 10−6/K

for the high temperature range (1273 - 2073K), comparing well with literature [135–139].
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Figure 3.2: Bulk linear expansion for bulk CaF2 for the temperature range 273-2073K, exhibiting
two curves with different slopes, indicating two different expansion coefficients
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The intersection of these two curves occurs at T = 1176K, which corresponds with the

experimentally calculated temperature at which CaF2 begins to transition to the superionic

state at 1100K [3].

3.3.2 Diffusion

The mean square displacements (MSDs) obtained for the diffusion of the mobile F− ions,

averaged over three simulations for each temperature, are shown for the temperature range

1473K - 2273K in Figure 3.3. Temperatures lower than 1473K did not provide significant

diffusion over this time scale. From Figure 3.3, the MSD at 2173K and 2273K can be seen to

have a significantly increased slope compared to the lower temperatures, indicating that the

system has melted. This melting temperature is higher than reported literature values (1619-

1693K [3, 122, 140, 141]), which could be a consequence of the periodic boundary conditions

imposed on the bulk system, effectively generating an infinite lattice, with no surface from

which the melting can originate.
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Figure 3.3: MSD for bulk CaF2 for temperature range 1473K - 2273K

The diffusion coefficients for the F− anions for the temperature range 1473K - 2073K were

calculated and are given numerically in Table 3.2. The diffusion coefficients outside of this

temperature range are not provided as the diffusion was either extremely small due to in-

sufficient ionic movement as a result of too low a temperature, or the system had melted,

meaning assigning a diffusion coefficient becomes illogical. The diffusion coefficients in Table

3.2 show an increase with increasing temperature. The statistical significance of the diffusion
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coefficient increases as the temperature is increased, due to the increased diffusivity of the

system becoming able to overwhelm any conflicting effects present in the system.

Table 3.2: Diffusion coefficients of F− anions for temperature range 1473K - 2073K

Temperature Diffusion Coefficient
(K) of F− ions (× 10-5cm2/s)

1473 0.4504 ± 0.0816
1573 1.4663 ± 0.4002
1673 2.7074 ± 0.4555
1773 4.0895 ± 0.1791
1873 5.4462 ± 0.1859
1973 6.7461 ± 0.1412
2073 8.2306 ± 0.1349

3.3.3 Structural Temperature Effects

The increase in temperature that causes the increase in diffusion coefficient also effects the

structure of the system. This structural change can be observed by an examination of how

the radial distribution function (RDF) changes with respect to temperature. Figure 3.4 gives

the partial F-F RDF of the bulk CaF2 system for the temperature range, 1473K - 2173K. It

demonstrates the broadening peaks observed for higher temperature simulations, indicating

that the atoms are not as rigidly confined to their lattice position and are experiencing

increased thermal vibrations. Looking at the temperature at which the system has been seen

to melt, 2173K, the majority of the crystal structure, particularly the long range order, has

been lost.

3.3.4 Ionic Conductivity

The ionic conductivities of the system at various temperatures were calculated. Figure 3.5

shows the conductivities calculated in this study, both with and without Schottky defects,

compared to previously obtained results from Dent et al. [2], and Voronin and Volkov [3],

and Ivanov-Shitz [4].

It was found that as the temperature increased, the difference between the diffusion coeffi-

cients for the CaF2 bulk system with and without added Schottky defects, decreased. The

percentage increase in ionic conductivity as a result of the added Schottky defects decreased
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Figure 3.4: F-F RDF for bulk CaF2 for temperature range 1473K - 2173K

dramatically from 470% at 1273K, to 4% at 1873K. This decrease is likely due to the ionic

diffusion that occurs as a result of the added defects, becoming overpowered by the ther-

mal diffusion. The overall effect that the Schottky defects have on the diffusion at higher

temperatures is extremely small and these defects are consequently neglected in further in-

vestigations.
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Figure 3.5: Comparison of ionic conductivities calculated in this study and from literature; desig-
nated as 1 [2], 2 [3] and 3 [4]

The ionic conductivity values calculated were found to be comparable with those obtained

by Dent et al. [2], their results exhibited the same trend in slope of the curve, with values
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approximately 3-7% higher than those determined here. Dent et al. utilised the same po-

tential as in this study, demonstrating the reproducibility of results for the potential used.

The ionic conductivities were also found to be similar to other literature results, obtained

both computationally [4] and experimentally [3] (with conductivities values ≈25% higher

than those determined in this work), illustrating the accuracy of the potential used. Differ-

ences between the results from this study, and those from experiment could be as a result of

assuming uncorrelated atomic motion of the charge carriers in Equation 2.25.

The results obtained via simulation methods have a superior statistical quality at higher

temperatures (above ≈ 1400K) than lower temperatures [2], due to the generation of more

facile Frenkel defects, meaning the conductivity is calculated from the motion of a large

number of Frenkel defects and any small fluctuations are overwhelmed.

3.3.4.1 Activation Energy

The activation energy of the diffusing F− ions is another property that can be compared

with literature values to test the ability of the potential to reproduce experimental results.

In this study the activation energy was calculated using the diffusion coefficients from the

MSD and the Arrhenius equation (Equation 2.23). Three activation energy regimes were

found, as demonstrated by the three distinct slopes of the curve shown in Figure 3.6. The

activation energies are given in Table 3.10. These values are comparable to literature [2–

4, 114], further highlighting the ability of the potential to correctly simulate the properties

of the CaF2 system.
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Figure 3.6: Arrhenius plot of the diffusion of bulk
CaF2, demonstrating the three distinct slopes, giv-
ing rise to three activation energies

Table 3.3: Activation energies calculated us-
ing Equation 2.23 and the slopes from Figure
3.6

Temperature range EA

(K) (kJ/mol)

273 - 873 5.545 ± 0.002

1073 - 1573 265.743 ± 18.055

1673 - 2073 79.153 ± 0.112
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3.3.5 Strained Bulk

The materials used for constructing diffusion based devices will contain hetero-interfaces,

which can induce strain into the system. A strained system can have different properties,

such as ionic diffusion, to its unstrained counterpart. It is therefore vital to understand the

effect of strain (both tensile and compressive) in order to be able to optimise the efficiency

of these devices.

3.3.5.1 Diffusion

The diffusion coefficients for bulk CaF2 for a range of tensile and compressive strains (±1, ±2

and ±4 %) were determined by straining the bulk system in two dimensions. This was done

in order to obtain results that can be compared with experiment, where strain is introduced

via lattice mismatch, and can therefore only be applied in the 2-D plane of the interfaces.

The diffusion coefficients ranging for 4% tensile to 4% compressive strain at 1473K, 1573K

and 1673K are given in Table 3.4. Figure 3.7 is a graphical representation of Table 3.4 and

clearly demonstrates that the diffusion coefficient of the bulk system at each of the three

temperatures studied increases with increasing tensile strain. The application of compressive

strains was found to result in a decrease in diffusion coefficient, relative to the unstrained

system. Both of these cases correlate with previous literature findings of fluorite structured

systems [66, 67, 80, 81, 85, 86, 142].

Table 3.4: Diffusion coefficients (×10−5cm 2/s) for bulk CaF2 for the strain range +4% to -4% for
the temperature range 1473K - 1673K

1473K 1573K 1673K

+4% 2.160 ± 0.014 3.357 ± 0.028 4.868 ± 0.120
+2% 1.173 ± 0.020 2.323 ± 0.037 3.676 ± 0.042
+1% 0.677 ± 0.007 1.795 ± 0.022 3.177 ± 0.009
0% 0.437 ± 0.003 1.303 ± 0.008 2.790 ± 0.121
-1% 0.286 ± 0.009 1.042 ± 0.009 2.406 ± 0.019
-2% 0.158 ± 0.008 0.897 ± 0.013 2.195 ± 0.007
-4% 0.087 ± 0.002 0.716 ± 0.023 2.419 ± 0.048

There is, however, a slight discrepancy for the 4% compressive strain at 1673K, which shows

an increase in diffusion coefficient up to the 1% compressive strain value for the same tem-

perature. Future work could investigate the diffusion of this highly compressed system for
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temperatures between 1573K and 1673K to determine the temperature at which the high

strain effect results in a deviation from the expected diffusive behaviour.
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Figure 3.7: Comparison of diffusion coefficients for different strains on bulk CaF2

Applying a tensile strain of 4% is seen to provide the largest increase in diffusion coefficient

from the unstrained bulk system. This increase is quite substantial, corresponding to an

increase from the unstrained bulk diffusion coefficient of 395%, 160% and 75% at 1473K,

1573K and 1673K respectively. The increase in diffusion exhibited at 4% tensile strain is

equivalent to that of the unstrained system with a 150K increase in temperature i.e. the

diffusion coefficient of the bulk system with 4% tensile strain applied at 1473K is approxi-

mately equal to that of the unstrained system at 1623K. The introduction of strain could

therefore be feasibly used to increase the ionic conductivity of a system while utilising a lower

temperature, which, in some situations, could be easier to maintain.
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3.3.5.2 Structure

The increase in diffusion with increasing system volume can be corroborated by examining

the average structure of the bulk system over the 25ps production run. Figure 3.8 shows

the average structures for the unstrained system and the systems with 4% compressive and

4% tensile strain applied, all run at 1473K. There is a clear increase in F− ion disorder as

the system becomes enlarged, with very little movement observed for the system with 4%

compression applied. This trend was observed for all compression and tensile strains across

all three temperatures.

(a) (b)

(c)

Figure 3.8: Average structure over 25ps 1473K production run for (a) 4% compressive strain (b)
unstrained and (c) 4% tensile strain applied

The partial radial distribution functions for Ca-Ca, F-Ca and F-F were examined for all

tensile and compressive strains investigated, to examine their effect on the structure of the

system. Similar behaviour was found for all three temperatures studied for each strain, with
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the temperature effecting only the broadness and height of the peaks (as for the unstrained

bulk RDF, Figure 3.4). Figure 3.9 demonstrates the RDFs for all strains at 1673K.

The application of tensile strain results in broader, shorter peaks, indicating a more distorted

structure in both sublattices, and is consistent with the crystal lattice structure being ex-

panded, resulting in greater distances between ions. This broadening for high tensile strains

can also be attributed to the increased vibration of the cations around their equilibrium

positions, as observed in previous works [142]. Conversely, the highly compressed system

exhibits sharper, taller peaks, indicative of a more constrained system. This is consistent

with the diffusion data previously analysed.
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Figure 3.9: Transformation of radial distribution function, g(r), with tensile and compressive strain
at 1673K: (a) Ca-Ca, (b) F-Ca and (c) F-F

The RDFs of both F-Ca and F-F (Figures 3.9(b) and (c) respectively) exhibit similar be-

haviour for both tensile and compressive strain as observed for the Ca-Ca RDFs. That is,



Chapter 3: Calcium Fluoride Analysis 54

the peaks demonstrate a broadening with tensile strain, as the system is being expanded,

and are narrower for compressive strain, as the system is being condensed.
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3.4 Surfaces

The (100), (110), (111), (210), (221) and (310) CaF2 surfaces were investigated by examining

the 2-dimensional planar diffusion along slices of the surface slab, parallel to the surface

plane. This enables the identification of the surface effects on the ionic diffusion, and allows a

comparison of the extent of change in diffusivity at the various surface orientations, compared

to that of the bulk. The six surfaces studied can be classified according to Tasker [53]; the

(110) and (310) are type I, the (111) is type II and the (100), (210) and (221) are all type

III.

3.4.1 Surface Stability

The surface energies of each CaF2 surface orientation studied were calculated for the opti-

mised surface structure, using Equation 3.2, which can be rewritten as:

γ =
Eslab - nEbulk

2A
(3.2)

where Eslab is the total energy of the supercell slab containing the surfaces, n is the number

of formula units in the supercell, Ebulk is the bulk energy per formula unit, A is the area of

the surface plane within the supercell and 2 is the number of identical surfaces present in

the supercell.

The surface energies were compared with one another in order to establish whether there was

a trend in stability and whether the same trend was observed in literature surface energy

values of CaF2 and other fluorite-structured surfaces. Table 3.5 gives the surface energies

calculated for CaF2 surfaces. These values are listed according to their relative order of

stability, where a low γ indicates a high surface stability and vice versa.
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Table 3.5: Calculated surface energies, γ, for various CaF2 surfaces (in Jm−2), listed according to
their order of stability

Surface This Work

(111) 0.134

(110) 0.164

(210) 0.180

(100) 0.208

(221) 0.215

(310) 0.240

The (111) CaF2 surface is found to be the most stable surface termination, agreeing with

both Maldonado et al.’s [143] and Puchin et al.’s [144] studies of CaF2. An increase in γ at

the (110) surface termination was also observed in all works. The trend in stability found

in this work, (111) > (110) > (210) > (100), is mirrored by the work of Maldonado et al.,

however there is a disagreement with the relative stability of the (310) surface termination.

The Hartree-Fock results [144] found a stability order of (111) > (221) > (110) > (100) >

(210). Neglecting the values found for the (210) and (221) surface terminations, due to their

values being obtained from non-relaxed surfaces, this results in an order of (111) > (110) >

(100), agreeing with results found in this study.

The surface energy of various surface terminations of CeO2 have also been investigated, and

its relative stability trend agrees closely with that determined here for CaF2. Using a simple

interatomic potential model calculation, Conesa [145] found a relative stability order of (111)

> (110) > (100)/(210) > (310) which only slightly differs from that found by Jiang et al.

[146] using density functional theory, (111) > (110) > (210) > (100) > (310), both of which

agree with the order found in this study.

Williams et al. [64] calculated the surface energy of various UO2 surface orientations, using a

rigid ion potential. They determined the surface stability order to be (111) > (221) > (310)

> (210), which, other than predicting the (111) surface termination to be the most stable,

contradicts the order of stability calculated here for CaF2. Their study, however, did observe

a correlation between the surface energy and coordination number of the surface uranium

atoms, where surfaces with higher coordination numbers had lower surface energies. This

trend was observed here for the Ca2+ surface ions, as demonstrated in Table 3.6.
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Table 3.6: The coordination number of the surface (for cation terminated), or closest to the surface
(for anion terminated) Ca2+ ion, listed according to the order of stability determined from the surface
energies calculated in this study.

Surface
Coordination

Number

(111) 7

(110) 6

(100) 6

(210) 5

(221) 4

(310) 4

The MD code and potential parameters used for CaF2 have been shown to generate surfaces

that accurately represent the surface stability trend found within literature, both for CaF2

systems, as well as other fluorite structured materials.

3.4.2 Depth Analysis of Diffusion

The diffusion of each surface slab was investigated as a function of depth, that is, the slab was

sliced, parallel to the surfaces, and the diffusion coefficient within each slice was obtained.

This allowed for the effect of the surface on diffusion to be investigated separately from the

effect of the bulk-like behaviour of the ions within the centre of the slab. The magnitude

of diffusion for each of the surfaces could then be compared. The depth profile of each of

the surface slabs investigated demonstrated the same general trend in diffusion coefficient

in response to surface effects, though the extent and range of these effects varies for each

specific surface.

The (310) depth profile is examined here in detail, as it clearly demonstrates the surface

effects propagating through the slab, in a manner which is representative of the other surfaces

studied. In Figure 3.10 we can see a pronounced increase in the diffusion coefficient at both

of the surfaces at 1473K, with a reduction to bulk diffusion levels within the centre of the

slab. The average position of the calcium ions over the 25ps 1473K MD run demonstrates

disruption at the surfaces, returning to a consistent, rigid, bulk-like lattice structure within

the centre of the slab. There is a slightly more distorted structure observed at the top

surface, which could account for the slight increase in diffusion coefficient observed in the

depth profile, compared to the bottom surface.
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Figure 3.10: Depth analysis diffusion profile (left) and average Ca2+ positions (right) of the (310)
surface, at 1473K (F− anions have been removed for clarity)

Similar analysis was carried out on the (100), (110), (111), (210) and (221) surfaces. Figure

3.11 shows the depth diffusion profiles for all of the surfaces as a function of percentage

depth (as the surfaces generated were not all exactly the same depth) calculated at 1473K.

It was found that for all interfaces, the surface of the slab showed an increase in diffusion

coefficient, ranging from approximately two to nine times that of the bulk. The diffusion

coefficients at the surfaces of all surface orientations are given in Table 3.7. These values

are the average of the increase observed at the top and bottom surface. The non-symmetric

appearance of the diffusion coefficients at the surfaces is due to the random nature of the

ionic diffusion. The inclusion of data from additional runs would therefore be expected to

compensate for the statistical nature of the simulation and result in a more symmetric depth

profile. The average data from three simulations for each surface and temperature were run,

and presented, to attempt to account for this variability. Due to the computational time

requirements for each run, it was deemed infeasible to carry out additional runs for each

surface at each temperature.
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sion profiles for all surfaces, at 1473K

Table 3.7: Average diffusion coefficient, D,
of top and bottom surface for all CaF2 surface
orientations, compared to that of the bulk sys-
tem, all calculated at 1473K, listed by D value

Surface Diffusion Coefficient

Orientation ×10−5 cm2/s

(100) 5.2953 ± 0.3696

(310) 3.5974 ± 0.1222

(110) 3.5375 ± 0.0484

(210) 3.1087 ± 0.0847

(221) 2.1750 ± 0.5037

(111) 1.5035 ± 0.2570

Bulk 0.4375 ± 0.0026

The (111) surface demonstrates the lowest increase in diffusion coefficient, while the (100)

demonstrates the greatest increase. The same relative increases in diffusion coefficient at the

surfaces was also found for both 1573K and 1673K. All surfaces, bar the (111), also demon-

strated increased disorder within the cation sublattice at the surfaces, indicating increased

atomic movement. The lack of disorder at the (111) surface can be explained by it exhibiting

the greatest surface stability (from its low surface energy) and is consistent with its low

diffusion increase. Despite the correlation between surface energy and change in diffusion

coefficient for the (111) surface, the surface energies cannot be used to explicitly determine

the relative increases in diffusion coefficient for all surfaces. For example, from the calculated

surface energies (Table 3.5) the (310) is found to be the least stable, and therefore could be

expected to exhibit the greatest increase in diffusion coefficient at its surfaces. As seen from

Figure 3.11 this is not the case. The (100) is seen to be the surface orientation that displays

the greatest increase.
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3.4.2.1 Slab Activation Energy

The activation energy of the anions was calculated for each surface slab. The Arrhenius plots

for the surfaces and bulk system for comparison are given in Figure 3.12.
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Figure 3.12: Arrhenius plot of the diffusion of the CaF2 surfaces at 1473K, 1573K and 1673K

The surface slab activation energies for the CaF2 surfaces are calculated from the slopes

from Figure 3.12. These values are given numerically in Table 3.10 and are plotted with the

bulk activation energy for the same temperature range in Figure 3.13. The higher activation

energy of the bulk system is consistent with the fact that the surface slabs were found to

possess diffusion coefficients equal to or greater than that of the bulk (Figure 3.11).

While this analysis demonstrates the decreased activation energy of all surface slabs as a

whole, it must be noted that these slabs contain bulk-like regions within the centres of

their slabs. As such, the activation energy calculated is not purely based off of the areas of

the slab that experience surface effects. This can be explicitly observed by comparing the

relative increases in diffusion coefficient at all surface orientations (given in Table 3.7) to the

relative activation energies (given in Table 3.10). There is some discrepancy between the

relative ordering. It is therefore advantageous to partition these surface slabs into regions

that display bulk-like properties and regions that are effected by the presence of the surface.
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Figure 3.13: Activation energies of all CaF2 sur-
face slabs with the activation energy of the bulk
CaF2 system (green dashed line)

Table 3.8: Activation energies calculated
from the slopes from Figure 3.12

Surface EA

Orientation (kJ/mol)

(100) 84.18 ± 0.05

(110) 102.15 ± 0.48

(111) 142.99 ± 7.58

(210) 102.71 ± 0.67

(310) 109.26 ± 8.36

(221) 133.25 ± 1.01

Bulk 184.73 ± 5.55

3.4.2.2 Sectioned Activation Energy

The slices of the surface slabs that exhibited surface effects were classified as those slices

that experienced enhanced diffusion, compared to bulk levels. The data from Figure 3.11

was analysed, and the slices that experienced diffusion greater than the bulk levels (outside

the standard error) were classified as “surface slices”. These slices were grouped and are

hence known as the “surface section”. The remaining slices of the surface slab, experiencing

bulk diffusion levels were classified as the “bulk-like slices”, and are grouped to form “bulk-

like section”. The way in which the surface slab is sectioned is demonstrated in Figure 3.14

and the number of slices used to generate both sections for each surface orientation, are given

in Table 3.9.
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Figure 3.14: Schematic of surface slab, sectioned
into “surface” and “bulk” regions

Table 3.9: Number of slices taken from the top and
bottom surface used to generate the “surface section”,
and the number of slices from the centre of the slab,
used to generate the “bulk-like section”, for all surface
orientations of CaF2

Surface # Surface # Bulk

Orientation Slices Slices

(100) 4 × 2 6

(110) 5 × 2 10

(111) 3 × 2 7

(210) 6 × 2 8

(310) 3 × 2 7

(221) 5 × 2 10

The activation energies of the surface and bulk-like sections of each surface slab orientation

were calculated separately. The Arrhenius plot for the (310) CaF2 surface is given in Figure

3.15. This plot is representative of the other surface orientations, where the bulk section

exhibits a steeper slope than the surface section, signifying a higher activation energy.
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Figure 3.15: Arrhenius plot of the diffusion of the (310) CaF2 surface, separated into “surface” and
“bulk” sections, at 1473K, 1573K and 1673K. The “bulk” exhibits a steeper slope that that of the
“surface” section, indicating a higher activation energy.
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The activation energy of the bulk-like sections and surface sections are given numerically in

Table 3.10 and are displayed graphically in Figure 3.16. The activation energy of the CaF2

bulk system is provided for comparison. The activation energies calculated from the bulk

section of all of the surface slabs were close to that calculated for the bulk CaF2 system

(the (100), (111), (210) and (221) surfaces are within the statistical error of the bulk EA),

indicating that the bulk section had been correctly identified and isolated.
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Figure 3.16: Activation energies of the sur-
face sections (purple) and bulk sections (blue)
of all CaF 2 surface slabs compared to the
activation energy of the bulk CaF2 system
(green dashed line)

Table 3.10: Activation energies of the “surface”
and “bulk” sections for all surface orientations for
temperature range 1473K-1673K using Equation
2.23, compared to bulk EA

Surface Bulk EA Surface EA

Orientation (kJ/mol) (kJ/mol)

(100) 181.43 ± 6.20 63.63 ± 2.97

(110) 171.51 ± 0.004 73.33 ± 0.12

(111) 179.76 ± 0.24 128.14 ± 0.09

(210) 177.91 ± 3.40 82.26 ± 2.34

(310) 170.11 ± 0.19 71.72 ± 0.89

(221) 178.30 ± 2.22 111.74 ± 0.52

Bulk 184.73 ± 5.55

Across all surface slab orientations, the surface sections possess lower activation energies than

the bulk sections, which is consistent with the higher diffusion coefficients these sections have.

Comparing the increases in diffusion coefficient at all surface orientations (from Table 3.7) to

the activation energies of the surface sections of the slabs (given in Table 3.10), the relative

ordering is found to be the same e.g. the (100) surface exhibits the highest surface diffusion

coefficient and the lowest surface activation energy. Also of note is the relative activation

energies of the surfaces. Isolating the surface regions results in a more pronounced difference

in activation between the different surfaces. This is due to the removal of the effect of the

bulk regions, the size of which, differed depending on the slab orientation.
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3.4.3 Sliced RDFs

The effect the presence of a surface has on the ordering of a crystal system can be displayed

by examining the RDFs of the slab as a function of depth from the surface. The surface slab

is sectioned, as before for the diffusion depth profile and for the sectioned activation energy

calculations. The top and bottom slice of the surface slab are examined, and classified as

having a “surface” structure. Both surfaces are investigated to take into account the random

nature of the ionic diffusion resulting in non-symmetric surfaces after the MD simulation. The

central slice of the slab is also investigated and classified as having a “bulk-like” structure.

Figure 3.17 shows the Ca-Ca, F-Ca and F-F RDFs ((a), (b) and (c) respectively) for two

(310) surfaces, within the centre of the (310) surface slab, for the surface slab as a whole and

for the bulk system, all at 1573K. The behaviour observed here was also seen for 1473K and

1673K.
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Figure 3.17: Partial radial distribution functions, g(r): (a) Ca-Ca, (b) F-Ca and (c) F-F, for the
two CaF2 (310) surfaces, the central slice of the (310) slab, for the (310) slab as a whole and for the
bulk CaF2 system, all at 1573K.
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All three partial RDF plots exhibit a more crystalline structure within the centre of the slab,

compared to the surfaces. This is seen by comparing their sharp, defined peaks to the much

broader, shorter peaks of the partial RDFs for the surface layers. This loss of structure for

the surface layers was found for all surface orientations studied at all temperatures. It should

be noted that both surface layers of each surface slab orientation experienced the same degree

of atomic vibration and as such have overlapping RDFs. For each of the surface slabs, the

surface orientation influenced the extent to which the surface effects propagated. This extent

corresponded to the layers that experienced an increased diffusion coefficient, compared to

bulk values for the relevant temperature (refer back to Figure 3.11 and Table 3.7). The

RDF calculated for the surface slab in its entirety demonstrates the same lattice positions as

indicated by the central slice, however it has broader, shorter peaks. This signifies an increase

in atomic vibration, which can be attributed to the fact that this RDF is comprised of both

surface and bulk-like atomic structures, and the surface effects are introducing disorder into

the slab.

3.4.4 Strained Surfaces

Straining the bulk system and introducing surfaces have both been separately shown to have

an effect on diffusion when compared to an unstrained bulk crystal (both within literature and

corroborated by the findings in this work). The effect of strain (both tensile and compressive)

on surfaces was investigated to determine the combinatory effects of both surfaces and strain,

and investigate the extent, if any, of change to the diffusivity of CaF2 surface slabs. Any

change observed was examined to determine whether it correlated with what was observed

for strained bulk systems and unstrained surface slabs.

Figure 3.18 shows the effects of tensile and compressive strains on the diffusion profile of the

(310) surface at 1473K. Tensile strain can be seen to result in an increase in diffusion coeffi-

cient from the unstrained system, with 4% tensile strain showing a substantial enhancement.

This correlates with what was seen for strained bulk systems (Figure 3.7). The diffusion co-

efficients of the bulk regions of the strained surfaces correspond with the diffusion coefficients

of the bulk system, with the comparable tensile strain applied.
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Figure 3.18: Depth analysis diffusion profile of CaF2 (310) surface with compressive (a) and tensile
(b) strain applied at 1473K. The diffusion coefficient of the bulk system of the corresponding strains
(also at 1473K) have been included for comparison

The diffusion of the (310) surface slab demonstrates a weaker response to compressive strain

than to the comparable degree of tensile strain. 1% and 2% compressive strains demonstrate

a marginally decreased diffusion coefficient within the bulk of the slab, which increases to

unstrained values at the surface. The decrease in diffusion coefficient is consistent with the

effects observed for compressive strain applied to bulk CaF2. The increase at the surfaces

could be a result of the surface effects dictating the behaviour of the ions and its influence

overwhelming the effect of strain. When 4% compressive strain is applied to the surface

slab, an increase in diffusion coefficient, compared to the unstrained system, is observed.

This increase is also present within the bulk regions of the surface slab, resulting in its

bulk diffusion coefficients being approximately 4.5 times higher than that predicted by the



Chapter 3: Calcium Fluoride Analysis 67

bulk system with 4% compressive strain applied. The introduction of strain into the system

could be extending the surface effects to deeper depths into the surface slab than previously

observed for the unstrained surface slabs, which would account for the higher then expected

diffusion coefficients. The increase observed at the surfaces of the slab for 4% compressive

strain are approximately the same as those observed for the increase observed for the slab

with 4% tensile strain applied.

The diffusion depth profile for all six surfaces for each strain was calculated and compared.

The diffusion coefficients at the surfaces of all surface orientations (average of both surfaces

in slab) for the strain range 4% tensile to 4% compressive at 1473K are given in Table 3.11

and displayed in Figure 3.19.

Table 3.11: Average diffusion coefficient (×10−5 cm2/s) of top and bottom surface for all CaF2

surface orientations and bulk, for the strain range +4% to -4% at 1473K

(100) (110) (111) (210) (310) (221)

+4% 4.75 ± 0.10 4.16 ± 0.12 3.12 ± 0.18 4.18 ± 0.23 4.28 ± 0.11 3.06 ± 0.13
+2% 4.80 ± 0.20 3.51 ± 0.01 1.95 ± 0.03 3.27 ± 0.39 3.85 ± 0.21 2.71 ± 0.07
+1% 4.52 ± 0.57 3.69 ± 0.0001 1.58 ± 0.05 3.29 ± 0.06 3.66 ± 0.02 2.26 ± 0.16
0% 5.30 ± 0.37 3.54 ± 0.05 1.50 ± 0.26 3.10 ± 0.09 3.60 ± 0.12 2.18 ± 0.50
-1% 4.15 ± 0.13 3.40 ± 0.18 0.90 ± 0.02 2.97 ± 0.02 3.65 ± 0.03 1.55 ± 0.15
-2% 4.39 ± 0.06 2.92 ± 0.32 0.59 ± 0.001 3.33 ± 0.05 3.91 ± 0.10 1.13 ± 0.09
-4% 4.71 ± 0.18 3.59 ± 0.35 0.20 ± 0.04 4.13 ± 0.17 4.32 ± 0.08 1.00 ± 0.40

The (310) surface diffusion coefficients can be seen to increase with both increasing tensile

and compressive strain. Similar behaviour is experienced by the (110) and (210) surfaces.

The (100) surface has a much higher diffusion coefficient for the unstrained system than the

strained systems. The trend of diffusion coefficients experienced by the (111) and (221) sur-

faces correlates with the behaviour observed for bulk CaF2, of increasing diffusion coefficient

with increasing tensile strain and decreasing diffusion coefficient with increasing compressive

strain.
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Figure 3.19: Average diffusion coefficient of top and bottom surface for all CaF2 surface orientations
and bulk, for the strain range +4% to -4% at 1473K, from Table 3.11

For the unstrained (111) surface slab, the surfaces show a definite increase in diffusion coef-

ficient compared to that within the centre of the slab (as demonstrated in Figure 3.20(a)).

When 4% compressive strain is applied to this surface slab, it results in a considerable reduc-

tion in the increase in diffusion coefficient observed at the surface. This indicates that the

effect the presence of a surface has on the diffusion is becoming overwhelmed by the strain

effects. This effect is observed for all temperatures studied, with the diffusion enhancement

at the surface increasing with temperature as the surface effects become more pronounced.

The (221) surface displays very similar diffusive characteristics to the (111) surface when

strain is applied. The diffusion depth profile of the (221) surface with 4% compressive strain

exhibits the lowest diffusion coefficient across the entire slab (Figure 3.20(b)). This surface

orientation shows an increase at the surfaces, unlike the (111), indicating the surface effects

are still having an impact on the diffusion. The (111) surface orientation has been seen to

exhibit the lowest surface energy, while the (221) orientation has been found to exhibit the

second highest surface energy (from Table 3.5). The greater stability of the (111) surface

could explain its tendency to lose its surface effects at high strain, with a reduction of its

surface diffusion coefficient to close to bulk levels. The reduced stability of the (221) surface

orientation could, in the same manner, explain its surface effects persisting with high strain.
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Figure 3.20: Depth analysis diffusion profile of CaF2 (a) (111) and (b) (221) surfaces with com-
pressive strain applied at 1473K. The diffusion coefficients of the bulk system of the corresponding
strains (also at 1473K) have been included for comparison.

3.5 Grain Boundaries

Seven CaF2 low index tilt grain boundaries, the Σ3(111), Σ5(210), Σ5(310), Σ9(221), Σ11(332),

Σ13(320) and the Σ13(510), were investigated in this study. They have all been previously

documented in literature for other fluorite systems, although there remains extremely limited

literature data available on CaF2 grain boundaries.
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3.5.1 Grain Boundary Structures

The potential energy surfaces obtained from METADISE were used to generate the lowest

energy grain boundary structure. The PES for the Σ9(221) grain boundary is show in Figure

3.21.
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Figure 3.21: Potential energy surface of Σ9(221) grain boundary

The structures of the surfaces used for reflection to generate the grain boundaries are shown

in Figure 3.22. The (310), (332) and (510) are type I, the (111) type II and the (210), (221)

and (320) are type III, according to Tasker [53]. The (111), (221) and (320) surfaces are

anion terminated, the (210) is cation terminated and the (332), (310) and (510) surfaces are

cation and anion terminated.

(111) (210) (310)

(320) (510)

(221)

(332)

Figure 3.22: Atomic structure of surfaces used to generate their respective grain boundary, where
the dashed line indicates the surface.
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The energy minimised grain boundary structures found by temperature scaling to 573K

followed by 300K are given below and are compared to literature structures of other fluorite-

structured materials. The F− ions for all (except for the Σ13(320)) grain boundaries have

been removed for clarity.

3.5.1.1 Σ3(111)

The energy minimised Σ3 (111) grain boundary structure found for CaF2 (Figure 3.23), is

comparable to other fluorite systems examined both theoretically [64, 147, 148] and exper-

imentally [5, 8]. It is visually the most ‘bulk-like’ grain boundary that is studied in this

work.

(a) (b)

Figure 3.23: (a) Average Σ5 (210) CaF2 grain boundary structure over 300K MD run, compared
to (b) a HAADF STEM experimental image of CeO2 [5]
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3.5.1.2 Σ5(210)

The kite shapes formed by the Σ5(210) CaF2 grain boundary (Figure 3.24) are comparable

to those found for fluorite structured systems analysed both theoretically and experimentally

[6–8, 149–151].

(a) (b)

Figure 3.24: (a) Average Σ5 (210) CaF2 grain boundary structure over 300K MD run, compared
to (b) a HAADF image of a CeO2 Σ5 (210) GB [6]

3.5.1.3 Σ5(310)

Figure 3.25 demonstrates the similarity between the CaF2 structure, and that obtained

experimentally using a HAADF-STEM of CeO2 [7]. This connected triangle structure has

been observed in other previous studies, in fluorite materials such as YSZ, doped ceria and

UO2 [64, 130, 147, 149].

(a) (b)

Figure 3.25: (a) Average Σ5 (310) CaF2 grain boundary structure over 300K MD run, compared
to (b) a statistically averaged STEM-HAADF image of a CeO2 Σ5 (310) GB [7]
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3.5.1.4 Σ9(221)

Using the lowest energy point predicted by the shell model in METADISE allowed for the

generation of a Σ9(221) grain boundary, whose structure correlates closely with other fluorite

systems [64, 149]. Figure 3.26 demonstrates the highly comparable structures of the Σ9(221)

CaF2 grain boundary, and that of CeO2, obtained experimentally using a HAADF-STEM

[8].

(a) (b)

Figure 3.26: (a) the average Σ9 (221) grain boundary structure over 300K MD run, compared to
(b) a HAADF STEM experimental image of CeO2 [8]

3.5.1.5 Σ11 (332)

This grain boundary has not been studied to the same extent as previous boundaries. The

only clear demonstration of its structure, that this author could locate, is given by Feng et

al. for CeO2[8]. The Σ11 (332) grain boundary structure generated here is given in Figure

3.27, showing repeating “big - small” open areas. This structure does not correspond to that

of Feng.

Figure 3.27: Average CaF2 Σ11(332) grain boundary structure over 300K MD simulation
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This structure underwent further investigation to determine whether the Feng structure

could be simulated. The structure was heated to a high temperature (1473K) for 25ps to

provide energy for rearrangement of the atomic structure. This high temperature structure

was then run at 573K and 300K as before and the resulting grain boundary structure is given

in Figure 3.28. This structure, with repeating open areas of the same size, however, has a

higher energy than that of the “big - small” structure. There is discrepancy within literature

as to the exact structure of some highly studied grain boundaries and due to this boundary

being largely neglected it is possible that further studies may find structures contrasting with

that of Feng.

(a) (b)

Figure 3.28: (a) average CaF2 Σ11(332) grain boundary structure over 300K MD simulation (after
inital high temperature scaling) compared to (b) HAADF STEM image of CeO2 GB [8]
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3.5.1.6 Σ13 (320)

There have been limited studies carried out on the Σ13 (320) fluorite structured grain bound-

ary. However, it was found that the Σ13 (320) CaF2 grain boundary had a similar structure to

the experimentally obtained structure of CeO2 [7] (see Figure 3.29) and the computationally

determined structure of YSZ [130].

(a) (b)

Figure 3.29: (a) Statistically averaged HAADF STEM image of Σ13 (320) ceria, overlaid with
identified structural units [7] (black - Ce at Z=0, white - Ce at Z=0.5 and yellow - O), compared to
(b) average CaF2 grain boundary structure over 300K MD simulation

3.5.1.7 Σ13 (510)

The Σ13 (510) fluorite grain boundary has been more intensively studied then the Σ13 (320).

Its structure has been observed experimentally and computationally in YSZ [8, 9, 11, 149]

and CeO2 [7, 8]. In Figure 3.30 the CaF2 Σ13 (510) grain boundary is compared to that of

an experimentally obtained Σ13 (510) boundary of YSZ [9].

(a)(a) (b)

Figure 3.30: (a) Average Σ13 (510) CaF2 grain boundary structure over 300K MD run, compared
to (b) Σ13 (510) YSZ grain boundary obtained from experiment [9]
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3.5.2 Grain Boundary Stability

The grain boundary energies were calculated for each grain boundary orientation using Equa-

tion 1.12, which can be written as:

σGB =
Eslab - nEbulk

2A
(3.3)

where Eslab is the total energy of the supercell slab containing the grain-boundary, n is the

number of formula units in the supercell, Ebulk is the bulk energy per formula unit, A is the

area of the grain-boundary plane within the supercell and 2 is the number of identical grain

boundaries present in the supercell. The grain boundary energies are shown in Table 3.12,

and can be used to determine the relative stability of the grain boundaries studied.

Table 3.12: Grain boundary energies, σGB , calculated for various CaF2 boundary orientations (in
Jm−2), listed according to their order of stability

Grain Boundary This Work

Σ3(111) 0.065

Σ9(221) 0.132

Σ5(210) 0.140

Σ5(310) 0.153

Σ13(510) 0.154

Σ13(320) 0.165

Σ11(332) 0.172

All of the grain boundary energies are lower than the surface energies for the corresponding

orientation, signifying that the grain boundary structure is more stable. This is due to the

fact that, although their coordination number may be different to atoms within the bulk of

the material, unlike surface atoms, the atoms that make up the grain boundary structure

have atoms surrounding them in all three directions.

As for the corresponding surface energies, the Σ3(111) grain boundary is found to possess

the most stable orientation, as would be expected due to it exhibiting the most ‘bulk-like’

structure (as demonstrated in Figure 3.23). Overall, the grain boundary surface energies

increase with increasing density of coincident sites. The Σ9(221) and Σ11(332) grain bound-

aries, however, are an exception to this trend, indicating that the Σ value, while useful, is

insufficient to determine the order of stability, as discussed by Wolf [152].
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Van Brutzel and Vincent-Aublant [65] carried out a computational study on six UO2 grain

boundaries, the Σ5(310), Σ13(510), Σ17(530), Σ25(710), Σ29(730) and Σ41(910), and found

an increase in grain boundary energy with misorientation angle. The Σ5(310) grain boundary

was shown to demonstrate a significantly lower energy than the other boundary orientations,

postulated to be as a result of it possessing the most favourable GB orientation out of those

studied. Williams et al. [64] also calculated UO2 grain boundary energies and found the

order of stability to be Σ3(111) > Σ9(221) > Σ5(310) > Σ5(210). This order of stability

is consisted with the order of stability they found for the corresponding UO2 surfaces i.e.

(111) > (221) > (310) > (210). Their grain boundary order of stability disagrees with that

determined in this study, however their results show no obvious trend between stability and

misorientation angle as was found here.

The coordination number of the surfaces used to generate the grain boundaries was inves-

tigated to determine whether a correlation could be made with the coordination number

and grain boundary energy. The coordination number of the surface cations used for the

GB construction (shown in Figure 3.22) was found to correlate somewhat with the grain

boundary energies. Generally, the higher coordination numbers correspond to lower grain

boundary energies. As all of the surafce cations do not have the same coordination number,

the coordination number alone is insufficient to fully describe the relative stabilities of the

grain boundaries.

Table 3.13: The coordination number of the surface Ca2+ ions from the surfaces used to generate
the GBs (Figure 3.22), listed according to the order of stability determined from the grain boundary
energies calculated in this study.

Grain
Boundary

Coordination
Number

Σ3(111) 7

Σ9(221) 6, 7, 8

Σ5(210) 4, 6, 8

Σ5(310) 4, 6, 8

Σ13(510) 4, 6, 8

Σ13(320) 4, 6

Σ11(332) 3, 4, 5, 6
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3.5.3 Depth Analysis of Diffusion

The diffusion of all of the grain boundary slabs was investigated as a function of depth, as

was done for the surface slabs, and all of the grain boundary depth profiles were found to

exhibit similar behaviour. The Σ5(310) depth profile at 1473K is presented here in detail.

Figure 3.31 demonstrates a definite increase in diffusion coefficient at both grain boundaries

that are present within the slab, with a reduction of diffusion coefficient within the bulk-like

sections of the slab, down to near-bulk levels. The increase observed at the grain boundaries

is similar, both to one another and to the increase in diffusion observed for the (310) CaF2

surface (Figure 3.10).

The average structure over the 1473K simulation clearly displays an increase in disorder in

the anion sublattice at the grain boundaries. The bulk-like sections of the grain boundary

slab retain a more rigid structure, corresponding to the lower diffusion coefficients found

for this region. The average structure of the cation sublattice does not demonstrate any

enhanced disorder at the boundaries.
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Figure 3.31: Depth analysis diffusion profile average Ca2+ positions of the Σ5(310) grain boundary,
at 1473K

This analysis was carried out on all of the remaining grain boundaries. Figure 3.32 compares

the diffusion depth profiles of all of the boundaries at 1473K, 1573K and 1673K. For all tem-

peratures, all structures exhibit a definite increase in diffusion coefficient at their boundaries.

This increase ranges from ∼5× to 9× that of the bulk at 1473K, ∼2× to 4× at 1573K, and

∼2× to 3× at 1673K, with a return to bulk values within the centre of the slabs.
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Table 3.14 shows the diffusion coefficient, calculated along each of the grain boundaries, for

all boundary orientations. These values are the averages of the increases observed for both

grain boundaries present in each slab, which are taken to account for the non-symmetric

nature of the diffusion at the boundaries. Unlike the surface diffusion depth profile, the

relative increase in diffusion coefficient for all the grain boundaries is not consistent across

all temperatures studied.

Table 3.14: Average diffusion coefficient (×10−5 cm2/s) of both grain boundaries within each slab
orientation at 1473K, 1573K and 1673K

1473K 1573K 1673K

Σ3(111) 3.452 ± 0.950 4.814 ± 0.367 5.297 ± 0.505

Σ5(210) 2.852 ± 0.411 3.753 ± 0.497 5.129 ± 0.186

Σ5(310) 3.267 ± 0.164 4.384 ± 0.038 5.423 ± 0.455

Σ9(221) 3.344 ± 0.057 4.073 ± 0.194 5.625 ± 0.433

Σ11(332) 3.438 ± 0.075 4.494 ± 0.076 5.455 ± 0.173

Σ13(510) 3.241 ± 0.155 4.081 ± 0.075 5.271 ± 0.249

Σ13(320) 2.776 ± 0.180 3.772 ± 0.406 5.040 ± 0.287

At 1473K and 1573K, the Σ3(111) grain boundary demonstrated the greatest increase in

diffusion coefficient at its boundaries, compared to the other grain boundaries studied. This

was unexpected as, like the (111) surface, the Σ3(111) boundary orientation possessed the

lowest grain boundary energy (from Table 3.12), and the (111) surface demonstrated the

smallest increase in diffusion coefficient at its surface, compared to all the other surface ori-

entations. Similar behaviour was therefore expected for the corresponding grain boundary as

for the surface. The grain boundary that exhibits the smallest increase in diffusion coefficient

at 1473K is the Σ11(320), which was determined to have the second highest (and therefore

expected to be the second least stable) grain boundary energy of those studied. Based on

its energy, this boundary structure would be expected to exhibit a large increase in diffusion

coefficient.

As the temperature increases, the increase in diffusion coefficient of the Σ3(111) grain bound-

ary, relative to the other boundaries, decreases. The Σ9(221) grain boundary becomes the

orientation that produces the greatest increase in diffusion coefficient. This boundary was

determined to have the second lowest grain boundary energy. The third and fourth lowest

energy grain boundaries, the Σ5(210) and the Σ5(310) respectively, demonstrate contrasting
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characteristics. The Σ5(210) has the smallest increase and the Σ5(310) has the second largest

increase in diffusion coefficient at their boundaries. The grain boundary energies are there-

fore insufficient in determining the relative increase in diffusion coefficient, and temperature

effects have been shown to have a significant impact on their relative diffusivities.

3.5.3.1 Sectioned Activation Energy

The activation energy of the grain boundaries within the slab were calculated separately

from that of the bulk-like regions using the same method as for the surfaces. The “grain

boundary regions” were classified as being comprised of slices that experienced diffusion

greater than (and outside statistical error from) the bulk levels (from Figure 3.32). The

remaining slices were grouped and classified as being “bulk-like regions”. A schematic of

how the grain boundary slabs were partitioned is given in Figure 3.33. The number of slices

used to generate the boundary and bulk sections for each slab orientation are given in Table

3.16.

Bulk 

Section

Bulk 

Section

End GB

Section

Central GB

Section

End GB

Section

Figure 3.33: Schematic of grain boundary slab,
sectioned into 2 “bulk” and 3 “grain boundary”
(GB) regions. The GB regions can be further clas-
sified as either “end” or “central” GB regions.

Table 3.15: Number of slices used to generate
the “grain boundary” section and the “bulk-like”
section, for all grain boundary orientations of CaF2

GB End Central
Bulk

Orientation GB GB

Σ3(111) 3 × 2 6 6 × 2

Σ5(210) 4 × 2 7 6 × 2

Σ5(310) 4 × 2 5 7 × 2

Σ9(221) 3 × 2 7 7 × 2

Σ11(332) 5 × 2 7 5 × 2

Σ13(510) 4 × 2 7 6 × 2

Σ13(320) 4 × 2 7 6 × 2
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The activation energies of the grain boundary and bulk-like sections of each orientation were

calculated separately. The Arrhenius plot for the Σ5(310) CaF2 grain boundary is given

in Figure 3.34. This plot is representative of the other boundary orientations, where the

bulk section exhibits a steeper slope than the grain boundary section, signifying a higher

activation energy.

The activation energies calculated for each of both the grain boundary and bulk sections for

all the grain boundary orientations are given in Table 3.16. The activation energy for the

bulk system is also given for comparison. The “bulk” sections of all the grain boundaries, bar

the Σ3(111), can be seen to possess an activation energy that is significantly lower than that

of the bulk system, as demonstrated in Figure 3.35. This difference is much larger here than

that calculated for the bulk-like sections of the CaF2 surfaces (Figure 3.16). The diffusion

coefficients of the bulk-section of the grain boundaries slabs are slightly increased from the

true bulk value, as seen in Figure 3.32, which could be as a result of the grain boundary

effects permeating within the “bulk” regions. This could account for this decreased activation

energy.

The Σ3(111) grain boundary possesses the lowest grain boundary energy (values given in

Table 3.12) and the most bulk-like structure, which could account for its bulk regions ex-

hibiting the activation energy closest to that of the bulk system. Conversely, the Σ11(332)

was found to posses the highest grain boundary energy. This boundary orientation exhibits

the second lowest activation energy for its bulk regions, in a trend consistent with that set

by the Σ3(111) boundary. Contradicting this trend is the Σ5(210), which has the lowest

bulk activation energy value, yet it has the third highest grain boundary energy. There are,

evidently, additional factors playing a part influencing the activation energy of the bulk-like

sections of the grain boundary slabs, other than the grain boundary energy.
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Table 3.16: Activation energies of the “grain boundary” (GB) and “bulk” sections for all
boundary orientations for temperature range 1473K-1673K using Equation 2.23, compared
to bulk EA

GB Bulk EA GB EA

Orientation (kJ/mol) (kJ/mol)

Σ3(111) 182.573 ± 1.916 72.586 ± 5.180

Σ5(210) 139.963 ± 1.080 75.943 ± 1.233

Σ5(310) 168.487 ± 4.865 73.609 ± 2.085

Σ9(221) 148.986 ± 2.843 79.791 ± 2.411

Σ11(332) 147.948 ± 6.906 67.213 ± 6.910

Σ13(320) 163.161 ± 6.870 72.414 ± 7.193

Σ13(510) 152.399 ± 4.676 69.631 ± 8.939

Bulk 184.73 ± 5.55

3.5.4 Sliced RDFs

The partial RDFs of the grain boundaries were examined as a function of depth in order to

examine the degree of atomic structure within the boundary compared to within the bulk

sections of the slab. The analysis method is detailed for the Σ5(310) grain boundary, due to

its behaviour being representative of the other grain boundary orientations studied. Its dif-

fusion depth profile was examined to identify slices that were representative of either a grain

boundary position (indicated by high diffusion coefficient) or a bulk-like region (indicated by

its bulk-like diffusion coefficient). The slices selected to have their partial RDFs investigated

are indicated in Figure 3.36.

Figure 3.37 shows the Ca-Ca, F-Ca and F-F partial RDFs ((a), (b) and (c) respectively) for

the Σ5(310) grain boundary for the slices selected, compared to those of the bulk sections of

the slab and also for the bulk system, all obtained at 1573K. Similar behaviour is also seen for

the grain boundary at 1473K and 1673K. All three of the partial RDFs demonstrate higher,

sharper peaks for the bulk regions of the slab compared to the shorter, broader peaks of the

grain boundary regions. The bulk region peaks also persist to greater interatomic distances.

This indicates that the bulk regions have a higher crystal ordering. Similar results were found

for the (310) CaF2 surface, however the relative change between the bulk and surface/grain

boundary regions is greater for the (310) surface, indicating that the Σ5(310) grain boundary

possesses a more structured, bulk-like configuration than its comparable surface.
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3.6 Summary

The bulk results section (Section 3.3) demonstrated the ability of the method and potential

used to reproduce experimental results, such as thermal expansion coefficients, diffusion

coefficients, ionic conductivities and activation energies. The data obtained from the bulk

simulations was then used to compare with other, more complex, systems investigated, such

as strained bulk, surfaces and grain boundaries.

Section 3.3.5 investigated the effect that strain had on the diffusivity and structure of the

bulk system. The effect of compressive strain was investigated, and generally resulted in

a decrease in diffusion coefficient for increasing strain, as predicted by previous literature

studies on other fluorite structured materials. However, there was a discrepancy observed

for 4% compressive strain at 1673K, where its diffusion coefficient was higher than expected

by the previous trend set out. A decrease in F− disorder from the unstrained system, observed

both by examining the average structure of the system over the simulation and through the

sharp peaks of the partial RDFs, was consistent with the decrease in diffusion coefficient

found, compared to the unstrained system.

Across all temperatures investigated, the diffusion coefficient of the system was found to

increase with increasing tensile strain, consistent with the findings reported in literature.

This increase could be visually observed by the increased F− disorder averaged over the

simulation, when compared to the unstrained system. The partial RDFs of the bulk CaF2

systems with tensile strain exhibited broader, shorter peaks than its unstrained counterpart,

consistent with the system expanding and its disorder increasing. The increase in diffusion

as a result of strain is equivalent to that observed with a 150K increase in temperature. The

introduction of strain into a system has, therefore, been proposed as a possible mechanism

by which the operating temperature of diffusion based devices could be lowered.

In the surfaces results section (Section 3.4), the effect of six surfaces, the (100), (110), (111),

(210), (310) and (221), was investigated. The relative surface stability was determined in

Section 3.4.1 and found to be (111) > (110) > (210) > (100) > (221) > (310), agreeing with

literature findings of other fluorite structured materials. This highlighted the ability of the

method and potential used to accurately model, and simulate the atomic movement within,

CaF2 surfaces. The effect of surfaces on the diffusivity of the system was examined in Section

3.4.2. There was found to be an increase in the diffusion coefficient at the surfaces, with
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a return to bulk-like values within the centre of the slab, for all surface orientations. The

activation energies of the surface slabs, both as a whole and sectioned to isolate the regions

experiencing surface effects, were studied in Sections 3.4.2.1 and 3.4.2.2. The “surface”

region activation energies for all orientations were consistently found to be lower than that

of the “bulk” region, in accordance with the increased diffusion coefficients at the surfaces.

The partial RDFs from both the surface and from within the centre of a surface slab were

compared. The surface RDFs were found to be shorter and broader than those of the bulk,

consistent with the increased disorder and diffusivity in the region.

The combinatory effect of surfaces and strain was investigated by straining all the surface

orientations and comparing the change in diffusivity with both unstrained surfaces and with

strained bulk. Overall, increasing tensile strain was found to result in an increase in diffusion

coefficient, both within the bulk of the slab and at the surfaces. Only the (111) and (221)

surface orientations were found to follow the trend of consistently decreasing diffusivity with

increasing compressive strain, as found for the bulk system.

Seven grain boundary structures (the Σ3(111), Σ5(210), Σ5(310), Σ9(221), Σ11(332), Σ13(320)

and the Σ13(510)) were generated and examined in the grain boundaries results section (Sec-

tion 3.5) and their relative stability was determined by calculating the grain boundary ener-

gies for all orientations. The structures and stability were found to be comparable with those

from other fluorite structured systems. Section 3.5.3 investigated the diffusion of the grain

boundaries as a function of depth, and the diffusivity was seen to increase at the bound-

ary for all orientations, at all temperatures studied. However, the relative increase at the

boundaries, unlike for the surfaces, was not consistent across the temperature range. The

activation energy of the grain boundary regions was calculated separately from the bulk-like

regions of the grain boundary slabs and found to be lower than that of the bulk regions,

as was found for the surface slabs. The structure of the grain boundary slabs was also in-

vestigated as a function of depth, and the partial RDFs obtained from the boundary were

more disordered than the bulk. However, the peaks of the grain boundary demonstrated

more structure than those of the corresponding surface, consistent with the grain boundary

energies that indicated the boundaries were more stable than the surfaces.

The information gained from this study of CaF2 can be applied to other fluorite structured

systems, such as yttria-stabilised zirconia, which will be under investigation in Chapter 4.
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Figure 3.32: Comparison of depth analysis diffusion profiles for different grain boundary orientations
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Chapter 4: Yttria-Stabilised Zirconia Anal-

ysis

4.1 Introduction

ZrO2 exhibits three phases, monoclinic, tetragonal and cubic. At room temperature, under

ambient pressure, zirconia’s thermodynamic stable phase is monoclinic. This phase trans-

forms into tetragonal upon heating to 1443K and then into the cubic phase at 2643K, which

is stable up to the melting point (2953K) [153–155]. These phase changes have large volume

changes (c → t ≈ 2.3% and t → m ≈ 4.5% [156]). Pure zirconia is unsuitable for utilisa-

tion in devices, as volume changes of this extent will result in fracturing at the interfaces of

components, it therefore requires stabilisation to prevent these volume changes.

One of the ways to achieve stabilisation of the cubic phase is through doping, either with

a suitable divalent (e.g. Ca2+, Mg2+) or trivalent (e.g. Y3+, Sc3+, Nd3+) cation. In these

doped system, the dopant cations are located substitutionally on the Zr4+ sites and oxygen

vacancies are generated to preserve the charge neutrality of the system. It is this vacancy

generation that is responsible for the high ionic conductivity of YSZ, as the vacancies facilitate

the conduction of the O2− ions through the material and make the material a fast ionic

conductor (FIC). The high ionic conductivity, coupled with low electronic conductivity, makes

stabilised zirconia a highly attractive material for application within numerous devices, such

as solid oxide fuel cells and gas sensors.

Yttria-stabilised zirconia (YSZ) is a commonly used electrolyte in these diffusion based de-

vices, due to its good ionic conductivity over a wide range of oxygen partial pressures and

its chemical stability in oxidising and reducing atmospheres [157]. It also benefits from a

relatively high melting point (≈ 2973K [158]). In YSZ, a dopant cation, Y3+, will replace a

zirconium cation, Zr4+. As a result of the lower valence state, an oxygen vacancy is generated

to preserve charge neutrality. In Kröger-Vink notation this substitution is given by:

89
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Y2O3 + 2Zr×Zr + O×O ⇐⇒ 2Y
′
Zr+ V••O + 2ZrO2 (4.1)

The maximum conductivity of a doped-zirconia system has been found to be when the dopant

concentration is the minimum required to stabilise the cubic structure [159–161]. There is

some debate within literature as to the exact yttria concentration required to achieve this

stabilisation, however there is wide-spread agreement, within both theoretical and experi-

mental reports, that it is between 8 and 10 mol% [13, 157, 162–164] (YxZr1−xO2−x/2, where x

= 0.16, 0.20 respectively). This concentration strikes a balance between factors that enhance

and hinder the ionic conductivity. An increase in the number of vacancies generated has a

beneficial effect on conductivity, due to there being additional sites for the oxygen ions to

diffuse into. However, further increase in yttria concentration has been shown to hinder the

ionic conductivity.

This conductivity decrease has been postulated to be due to an increase in the association

between the oxygen vacancies and Y3+ dopant ions [13] and the rate of diffusion of the oxide

ions reducing in the vicinity of the dopant ions [14]. It has also been suggested that, as

a result of the ionic diffusion within YSZ being associated with atomic defects within the

material, interactions between these defects could impact the conductivity the system [165].

The resultant vacancy ordering within the system due to these interaction has been suggested

to be determined by vacancy-vacancy > dopant-vacancy >> dopant-dopant interactions.

Another study, by Kilo et al. [164], used tracer diffusion experiments and molecular dynamics

simulations to study the diffusion with YSZ containing 5-25% yttria. This study found that,

for yttria concentrations >10%, the decrease in diffusion coefficient with increasing dopant

concentration was as a result of jumps of oxygen vacancies close to the lower valent Y3+

cations being less likely than jumps closer to Zr4+ cations.

The increase of dopant concentration leads to an increase in interactions between these

dopants and the oxygen vacancies they generate. Two yttrium atoms tend to be situated

in the nearest neighbour (NN) position to one another and next nearest neighbours (NNN)

to oxygen vacancies [166? ], whereas the oxygen vacancies prefer the NN position to the

zirconium ions. This is consistent with previous experimental [167–169] and computational

[166, 170, 171] studies that found the Y3+ ions adopt a 8-fold O-coordination, with the
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Zr4+ O-coordination being reduced from the 8-fold it adopts in ZrO2, to 7-fold in the doped

material.

Various surfaces of YSZ have been investigated, both experimentally and computationally

[14, 172? ] to try understand the effect their presence has on the ionic conductivity within

the system. A study by Iskandarov and Umeno used molecular dynamics with an interatomic

potential [? ] to investigate the investigate the effect of the (110) and (111) surfaces on oxygen

diffusion within YSZ [14]. This study found that the (110) surface caused a segregation of

vacancies towards the surface and the (111) surface resulted in a migration of vacancies

away from the surface to the bulk region. The higher oxygen vacancy concentration of the

(110) surface resulted in increased ionic diffusion at the surface, while the (111) surface

experienced a decrease in the ionic diffusion in that region. Balducci et al.’s study of the

(110) and (111) surfaces of cubic-ZrO2 [173] found that oxygen vacancies tended to segregate

toward both these surfaces. There is discrepancy within literature as to the exact effect of

different surface orientations on the segregation of oxygen vacancies, and by extension the

effect on ionic diffusion within the region. This will be addressed here.

This study will investigate YSZ with 8%, 10% and 12% dopant concentration. These dopant

concentrations were selected to be be investigated in this study to determine the dopant

concentration that results in maximum conductivity. The same surfaces as examined for

CaF2 were generated and studied here for YSZ, so that a comparison between the two fluorite

structured materials could be made and the findings compared with literature results of YSZ

surfaces. The surface effects on diffusion were considered as a function of depth, as for CaF2,

however for YSZ there is an additional element that must be considered, vacancy segregation.
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4.2 Methodology

A 6×6×6 supercell of bulk ZrO2, containing 2592 atoms, was initially generated. This pure

system was doped with 8%, 10% and 12% yttria, and oxygen atoms were randomly removed

to generate charge compensating oxygen vacancies, to preserve the charge neutrality of the

system. METADISE was used to cleave six surfaces (the (100), (110), (111), (210), (310)

and the (221)) from the pure, undoped bulk ZrO2 supercell, ensuring each surface slab was

a minimum of 35Å deep and each had a 40Å vacuum gap inserted (as for CaF2, see Figure

3.1). These surfaces were then doped with 8%, 10% and 12% yttria. The number of each

atom type and oxygen vacancies for the bulk and surfaces for 8%, 10% and 12% dopant

concentration are given in Table 4.1.

Table 4.1: Number of O, Zr and Y atoms and O vacancies for the bulk YSZ system and each of the
YSZ surfaces, with 8%, 10% and 12% dopant concentration

% O Zr Y Ovac % O Zr Y Ovac

Bulk
8 1659 726 138 69

(210)
8 1751 766 146 73

10 1642 692 172 86 10 1733 730 182 91
12 1624 656 208 104 12 1715 694 218 109

(100)
(110)

8 1843 806 154 77
(310)

8 1920 840 160 80
10 1824 768 192 96 10 1900 800 200 100
12 1805 730 230 115 12 1880 760 240 120

(111)
8 1936 848 160 80

(221)
8 1728 756 144 72

10 1915 806 202 101 10 1710 720 180 90
12 1895 766 242 121 12 1692 684 216 108

The doped bulk systems were run at 973K, 1173K, 1373K and 1573K and the surfaces were

run at 1173K, 1373K and 1573K. Three different configurations for each dopant concentration

were generated by randomly replacing zirconium with yttrium and removing oxygen atoms

to generate oxygen vacancies. Each configuration was run at each temperature (see Figure

4.1, where all “config 1” etc. have the same inital starting configuration), allowing for a

comparison to be made between the temperature effects on the system. Averaging results

over three runs is done to take into account the statistical nature of MD.
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Figure 4.1: Schematic of how the YSZ systems were doped. There were three configurations run
for each temperature, where the three configurations were consistent across all temperatures to allow
for comparison of the temperature effects on the system.

4.2.1 Simulation Information

The surfaces were initially all run at 1573K for 20ps to allow the random vacancy positions

the time and energy to reposition themselves into an energy favourable position, determined

by the surface effects propagating into the slab.

The same method was applied to the bulk systems as to the surface slabs (after the surfaces

had completed their initial 20ps 1573K run) and is as follows:

• Each system was temperature scaled to the desired temperature every 0.1ps for 10ps.

• The system was then equilibrated at this temperature for 30ps.

• The production run lasted 3ns for the bulk 973K and 1ns for the remaining systems

investigated

All simulations were carried out using a timestep of 4fs and a short range cut-off of 12Å.

The bulk simulations were run using the isothermal-isobaric (NPT ) ensemble and the surface

slabs were run using the canonical (NVT ) ensemble (using volumes scaled by the thermal

expansion coefficients calculated from the bulk).
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4.2.2 Potential Parameters

The potential parameters used for simulations of yttria-stabilised zirconia were derived by

Burbano et al. [47] and were obtained from fitting to ab initio simulations. The parameters

used in this study are shown in Table 4.2.

Table 4.2: YSZ Potential parameters used, all given in atomic units.
The parameters bO2−−X have the same value as bX−O2− and short-range
parameters not given are equal to zero

Repulsive and dispersive parameters

Aij aij Bij bij C6 C8 b6 b8

O - O 7.15 18.52 50000 1.00 83 1240 1.30 1.70
Y - O 118.0 1.38 50000 1.50 21 264 1.60 2.08
Zr - O 89.79 1.29 50000 1.75 21 271 1.62 2.10

Polarisabilities and damping parameters

α bO2−−X cO2−−X cX−O2−

O2− 13.97 2.18 3.03 -
Y3+ 2.31 1.47 1.08 -0.60
Zr4+ 2.38 1.74 1.56 -0.60
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4.3 Bulk

The physical properties of bulk yttria-stabilised zirconia were investigated and compared

with literature to ensure the validity of the potential used and to establish a baseline with

which the surface effects could be compared.

4.3.1 Thermal Expansion

4.3.1.1 Lattice Constants

The lattice constants of cubic YSZ, doped with 8%, 10% and 12% yttria for the temperature

range 973K - 1573K, were determined from the length of one side of the cubic bulk system

after the NPT MD simulation. Figure 4.2 shows that the lattice constants compared well

with those found in literature [10–12]. The lattice constants are seen to increase with both

temperature and yttria concentration. The increased thermal energy input into the system

causes greater lattice distortions and a corresponding expansion in the volume of the system.

The cause of the increase in lattice constant with yttria concentration can be examined by

studying the Zr- O and Y-O partial RDFs.
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Figure 4.2: Lattice constants of YSZ as a function of temperature for 8, 10 and 12% yttria content
from this study compared to literature values for 8% and 12% doped YSZ, designated as 1 [10], 2 [11]
and 3 [12]



YSZ Analysis 96

4.3.1.2 Radial Distribution Functions

Figure 4.3 demonstrates the cation - anion and anion - anion partial RDFs for all dopant

concentrations investigated at the highest temperature studied, 1573K. All partial RDFs can

be seen to maintain long range order, indicating that the crystalline structure is maintained

throughout the simulation.
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Figure 4.3: Zr-O, Y-O and O-O partial RDFs (averaged over 3 configurations) for 8, 10 and 12%
YSZ at 1573K

The lattice constant of bulk YSZ was seen to increase with increasing dopant concentration

(observed in Figure 4.2). The Zr-O and Y-O partial RDFs for each yttria concentration

were examined to determine whether differing anion-cation interactions were the cause of

this change in lattice constant. Figures 4.3(a) and (b) shows no discernible difference in

the shapes of either the Zr-O or Y-O partial RDFs, respectively, with yttria content. Of

particular interest is the interatomic distance of the first peak, which indicates the nearest

neighbour distance, remains approximately stationary with varying dopant concentration.
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The peak position for the Zr-O and Y-O partial RDFs shift to the right with increasing

dopant concentration, indicating longer interatomic distances. The change in peak position,

however, is extremely small and therefore not considered to be the cause of the change in

lattice constant. The differences in interatomic distances between the Zr4+ and Y3+ cations

to the O2− anions can be used to explain the substantial change in lattice constant. The Zr-O

distance was found to be 2.1Å, which was shorter than the Y-O distance of 2.3Å, agreeing

with those found within literature [174]. The cause of this change can largely be explained

by the difference size of the cations; 0.84 Å for Zr4+ and 1.04Å for Y3+ [175].

4.3.1.3 Thermal Expansion Coefficients

The thermal expansion of the bulk system was calculated using Equation 3.1. A plot of L−L0
L0

against temperature for bulk YSZ (shown in Figure 4.4) demonstrates linear behaviour, signi-

fying that the expansion coefficient is constant for each concentration across the temperature

range 973K - 1573K. The linear thermal expansion coefficients calculated for each dopant

concentration are given in Table 4.3. 8% YSZ has the highest linear expansion coefficient,

and 12% the lowest.

This trend was observed in an experimental study by Biswas et al. [12] in which YSZ with

8% - 12% dopant concentration was studied by in situ high temperature X-ray diffraction

in the temperature range of 373K - 1273K. Biswas et al. found that the thermal expansion

coefficient increased with temperature for all dopant concentrations studied. With increasing

dopant concentration, the thermal expansion was found to decrease for a given temperature,

and range from 9.65 to 9.03 × 10−6 / K for 8-12% YSZ. Other studies, both experimental

and computational have also investigated the thermal expansion coefficients of YSZ and are

reported to be in the range (6.8 - 10.8) × 10−6 / K [157, 174, 176–181]. The agreement with

both the trends observed, and the values calculated for the thermal expansion coefficients

from this study, with literature. indicate that this model has successfully modelled both the

temperature and dopant concentration dependence on the structure and behaviour of bulk

YSZ.
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Table 4.3: Thermal expansion coefficients
(TEC) for each dopant 8, 10 and 12% dopant
concentration of YSZ, determined from the
slopes from Figure 4.4

Dopant

Concentration
TEC (× 10−6 / K)

8% 8.692 ± 0.011

10% 8.667 ± 0.016

12% 8.489 ± 0.018

4.3.2 Diffusion

The mean squared displacements (MSDs) of the oxide ions, averaged over the three config-

urations for 8%, 10% and 12% YSZ, at 1573K, for the 1ns simulations, are demonstrated in

Figure 4.5. The curves of all three dopant concentrations can be seen to possess the same

initial slope, which then diverges at ≈ 200ps, with higher dopant concentration resulting in

lower diffusivity. The slope of 12% YSZ becomes noticeably less steep for the final ≈ 700ps,

compared to its inital slope. The decrease in diffusivity with increased dopant concentration

can be seen from this figure to be time dependent, with the effect caused by the dopant

ions taking time to manifest itself. The MSDs of the cations were also investigated and it

was confirmed that they exhibited no diffusive behaviour for the temperatures or dopant

concentrations studied.
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Figure 4.5: MSDs (averaged over 3 configurations) for 8%, 10% and 12% YSZ at 1573K

The trend exhibited by the diffusion coefficients for 8%, 10% and 12% YSZ are given numer-

ically in Table 4.4 and are shown in Figure 4.6. For all dopant concentrations, the diffusion

coefficient of the system increases with increasing temperature, agreeing with what was found

for the diffusion coefficient of CaF2. Additionally, across the entire temperature range stud-

ied (973K - 1573K), the bulk system with 8% yttria dopant concentration demonstrates the

highest diffusion coefficient and 12% the lowest. Within the literature, either 8% or 10%

are given as the dopant concentration that result in the system with the highest ionic con-

ductivity, with any increase in dopant content reported to have a detrimental effect on the

conductivity [13, 157, 162–164].

Table 4.4: Diffusion coefficients (× 10−7 cm2/s) of YSZ for a range of temperatures and yttria
concentrations

8% 10% 12%

973K 0.0765 ± 0.0099 0.0699 ± 0.0039 0.0561 ± 0.0145
1173K 0.3423 ± 0.0633 0.3115 ± 0.0262 0.2947 ± 0.0290
1373K 1.1582 ± 0.0621 1.0078 ± 0.0460 0.9285 ± 0.0758
1573K 2.7866 ± 0.0478 2.6053 ± 0.1283 2.2016 ± 0.1540
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Figure 4.6: Diffusion coefficients for bulk YSZ for 8%, 10% and 12% YSZ from Table 4.4

4.3.3 Ionic Conductivity

Using the diffusion coefficients from the MSDs and the Nernst-Einstein equation (Equation

2.25), the ionic conductivities of the YSZ bulk system for all dopant concentrations at var-

ious temperatures were calculated and given in Table 4.5. The range of conductivities is

consistent with previous experimental [13, 182, 183] and theoretical [14, 164, 181] studies.

The experimental study by Kondoh et al. [183] found the conductivity range for 8% YSZ

in the temperature range 1073K - 1573K to be 0.025 - 0.55 S/cm. Lau et al. [181] carried

out a molecular dynamics study, based on the shell model [141], of 3 - 12% doped YSZ

and found that the maximum ionic conductivity occurred at 8% dopant concentration, with

values ranging from 0.005 - 0.07 S/cm for the temperature range 800K - 1200K.

Table 4.5: Ionic conductivities, σ (S/cm), for 8%, 10% and 12% doped YSZ for the tem-
perature range 973K-1573K

8% 10% 12%

973K 0.0033 ± 0.0004 0.0029 ± 0.0001 0.0023 ± 0.0006
1173K 0.0120 ± 0.0022 0.0108 ± 0.0009 0.0101 ± 0.0010
1373K 0.0346 ± 0.0018 0.0296 ± 0.0011 0.0272 ± 0.0021
1573K 0.0724 ± 0.0010 0.0667 ± 0.0028 0.0559 ± 0.0037
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Figure 4.7 plots ln σT as a function of reciprocal temperature for 8%, 10% and 12% dopant

concentration YSZ calculated from this study, to visualise the ionic conductivity changes with

dopant concentration. Some literature data has been included to highlight their similarity

with conductivities found in this study.
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Figure 4.7: Ionic conductivities of doped YSZ calculated in this study and from literature, denoted
as 1 [13], 2 [14] and 3 [15]

The experimental ionic conductivities are up to 0.64% higher than that calculated in this

study for 8% doped YSZ, with the difference decreasing with increasing temperature. These

values are much closer to experimental values than those of bulk CaF2, which were approx-

imately 25% lower. The oxide ions in YSZ diffuse via a vacancy mechanism, for which the

Haven ratio equals the tracer correlation factor, which was assumed to be one, indicating

uncorrelated atomic motion of the charge carriers (see Section 2.3.1.3). The close agreement

with experimental results indicates that this assumption in Equation 2.25 is valid.

For all temperatures, the 8% dopant concentration was seen to exhibit the highest ionic

conductivity compared to other concentrations, and increasing that concentration had an

adverse effect on the conductivity, consistent with literature [13, 157, 162–164, 181].
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4.3.3.1 Activation Energy

As the ionic conductivity is linear across the entire temperature range studied (from Figure

4.7), it is constant for each dopant concentration. The activation energies for the 8%, 10%

and 12% doped YSZ systems are given in Table 4.6.

The activation energy can be seen to increase with increasing yttria concentration. An

increase in EA causes a reduction in the conductivity of the diffusing oxide ions [160, 184].

The system doped with 8% yttria exhibited the lowest activation energy, which then increased

with increasing dopant concentration. This is consistent with the 8% doped system exhibiting

the highest diffusivity and ionic conductivity.
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Figure 4.8: Arrhenius plot of the diffusion of 8%, 10%
and 12% YSZ for the temperature range 973K - 1573K

Table 4.6: Activation energies, EA, of 8%,
10% and 12% doped YSZ across the temper-
ature range 973K - 1573K, given in kJ/mol
and eV

EA (kJ/mol) EA (eV)

8% 76.452 ± 0.390 0.792 ± 0.004

10% 76.479 ± 0.101 0.793 ± 0.001

12% 77.767 ± 0.008 0.806 ± 0.0001

Activation energies for 8 - 10% YSZ have previously been reported by theoretical studies to

be in the range of 0.37 - 1.0 eV [14, 157, 164, 181, 185, 186], while experimental studies have

reported a slightly higher range of 0.70 - 1.2 eV [13, 183, 187–190]. The EA values found here

are within the range of both theoretical and experimental studies, highlighting the ability of

the potential and method used in this work to accurately predict bulk behaviour.
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4.3.4 Vacancy Analysis

The ionic diffusion within YSZ is associated with atomic defects within the system. As such,

any interactions between these defects will have an impact on the diffusivity of the material. It

has been suggested that the vacancy ordering within YSZ is determined by: vacancy-vacancy

> dopant-vacancy >> dopant-dopant interactions [165]. The dopant-vacancy interactions

and vacancy-vacancy interactions will therefore be examined in detail here. The Zr4+-dopant

interaction is also considered to demonstrate how the addition of Y3+ cations alters the

cation-vacancy ordering.

4.3.4.1 Cation - Vacancy Ordering

The dopant cation-vacancy partial RDFs demonstrate how the vacancies within the system

order themselves in relation to the dopant Y3+ cations. This can be compared to the Zr - O

partial RDF of the pure ZrO2 system, as it represents a random vacancy distribution [47].

The lattice constants will be slightly different, as the concentration of dopants within the

system affects this, as has already been demonstrated. Dopant cations with a radius smaller

than the cation they are replacing are expected to have vacancies in the nearest neighbour

(NN) position, whereas dopants that are larger are expected to have vacancies in the next

nearest neighbour (NNN) position [166? –170]. The Y3+ cation has been reported to be

larger than Zr4+ cation (1.04Å compared to 0.84 Å [175]).

8% doped YSZ was selected to be exhibited here, as it is the dopant concentration that

demonstrates the maximum ionic conductivity, and is therefore the most suitable for use in

efficient oxide-ion diffusion based devices. The Y3+ - vacancy partial RDF of 8% YSZ is

given in Figure 4.9. It exhibits a considerable decrease in peak height for the NN position,

compared to the random distribution and to the enhanced NN peak of the Zr4+-vacancy

partial RDF. The NNN position of the Y3+ - vacancy partial RDF is seen to be much more

popularly occupied, compared to the random distribution and compared to the NNN of the

Zr4+-vacancy partial RDF. This indicates that oxygen vacancies tend to occupy the NN

position of Zr4+ cations and the NNN position of Y3+ cations. This is in agreement with

that found using theoretical studies [166, 191, 192], nuclear magnetic resonance (NMR) [193]

and extended x-ray absorption magnetic resonance (EXAFS) [167, 168] experiments.
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Figure 4.9: Cation-vacancy partial RDFs for Zr4+ and Y3+, compared with random distribution,
of 8% dopant concentration bulk YSZ, at 1373K

Integrating the peaks of the Y3+-vacancy partial RDF, shown in Figure 4.9, gives the number

of vacancies that are coordinated to the dopant cations and are reported in Table 4.7. The

coordination of the 8% doped YSZ bulk system at 1173K and 1573K are also provided, to

enable comparison of temperature effects.

Table 4.7: Number of vacancies surrounding a Y3+ dopant cation and a Zr4+ cation in the nearest
neighbour (NN) and next nearest neighbour (NNN) position for 8% doped YSZ at 1173K, 1373K
and 1573K. The coordination of oxygen atoms surrounding a Zr4+ cation in the pure ZrO2 system is
included as it represents a random distribution.

NN NNN

1173K
Y3+-Vac 0.639 2.848

Zr4+-Vac 1.419 1.216

1373K
Y3+-Vac 0.794 3.293

Zr4+-Vac 1.722 1.447

1573K
Y3+-Vac 0.856 3.480

Zr4+-Vac 1.740 1.585

Random 1.309 1.094
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Compared to the random distribution, for all temperatures studied, there is a definite de-

crease (of ≈ 35 - 50%) in the number of oxygen vacancies positioning themselves in the NN

position to the Y3+ ions. This is accompanied by an increase (of ≈ 10 - 30%) in the number

of oxygen vacancies positioning themselves in the NN position to the Zr4+ ions. The number

of vacancies coordinating in the NNN position to the Y3+ and Zr4+ cations also changes

with respect to the random distribution. The Y3+ cations see a large increase (of ≈ 160

- 220%), while the Zr4+ cations sees a smaller increase (of ≈ 10 - 45%), compared to the

random distribution. Comparing the vacancy coordination numbers of the Zr4+ and Y3+

cations highlights the preferential placement of oxygen vacancies in the NN position of the

Zr4+ and the NNN of the Y3+ cations. The decrease in coordination number for the NNN

compared to the NN position of the Zr4+ cation is significantly less extreme than the increase

seen for the Y3+ dopant cation (with a ≈ 15% decrease, compared to a ≈ 320% increase).

This indicates that the Y3+ dopant cations have a much more substantial influence on the

ordering of oxygen vacancies in their vicinity. An increase in temperature, within the range

considered, can be seen to result in an increase in the coordination number of vacancies in

both the NN and NNN positions of both cations. The temperature does not, however, effect

the relative change experienced by the doped system compared to the random distribution.

This data indicates that the oxygen vacancies tend to position themselves in the first O-

coordination sphere of Zr4+ and the second O-coordination sphere of Y3+. With increasing

dopant concentration, the binding tendencies of Zr4+ cations to oxygen vacancies in the NN

position becomes weaker. This was observed in a previous MD study of YSZ [194], and

was postulated to occur as a result of it becoming more difficult for the oxygen vacancies

to avoid the dopant cations as the concentration of Y3+ cations, and correspondingly the

concentration of oxygen vacancies, increases.
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4.3.4.2 Vacancy - Vacancy Ordering

It has previously been shown that with cation-vacancy ordering, there is accompanying

vacancy-vacancy ordering in fluorite-structured materials [194–197]. The vacancy-vacancy

partial RDF demonstrates how the vacancies order themselves with respect to one another,

and can be compared to the O - O partial RDF from pure ZrO2, which represents a random

vacancy distribution. Figure 4.10 presents the average vacancy-vacancy partial RDF over the

three configurations for 8% doped YSZ at 1373K and the random distribution. The vacancies

display a high degree of long range ordering, as indicated by the sharp peaks extending to

large interatomic distances. The labels on the peaks e.g. 〈100〉, 〈110〉 etc. indicate the

different directions along the simple cubic anion sublattice, along which vacancy pairs can

order. The tendency of the vacancies to order along certain directions, with respect to the

random distribution, do not change as a function of the dopant concentrations, nor as a

function of the temperatures, studied here.
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Figure 4.10: Vacancy-vacancy partial RDF (gV ac−V ac) compared with random distribution, of 8%
dopant concentration bulk YSZ, at 1373K. The image on the right is a zoomed in representation of
the dashed box from the left figure. The labels indicate different directions along the simple cubic
anion sublattice

The 〈100〉 peak is non-existent in the vacancy-vacancy partial RDF and is not present for any

dopant concentration at any temperature studied. This underpopulation at short interatomic

distance arises as a result of the repulsive Coulombic forces present between the vacancies

due to the +2 lattice-relative charge they carry. This repulsion has been seen previously

in fluorite structured materials [47, 194, 196, 198]. These studies, however, found that the

repulsive forces extended to the 〈110〉 peak, which is inconsistent with the findings in this
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study. This increase, compared to the random distribution, is found to persist across all

dopant concentrations and temperatures under investigation here.

Of agreement with literature results, is the increase in peak height in the 〈111〉 direction,

relative to the random distribution [196, 199] The 〈200〉 position is a particularly unfavourable

direction, outside the range of influence of Coulombic repulsive forces, for vacancies to order

along, in agreement with that found in [194]. The 〈210〉 peak is the highest peak in the

vacancy-vacancy RDF, in agreement with a study by Parkes et al. [200] who used density

functional theory to determine that the lowest energy dopant structures have oxygen vacancy

pairs preferentially aligned along the 〈210〉 direction.

The peaks of the vacancy-vacancy partial RDF can be integrated, to give the number of

vacancies coordinated around another vacancy. The coordination numbers for the first three

peaks observed in Figure 4.10 are given in Table 4.8. The coordination number for the 1173K

and 1573K 8% doped YSZ bulk system are also included, to identify temperature effects.

Table 4.8: Number of vacancies surrounding another vacancy along the 〈100〉, 〈110〉 and 〈111〉
directions of the 8% doped YSZ bulk system at 1173K, 1373K and 1573K

〈100〉 〈110〉 〈111〉
1173K 0.0001 0.0701 0.1201
1373K 0.0001 0.0952 0.1270
1573K 0.0006 0.1373 0.1359

The 〈100〉 direction can be seen, for all temperatures, to be severely neglected. The co-

ordination number clearly demonstrates the preference of vacancy pairs to align along the

〈111〉 directions, with less of a tendency to order along the 〈110〉 direction. An increase in

temperature can be seen to consistently increase the vacancy-vacancy coordination number

along all three directions, as has been observed in a previous MD study of YSZ [198], without

affecting the relative occupation of the directions.

The short-range repulsion between vacancies is prevalent across all dopant concentrations

and temperatures studied. As the dopant concentration is increased in YSZ, so too does the

vacancy concentration increase. These vacancies will attempt to minimise their interactions

with one another by ordering across the lattice. This ordering limits the mobility of the

vacancies by correlating their motion [201] and as such, has a detrimental effect on the ionic

conductivity of the material, as demonstrated in Figure 4.7.
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4.4 Surfaces

The (100), (110), (111), (210), (221) and (310) YSZ surfaces, doped with 8%, 10% and 12%

yttria were investigated by examining the 2-dimensional planar diffusion along slices of the

surface slab, parallel to the surface plane. The surface effects on the ionic diffusion were

examined and compared to other dopant concentrations of the same surface orientation,

other surface orientations and to that of the bulk.

4.4.1 Surface Stability

The surface energies of all six surface orientations, for all three dopant concentrations, were

calculated and the surface energies for the surfaces doped with 8% yttria are given in Table

4.9, listed according to their relative stability.

Table 4.9: Calculated surface energies (Jm−2), γ, for the YSZ surface orientations studied, with
8%, dopant concentration, listing according to their order of stability

8%

(111) 0.127
(221) 0.249
(110) 0.300
(210) 0.317
(310) 0.332
(100) 0.350

The 10% and 12% doped surface orientations demonstrated the same trend in surface orien-

tation as for the 8% doped surfaces, with the exception of the (100) and (310) 12% doped

surface. These surfaces demonstrated the opposite trend to that experienced by their 8%

and 10% doped counterparts. The relative stability ordering found here, if the (221) surface

is excluded, is (111) > (110) > (210) > (310) > (100), which agrees with that found for the

CaF2 surfaces. For all dopant concentrations of YSZ, the (221) surface possesses the second

lowest surface energy, while for the CaF2 surfaces, it was found to exhibit the second highest.

This indicates that the (221) YSZ surface has a much greater stability, relative to the other

surface orientations, than its CaF2 counterpart. This could be as a result of oxygen vacancy

segregation within the YSZ surface slabs.
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The (111) surface of fluorite structured materials has been well documented as being the

most stable surface orientation [64, 143–145, 202? ]. Xia et al.’s [172] study of ZrO2 surfaces

found a relative stability ordering of (111) > (110) > (100) > (310), in agreement with the

12% dopant concentration from this study. Having determined the (111) and (110) surfaces

to be the most stable, they calculated the surface energies for 0 - 50% dopant concentration.

The surface energies of both of these surfaces were found to be reduced from their undoped

ZrO2 energies, which signifies that they were both stabilised by yttrium doping. The relative

stabilities of the (111) and (110) were found to remain constant. Balducci et al. [173] studied

three cubic-ZrO2 surfaces using atomistic models and found a relative stability of (111) >

(110) > (310). The findings from both of these studies are consistent with the relative surface

energies found here.

Jiang et al’s [146] study of CeO2 found a relative stability order of (111) > (110) > (210) >

(100) > (310), agreeing with Xia et al.’s study and consistent with the 12% doped system

from this study. The relative order of UO2 surfaces from Williams et al. [64] was determined

to be (111) > (221) > (310) > (210), which disagrees with the relative stability of the

(310) and (210) surfaces in this study. The order does, however, correspond better with

the YSZ surfaces than with those of CaF2, where only the (111) surface’s relative stability

corresponded.

Despite all of these materials possessing the fluorite structure, there remains disagreement

as to the relative order of stability of surface orientations. The base structure can, therefore,

not be used to wholly determine the stability ordering, as the composition of the material is

seen to exert a considerable influence. The order of stability for the YSZ surfaces generated

here, however, can be seen to be consistent with a number of fluorite structured systems,

indicating the validity of the method and potential parameters used.
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4.4.2 Vacancy Segregation

The surface orientations were all run at a high temperature (1573K) to allow the oxygen

vacancies, which were randomly distributed, to reposition themselves within the surface slab.

This migration is effected by the orientation of the surface. The surface energy is believed to

play a part in determining the extent of vacancy segregation, where a higher surface energy

would indicate greater vacancy segregation to that surface [14].

Figure 4.11 demonstrates the number of oxygen vacancies in each of the slices of the 8% YSZ

(111) surface slab, averaged over three initial random configurations for the surface slab. The

atomic structure of the (111) surface slab is also included to demonstrate the layers within

the slab from which the number densities were calculated. The vacancy density for the inital

structure is randomly spread out, with no systematic preference for positioning. After 20ps

of 1573K temperature scaling, the vacancies show a much greater degree of ordering. There

is a definite increase in vacancy density for the two uppermost surface slices, with a decrease

observed in the subsurface layers, in agreement with literature findings [173]. The slices

within the bulk regions of the surface slab exhibit roughly the same density of vacancies.

Initial Structure

After Run

0 0.1 0.2 0.3 0.4

Number density of vacancies

Figure 4.11: Number density of oxygen vacancies for each slice of the 8% YSZ (111) surface slab.
Demonstrating the movement of vacancies from their inital, random positions after the 20ps 1573K
simulation. The atomic structure of the (111) surface slab after the 1573K run is given to demonstrate
the slices, the green sphere are Zr4+ cations, the grey are Y3+ cations and the small red spheres are
O2− anions)
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A similar investigation into the vacancy segregation was carried out for all surface orienta-

tions. Figure 4.12 presents the number density of oxygen vacancies within each slice of all of

the surface slab orientations, all doped with 8% yttria, for the initial structure compared to

that after 20ps 1573K run. All of the data presented here is averaged over three randomly

generated configurations for each surface slab.

The post-MD run for the (100), (110), (111), (210) and (310) surface orientations all display

a definite increase in oxygen vacancy concentration in the surface layers, with a roughly

equal concentration of vacancies within the bulk regions of the slabs. The (110) surface also

demonstrates a marked reduction in vacancy concentration in its subsurface layers compared

to both the surface layers and the concentration levels within the bulk of the slab. The high

vacancy concentration for the surface layers, accompanied by a depletion in subsurface layers

has been previously reported [14] and found to result in an increase in oxygen diffusion at

the surface. The (221) surface slab exhibits a decreased concentration of oxygen vacancies

in its surface layers after the MD run, compared to its subsurface layers. This is the only

surface studied that exhibited a migration of oxygen vacancies away from the surface layer.

The number density of vacancies present in the surface slices for all orientation can be

compared to the surface stability previously determined for 8% doped YSZ; (111) > (221) >

(110) > (210) > (310) > (100). The (111) and (221) surface orientations possess the lowest

surface energies, consistent with them demonstrating the lowest vacancies concentration at

their surfaces. The (210) and (310) surface orientations possess the highest surface energies

and can be seen to demonstrate the highest vacancy concentrations in their surface layers.
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4.4.3 Depth Analysis of Diffusion

The diffusion of each of the surface slabs was investigated as a function of depth to identify

the surface effects of each surface orientation at all three dopant concentrations. The diffusion

depth profile of the (100) surface, doped with 8% yttria at 1373K is given in Figure 4.13, as

is its average atomic structure. The (100) surface was selected to be discussed in detail, as

from Table 4.9, it was found to have the highest surface energy, and therefore is expected to

be the least stable surface orientation.

The average position of the O2− ions within the (100) surface slab clearly demonstrate

enhanced displacement in areas which display high diffusion coefficients (indicated by the

large black arrows). The diffusion coefficient of these regions is less than that determined

for the bulk for 8% YSZ at 1373K. The subsurface layers, which have the lowest diffusion

coefficients, have the least disordered anion sublattice (indicated by the small grey arrows).

These regions exhibit significantly reduced diffusion coefficients (≈ 80%) compared to the

bulk values. The depth profile of the CaF2 surfaces exhibited enhanced diffusion at the

surfaces for each orientation, coupled with a return to bulk-like diffusion coefficients within

the centre of the slab. This is not the case here. The diffusion coefficient at the surfaces and

within the bulk exhibit the highest values, however these The surface slab
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The trend in diffusion coefficient observed for the (100) surface slab can be compared with

its vacancies number density depth profile, demonstrated in Figure 4.12a. The uppermost

surface slices possess the highest diffusion coefficient and have the highest number density

of vacancies. There is a sharp decrease in diffusion coefficient observed in the third layer at

both (100) surfaces, with a drop of ≈ 80% from that of the second-to-surface layer. This

drop is consistent with a decrease (of ≈ 45%) in number density of oxygen vacancies within

these slices.

Figure 4.14 shows the diffusion depth profiles for all of the surface orientations, doped with

8% yttria, at 1373K. This plot highlights the effect different surface orientations have on the

ionic diffusion. From this, only the (111) surface can be seen to exhibit diffusion coefficients

higher than bulk levels at its surface. The remaining surfaces all exhibit diffusion coefficients

that are smaller than those for bulk YSZ. The lowest diffusion coefficient for the (100), (110)

and (310) surfaces is located in their subsurface layers.
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The diffusion coefficients at the surfaces of all surface slab orientations for 8%, 10% and 12%

dopant concentration are given in Table 4.10. The average diffusion coefficients of the bulk

system for the corresponding dopant concentration are also stated, for comparison. All data

in Table 4.10 was calculated for 1373K, and was found to exhibit the same trend in diffusion

as for 1173K and 1573K, for each surface orientation.

Table 4.10: Average diffusion coefficients (× 10−7 cm2/s) of the top and bottom surface
of all YSZ surface orientations with 8%, 10% and 12% dopant concentration, all calculated
at 1373K

Surface
8% 10% 12%

Orientation

(100) 1.047 ± 0.038 0.936 ± 0.019 1.120 ± 0.015

(110) 0.373 ± 0.068 0.342 ± 0.084 0.429 ± 0.005

(111) 3.250 ± 0.131 2.607 ± 0.186 1.757 ± 0.253

(210) 0.386 ± 0.182 0.437 ± 0.206 0.490 ± 0.233

(310) 0.528 ± 0.089 0.427 ± 0.037 0.541 ± 0.047

(221) 0.624 ± 0.163 0.494 ± 0.019 0.570 ± 0.042

Bulk 1.158 ± 0.001 1.008 ± 0.001 0.929 ± 0.006

Figure 4.15 presents the number density of oxygen vacancies after the 20ps 1573K run for

all surface orientations investigated (from Figure 4.12) with the diffusion coefficients (from

Figure 4.14) to provide an indication of how the diffusivity of each slice is effected by the

vacancy density. From this figure a very general trend can be detected, where a decrease in

number density of vacancies corresponds to a decrease in the diffusion coefficient of that slice.

This is seen mostly clearly in the third-to-surface layer of the (100) surface orientation and

the second-to-surface layer of the (110) surface orientation. Likewise, a slice with increased

vacancy number density generally demonstrates enhanced diffusivity, mainly exemplified by

the (111) surface orientation.
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The (111) surface orientation was seen to demonstrate an increase in diffusion at its surface,

compared to bulk levels, for all dopant concentrations, across all temperatures studied. This

surface orientation was found to have the lowest surface energy, as was also found for the

CaF2 surfaces, which has been postulated to indicate a low migration of vacancies to the

surface [14]. The work carried out in this study found that there were more vacancies present

at the surfaces than predicted by the random distribution and compared to the vacancy

densities of the other slices within the surface slab. This increase in vacancy density was

seen to correspond with an increase in diffusion coefficient, unlike in [14] where a decreased

diffusivity was observed and was attributed to a depletion of oxygen vacancies. It was also

the only YSZ surface orientation studied whose diffusivity surpassed that of the bulk system

at its surfaces, with a diffusion coefficient ≈ 3 times than that of the bulk (as seen in Figure

4.14).

Not all increases in vacancy number densities corresponded with an increase in diffusion

coefficient, as demonstrated, in particular, by the surface layers of the (110), (210) and (310)

surface orientations. While there was a slight increase in diffusivity, compared to the second-

to-surface layer for all orientations, this increase was not comparable to that observed for

the (111) surface. The vacancy concentration for these surface layers is much higher than

that for the (111), which could act as a deterrent to diffusion, due to an over-abundance of

oxygen vacancies, at the expense of mobile O2− anions.

The level of diffusivity for the surface layers of the (111) surface are not obtained by any other

slice within the other surface orientations, even if the slice had an equivalent vacancy number

density to that of the (111) surface slices. The increased diffusion coefficient is therefore not

purely dependent on the concentration of oxygen vacancies, but also on the environment of

that slice.

The (111) surface orientation for all three dopant concentrations was found to possess the

lowest surface energy (as given in Table 4.9), and therefore, greatest stability. From Figure

4.14 and Table 4.10, this orientation exhibits the greatest increase in diffusion coefficient

at its surfaces. Conversely, the (100) surface was found to have the highest surface energy

for 8% and 10%, and second highest for 12%, dopant concentration. This surface exhibits

the second greatest increase in diffusion coefficient at its surfaces. There is, therefore, no

correlation between the relative surface energies and the relative increase or decrease in

diffusion coefficient observed for the YSZ surfaces.
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4.4.3.1 Sectioned Activation Energy

The diffusion as a function of depth data, for all surface orientations, dopant concentrations

and temperatures studied, were examined. The slices of the surface slabs determined to be

influenced by surface effects. They were classified as those slices that experienced diffusion

coefficients that was outside the calculated error of that calculated for bulk YSZ for the

corresponding dopant concentration.

These “surface” slices were grouped to form “surface regions”. The remaining slices, experi-

encing diffusion coefficients similar to (within calculated error of) bulk levels were grouped

to form “bulk regions”. A schematic of the different regions present in the surface slabs was

given in Figure 3.14. The number of slices used to generate the surface and bulk regions for

each surface orientation, for each dopant concentration is given in Table 4.11.

Table 4.11: Number of slices taken from the top and bottom surface used to generate the “surface
section”, and the number of slices from the centre of the slab, used to generate the “bulk-like section”,
for all surface orientations and dopant concentrations of YSZ

Surface # Surface # Bulk
Orientation Slices Slices

(100) 5 × 2 7

(110) 3 × 2 6

(111) 3 × 2 8

(210) 4 × 2 6

(310) 4 × 2 5

(221) 3 × 2 7

The activation energy of the bulk and surface regions of each slab were calculated separately.

The Arrhenius plot for the (100) 8%, the (111) 8% and the (111) 12% YSZ surfaces are

given in Figure 4.16. These were selected as they demonstrate that the behaviour of the

slope of the “bulk” and “surface” regions is dependent on both the surface orientation and

dopant concentration of the slab. Figure 4.16 shows that the 8% (100) surface section has

a steeper slope than its bulk section, while the (111) surface sections exhibits a flatter slope

for 8% doped, with a steeper slope for 12% doped YSZ. The Arrhenius plot for the bulk YSZ

system with 8% and 12% dopant concentration is also included in Figure 4.16 and shows

strong similarities to the bulk sections of the surface slabs.
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The activation energies for the “surface” and “bulk” regions for all surface orientations

and dopant concentrations are given in Table 4.12. These values are comparable to those

reported for similar systems obtained via simulations [171, 203] and experimental methods

[162, 188, 189]. Figure 4.17 shows the activation energies for the “surface” and “bulk” regions

of all surface orientations, doped with 8% yttria, with the activation energy of the 8% bulk

system given by the dashed line for comparison.
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There is no definite trend between the dopant concentrations studied as to which surface

orientation exhibits the highest surface activation energy. Nor is there a trend within surface

orientations as to which dopant concentration results in the highest surface activation energy.

The extent of ionic diffusion within YSZ is dependent on the concentration of dopant cations,

which in turn determines the number of oxygen vacancies present in the system. Unlike

CaF2, where the mobile F− anions use interstitial sites to diffuse, the mobile O2− anions in

YSZ require the presence of oxygen vacancies, which, can themselves, also move within the

system. The position of oxygen vacancies have been seen to be influenced by surfaces within

the system, with the type and extent of the influence being determined by the orientation of

the surface.
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Table 4.12: Activation energies (kJ/mol) for the “surface” and “bulk” regions of all surface orien-
tations and dopant concentrations of YSZ, the activation energies for the corresponding bulk system
have been included for comparison.

8%
Surface EA Bulk EA

(100) 97.077 ± 3.370 81.137 ± 0.194

(110) 81.755 ± 1.534 90.012 ± 0.798

(111) 68.124 ± 2.156 79.728 ± 1.931

(210) 80.192 ± 0.436 89.109 ± 0.149

(310) 77.334 ± 1.383 82.282 ± 1.379

(221) 83.185 ± 0.085 77.133 ± 0.509

Bulk 76.452 ± 0.390

10%
Surface EA Bulk EA

(100) 82.398 ± 3.370 77.451 ± 1.398

(110) 90.110 ± 2.493 86.770 ± 1.294

(111) 77.192 ± 0.758 77.192 ± 0.802

(210) 87.868 ± 2.876 87.868 ± 2.145

(310) 68.918 ± 0.900 68.918 ± 0.269

(221) 79.734 ± 3.033 79.734 ± 0.293

Bulk 76.479 ± 0.101

12%
Surface EA Bulk EA

(100) 90.193 ± 4.818 83.990 ± 1.180

(110) 89.630 ± 1.939 77.001 ± 0.240

(111) 79.434 ± 1.726 73.700 ± 1.908

(210) 78.627 ± 2.511 86.658 ± 1.230

(310) 76.079 ± 0.480 74.947 ± 0.470

(221) 79.734 ± 0.068 76.734 ± 1.094

Bulk 77.767 ± 0.008
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4.5 Summary

The YSZ bulk results section (Section 4.3) demonstrated that the method and potential used

in this study was capable of reproducing experimental results, such as thermal expansion

coefficients, ionic conductivities and activation energies. The information gathered about

the bulk system, doped with 8%, 10% and 12% yttria was used to compared with different

surface slab orientations.

The motion of oxygen anions within the YSZ bulk system is affected by the placement and

concentration of vacancies and dopants. Section 4.3.4 investigated the cation-vacancy and

vacancy-vacancy interactions, as these were previously found to have the most impact on

the vacancy ordering within YSZ. The larger size of the Y3+ dopant cation, compared to the

Zr4+, was found to result in the vacancies preferentially positioning themselves in the next

nearest neighbour position to the Y3+ cations, compared to their tendency to occupy the

nearest neighbour position of the Zr4+ cations.

Examination of the vacancy-vacancy ordering saw that the vacancies did not align along the

〈100〉 direction, as a result of repulsive forces between the vacancies at such small distances,

consistent with literature [47, 194, 196, 198]. The 〈111〉 peak exhibited an enhanced height,

compared to that of the random distribution, indicating that vacancies preferentially aligned

in this direction. Increases in temperature were found to not effect the relative concentration

of vacancies aligned along the different directions along the simple cubic anion sublattice,

but did cause an increase in the vacancy-vacancy coordination for all directions.

The surface section (Section 4.4) examines the effect the (100), (110), (111), (210), (310) and

(221) surfaces have on the 8%, 10% and 12% doped YSZ system. The relative surface stability

for all three dopant concentrations was initially determined and found to be (111) > (221) >

(110) > (210) > (310) > (100) for the 8% and 10% doped surfaces. The 12% doped surface

stability differed by the relative stability of the (100) and (310) surfaces ((100) > (310)).

This order of stability differed slightly from that determined for the CaF2 surfaces, but was

found to agree with other fluorite structured surfaces [64, 146, 172]. This highlights the fact

that the method and potential used are capable of generating an accurate representation of

different YSZ surface orientations.
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The diffusion within YSZ requires oxygen vacancies to allow the movement of mobile O2−

anions to occur. The presence of surfaces have been documented to cause a migration of

vacancies, either toward, or away from, the surfaces, depending on the orientation of the

surface [14, 172? ]. In order to interpret the diffusion within these surface slabs as a function

of depth, the migration of oxygen vacancies must first be understood. The concentration

of vacancies at the surface was found to be correlated with the stability of that surface,

in agreement with that found by Iskandarov and Umeno [14]. Lower energy surfaces, such

as the (111) and (221) surfaces, were found to exhibit lower vacancy concentrations than

surfaces with higher surface energies, such as the (210) and (310) surfaces.

The diffusion of each surface slab as a function of depth was investigated in Section 4.4.3.

Only the (111) surface orientation exhibited increased diffusion at its surfaces, compared

to bulk levels. This is unlike that observed for the CaF2 surfaces, where all orientations

exhibited an increased diffusion coefficient for the surface layers. The (111) CaF2 surface

exhibited the smallest increase in diffusion coefficient, compared to the other orientations

studied. The differences between the behaviour of the (111) surface in YSZ and CaF2 could

be as a result of the generation of oxygen vacancies and their requirement in the diffusion

mechanism in YSZ. The diffusion depth profile was compared to the vacancies number density

of the slices within each surface slab. In general, an increase in vacancy concentration was

found to result in an increase in diffusion coefficient, however for the (110), (210) and (310)

orientations, the high vacancy concentration at the surfaces did not result in a comparably

high diffusion coefficient. This suggests that there was an over-abundance of oxygen vacancies

and insufficient numbers of mobile O2− anions available to diffuse.

The activation energies for the surface slabs were examined by sectioning the slabs into

“surface” and “bulk” regions (using the same method as for the CaF2 surfaces). Unlike for

the CaF2 surfaces, there is no general trend across all orientations as to which region exhibited

the higher activation energy, which could be attributed to the segregation of vacancies in YSZ

surfaces that the CaF2 surfaces do not experience.
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Figure 4.12: Number density of oxygen vacancies within each slice for all the surface orientations,
doped with 8% yttria Demonstrating the movement of vacancies from their inital, random positions
after the 20ps 1573K simulation.
(a) (100), (b) (110), (c) (111), (d) (210), (e) (310) and (f) (221).
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Figure 4.13: Diffusion depth profile of the (100) 8% YSZ surface at 1373K, with the average MD
structure over the 1ns 1373K simulation (O2− - red, Zr4+ - green, Y3+ - grey). Large black arrows
indicate areas with high diffusion coefficients, and smaller grey arrows indicate lower diffusion areas.
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Figure 4.14: Comparison of diffusion depth profiles for all surfaces doped with 8% yttria at 1373K,
the bulk diffusion coefficient for 8% YSZ at 1373K is included for comparison
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Figure 4.15: The number density of vacancies within each slice of the surface slabs, doped with
8% yttria after the 20ps 1573K run of the (a) (100), (b) (110), (c) (111), (d) (210), (e) (310) and (f)
(221) surface orientation, compared to the diffusion coefficient of each slice from Figure 4.14
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Figure 4.16: Arrhenius plot of the diffusion of the (100) 8%, the (111) 8% and the (111) 12% YSZ
surface slabs, which are all separated into “surface” and “bulk” regions, at 1173K, 1373K and 1573K.
The data from the bulk system with 8% and 12% dopant concentration is also included.
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Figure 4.17: Activation energies of the surface sections (purple) and bulk sections (blue) of all YSZ
surface slabs, doped with 8% yttria, compared to the activation energy of the bulk 8% YSZ system
(green dashed line)





Chapter 5: Conclusions and Future Work

5.1 Conclusions

The main motivation for this work was to investigate the effect multiple defects have on the

ionic diffusion within fluorite-structured materials, using molecular dynamics with a highly

accurate polarisable force field. Fluorite-structured materials are commonly used as the

electrolyte in many electrochemical, diffusion based devices, which require a highly operating

efficiency to be a feasible answer to the world’s energy crisis. The diffusion process within

these materials, and how it is effected by defects present within the system, must therefore

be fully understood, before its process can be optimised.

CaF2 was selected as a model fluorite structure due to its inherently fast ionic conduction.

This allows for large amounts of data to be collected in a shorter time, compared to its oxide

diffusing fluorite structured counterparts used in diffusion based devices, such as yttria-

stabilised zirconia, which is the other material studied here.

The DIPPIM used was seen to correctly model both the structure and thermodynamic prop-

erties of bulk CaF2 and YSZ by comparison with previous literature studies. This justifies its

use for fluorite-structured materials. This clearly establishes that using interaction potentials

to approximate the interactions of electrons, rather than considering them explictly, can give

realistic material specific predictions, at a cheaper computational cost.

Strain is an important consideration when synthesising electrochemical devices as a result of

lattice mismatch between different materials at component interfaces. Being able to accu-

rately model the strain and understand the consequences it has on the ionic diffusion is key

to unlocking the diffusion process across the device. Tensile strain applied to the bulk was

observed to increase the diffusivity of the system, with 4% tensile strain exhibiting a large

(≈ 2×) increase in the diffusion coefficient, compared to the unstrained system, equivalent

to a 150K increase in temperature. This phenomenon can be attributed a reduction in the

system size, resulting in a more compact atomic structure which causes an increase in the

movement of the mobile F− anions.

127
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A common extended defect generated when synthesing bulk materials is the presence of sur-

faces. The lower coordination number of the atoms at the surface, compared to those within

the bulk, can effect the diffusive properties in that region. The change in diffusivity is depen-

dent on the orientation of the surface and the material being considered. All CaF2 surface

orientations experienced an increase in diffusion coefficient at their surfaces, with a return

to bulk-level diffusivity within the centre of their slabs. This can be attributed to a decrease

in activation energy at each surface. Unlike CaF2, YSZ only exhibits enhanced diffusivity

at the (111) surface. The discrepancy between the two materials can be attributed to the

presence of mobile charge compensating vacacnies generated in YSZ, which can segregate

within the surface slab, depending on the surface orientation.

The final extended defect considered for CaF2 are tilt grain boundaries, which are generated

by reflecting a surface to create its mirror image. For all boundary orientations, an increase

in diffusivity was observed, of the same order of magnitude to that of the surfaces. This

increase can be credited to the open structure of the grain boundaries, which generates facile

diffusion pathways for the mobile F− ions.

Despite the many advantages of using CaF2 as a model fluorite structure, its diffusive proper-

ties cannot be used as an indication as to how those of other, more complex, fluorite materials

will perform, as observed by the comparison with YSZ. Nevertheless, the study of CaF2 is

beneficial for understanding the methods used to model the fluorite structure and how to

analyse the fundamental diffusive properties within. YSZ has been previously used as the

electrolyte in electrochemical devices, and the results found in this study can be used to

optimise the working efficiency within this electrolyte.
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5.2 Future Work

The continual rise in popularity of renewable sources as an energy source and their potential

to rise above non-renewable sources depends on creating cheap, efficient energy conversion

devices. Optimising the operating efficiency of these electrochemical devices is of vital im-

portance. YSZ is a popular electrolyte used for these devices. This study investigated the

properties of bulk YSZ and the effect of various surface orientation on the diffusivity proper-

ties. There are, however, other factors that can influence the diffusion of YSZ systems, such

as introducing strain and the presence of grain boundaries.

The construction of electrochemical diffusion devices will involve the generation of interfaces

between different materials, introducing strain into the system. Applying a 4% tensile strain

to the CaF2 bulk system resulted in an increase in diffusion coefficient equivalent to an

increase in temperature of 150K. One of the drawbacks of using YSZ as the electrolyte in

electrochemical devices is the high temperatures required for sufficient oxygen diffusion to

occur. It would, therefore, be beneficial to carry out a similar study on the effects of strain

on YSZ and compare the results with those within literature [66, 80, 84, 85, 142].

The interfaces between different materials will involve surfaces of these materials, and as a

result of lattice mismatch, strain can be introduced into these surfaces. The combinatory

effect of surfaces and strain on YSZ will provide a deeper insight into the true mechanism

by which diffusion within these devices will occur. Computational modelling allows for the

strain effect on different surface orientations to be determined so that the optimum surface

orientation with appropriate strain applied can be determined.

The effect of grain boundaries within YSZ has not been investigated in this study, but the

examination of CaF2 grain boundaries and YSZ surfaces implies that YSZ grain boundaries

will have a significant effect on the diffusion properties of the material. The application of

strain to these grain boundaries may also be of benefit when attempting to fully understand

the diffusion process. There are a large number of ways in which the diffusion process within

multi-crystalline materials can be altered. Only when the presence of these defects on the

diffusion of the material is fully understood can the operating efficiency of the electrochemical

devices begin to be optimised.
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