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Summary

The past decades have seen near exponential growth in internet traffic. To meet
this growth, optical communication networks continue to branch deeper into network
architectures, replacing electrical based communication. In order to reduce deploy-
ment costs of such expansive networks, low-cost optical components integrated at
ever-increasing densities are needed. Tunable semiconductor laser diodes represent
an indispensable optical component in such networks, with significant research being
undertaken to reduce their cost and complexity. Such laser diodes are sensitive to
thermal fluctuations and with increasing component density this thermal behaviour
becomes an important factor.

Previous research in the Trinity College Dublin semiconductor photonics group
has yielded a low-cost laser diode design based on surface etched slotted gratings. In
contrast to conventional low-order buried grating structures — used in distributed
feedback and distributed Bragg reflector lasers — slotted grating structures can be
fabricated without the need for re-growth or high resolution e-beam lithography.
This slotted design has previously been implemented in the form of tunable laser
arrays capable of covering the C-band with low linewidth and high SMSR. Further-
more, widely tunable lasers based on the vernier effect have also been demonstrated
achieving > 50 nm tuning range. The research presented in this thesis builds upon
the aforementioned work through experimental characterization, numerical simulation
and optimization of these slotted laser diodes.

Firstly, the tuning behaviour of multi-section single mode slotted laser diodes is
experimentally characterized in detail. This experimental characterisation yields a
more rigorous tuning scheme for the various laser sections, replacing the previous
ad hoc approach of avoiding mode hops. This tuning method is adopted to actively
athermalize the laser relative to changing ambient temperatures. Continuously tuned
athermal operation is demonstrated from 8 ◦C to 47 ◦C with a wavelength stability of
±0.04 nm/±5GHz and a minimum SMSR of 37.5 dB. Utilizing dis-continuous tun-
ing, extended athermal operation is also demonstrated from 10 ◦C up to 85 ◦C, with
a wavelength stability of ±0.01 nm/±1.25GHz and a minimum SMSR of 38 dB. An
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analytic predictive model for laser tuning is also developed utilizing surface tempera-
ture profile data measured via the CCD thermo-reflectance (CCD-TR) method. The
model proves capable of predicting tuning maps matching experimental results to a
high degree of accuracy.

A thermo-optic numerical model is subsequently developed (implemented using
free and open source software), in order to accurately simulate a wide range of laser dy-
namics. This model utilizes the two-dimensional scattering matrix method (2D-SMM)
to model the slotted gratings, the time-domain transfer matrix method (TD-TMM) to
simulate the laser dynamics and the 3-D FEM solver FEniCS, to simulate the on-chip
temperature distribution. The model is compared to a range of experimental measure-
ments, including laser threshold, slope efficiency, linewidth, wavelength tuning maps
and CCD-TR measured temperature, and shows good agreement. The model is also
used to explain in detail the tuning dynamics of both single mode lasers and widely
tunable Vernier lasers. Moreover, the performance experimentally observed in widely
tunable Vernier lasers is investigated through simulation. The relatively high tuning
current required for such lasers is attributed to the increasing carrier density in the
mirror sections. This high carrier density is also identified as likely being detrimental
to the linewidth and SMSR performance of such lasers.

Finally, a genetic algorithm is developed in order to optimize single mode slot-
ted laser diodes, with a view to improving efficiency and temperature stability. The
genetic algorithm incorporates the aforementioned 2D-SMM and TD-TMM to ac-
curately guide the optimization process toward ideal solutions. Using the genetic
algorithm, the previous iteration of laser array designs are re-optimized, yielding de-
signs with significantly improved output power and stability at elevated temperatures.
Furthermore, the genetic algorithm is applied to optimize a laser for low linewidth
operation and a laser for direct modulation. The low linewidth design is theoretically
capable of achieving a linewidth of ≤ 120 kHz; compatible with advanced modulation
formats such as 16PSK and 16QAM. A directly modulated laser design achieves a
theoretical performance of a −3 dB bandwidth of 30GHz at 87.5mA and clear open-
ing in simulated eye-patterns. Importantly, all designs were limited to a slot width of
≥ 1.0µm, enabling simple fabrication, potentially using photo-lithography.
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Chapter 1

Introduction

1.1 History of Optical Communications
The 1960s saw the emergence of two key advances that would make high speed optical
communications feasible. The first of these was the development of the semiconductor
laser diode by Hall et al. [1] in 1962 . These early homojunction laser diodes only
functioned at ∼ 80K and as a result were not suitable for any practical uses. With
the development of liquid phase epitaxy (LPE), the first heterojunction lasers were
fabricated, bringing semiconductor lasers closer to room temperature operation. It
was not until the development of double heterostructure lasers that room tempera-
ture operation was realized in 1970 [2]. Double heterostructure lasers were rapidly
commercialized for a variety of uses including optical communications. The second ad-
vancement which allowed for long distance communication based on optical signals was
the development of a suitable material to transport light signals. This breakthrough
was achieved in 1966 with the proposal of a method to improve fibre performance by
removing impurities in glass which otherwise led to high attenuation in the order of
1000 dBkm−1 [3]. By 1970, optical fibers with attenuation of ∼ 20 dBkm−1 — low
enough for communication purposes — were successfully developed by Corning Glass
Works Inc.

These advancements heralded the deployment of the first fibre-optic networks —
implemented over a range of wavelengths. In 1978, the first fibre-to-the-home solution
using multi-mode fibers at 850 nm, as part of Japan’s Hi OVIS project, was deployed.
Soon thereafter, 1300 nm systems using single-mode fibres were implemented in 1981.
By 1984 the first submarine fibres had been deployed by British Telecommunications
PLC. Due to fibre attenuation, many of these early fibre networks relied on optical
repeats for signal regeneration, making network deployment and upkeep costly [4].

In the late 1980s and early 1990s, the development of erbium doped fibre amplifiers
(EDFAs) yielded a new generation of optical communication upon which modern
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systems are based. The optical gain exhibited by EDFAs in the 1550 nm region saw
the implementation of optical communication predominantly in the c-band (1530 to
1565 nm). Crucially, EDFAs allowed for the transmission of long reach signals without
the need for signal regeneration, previously a barrier to widespread deployment.

 Signal Direction

Laser array Multiplexing
 

De-Multiplexing
 

Input Data Detection
 
 

Figure 1.1: Wavelength Division Multiplexing.

In conjunction with EDFAs, the development of non-zero dispersion shifted fibres
and dispersion management enabled a key technology of modern optical communi-
cation systems: wavelength division multiplexing (WDM). WDM transmits data in
parallel by using several optical carriers each at a specific wavelength, as shown in Fig-
ure 1.1. The ability to send multiple signals over a single fibre has yielded dramatic
increases in data rates. Dense wavelength division multiplexing (DWDM), a form
of WDM with closely spaced carriers, is now commercially available achieving data
rates upward of 20 Tb/s, and forms the backbone of modern optical communication
networks [4, 5].

1.2 Challenges in modern optical networks
Despite the significant pace of progress, contemporary optical communication net-
works face a growing challenge in meeting the ever-increasing demand for data band-
width. Data intensive services such as video streaming, cloud and gaming are cur-
rently causing a capacity crunch, driving a need for increases in data rates. Numerous
emerging technologies, such as the internet of things and self driving cars also have
the potential to dramatically increase network congestion often in unpredictable ways.
In general, modern optical networks can be categorised by their transmission distance
into short reach and long-haul networks each of which face unique challenges with
numerous potential solutions.



1.2. Challenges in modern optical networks 3

1.2.1 Short reach networks

Short reach networks generally have transmission distances on the order of tens of
kilometres. Short reach networks include access networks which connect end users to
the metro and core. Access networks have in recent years seen significant adoption
of optical networking in place of electrical, with a view to increasing capacity. In
order to support a larger number of end users, access networks have sought to employ
WDM passive optical networks (PON). WDM-PON, with channel spacing generally
≤ 100GHz is seen as a key technology in expanding access capacity. By using a
larger number of tightly spaced optical carriers, a larger number of end users can
be supported at high data rates. However, with increasing spectral density the risk
of channel crosstalk increases and as a result, each optical transmitter needs to be
carefully controlled such that each carrier is at the appropriate wavelength. In partic-
ular, the thermally induced wavelength shift associated with semiconductor lasers is a
challenge for DWDM systems. Given the large number of user optical network units
(ONUs) required for fibre to the home applications, inventory cost also becomes a key
factor. As such, balancing the performance and cost of optical components represents
a crucial factor in the adaptation of PON access networks.

Another short reach network, which has seen significant growth, is that of inter-
and intra-data centre networks (DCNs). In order to increase efficiency and capacity
within data centres, electronic components will increasingly be replaced by optical
solutions. Such architectures have been proposed with high energy efficiency, however,
the use of optical components generally increases deployment cost [6]. Additionally, as
data centres typically have size constraints, the spatial footprint of optical solutions
becomes critical. Form factors such as C form-factor pluggable (CFP), consisting
of several discrete optical components were rather large for DCN applications. In
recent years, CFP2 and CFP4 have leveraged improved optical integration to double
and quadruple port density over the original CFP [4]. In order to further reduce
spatial footprint and cost, research into monolithic photonic integrated circuits (PICs)
continues, seeking to integrate more optical components on a single chip. As photonic
devices begin to be integrated at higher densities, thermal management again becomes
an important consideration. As a result, there is a need for a detailed understanding
of individual components’ thermal behaviour, as well as new thermal management
techniques. The viability of such PICs depends largely on the cost and reliability of
the individual components therein and thus considerable effort is being undertaken
to develop cheaper components for PICs.
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1.2.2 Long-haul networks

Long-haul networks include metro and core, with transmission distances of hundreds
or thousands of kilometres. In such networks, cost and power consumption are less
critical than in short reach networks. Long-haul networks specifically face challenges
in maximizing spectral efficiency and transmission distance. New high cardinality
modulation formats in particular seek to improve spectral efficiency of long-haul net-
works. As core networks are already widely deployed, future advances in this context
will likely focus on utilizing existing infrastructure in more efficient ways. Further ad-
vancements may also include: the implementation of integrated arrays for modulation
and coherent reception, optical comb spectrum generation, and transponders capable
of flexible data rates, tuned to required distance are also likely to be implemented in
the coming years [4].

1.2.3 Advanced modulation formats

In order to further increase data capacity of WDM systems, increases in spectral
efficiency are required in both short reach and long-haul networks. Limited by con-
ventional modulation such as on-off keying (OOK), recent development of advanced
modulation formats has yielded dramatic improvements in capacity. Such modula-
tion formats allow for the encoding of multiple bits of data during a given symbol for
a given wavelength channel, resulting in improved data rates per wavelength chan-
nel [4]. Phase-shift keying key modulation (PSK) is a widely implemented modulation
technique which uses coherent detection to encode data in amplitude and phase. Com-
mercially available formats include binary PSK, quadrature PSK, and 16-quadrature
amplitude modulation (QAM) [4]. Figure 1.2 shows the main dimensions along which
such coherent communication can increase capacity. In order to reach higher order
constellation multiplicity, achieving low linewidth is a key goal for laser diodes.

Prior to more advanced coherent modulation, formats based on intensity modula-
tion and direct detection (IM-DD) were the status quo. The emergence of coherent
communication resulted in a shift of research focus away from IM-DD formats. How-
ever, the capacity crunch in short haul applications has seen a resurgence in research
into IM-DD formats. Such formats offer cheap and energy-efficient alternatives to co-
herent detection, suitable for short reach networks. Advanced IM-DD formats include
multi-level schemes such as 4 level pulse amplitude modulation (4-PAM) which have
achieved 224 Gb/s [4].
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Figure 1.2: Dimensions along which capacity can be increased in co-
herent communication (from Agrell et al. [4]).

In order to facilitate increased capacity there is a need for next generation PIC
components, in particular semiconductor laser diodes and EA modulators, to be com-
patible with cutting edge and emerging modulation formats.

1.3 Tunable laser diodes
Semiconductor laser diodes represent an essential optical component within optical
networks, as they generate the optical carrier signal for the transmission of data. Given
the frequency grid spacing defined by the international telegraph union telecommu-
nication standardisation sector (ITU-T) of 12.5 GHz to 100 GHz and wider, DWDM
systems can exceed 80 individual wavelength channels [7]. Such a large number of
wavelength channels means that having an individual laser for each channel is not
economically feasible. Instead, lasers capable of tuning to several channels are used,
reducing the number of lasers required for a DWDM system. Several types of tunable
lasers are used in current networks. As single lasers generally have tuning ranges on
the order of nano meters, one approach is to combine several such lasers together with
their combined tuning range covering the desired wavelength channels. Such early
tunable laser arrays were demonstrated by Kudo et al. [8] in the 1990s, achieving
15.3 nm tuning range. More recent tunable arrays are now capable of fully covering
the C-band [9]. Higher tuning ranges can be achieved by individual lasers, albeit
with more complicated designs. Sample grating DBR (SG-DBR) lasers use several
interrupted grating sections to generate super-modes, thereby extending the tuning
range. They were first demonstrated in 1993 by Jayaraman, Chuang, and Coldren
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[10], achieving 57 nm tuning with more than 30 dB SMSR. SG-DBR lasers are also
capable of integration with other photonic components. Mason et al. [11] integrated
SG-DBR lasers with SOAs to achieve output powers > 8Bm and Akulova et al. [12]
integrated EA modulators allowing for error-free transmission at 2.5 Gb/s for 350 km.
Such SG-DBR lasers are now widely deployed in optical networks as a flexible wave-
length source. Modulated grating Y-branch (MG-Y) lasers also tune via the vernier
effect in order to obtain an extended tuning range. These lasers differ from SG-DBRs
by having both gratings located on the same side of the gain section, thus avoiding
the output light passing through the front reflector and being attenuated. Such lasers
have been developed, attaining SMSR ≥ 40 dB, high output power ≥ 13Bm and a
low power variation < 1.5 dB [13]. A detailed review of the aforementioned tunable
lasers can be found in Coldren et al. [14].

For the next generation of long haul communications new lasers designs capable
of full band tunability, such as the digital supermode (DS)-DBR laser, have been
investigated to replace fixed channel DFBs, achieving similar performance in terms of
power and SMSR [15].

Although existing tunable laser solutions have achieved wide use in optical com-
munications they generally involve complex and expensive fabrication. In long-haul
systems where the price point of optical components do not have as large of a foot-
print, such complex lasers — fabricated through epitaxial re-growth, embedded grat-
ing structures and high resolution epitaxy — are well deployed and have become the
de facto solution. However, as optical communication penetrates further into short
reach networks and the number of devices increases, inventory cost begins to play a
larger role and the mature laser designs suitable for established networks may not be
ideal for emerging demands. There has been a concerted effort to reduce costs of these
components while also maintaining efficiency as well as integrating more components
on a single chip.

A key area of interest which has emerged is replacing embedded gratings with
surface etched gratings. This removes the need for the aforementioned re-growth and
high resolution epitaxy with a view to driving down costs. Recently, Yang et al.
[16] demonstrated a monolithic PIC comprised of tunable single mode lasers, SOAs
and multi-mode interference (MMI) couplers, using a simple slotted grating design.
Cheap widely tunable lasers have also been demonstrated using a monolithic slotted
grating design, demonstrating linewidth ≤ 800 kHz and fast wavelength switching
between channels [17]. Surface grating laser designs have also been simulated for
potential direct modulation applications in the 1.3 µm window, achieving a predicted
33GHz modulation bandwidth at 100mA [18]. Similar surface grating lasers have been
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implemented in silicon photonics with an InGaAsP-Si hybrid single-mode laser based
on slotted silicon waveguides achieving good performance with a threshold current of
21mA, output power of 1.9mW and side-mode suppression (SMSR) ≥ 35 dB [19]. The
common themes of these recent efforts are low cost, simple fabrication, and monolithic
integration. All of these attributes are increasingly seen as important for laser diodes
to enable the next generation of optical communication networks.

1.4 Thesis scope and goals
With the above context and challenges in mind, research into cheap, simply fabricated,
monolithic laser designs has been previously undertaken within the Trinity College
Dublin semiconductor photonics (TCDSP) group. Out of this research, a platform
for low cost laser diodes based on surface etched gratings has been developed. These
lasers are designed to reduced cost in a number of ways. The ability to integrate
the lasers with a range of optical components helps increase the number of functions
per package thus reducing cost. In addition, the slotted grating simplifies manufac-
turing, potentially increasing yield and allowing for cheaper manufacturing methods.
(Detailed costing in relation to the high-order surface grating laser have not been
carried out by our group and for companies who sell lasers with similar structures,
this information is proprietary and confidential.)

Most recently, the TCDSP group has demonstrated tunable laser arrays based
on high order surface etched gratings, capable of covering the C-band and achieving
linewidths compatible with advanced coherent modulation formats: star 16QAM and
8PSK [20]. In addition, lasers with monolithically integrated components in the form
of SOAs and electro absorption modulators have been demonstrated using this plat-
form [21, 22]. Widely tunable lasers based on the vernier effect were also fabricated
achieving > 50 nm tuning range with SMSR ≥ 30 dB for the majority of this range
[23].

From this preceding work, a number of issues were highlighted. Chief among these
was a need to understand in greater detail the physical behaviour observed in the
fabricated devices. Of particular interest is the wavelength tuning behaviour of said
lasers as well as the thermal dynamics underlying said tuning. In addition, areas where
performance could be improved were identified and this thesis focuses on addressing
these with a view to designing new slotted lasers with improved performance. With
the above in mind, the overarching goals of this thesis are to:

• Experimentally investigate wavelength tuning of slotted laser diodes.
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• Develop a high fidelity numerical model capable of explaining and predicting
laser tuning behaviour as well as overall device performance.

• Iterate upon previous designs to improve performance of laser diodes for the
next fabrication run.

With regard to the final goal above, design procedures for surface grating based
lasers in the extant literature tend to rely on an ad hoc approach, simulating grating
properties such as reflectivity over a limited range of design variables and choosing
a suitable grating. A generalized approach to surface grating optimization is lacking
and to our knowledge an efficient method fully covering the various design variables
for a slotted grating while also encompassing the complexities introduced by them
has not been demonstrated. As such, this thesis sets out to define an improved
method whereby slotted grating laser diodes can be rigorously optimized, taking all
degrees of freedom into account while being applicable for arbitrary laser performance
requirements.

Thus far, attention has been focused on lasers within the context of optical com-
munication networks. In addition to optical communications, semiconductor laser
diodes have a number of wide-ranging applications, such as gas detection, measure-
ment systems and atomic clocks. The slotted laser diodes presented herein also have
potential application in these fields, though this research is primarily undertaken in
the context of optical communications.
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Chapter 2

Semiconductor Lasers

2.1 Introduction
Semiconductor laser diodes — as well as lasers in general — require a number of basic
elements in order to operate. These include a:

• Gain medium.

• Pump source.

• Feedback mechanism, i.e. a mirror.

• Wavelength / frequency filter (single mode case).

A gain medium is required for the amplification of light through stimulated emis-
sion. In order for the gain medium to support stimulated emission, a pump source
— generally optical or electrical — is needed to excite electrons to a higher energy
level. Once excited, electrons can decay to a lower energy via stimulated emission,
resulting in gain. In order for lasing to occur, the gain within a laser must be greater
than the losses. To this end, a feedback mechanism is required to overcome loss from
the gain medium. Typically, two mirrors fulfil this requirement, forming a cavity in
which light is confined. Once an optical mode within a cavity has more gain than loss,
lasing will occur. Laser cavities generally support a multitude of longitudinal modes
at a number of wavelengths. In order to select a single cavity mode, a mechanism for
filtering out competing modes is needed, normally in the form of a grating. These
concepts will be introduced in this chapter, as well as common semiconductor laser
diode structures and important properties thereof.

2.1.1 Energy bands in solids

In order to understand how a gain medium arises, we first consider the energy levels
available to electrons in condensed matter such as semiconductors. Figure 2.1 shows
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the progression of energy levels with an increasing number of atoms N . At low
densities, as found in gases, energy levels of the electrons are discrete and are in effect
the same as a single isolated atom. Moving away from this isolated atom case, as
the number of atoms increases, the energy levels of the electrons of each atom are
perturbed resulting in energy splitting. This splitting repeats itself as the number
of atoms increases and in the case of a large number of atoms, as in solids, the
discrete energy levels effectively becomes a continuous energy band. The splitting
of the highest occupied atomic energy level forms the valence band with the next
higher atomic level splitting to form the conduction band. Between the valence and
conduction band there exists a band gap, which no electron can occupy.

N atoms

E
n
er

g
y

E1

E2

Valence
band

Conduction
band

Band gap

Figure 2.1: Change of energy levels from the single atom case to the
band structures of crystals.

Plotting the valence and conduction band energy levels against their respective
wave-vectors results in the band structure of semiconductors as shown in Figure 2.2.
An important result of the E versus k diagram in Figure 2.2, is that not all energy
levels can transition between one another, with energy transitions largely limited to
vertical transitions only involving energy transfer. This is due to the fact that any
other transition will involve a change in momentum k, and as the momentum of
photons involved in these transitions is small compared with the momentum available
to electrons and holes in bands, such transitions have a low probability. As a result,
materials with direct band gaps, where Ec and Ev coincide at the same wavevector
k, are required in order for optical transitions to occur efficiently between the bands.
The region where light is generated through stimulated emission in a laser, known as
the active region, is thus predominantly engineered with direct band gap materials.
Such direct band gap materials include GaAs, InP and GaN, which are commonly
used in the design of semiconductor lasers.
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Figure 2.2: Electron energy vs. wave vector magnitude in a direct band
gap material.

2.1.2 Heterostructures

In order to enable the operation of semiconductor lasers, the previously described
band structures of solids can be engineered in numerous ways. Modern semiconductor
lasers are based on the principle of a double heterostructure. In this scheme an active
region is sandwiched between two layers of higher band gap energy. Figure 2.3 shows
a simplified band structure of a double heterostructure in forward bias. Due to the
high band gap confinement layers either side of the active region, electrons cannot
escape into the p-type confinement layer and the holes cannot escape into the n-type
layer. As such, they are forced to recombine in the active region.

EFv

EFc

Ec

EV

p-type
confinement n-type

confinement
hv

Figure 2.3: Double heterostructure band structure.

Decreasing the width of the active region close to or smaller than the de Broglie
wavelength, such that quantum confinement occurs, results in a quantum well (QW).
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This quantization has the effect of increasing the effective band gap energy as well
as modifying the density of states as shown in Figure 2.4. The step-like behaviour
increases the differential gain as the injected carriers have a narrower energy range.
The gain can further be increased by introducing strain in the active region. This has
the effect of reducing the density of states at the top of the valence band, allowing for
population inversion to be obtained at a lower carrier density [24].

Although the carrier confinement is high in quantum wells, their narrow width
means that optical confinement is relatively poor. To improve the optical confine-
ment, separate confinement heterostructure quantum well (SCH-QW) structures are
used. Such SCH-QWs have an additional waveguide around the quantum well, improv-
ing optical confinement. Finally, utilising multiple quantum wells (MQW), whereby
several QWs are grown in series, further increases the optical gain. A strained SCH-
MQW structure composed of five QWs forms the active region for all the proceeding
results shown in this thesis (see Table 3.1, chapter 3 for details).

Density of states, ρ
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y,
E

Bulk

Quantum well

Figure 2.4: Density of states in a quantum well and bulk semiconduc-
tor.
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2.1.3 Recombination and rate equations

Recombination

hv

Rsp

hv
hv

Rstim

  

E

z
 

Rnr

= Electron
= Hole

Figure 2.5: Primary paths of electron-hole recombination: spontaneous
emission (Rsp), stimulated emission (Rstim) and non-radiative recom-

bination (Rnr).

The two main light generating processes in laser diodes are spontaneous and stim-
ulated emission. With the previously quantum well band structure in mind, these
processes can be understood as shown in Figure 2.5. A detailed description of these
processes is available in Coldren, Corzine, and Mashanovitch [25], from which the
definitions in the following three paragraphs are sourced.

In the case of spontaneous emission (Rsp), an electron in the conduction band
spontaneously decays to the valence band. The process of spontaneous emission is
random by nature with random direction and phase, resulting in incoherent emission.
This is the primary source of light in light emitting diodes (LEDs). The probability
of a spontaneous recombination event occurring is proportional to the number of
electrons (N) times number of holes (P), N × P . As the total charge in undoped
active regions remains constant, the spontaneous recombination rate is proportional
to N2.

The process of stimulated emission (Rstim) is also shown in Figure 2.5. An incident
photon of energy hv perturbs the system, stimulating the recombination of an electron
and hole with the generation of a new photon. Importantly, both photons have the
same amplitude and phase. As this process cascades throughout the laser cavity,
coherent light is created with high intensity.

In addition to radiative recombination, non-radiative recombination (Rnr) provides
an alternate path through which conduction band electrons may decay. There are
numerous such non-radiative paths, two of which are depicted in Figure 2.5. The first
path is through defects within the active region material, which include point defects,
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surfaces, and interfaces. This category of non-radiative decay is proportional to the
number of carriers N. On the other hand, Auger recombination involves an excited
conduction band electron decaying to fill a valence band hole. This differs from
spontaneous emission because the energy is transferred as kinetic energy to another
conduction band electron. In this case the process requires two electrons and a hole,
and as a result is proportional to N3.

Rate equations

In order for lasing to occur in a diode, there needs to be a population inversion, i.e.
the number of electrons in the conduction band needs to be greater than the number
in the valence band. This can be achieved by electrically pumping electrons from the
valence band into the conduction band. Once this occurs, spontaneous emission will
increase and seed the stimulated emission needed for lasing. In semiconductor lasers,
electrically pumping the active region leads to an increase in carrier density given by

Ggen = Iηi
V q

, (2.1)

where I is the injection current, ηi represents the injection efficiency, q is elementary
charge and V is the active region volume. Combining the rate of carrier injection with
the previously described possible paths of decay gives the rate equation

dN

dt
= Iηi
qV
− (AN +BN2 + CN3 +Rstim), (2.2)

where A, B, C are the coefficients of non-radiative, bimolecular (spontaneous) and
Auger recombination respectively [25]. The rate equation determines many of the
dynamics of laser behaviour, both static and transient.

2.2 Fabry Pérot laser
The final requirement for a laser is longitudinal light confinement in the form of
a cavity. The simplest case of this is a Fabry Pérot laser which is illustrated in
Figure 2.6. In this device, light is confined to the gain medium by two reflecting
surfaces. r1 and r2 are the amplitude reflectivity of the two cleaved facet mirrors, P1

and P2 are the powers leaving these mirrors. The blue arrows show a round trip of
light confined to the active region with a field profile U(x, y) as shown in red. Light
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Figure 2.6: Fabry Pérot laser schematic.

in the cavity can be described by the propagation constant β:

β = κ0n
′

eff + j
gnet
2 (2.3a)

gnet = gΓ− αi, (2.3b)

where αi is the waveguide loss, Γ is the confinement factor, gnet is the net modal gain
and κ0 is the free space propagation constant (κ0 = 2π

λ
) [25]. To achieve lasing, the

net gain over a single round trip must equal the net loss, which includes the loss at
the reflective boundaries r1 and r2. This will occur when

r1r2e
−2iβL = 1, (2.4)

where L is the length of the Fabry Pérot cavity. Once this condition is met the laser
is considered to be above threshold. Figure 2.7 shows the main changes when moving
from a below threshold regime to an above threshold regime. Below threshold, carrier
density in the active region increases with injection current. The carrier density will
continue to increase until the gain is large enough to satisfy Equation 2.4. Once this
occurs, the output power abruptly increases and the carrier density clamps at the value
at threshold, as any additional carriers injected immediately decay via the stimulated
emission which now dominates the light creation process within the QWs. The current
at which this occurs is known as the threshold current (Ith) with a corresponding
threshold carrier density of (Nth) as shown in Figure 2.7. Once above threshold, the
output power increases approximately linearly. From Figure 2.7 the slope efficiency
can be defined as the differential change in output power for a change in input power,

ηse = ∆P
∆I , (2.5)
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measured in units of mWmA−1 [25]. It should be noted that the carrier density along
the cavity is non-uniform and Figure 2.7 represents the approximate carrier density
behaviour averaged over the length of the cavity.

Figure 2.7: Typical threshold behaviour of a laser diode.

The lasing spectrum from a Fabry Pérot laser is largely determined by the cav-
ity length. Wavelengths which have a constant phase after one round trip will add
constructively and lase. The wavelengths which satisfy this condition are given by

λm = 2 ·
n

′
effL

m
, (2.6)

where m ∈ Z.
Figure 2.8 shows this condition where the vertical lines represent solutions to

Equation 2.6 for an arbitrary cavity length. The wavelength of the longitudinal
modes relative to the modal gain curve (green) will determine the power of each
lasing mode. The gain curve plotted in Figure 2.8 was calculated using the parabolic
approximation given in Westbrook [26]. An experimentally measured spectrum of a
400 µm long Fabry Pérot cavity is also shown in Figure 2.8 (bottom). The spectrum
is strongly multi-mode, which is generally not suitable for optical communications.
To obtain a single lasing wavelength, a method whereby competing modes are fil-
tered out is required. This can be achieved by incorporating grating structures, which
add a wavelength dependence to the reflectivity r(λ) and thus can be used to select
individual wavelengths.
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Figure 2.8: Fabry Pérot cavity’s possible longitudinal modes and gain
curve (top). Measured 400 µm Fabry Pérot lasing spectrum at 60mA

(bottom).

2.3 Single mode lasers
The multi-mode spectrum produced by Fabry Pérot lasers has a number of negative
properties which make it ill-suited for fibre-optic communications. Considering a
wavelength multiplexing system in which a number of independent signals need to
be carried on their own unique wavelength, it is clear multi-mode spectra are not
suitable. In addition, the dispersion which light experiences in optical fibres limits
the use of Fabry Pérot lasers. In order to overcome dispersion it is necessary to
produce a spectrally pure source with a narrow linewidth via single mode lasers.
Grating structures play a pivotal role in enabling such single mode lasers.

2.3.1 Gratings

A grating consists of a periodic structure from which reflections add up constructively
at a particular wavelength known as the Bragg wavelength. In laser diodes, these
gratings take the form of structural variations which cause variations in the effective
index, resulting in reflections. The amplitude of the reflection going from a material
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n

z

Figure 2.9: Typical grating structure, where changes in refractive index
profile results in reflection.

of n1 to one of n2 can be approximated by the Fresnel equation as

r12 ≈
n1 − n2

n1 + n2
. (2.7)

The periodicity of these reflections determines which wavelengths will be in phase upon
reflection and add constructively, and which will be out of phase and add destructively.
This is known as the Bragg condition and is described by the equation

λBragg = 2neffΛ, (2.8)

where λBragg is the Bragg wavelength, Λ is the grating period and neff is the effective
index of the fundamental mode [25]. Such a grating structure matching the Bragg
condition is illustrated in Figure 2.9. The reflectivity peak of a grating can be tuned
to a desired wavelength via the equation

Λ = λ

2neff
·m, (2.9)

where m ∈ Z. The integer m will be referred to as the order of the grating henceforth.
The result of these constructively interfering reflections is a Bragg peak as shown in
Figure 2.10. Generally, the bandwidth of such a Bragg peak is engineered to be
narrower than the spacing of the longitudinal modes, ensuring that only one mode is
supported by the cavity.

Semiconductor laser designs are generally categorized by the type of grating struc-
ture which they utilize. Two examples of single mode lasers which use different grat-
ing structures are distributed feedback lasers (DFBs) and distributed Bragg reflector
lasers (DBRs) as shown in Figure 2.11a and 2.11b. In the case of the DBR laser, a
grating known as a distributed Bragg reflector is used as a mirror on one side of the
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Figure 2.10: Bragg peak resulting from a periodic change in refractive
index.
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Figure 2.11: Longitudinal cavity cross sections of (a) DFB and (b)
DBR lasers.

laser. The reflection peak of this grating will have a maximum at the Bragg wave-
length. Modes near the maximum will have sufficiently low round trip losses for lasing
to occur, whereas modes de-tuned from this peak will experience high loss and as a
result not meet the threshold condition for lasing. In this way, single mode operation
is achieved. In the case of the DFB the grating is formed across the whole active
region and as in the DBR acts as a single mode selection mechanism. The effect of
gratings when incorporated into a laser cavity is illustrated in Figure 2.12. The mirror
loss is shown in red which is defined as

αm = 1
Leff

ln
(

1
r1r2(λ)

)
(2.10)
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where Leff is the effective cavity length. When the net gain for a longitudinal
mode is larger than the mirror loss, lasing will occur [25]. From Figure 2.12 one can
see that as the net gain increases, the longitudinal mode located at the minimum
of the mirror loss (corresponding to the maximum of the Bragg peak) will be the
first mode to achieve the threshold condition. As the carrier density is approximately
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Figure 2.12: Effect of introducing a wavelength filter on lasing spec-
trum. Longitudinal modes experience different mirror loss; the mode
with the lowest mirror loss reaching threshold first. In this way single

mode lasing is achieved.

constant above threshold, the side modes will not reach threshold and thus only a
single mode will dominate the lasing spectrum. An example of the resulting single
mode lasing spectrum is seen in Figure 2.12 (bottom) where the dominant lasing mode
is that located at the Bragg peak, and the side modes are suppressed. This introduces
us to an important measure of single mode lasers: the side mode suppression ratio
(SMSR). The SMSR is defined as the ratio between the dominant lasing mode and
the second most powerful mode, given by

SMSR = P (λ0)
P (λ1) , (2.11)
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where P (λ0) is the power of the most dominant mode and P (λ1) is the power of
the second most powerful mode, with a higher SMSR indicating better single mode
operation.

An important consideration in lasers which have a cleaved facet, is the cleave
error. Typically, the cleaving process is not particularly precise (varying on the order
of micrometers), relative to the lasing wavelength. Because the cavity length has a
random component arising from this cleave error, the wavelength of the longitudinal
modes will also be random relative to the Bragg peak. As such, the ultimate SMSR
of a cleaved facet laser has a random component, as the lasing longitudinal mode will
not always coincide perfectly with the Bragg peak.

2.3.2 Laser linewidth
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Figure 2.13: Effect of a spontaneous emission event on the field β =
I1/2eiφ.

In addition to the SMSR, the lasing mode’s linewidth — typically defined as the full
width at half max (FWHM) of the lasing mode’s optical spectrum — is a key factor in
optical communications. Due to optical signals undergoing dispersion within a fibre,
a narrow linewidth is desirable to minimise this effect. The two main contributing
factors to the broadening of the lasing mode’s line-shape are spontaneous emission
and carrier density variations. Henry [27] gives a detailed description of these effects,
which is summarised in this subsection. The contribution from spontaneous emission
can be illustrated by a phasor diagram as shown in Figure 2.13.
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If we consider a field in a laser generated through stimulated emission,

β = I1/2e(iφ), (2.12)

where I and φ are the intensity and phase respectively, a spontaneous emission event
i will alter the field by

∆βi = e(iφ+iθi), (2.13)

where the magnitude is unity and the random phase of the spontaneous event is θi.
From Figure 2.13 it follows that the change in phase due to the spontaneous emission
is

∆φ = I−1/2 sin(θi), (2.14)

and accounts for the majority of spontaneous emission induced line broadening. From
this the famous Schawlow-Townes equation can be derived. However, in order to
fully account for linewidth, changes in refractive index n, caused by changes in carrier
density within the cavity, need to be accounted for. The linewidth enhancement factor
α was introduced by Henry [27], whereby the Schawlow-Townes equation becomes the
modified Schawlow-Townes equation, generally given in terms of output power as

∆ν =
v2
ghν(αm + αi)nspαm

8πPo
(1 + α2), (2.15)

where vg is the group velocity, h is Plank’s constant, g is the gain, nsp is the spon-
taneous emission factor, αm and αi are the mirror and waveguide loss respectively
and Po is the output power; with the term (1 + α2) accounting for changes in carrier
density.

2.4 Laser tuning

2.4.1 Tuning schemes

In order to act as a source for multiple DWDM channels, it is desirable for laser diodes
to have a large tuning range. Generally speaking, there are three main tuning patterns
utilized, which are shown in Figure 2.14. The simplest of these is continuous tuning,
whereby the laser wavelength tunes continuously and crucially without undergoing
any mode hops over the range in question. From Figure 2.12 one can see that in
order to maintain a single mode over a range of wavelengths, the longitudinal modes
and the Bragg peak must be tuned in tandem. The single mode nature of continuous
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tuning limits the achievable wavelength range, to the range which the longitudinal
modes can be tuned over — generally up to ∼ 15 nm [28].

If one allows for mode hops, the maximum achievable range is greatly increased as
the only physical limit is the extent of the bandwidth of the optical gain. However,
as shown in Figure 2.14, portions of the tuning range are not covered in such a
discontinuous tuning scheme. In order to fully cover a large wavelength range, quasi-
continuous tuning can be employed, whereby each mode can tune over a large enough
wavelength such that their ranges overlap. Such tuning schemes allow for the full
coverage of large tuning ranges ∼ 100 nm[28].
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Figure 2.14: Various tuning schemes.

2.4.2 Wavelength tuning mechanisms

Free-carrier plasma effect

The most widely employed physical effect for tuning lasers is the free-carrier plasma
effect. This effect causes a decrease in the refractive index of the semiconductor
and hence a blue-shift in wavelength. The injection of carriers and holes into the
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semiconductor leads to two sources of index change, ∆n. The polarization of the
injected carriers contributes most to this shift with a lesser contribution from the shift
of the absorption edge [29]. In practice this effect is generally achieved by passivating
a section of the laser diode, thus enabling high carrier densities to be injected and
hence a larger ∆n, typically up to ∼ 0.04 [28].

Quantum confined stark effect

The quantum confined stark effect (QCSE) involves an electric field changing the
refractive index. This field is applied by reverse biasing the pn-junction such that an
electric field is produced within the quantum wells. The applied electric field results
in a reduced band gap energy, reducing the refractive index. This effect generally
produces refractive index changes less than the free-carrier plasma effect with ∆n on
the order of 1× 10−2 to 1× 10−3 [30].

Thermal tuning

An important tuning mechanism of semiconductor laser diodes is that of thermal
tuning. Thermal tuning effects the lasing wavelength in two ways, directly through
a change in the refractive index, ∆n, and by increasing the band gap which red-
shifts the gain spectrum. Thermal tuning generally produces a change in wavelength
of ∼ 0.1 nm ◦C−1 for the longitudinal modes and Bragg peak, while the change in
band gap energy red-shifts the gain spectrum on the order of ∼ 0.5 nm ◦C−1. This
differential rate of tuning between the gain spectrum and cavity modes is an impor-
tant consideration when designing laser diodes, particularly for operation at elevated
temperatures.

When biased, laser diodes naturally undergo thermal tuning, arising from a number
of sources. Below threshold, joule heating from material resistance is the predominant
source of heating in and produces and T ∝ I2 dependence with additional sources of
heating arising from absorbed spontaneous emission and non-radiative recombination.
Above threshold free carrier absorption of coherent radiation in the active region also
contributes to heating [31].

In practice, laser diodes are often thermally tuned via a Peltier element. Heating
elements have also been integrated on chip to alter cavity temperatures in a controlled
manner. From the perspective of PICs the effect of thermal induced tuning is becom-
ing more important with increasing component density. The difficulty in thermally
isolating components, means that there may be inter- and intra-component cross talk
which may negatively affect performance.
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2.4.3 Vernier tuning
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Mirror

Front
Mirror

Λ2

Phase section

Figure 2.15: Schematic of a SG-DBR laser. Two gratings with differing
periods Λ1 and Λ2 have reflection spectra with differing FSRs, resulting

in a vernier effect.

The aforementioned tuning mechanisms when applied to DBR and DFB laser
structures are limited in their tuning range by the maximum change in refractive
index which each physical effect can induce. In order to exceed these limits, a wide
number of laser designs have been developed which take advantage of the vernier
effect to extend the tuning range [10, 32, 33, 34]. One example of a laser capable of
vernier tuning is the sampled grating distributed Bragg reflector (SG-DBR) shown
in Figure 2.15. Central to the functioning of such a laser is the inclusion of two
grating structures, each with differing periods Λ1 and Λ2. By selecting the appropriate
periodicity, a reflection spectrum as shown in Figure 2.16 can be achieved, where the
blue and red lines represent the reflection spectra of the two gratings of period Λ1 and
Λ2. The resulting product is seen in Figure 2.16 (bottom), where the largest peak will
lase. As a result of the difference in spacing of the super-modes, a small change in the
wavelength of one reflection spectrum can yield a much larger wavelength shift in the
lasing spectrum. The right-hand side of Figure 2.15 shows the effect of shifting the
wavelength of Λ1 by 0.5 nm which translates to a significantly larger shift in lasing
wavelength of −3 nm.
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by gratings in Figure 2.15 (top), spectra multiplied together where the
largest peak determines the lasing mode (bottom). By tuning one of
the spectra by a small wavelength a large wavelength change is achieved

in the lasing mode.
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2.5 Conclusions
In this chapter, the fundamentals of semiconductor laser diodes have been introduced.
Conventional laser designs such as DFBs, DBRs and SG-DBRs, and the theory behind
their gratings have been introduced. Various important properties of lasers including
slope efficiency, linewidth and SMSR have been also been described.

The lasers presented in this thesis differ from the conventional lasers discussed
thus far. In place of embedded gratings, slotted gratings are etched into the surface
of the waveguide ridge, providing feedback and wavelength filtering. In the following
chapter these slotted gratings and the theory behind them will be introduced. The
method used to simulate the optical properties of slotted gratings will be discussed.
In addition, the most recent design work which our group has undertaken and the
laser fabrication process will also be introduced.
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Chapter 3

Modelling, design and fabrication
of slotted gratings

In conventional DFB and DBR laser diodes, gratings are embedded within the waveg-
uide structure. As a result, radiation loss is generally small and a simple lossless
one-dimensional (1D) transfer matrix method (TMM) can be used to simulate grat-
ings. The lasers presented in this thesis, however, are formed by etching into the
waveguide structure and this introduces radiation loss. Previously, Lu et al. [35] have
shown the need to use the two-dimensional (2D) scattering matrix method (SMM) to
analyse the slot characteristics in slotted single-mode semiconductor lasers. In this
work the CAvity Modelling FRamework (CAMFR)1 implementation of the 2D-SMM
is used. In this chapter the basic principle behind the 2D-SMM and its application in
designing slotted gratings will be introduced. Moreover, slotted gratings previously
designed using the SMM will be discussed. Finally, the fabrication process for slotted
grating lasers will be described.

3.1 2D scattering matrix method
In order to design an efficient single mode laser, the reflectivity, transmission, loss and
bandwidth associated with the grating needs to be accurately modelled. To this end,
the 2D scattering matrix method (2D-SMM) is used [36]. The 2D-SMM is based on
the principle of eigenmode expansion and the use of scattering matrices. In a structure
where the optical refractive index does not vary in the z direction, the solutions of

1CAMFR was developed by the photonics group of the Department of Information Technology
(INTEC) at Ghent University in Belgium.
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Maxwell’s equations take the form

E(x, y, z) = E(x, y)e(iβz),

H(x, y, z) = H(x, y)e(iβz).
(3.1)

In this form, E(x, y) and β are the eigenfunction and eigenvalue of the solution which
has a simple harmonic z-dependence [37]. As eigenmodes, these equations satisfy the
eigenvalue problem

(∇2
t + ω2µε)E = β2E, (3.2)

derivable from Maxwell’s equations. We can express any solution of Maxwell’s equa-
tions in terms of a superposition of the forward and backward propagating modes
as

E(x, y, z) =
M∑
k=1

(
ake

(iβkz) + bke
(−iβkz)

)
Ek(x, y)

H(x, y, z) =
M∑
k=1

(
ake

(iβkz) + bke
(−iβkz)

)
Hk(x, y).

(3.3)

In a linear medium where M goes to infinity, this set of equations represents an exact
solution to Maxwell’s equations. In a computational implementation, the number of
modes is finite, but this truncation nevertheless yields accurate results [37].

Changes in the z direction (as occur in a grating) are modelled using the mode-
matching technique and scattering matrices. The mode-matching technique is applied
to the interface between two adjacent sections, requiring tangential components of
the field Et and dEt

dz
to be continuous. Once the mode matching technique has been

applied to a single interface, the reflectivity and transmission of a stack of interfaces
is calculated using the SMM. The SMM relates the outward propagating field of a
structure to the inward propagating fields as follows:b1

b2

 =
S11 S12

S21 S22

 ·
a1

a2

 . (3.4)

For a segment with no discontinuities, as shown is Figure 3.1a, the elements of the
scattering matrix are

S11 = S22 = 0

S12 = S21 = e−iβL,
(3.5)

where β is the propagation constant and L is the length of the segment. In the case
of an effective index change at a dielectric interface, as shown in Figure 3.1b, the
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elements of the scattering matrix are

S11 = b1

a1
|a2=0 = r12 S12 = b1

a2
|a1=0 = t21

S21 = b2

a1
|a2=0 = t12 S22 = b2

a2
|a1=0 = r21,

(3.6)

where rij and tij are the reflection and transmission going from a material of refractive
index ni to nj as shown in Figure 3.1b [25]. Using this method, the reflection and
transmission spectra of a field incident on a grating can be accurately simulated,
taking into account radiation loss. An in depth description of this model as well as
its implementation in the form of CAMFR can be read in Bienstman [37].

S
a1

b1

b2

a2

(a)

a1

b1 a2

b2

r1 r2

n2n1

(b)

Figure 3.1: (a) Scattering matrix junction, (b) Dielectric interface.

3.2 Single mode slotted lasers
In modern optical communication networks, DFBs, DBRs and SG-DBRs represent
the predominant in-plane single mode lasers. Together, these lasers cover many of the
requirements for optical network applications, including low noise, tunability over the
C-Band and good single mode operation. However, the fabrication of such lasers re-
quires a grating to be patterned within the waveguide structure, with re-growth steps
subsequently being necessary. In addition, low order gratings which require high
resolution lithography, are generally used in these conventional lasers. The aforemen-
tioned factors increase both the complexity and the overall cost of fabrication. To
address these issues, a simpler fabrication process can be adopted, whereby gratings
are etched directly into the surface of a Fabry Pérot laser, forming a surface grating
mirror. A three-dimensional (3D) schematic of a single mode slotted laser is shown
in Figure 3.2. The laser consists of two electrically isolated sections; the gain sec-
tion consists of an active region waveguide while the grating region consists of the
slotted surface gratings. One advantage of the slotted laser design is that the laser
is not dependent on reflection from the output facet, with the feedback provided by
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the grating. This allows one to monolithically integrate various photonic components
on a single chip. For instance, in Lu et al. [22] an electro absorption modulator was
integrated and in Abdullaev et al. [21] an array of lasers was integrated with semicon-
ductor optical amplifiers (OSAs). The successful demonstration of such components
makes the integration of more complicated circuits possible. Thus, with only a single
wafer growth, complex PIC structures can be relatively easily fabricated.
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Figure 3.2: Slotted single mode laser with two electrically isolated
sections.

3.2.1 Slotted grating design

Etching into the surface resolves the issue of re-growth — in order to reduce the
required lithographic resolution, the surface grating is designed to be of high order,
with the slot size generally set ≥ 1µm and a slot spacing of several microns. This
high order grating can be fabricated with cheaper photo-lithography2. As with a
DBR, the grating acts as a mode selection mechanism to obtain single mode lasing.
The change in structure relative to conventional DBR and DFB gratings, requires
us to re-examine some fundamental parameters when designing the slotted grating.

2It should be noted that the lasers presented in this thesis are in fact fabricated via e-beam
lithography due to foundry limitations (see section 3.4).
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Figure 3.3: y,z plane of the cavity structure, illustrating the various
slot parameters.

These parameters include, slot width, slot spacing, slot depth and the total number of
slots, as shown is Figure 3.3. These parameters need to be chosen carefully, in order
to produce sufficient reflection and a narrow reflection bandwidth.

Perhaps the most important parameter for single mode performance is the grating
periodicity. The grating period is defined by the Bragg condition from Equation 2.9,
with the period order m set to integer values; ensuring single mode lasing at the
defined wavelength. Once the grating period Λ is defined, the slot width and slot
spacing are related by

Λ = Λs + Λw, (3.7)

where Λs is the slot spacing and Λw is the slot width. The slot width and spacing is
again chosen to satisfy the Bragg condition,

Λs = (ms) ·
λBragg

2ns
Λw = (mw) · λBragg2nw

,

(3.8)

where ms and mw are multiples of half integers (henceforth referred to as the slot
spacing order and width order) nw and ns are the effective indices of the un-slotted
and slotted waveguide respectively [38].

We now have a method whereby the grating period can be defined, however the
final value which this will take in the case of slotted lasers is somewhat more com-
plicated than embedded gratings. To illustrate this, Figure 3.4 shows the simulated
field profile when encountering a slotted grating within a cavity. As a portion of the
field is lost through the slot, the field is reduced immediately after the slot. As a
result, the field requires a certain distance in order to recover and interact with the
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next slot. The result of this is seen in the simulation shown in Figure 3.5 where the
peak reflectivity has been simulated with changing period and slot width.
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Figure 3.4: Simulated TE field profile.
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Figure 3.5: Contour plot of simulated amplitude reflection versus slot
period order and slot width order for 20 slots, etched to 1.35 µm.

From this map it can be seen that lower order periods have less reflectivity, and
below m = 30, the reflectivity is too low to be used in a laser structure. From this
reflection map, the grating order was previously chosen to be 37 and the slot order was
chosen as 4.5, thus providing sufficient reflection. However, a negative consequence of
using such high order periods is a narrowing of the free spectral range (FSR) — the
distance between successive Bragg wavelengths. The FSR can be calculated as

∆λ = λ2

2ngΛ
, (3.9)
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where ng is the group refractive index. From this equation, the FSR of a 37th order
grating is ∼ 40 nm, which is on the order of the gain bandwidth. As a result, the FSR
reflection peaks receive gain and may compete with the desired lasing mode.

Figure 3.6: Schematic of a multiple period grating: in this case a three
period grating. Individual colours correspond to the distinct grating

periods.

In order to overcome competition from FSR peaks, a grating structure as shown in
Figure 3.6 has been developed. The multiple sub gratings with differing periods, are
all designed such that a Bragg peak occurs at the desired lasing wavelength, however,
as the period changes there will be 3 distinct FSR spacings arising from the grating
resulting in a reduced FSR peak reflectivity. This effect can be seen in Figure 3.7 where
the simulated reflectivity of the 1510 nm and 1590 nm Bragg peaks are suppressed for
a grating with three periods, as compared to the one period case. The effect on the
lasing spectrum is experimentally measured in Figure 3.8 where the one period grating
suffers from mode competition at ∼ 1575 nm, whereas the three period grating does
not. By employing such multiple period gratings, we have successfully fabricated laser
array capable of covering the C-band with SMSR ≥ 50 dB [21].
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3.3 Widely tunable vernier lasers
In addition to single mode slotted lasers, the concept of a widely tunable laser utilizing
slotted gratings, has also been investigated. Such widely tunable slotted lasers are
analogous to the SG-DBR introduced in chapter 2, the main difference being that
in place of sampled gratings deeply etched slots are employed. Figure 3.9 shows the
schematic of such a widely tunable slotted laser. Similar to an SG-DBR, two gratings
with different periodicities form the mirrors of the cavity, resulting in reflection spectra
with differing FSRs. This allows one to utilize the vernier effect to tune over wide
wavelength ranges (see Figure 2.16). The period of the back and front sections are
determined using Equation 3.9, whereby a suitably narrow FSR must be engineered
such that it is possible to tune into the required number of wavelength channels. As
the FSR is ∝ Λ−1, a relatively large grating period must be chosen. In order to limit
the length of the grating, the reflectivity per unit length needs to be increased. This
is achieved by etching slots to a depth of 1.85 µm allowing for sufficient reflectivity
to be achieved with ∼ 9 slots. A detailed description concerning the design of these
widely tunable vernier lasers can be read in Nawrocka [23].
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Figure 3.9: Slotted vernier laser schematic.

3.4 Laser fabrication
The experimentally measured laser diodes presented in this thesis were fabricated on
a commercial wafer supplied by IQE PLC, the specifications of which are contained in
Table 3.1. The wafer contains an active region consisting of five AlGaInAs quantum
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wells with an emission peak at ∼ 1530 nm. Above the QWs there is: a 1.6µm thick p-
doped InP layer, a 50 nm thick p-doped InGaAsP layer, and a 200 nm InGaAs contact
layer. All devices presented in this thesis were fabricated in an external foundry3. The
laser fabrication process for a single mode slotted laser is illustrated in Figure 3.10
where the main features are fabricated in the following sequence: slots and ridge, SiO2

isolation layer, gold contact deposition.
Fabrication first involves forming the slots and ridge via two inductively coupled

plasma (ICP) etch steps using Cl2 and N2 gas. The main steps involved in the single
mode laser slot fabrication are as follows:

1. Silicon nitride (SiN) layer is deposited using a plasma enhanced chemical vapour
deposition process (PECVD).

2. e-beam lithography is used to define the slots.

3. Deposition of SiO2 to prevent etching of slots during first ICP etch.

4. First ICP etch to a depth of 0.5µm.

5. Removal of SiO2 to allow etching of defined slot patterns.

6. Second ICP etch to a depth of 1.35µm.

The sum of the two etch processes results in a ridge depth of 1.85µm while the
slots are 1.35 µm deep. Once the etching process is complete, the laser is contacted.
This is achieved by first depositing an SiO2 isolation layer which is etched away on the
top of the ridge, with a gold contact being subsequently deposited. The laser bars are
then cleaved and the resulting facets coated in high reflection (HR) and anti-reflection
(AR) films, before the chip is eutectic bonded onto an AlN carrier. The result of this
fabrication process can be seen in Figure 3.11 where a single slot was imaged using a
scanning electron microscope (SEM). One can see from the SEM the waveguide ridge
has a rough surface on the lateral faces: the effect of this on waveguide loss is not
clear and may have reduced performance on recent devices.

3CST Global Ltd
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Figure 3.10: Overview of the slotted laser diode fabrication process.
The absence of any re-growth reduces the complexity and number of

steps required.

10 μm

1 μm

Figure 3.11: SEM image of a slotted grating (bottom) and a single slot
(top).
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3.5 Conclusions
In this chapter, slotted surface grating laser diodes have been introduced. The 2D-
SMM has been described and its application to simulating slotted gratings discussed.
The more recent single mode laser design for arrays and the concept of multi-period
gratings and their importance have been described. Moreover, the slotted Vernier
laser design has been introduced. Finally, the method whereby the lasers presented
in this thesis were fabricated has been presented.

The following chapter provides a detailed characterisation of the tuning of these
slotted laser diodes and investigates tuning schemes enabled by the isolation of grating
and gains sections.
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Chapter 4

Laser tuning and athermal
stabilization

4.1 Introduction
In the previous chapter, the design of slotted grating laser diodes was introduced. In
this design, the laser comprises two distinct sections, a gain section, and a grating
section. These sections are electrically isolated allowing for individual control of the
bias current in each section. In this chapter the tuning behaviour associated with such
multi-section lasers is experimentally investigated and various applications thereof
explored.

One particular application is the concept of athermalising the laser. In typical
DWDM systems, wavelength stability is obtained by cooling the laser using thermo-
electric coolers (TECs). This leads to expensive packaging costs and high energy
consumption, which also reduces scalability. One solution to this is to athermalise the
laser diode, making its lasing wavelength insensitive to temperature change by varying
the currents across the laser sections, provided that the necessary optical power for
the optical link and device reliability is realised at elevated temperatures. In order to
athermalise a laser, it is necessary to control the thermal drift of mirror loss and cavity
modes, and offset these against each other [39]. Although the design and fabrication
of such lasers initially proved difficult [40], the performance and wavelength stability
of athermal tunable lasers has improved significantly in recent years [41], with recent
work by Zhu et al. [42] achieving wavelength accuracy of ± 3 GHz over a 15 to 70 ◦C
range. This required control over the current supplied to 5 sections of the DS-DBR
laser and feedback from a centralised shared wavelength locker [43].

An alternative to tunable lasers is materials based athermalisation, in which a
waveguide consisting of two or more materials is engineered to balance the confinement
factor with the thermo-optic coefficient such that the thermal drift is close to zero [39].
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Towards this, materials-based athermal ring resonators [44] and DBR gratings [45]
have been demonstrated in the literature. Furthermore, if athermalising a full WDM
laser array, it is necessary to take thermal crosstalk between adjacent lasers into
account, since this has been shown to be a significant issue in PICs [46].

While various athermal control schemes for tunable lasers have been proposed,
these often add an extra layer of fabrication complexity to what are already com-
paratively high-cost lasers. Thus, this research has sought to implement athermal
control for a low-cost, multi-section, high order grating laser under continuous wave
operation, which is relevant to a wide range of cost-sensitive photonics applications.
In order to achieve this, detailed characterisation of laser tuning behaviour needs to
be undertaken. Also investigated, is the fundamental operation of these multi-section
slotted lasers through the development of a phenomenological model and through
thermoreflectance measurements.

4.2 Experimental Set up

4.2.1 Instrumentation

Figure 4.1 shows the experimental set up used to characterize the spectral and output
power characteristics of the laser diodes. The lasers are operated on a copper heat sink,
the temperature of which is controlled by a TEC. The different sections of the laser are
supplied with independent injection currents from a Keithley 2400, Lightwave LDX-
3200 and LDX-3210 source meters. In order to measure spectral properties, the output
of the laser is coupled into a lensed optical fibre. The light passes through a 90/10
beam splitter with 90% detected by an Agilent 86140B Optical Spectrum Analyser
(OSA) and 10% detected by a Keithley 6485 Picoammeter. The power reading of the
picoammeter is used to adjust the fiber position until maximum coupling efficiency is
achieved.

The output spectrum is recorded using an Agilent 86140B OSA with a maximum
bandwidth of 0.06 nm being used with a sensitivity of −75 dBm. To measure the
absolute power from a device, a germanium photo-diode is placed in front of the laser
and the photocurrent is measured to obtain the output power.

4.2.2 Laser Characterisation

Using the set-up in Figure 4.1, spectral and light-current (L-I) characterisation of the
laser diodes can be undertaken. Figure 4.2 shows L-I curves and measured output
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Figure 4.1: Experimental set up.

spectra for a 400µm slotted laser diode array containing an integrated SOAs for each
laser. Lasers were set on a TEC and tested under continuous wave (CW) conditions
at 20 ◦C. The SOA section was left unbiased as its main effect is to raise the power
output. Figure 4.2b shows the spectra of an array of 12 lasers where grating and
gain sections are biased at a total of 100mA, with each section at the equal current
density. From this we can see that the SMSR performance varies from laser to laser.
This variation is a result of the random nature of cleave error as discussed in chapter 2.
The electrical isolation between the grating and gain section allows us to rectify this
error by either tuning the grating section to shift the Bragg peak or tuning the gain
section to shift the longitudinal modes to the optimal wavelength. The result of this
tuning can be seen in Figure 4.3 where the c-band is covered with ≥ 47 dB SMSR. In
this case the gain or grating section was tuned in an ad hoc manner to achieve better
performance. The wider implications of this multi-section tuning are now investigated
through detailed experimental characterisation and modelling.
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(a) LIV curves for an array of slotted lasers cov-
ering the C-band frequency range.
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Figure 4.2: 400µm device performance.
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Figure 4.3: SMSR of a 400µm cavity length array of 12 lasers
temperature-tuned over the C-band. SMSR is maintained close to or

above 50 dB over the tuning range.
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4.3 Laser tuning
Figure 4.4 shows the shift in wavelength with respect to a range of grating and gain
currents, for three different laser cavity lengths of 400 µm, 700µm and 1000 µm. The
tuning maps are recorded by sweeping the grating and gain currents and reading the
peak wavelength on the optical spectrum analyser, while maintaining the submount
at a constant temperature of 20 ◦C using the TEC. The discontinuities seen in the
tuning maps correspond to the laser changing from lasing at one mode to another.
These “mode hops” are caused by either the longitudinal modes or the Bragg peak
shifting such that a side mode adjacent to the lasing mode coincides with the Bragg
peak, resulting in a higher round trip gain for the competing side mode. Once the
competing side mode has the highest round trip gain it will start to lase, resulting in
the observed wavelength jump. The effect of such a mode hope on SMSR can be seen
in Figure 4.5 which shows the SMSR corresponding to the 400µm laser in Figure 4.4a.
Regions close to a mode hop are seen to have reduced SMSR as the competing modes
each have almost equivalent round trip gain.

From Figure 4.4, the rate of mode hops with grating current is seen to increase
with cavity length. This is due to longer cavity length lasers having a narrower mode
spacing and as such, a higher number of modes will be traversed by the Bragg peak
as its wavelength shifts. For instance, in the case of the 400µm length laser, which
has a mode spacing of ∼ 1.2 nm, a shift in the Bragg peak of 2 nm would result in a
maximum of 1 mode hop. On the other hand, in the case of the 1000 µm length laser,
which has a mode spacing of ∼ 0.4 nm, a shift in the Bragg peak of 2 nm would result
in a maximum of 5 mode hops. This results in longer cavity length lasers having a
higher number of mode hops, as seen in Figure 4.4.

Figure 4.6a shows the tuning map for a 1000 µm cavity laser. The overlaid solid
blue line represents the current path for which the gain and grating sections are biased
at equal current density, i.e. the equivalent bias currents of the laser if the gain and
grating regions were not isolated and were contacted with a single contact pad. One
might assume that if gain and grating regions are biased at equal current density, the
different tuning effects in each section would be equivalent. However, we can see from
the tuning map that this cannot be the case as the laser undergoes a mode hop at a
gain current of ∼ 220mA and grating current of ∼ 75mA as indicated by the blue
circle in Figure 4.6a and Figure 4.6b. As the mode spacing is ∼0.4 nm, far smaller
than the gain peak bandwidth, this tuning is purely due to index tuning. From this
we can deduce that the longitudinal modes and Bragg peak are being tuned at dif-
ferent rates and thus, the gain and grating sections have some non-uniform physical
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(a) Wavelength tuning map for a laser with 400 µm cavity
length.
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(b) Wavelength tuning map for a laser with 700 µm cavity
length.
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(c) Wavelength tuning map for a laser with 1000 µm cavity
length.

Figure 4.4: Wavelength tuning maps of differing cavity lengths.
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Figure 4.5: SMSR map for a laser with 400µm cavity length.

property between them, despite having uniform injection current density. This non-
uniformity is numerically examined in greater detail in chapter 5, subsection 5.6.3.
Additionally, the red circle indicates a region where the laser is operating close to a
mode hop resulting in an unstable lasing wavelength due to mode-hops. Naturally
these discontinuities pose a problem for operating the laser in any optical communi-
cation system as the mode spacing of a 1000µm laser is ∼ 0.4 nm, significantly larger
than the channel spacing of 0.1 nm specified in the highest density DWDM systems.
As such, any mode hops would result in interference with neighbouring channels or a
loss of signal at the receiver side of the network.

Figure 4.7a shows the corresponding map for output power found by sweeping the
grating and gain currents and reading photo-current on the picoammeter. Again the
solid blue line shows the current path for which the gain and grating regions are biased
at equal current density. The corresponding output power along this path is shown
in Figure 4.7 where one can see the jump in power at the mode hop as indicated by
the blue circle.

In order to overcome the aforementioned performance issues associated with bi-
asing the laser uniformly, we can take advantage of the isolated gain and grating
sections to create a biasing scheme as show in Figure 4.8a. The solid red line shows
the updated current path where gain and grating sections are biased at different cur-
rent densities in order to avoid any mode hops. Figure 4.8b shows the corresponding
lasing wavelength along this current path, where no mode hops occur and the laser
tunes continuously. This tuning mechanism enables reliable operation of the laser
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(a) Wavelength tuning map, solid blue line represents gain and grating
sections under equal current density.
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(b) Wavelength along solid blue line on the tuning map.

Figure 4.6: Wavelength tuning of a 1000 µm cavity length device.

diodes over a large current range and as such, over a larger current induced wave-
length tuning range. We now turn our focus to applying this improved tuning with a
view to stabilising the wavelength of laser arrays.
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(a) Output power map, solid blue line represents gain and grating sections
under equal current density.
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(b) Output power along solid blue line on the tuning map.

Figure 4.7: Output power of a 1000 µm device.
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(a) Wavelength tuning map, solid red line represents improved tuning path,
dashed gray line represents gain and grating sections under equal current

density.
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(b) Wavelength along solid brown line (improved tuning path) on tuning
map.

Figure 4.8: 1000µm device showing an improved tuning path.
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4.4 Athermal operation
In conventional optical communication systems, a laser diode’s wavelength is stabilised
with the use of a TEC to maintain a constant laser temperature. Without such a
thermal control, the laser temperature and thus wavelength will change with ambient
temperature fluctuations. The characterisation of the tuning behaviour has thus far
allowed us to improve and extend the single mode injection current tuning of the laser
array. From this extended tuning we can develop control schemes to counteract laser
wavelength drift with changes in ambient temperature.

50 100 150 200 250 300

Gain Current (mA)

0

25

50

75

100

125

G
ra

ti
n
g

C
u
rr

en
t

(m
A

)

0

1

2

3

4

5

6

W
av

elen
g
th

ch
a
n
g
e

(n
m

)

Figure 4.9: Experimental tuning map for a 1000µm long laser cavity at
20 ◦C, where black and red lines represent discontinuous and continuous
current paths, respectively. The red square corresponds to an ambient

temperature of 20 ◦C during athermal operation.

The features of the tuning maps suggest two distinct control schemes, which we
refer to as continuous and discontinuous tuning. In the continuous scheme, which
is applied to a 1000 µm cavity laser, the longitudinal mode is not switched at any
stage. This tuning path is similar to the path previously introduced in Figure 4.8a.
The SOA is used to maintain stable power levels: as the SOA is outside of the laser
cavity, it is sufficient to characterise a single SOA section on the laser array for output
power against injection current and use this to compensate for changes in power for
any cavity length. The tuning path is shown in Figure 4.9 where the red square
indicates the point in the tuning path at 20 ◦C. We simulate changes in ambient
temperature by changing the temperature of the copper heat sink using the Peltier
element. As the laser wavelength drifts at ∼ 0.1 nm ◦C−1 we tune the laser via the
injection current path to compensate. Note that as the wavelength red-shifts with
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increasing temperature, the currents follow the red path from right to left. Figure 4.10
shows the wavelength, section currents and SMSR for the slotted device along this
current path. This method yielded athermal operation up to 47 ◦C with a wavelength
stability of ±0.04 nm / 5GHz and a minimum SMSR of 37.5 dB. An output power
stability of ±0.35 dBm was achieved as seen in Figure 4.12a, which also shows the
wall plug efficiency during athermal operation. Achieving stability above 47 ◦C using
this scheme proved problematic, as using higher gain section currents resulted in less
stable behaviour, in large part due to the gain peak red-shifting leading to mode
competition from the adjacent Bragg peak.

Rather than avoiding mode hops, the discontinuous control scheme utilises this
behaviour to increase the range of athermal performance, switching the longitudinal
mode by changing the current in the grating section. Once the device is lasing on one
of these modes, the gain section is tuned to keep the mode wavelength stable, with
continuous athermal performance for a 10 ◦C temperature range. When this 10 ◦C
range is exceeded, the algorithm switches to a new mode by increasing or decreasing
the grating current as required. As mode hops are no longer avoided, it is possible to
utilise larger grating currents in this scheme to achieve athermal performance over an
extended temperature range.
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Figure 4.10: Wavelength tuning performance for continuous tuning
scheme showing wavelength stability (top), applied currents (middle),

SMSR (bottom).
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Figure 4.11: Wavelength tuning performance for the discontinuous tun-
ing schemes showing wavelength stability (top), applied currents (mid-

dle) and SMSR (bottom) .

The black lines on the tuning map in Figure 4.9 are indicative of the tuning cur-
rents, where the dashed black line show the jumps in current. Figure 4.11 shows the
wavelength, section currents and SMSR for the slotted device along its current path.
This method yields extended athermal operation from 10 ◦C up to 85 ◦C (note: we
did not operate the TEC below 10 ◦C to avoid water condensation on our unpackaged
devices), with a wavelength stability of ±0.01 nm/±1.25GHz and a minimum SMSR
of 38 dB. This performance is equivalent to experiments on more complex DS-DBR
devices [42] but has the additional benefit of being achieved on our low cost devices. It
should be noted that as we are switching modes to maintain stable wavelength, there
is a transient wavelength response associated with each mode hop, during which the
wavelength is not stable. The wavelength measurements shown do not have the nec-
essary temporal resolution to characterise these transient effects as they are generally
in the order of micro seconds for such devices. Such transients in lasing wavelengths
are not desirable in DWDM systems where the lasing wavelength is required to be
stable at all times and fluctuations in laser power can cause damage to components
in the network.

Additionally, output power was kept above 10 dBm with a maximum of 13.1 dBm
as seen in Figure 4.12b. The wall plug efficiency in Figure 4.12 does not take the TEC
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power into account, since the TEC is only used to simulate various ambient conditions
and is not used for temperature control. We observe a maximum wall-plug efficiency
at higher temperatures, as the currents used for stabilization of the laser are lower.
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Figure 4.12: Output power (top), wall-plug efficiency (bottom) for (a)
the continuous tuning scheme with the output power stabilised using

the SOA and (b) the discontinuous tuning scheme.

For some WDM systems, it is necessary to operate an array of lasers rather than
a single device. Figure 4.13 extends the discontinuous control scheme to three lasers
on a 12 laser array, which span ∼ 28.5 nm. In this case, the wavelength stability
drops to ± 1.75GHz (which is still within the spacing required by DWDM), while
the maximum temperature decreases to 80 ◦C on the blue end of the array. Thus, it
should be possible to athermalise a full laser array: however, the thermal cross-talk
between adjacent lasers would be a significant factor in the successful operation of this
system. Taking this crosstalk into account will require further modelling, building on
our previous work [46].
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Figure 4.13: Wavelength tuning performance for three lasers (numbers
1, 6 and 12) in a 12-laser array at a heat sink temperature of 20◦C. For
comparison, shaded regions represent the maximum spectral excursion
of ±12.5GHz allowed for a 50GHz channel spacing next-generation

passive optical network 2 (NG-PON2) transmitter [47].

4.5 CCD-TR surface temperature measurements
As we have moved away from a simple uniform tuning protocol, we can expect the
athermal tuning to result in more asymmetric behaviour over the length of the cav-
ity. Therefore, it is instructive to experimentally study the temperature distributions
in each section of the laser during operation. While the operating temperature of
each section can be found using wavelength measurements of the laser output, these
only provide a spatially averaged temperature within each section. However, since
the various laser sections are not thermally isolated, it is likely that temperature
gradients will exist along the waveguide during athermal operation. Measuring the
surface temperature distribution directly proves difficult using traditional techniques:
infrared (IR) thermography has poor resolution (5-10 µm) and struggles with the low
emissivity of the gold contacted laser, while the micro-thermocouples used in scanning
thermal microscopy (SThM) absorb the light of light-emitting surfaces, resulting in
measurement errors [48].

Herein, we obtain temperature fields across the device using CCD based thermore-
flectance imaging (CCD-TR) [49]. CCD-TR does not face the aforementioned issues
and provides images of the temperature field at up to 250 nm resolution.
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4.5.1 CCD-TR method

Thermoreflectance microscopy is based on measuring the relative change in the re-
flectivity of a sample as a function of a change in temperature. The method relies on
the reflectivity of said material having a large enough dependency on temperature to
be measurable via a CCD sensor. Over small temperature excursions, this relation
between reflectivity and temperature change can be approximated as first order, i.e.:

∆R
R

=
(

1
R

∂R

∂T

)
∆T = κ∆T, (4.1)

where ∆R/R is the relative change in reflectivity, ∆T is the surface temperature
change, and κ is the temperature-dependent thermoreflectance coefficient, typically
in the range 10× 10−3 to 10× 10−4 K−1 [50]. In our case, the laser diodes are con-
tacted with a layer of gold which has a thermoreflectance coefficient measured to be
∼ 2.2× 10−4 K−1 at 515 nm.

Due to this weak dependence, lock-in detection is required to extract small sig-
nals from the noisy signal. Figure 4.14 shows the schematic of the CCD-TR set up
used for the proceeding measurements. The CCD-TR method specifically operates
using a periodic current source and a phase locked CCD camera in a standard micro-
scope configuration. Each pixel effectively becomes a locked-in detector, which allows
for wide-field thermal imaging with up to 250 nm resolution in a standard optical
microscope (20x magnification, NA=0.65).

The maximum theoretical sensitivity of a CCD-TR measurement is κ/2b where b
bit depth of the camera. For our case, b = 12 gives a maximum sensitivity ∼ 1K,
assuming ideal measurement conditions. In practice this sensitivity is not achieved
for a single measurement. In order to increase to signal-to-noise ratio, the frames
captured from the camera are averaged, scaling the sensitivity as 1/

√
N where N is

the number of thermal cycles. The number of averages required were on the order of
N =1000 which gave sufficient temperature resolution.

Because the CCD-TR relies on the difference between successive images, the sta-
bility of the sample being measured becomes critical. Post processing techniques such
as image stabilization can be used to correct for vibrations. An image stabilization
algorithm is described in Appendix B which is used in later CCD-TR measurements
in chapter 5. Vibrations can be reduced in future by implementing anti-vibration
tables.

Full details of the technique and the application space are provided in the com-
prehensive review by Farzaneh et al. [48].
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Figure 4.14: CCD-TR set up.

Table 4.1: Mean temperatures across the gain and SOA section, along
with the resultant temperature gradient across the grating section.

TTEC Igain Igrating ISOA ∆Tgain ∆TSOA dT/dx
[◦C] [mA] [mA] [mA] [◦C] [◦C] [mK/µm]
15 180 50 20 22 6 -29.6
20 154 50 22.4 18.7 5.2 -4.1
25 124.4 50 26 15.5 8.6 -2.2
30 88.8 50 31.5 11.2 12.5 -1
35 40.4 50 41.4 5 18.5 +1.3

Figure 4.15 shows CCD-TR images of a 700µm laser at ambient temperatures of
(a) 15, (b) 25 and (c) 35◦C, each of which consists of three images 150µm x 250 µm in
size stitched together. At each temperature, the current in the gain, grating and SOA
sections are chosen in line with the continuous athermal tuning scheme to maintain
constant output power and wavelength. The CCD-TR technique yields surface plots of
differential reflectivity, which can be converted to temperature by performing a steady
state calibration on the gold sections to find the thermoreflectance coefficient (κ =
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Figure 4.15: CCD-TR images: temperature profile of three section
laser operating athermally at ambient temperatures of (a) 15◦C, (b)
25◦C and (c) 35◦C. Inset are the currents to each section to maintain
athermal performance. ∆R/R is the relative change in reflectivity and
∆T is the amplitude of the temperature increase from the ambient
temperature in each case. Magnified views of the grating sections are

also provided.

−1.5× 10−4 [1/K]). At each of these operating conditions, we observe very different
temperature distributions across the waveguide. For the range of current densities
used in these CCD-TR experiments, we observe relatively constant temperatures in
the gain and SOA sections, but observe temperature gradients across the grating
section. These are more obvious in the magnified images of the grating section in
Figure 4.15.

In these images, we also observe regions of apparently significantly elevated tem-
perature at the slots and around the laser contact pads. These measured temperature
spikes are artefacts due to a drawback of CCD-TR; namely that changes in reflectivity
due to changes in height or material are equated to changes in temperature. Since
the grating is etched into the structure, sharp discontinuities are observed due to the
1.35µm deep slots, which can be removed from the temperature distribution via low-
pass filtering. Table 4.1 tabulates this thermal gradient, along with the steady state
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temperature of the gain and SOA sections.
In order to determine the significance of these gradients, the reflectivity on the

grating was simulated using the 2D-SMM over a range of experimentally measured
gradients. Figure 4.16 shows the reflectivity spectrum at different gradients, the
influence of which is seen to have a negligible effect on the shape of the Bragg peak
and as such, the gradients induced by the tuning protocols will not deteriorate device
performance in this regard.
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Figure 4.16: Simulated grating reflectivity for experimentally measured
thermal gradients (mK µm−1), thermal gradients induced by the ather-
mal tuning have a negligible effect on the grating reflection spectrum.

4.6 Device modelling
The preceding characterisation of multi section lasers has given us insight into the
tuning behaviour and yielded methods to compensate for non-uniform tuning effects
and thermal drift. We now wish to gain a better understanding of the physical pro-
cesses involved and develop a model to predict multi-section laser wavelength tuning.
As we are modelling 2D tuning maps for numerous devices, the significant run time
of existing discretised time domain models, as described in [51], becomes an issue. To
this end we have developed the following analytical model with the goal of reproducing
the tuning maps of multi-section devices with minimal run-time.
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4.6.1 Model theory

To find the tuning behaviour of the laser it is necessary to solve for the wavelength shift
of the Bragg peak (∆λBragg) and the shift in the wavelength of longitudinal modes of
the cavity (∆λL). The grating structure in the laser is etched into the waveguide and
as such, a fraction of the field profile will be radiated from of the grating. This loss
requires us to use the 2D-SMM (discussed in chapter 3) to calculate the reflectivity
and transmission spectra of the grating.

Table 4.2: Analytical model parameters

Parameter Symbol and unit Values
Active layer thickness d (µm) 0.03
Active layer width w (µm) 2
Non-radiative linear recombination A (108 s−1) 1
Bimolecular recombination B (10−10 cm3s−1) 1
Auger recombination C (10−30 cm6s−1) 7.0
Waveguide loss αi (cm−1) 28
Transparency carrier density Ntr (1018 cm−3) 1.9
Differential gain dg/dN (10−17 cm2) 1.2
Effective index change with carrier density dn/dN (10× 10−21 cm3) -3.65
Spontaneous emission contribution R′sp ∼ (10× 1023 cm−3) 1.02
Gain saturation coefficient ε0 (10−16 cm3) 6
Group index ng 3.6
Confinement factor Γ 0.05
Injection efficiency ηi 0.8
Grating reflectivity r1 ∼0.4
Back facet reflectivity r2 0.95
g(λ) parameters

b1 (cm−1nm−2) 0.05
b2 (10× 10−17 nmcm3) -2.7
b3 (nm◦C−1) 0.5

The physical effects contributing to the wavelength shift of the reflection peak
and longitudinal modes are split into carrier and thermal and solved separately. The
wavelength shift due to carrier density changes is found by considering the grating
and gain sections separately and solving the carrier and photon density rate equations,
given by

dN

dt
= 0 = ηiI

qV
−R(N)− vgg(N)P,

dP

dt
= 0 = (Γvgg(N)− 1

τ
)P + ΓR′sp + Pi,

(4.2)
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where ηi is the injection efficiency, I is the injection current, q is electron charge, V
is the active region volume, vg is the group velocity, Γ is the confinement factor, R′sp
is the spontaneous emission contribution and Pi is the rate of photons entering the
grating from the gain section when above threshold [25]. Pi is calculated assuming
the steady state approximation Pi = ni(I−Ith)

qgthV L
where Ith is the threshold current,

gth is the threshold gain and L is the length of the grating [25]. Values for these
constants can be found in Bello et al. [51] and Coldren, Corzine, and Mashanovitch
[25]. R(N) = AN +BN2 +CN3 where A is the non-radiative linear recombination, B
is the Bimolecular recombination and C is the Auger recombination coefficient. The
photon lifetime τ can be defined in terms of the waveguide and mirror losses, while
the gain g(N) is described as a linear function of the grating section carrier density,
i.e.

τ = 1
vg(αi + αm) , g(N) = dg

dN

N −Ntr

1 + εP
, (4.3)

where αi is the waveguide loss, αm is the minimum mirror loss at the Bragg peak,
Ntr is the carrier density at transparency and ε = ε0Γ, where ε0 is the non-linear gain
saturation coefficient. Solving for the roots of Equation 4.2 yields the average carrier
and photon density of the grating section, Ngrating and Pgrating. The change in the
Bragg peak wavelength due to the carrier density change is

∆λN = dn

dN

N −Ntr

ng
λ, (4.4)

with λ set to the approximate lasing wavelength of 1.55 µm in this case.
As a first pass, the temperature of the grating section is found empirically via a

quadratic fit of current versus wavelength data, yielding ∆λT = ∆Tdλ/dT , where
dλ
dT

= 0.09 nm/◦C. Note that this measurement only provides a spatially averaged
temperature along this laser section. From Figure 4.15 we have found that there are
non-negligible thermal gradients present along the individual sections. This thermal
cross-talk needs to be taken into account to accurately predict tuning behaviour.
Using CCD-TR measurements, a temperature gradient transverse to the waveguide
was measured and normalised as ∆Tn(y) = ∆T (y)/∆T (0), where y is the transverse
distance from the waveguide. This normalised profile is then used to approximate
the thermal gradients present along both sections for the required range of injection
currents. This approach implicitly assumes that the thermal profiles scale linearly
with temperature. These thermal gradients are then added to the averaged section
temperatures. The wavelength shift of the Bragg peak is now simply the sum of the
carrier density and thermal induced wavelength shifts, ∆λBragg = ∆λT + ∆λN .
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The wavelength shift of the longitudinal modes is found similarly to that of the
Bragg peak shift. The average carrier and photon density of the gain region, Ngain

and Pgain are calculated using Equation 4.2. In order to account for feedback from
the grating section, we set Pi = RPgrating where R is the power reflectivity of the
grating. We then proceed to calculate the wavelength shift of the longitudinal modes
in the same manner as for the Bragg peak. Finally, the longitudinal mode which will
ultimately lase is found by calculating the round trip gain of each mode as

ground = r1(λ)× r2e
g(λ)L, (4.5)

where r1(λ) and r2 are the grating and end facet reflectivities respectively. In order to
accurately model the gain, g(λ) is approximated as g(λ) = dg

dN
(N−Ntr)−b1[λ− (λo−

b2(N −Ntr)− b3(∆T ))] where b1 sets the gain spectrum width and b2 and b3 account
for gain peak de-tuning due to carrier density and temperature changes respectively.
Now the mode with the highest ground will correspond to the lasing mode. Finally,
this process is iterated for a range of grating and gain input currents to yield a tuning
map of wavelength with respect to the currents injected in each section. The SMSR
is calculated via the standard analytical approach, which can be found in Coldren,
Corzine, and Mashanovitch [25], and is elaborated on in section 6.2.1. Values of the
simulation parameters are listed in Table 4.2.

4.6.2 Simulation results

The experimental and simulated tuning maps are compared in Figure 4.17a and 4.17b
respectively. The model reproduces both the wavelength shift and the location of the
mode hops. Figure 4.17c shows the wavelength shift across the current paths shown
as dashed lines in Figure 4.17b; first assuming uniform temperature, then taking
gradients into account. This shows that the temperature distributions obtained using
CCD-TR are essential in order to capture the thermal cross-talk between adjacent
sections and faithfully model the laser tuning behaviour. We observe good agreement
between the experimental and simulated results, although the model tends to slightly
under-predict the wavelength shift due to temperature effects at currents in excess of
240 mA. This is likely due to the analytical approach not taking non-uniform photon
density profiles within the grating into account, which can become significant at high
gain section injection currents.
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Figure 4.17: Analytical simulation of laser behaviour: (a) experimental
tuning map for a 1000 µm long laser cavity at 20 ◦C, where black and
red lines represent discontinuous and continuous current paths, respec-
tively, (b) corresponding simulated map, (c) Wavelength shift across
the paths highlighted on (b), with and without temperature gradients.

Figure 4.18 compares the modelled currents and SMSR for the discontinuous tun-
ing scheme. For a given laser design, the simulation provides an approximate predic-
tion of required injection currents necessary to maintain athermal performance over
a given temperature range, as well as the expected SMSR behaviour. The model
overestimates the SMSR in some cases, likely due to the multi mode nature of mode
competition which is not encompassed fully by our analytical approach.

We can further use the model to study the effect of cleave error and to better
understand the occurrence of mode hops during normal laser operation. Figure 4.19
shows the tuning maps of a 1000µm cavity laser for a range of cleave errors. The
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Figure 4.18: Discontinuous tuning schemes, showing applied currents
and SMSR found by (a) experiment and (b) simulation.

change in cavity length caused by cleave error is set equivalent to a change in phase of
the longitudinal modes from 0π to 2π. Again the grey dashed line represents uniform
current injection over all sections. From the 0π phase case we can see that the saddle
shape becomes very narrow at gain current ∼ 140mA, grating current 35mA. In this
case any tuning paths chosen to avoid mode would have very little room for error.
As the phase changes, the two mode hop regions circled in red merge and the saddle
feature is extended. As the phase is further increased, the saddle feature compresses
until at 2π the map is equivalent to 0π. From this we can see that choosing appropriate
tuning paths is non-trivial and each device needs to be characterised to account for
the change of the tuning map with cleave error.
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Figure 4.19: Wavelength tuning maps with a varying cleave error corre-
sponding to a phase change from 0π to 2π. Grey dashed line represents

uniform injection currents.
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4.7 Conclusion
This chapter has laid the groundwork for understanding the multi-section laser tuning
through experimental tuning map measurements. These maps revealed a number
of tuning regimes and shed light on the occurrences of mode-hops under uniform
injection current. A tuning scheme which avoids these mode hops was implemented
utilizing the independent tuning capabilities of the electrically isolated laser sections.
Elaborating on this tuning scheme, two athermal bias current control procedures for
a three section slotted single mode laser were developed. These achieved the same
wavelength stability and temperature ranges as have been demonstrated for DS-DBR
lasers but on lasers with a simpler fabrication. Additionally, an analytical model
was developed that yields current tuning maps that are in close agreement with the
experimental results at lower gain section currents. To validate the assumptions made
by this model, the CCD-TR technique has been used to experimentally measure the
temperature distribution along a multi-section laser. These plots reveal significant
temperature gradients along the laser, while implementing such a gradient significantly
improves the agreement between experiment and model. These findings may inform
high-fidelity future simulations of athermal multi-section devices, allowing for the
optimal design of low-cost lasers for athermal WDM applications.

The model has proven accurate at predicting laser tuning whilst the analytic ap-
proach allows for simulation run times on the order of minutes for tuning maps.
However, inherent to the model are certain drawbacks. Firstly, the analytic approach
of the model sacrifices accuracy. As our model only discretises the cavity into two sec-
tions any non-uniformities within the sections are not accounted for. This naturally
means the model is limited in terms of providing photon and carrier density profiles
along the cavity and additionally cannot accurately simulate transient effects, mod-
ulation dynamics, linewidth and a range of other parameters. Secondly, the model
relies heavily on experimentally determined parameters. For example the change of
wavelength with injection current dλ/dI is accounted for by a polynomial curve fitted
to experimental measurements. In addition to this the CCD-TR is used to account for
thermal cross-talk. This is not ideal as any non-negligible changes to epitaxial struc-
ture, i.e. solder layer thickness, sub-mount material or thickness, substrate thickness,
would require new CCD-TR measurements to characterise the thermal dissipation
from the laser cavity and new measurements of dλ/dI.

To address these issues, in the following chapter a discretised thermo-optic model
is developed to better simulate laser behaviour.
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Chapter 5

Thermo-optic laser model

5.1 Introduction
In the previous chapter the tuning behaviour of single mode lasers was investigated
though experimental and analytical modelling of tuning maps. Additionally, the use
of the CCD-TR technique revealed inter-section cross talk in the form of thermal
gradients which altered the lasers’ tuning behaviour. In terms of predicting this
tuning behaviour the analytic model was effective, but is limited in certain regards.
For example laser output power is not accurately calculated due to the grating region
having both gain and distributed loss from the slots. As such, a more accurate method
of calculating laser performance is developed in this chapter, whereby a discretised
optical model calculates the optical and carrier dynamics, and a thermal model solves
for the on-chip temperature distributions.

5.2 Time domain transfer matrix method
The TD-TMM is based on discretising the laser cavity into a number of longitudinal
subsections and solving for wave propagation and laser rate equations within these
subsections, with the approximation that the physical parameters within each sub-
section are homogeneous. The starting point for this model is expressing the transfer
matrix in a time variant form in order to solve for the wave propagation.

5.2.1 Transfer matrix formulation

The static transfer matrix relates the backward and forward travelling fields at one
port to that of another, given byEF (k + 1)

EB(k + 1)

 =
[
Ak
] EF (k)
EB(k)

 , (5.1)
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where EF and EB are the forward and backwards travelling fields respectively, and
Ak is the 2x2 transfer matrix [25].

r1 r2

Figure 5.1: Basic principle of the time domain transfer matrix method.

Equation 5.1 describes the static case where we are simply relating the field at one
side of the cavity to the other. The TD-TMM requires the transfer matrix to relate
the forward and backward travelling fields both spatially and temporally [52]. This is
achieved by writing the transfer matrix in a time dependent form,EF (t+ ∆t, k + 1)

EB(t, k + 1)

 =
[
Ak
]  EF (t, k)
EB(t+ ∆t, k)

 . (5.2)

Multiplying the right-hand side out gives

EF (t+ ∆t, k + 1) = a11(t, k)EF (t, k) + a12(t, k)EB(t+ ∆t, k)

EB(t, k + 1) = a21(t, k)EF (t, k) + a22(t, k)EB(t+ ∆t, k),
(5.3)

where ai,j are the elements of the transfer matrix Ak. In order to formulate the left
hand side of the equation in terms of (t+ ∆t) the equation is re-arranged as follows:

EF (t+ ∆t, k + 1) = a11(t, k)EF (t, k) + a12(t, k)EB(t+ ∆t, k)

EB(t+ ∆, k) = (EB(t, k + 1)− a21(t, k)EF (t, k))/a22(t, k).
(5.4)

This is the governing equation for the propagation of the field within the cavity.
Figure 5.1 gives an overview of the discretisation used, where Equation 5.4 solves for
EF (t+ ∆t, k + 1) and EB(t+ ∆, k).
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Prior to running a simulation we need to construct the transfer matrix for each
subsection within the cavity. The general form of these transfer matrices is

Ak =
a11 a12

a21 a22

 . (5.5)

As seen in Figure 5.1 there are two types of subsections to be considered for the transfer
matrix when applied to the slotted design. Firstly, a homogeneous subsection as found
throughout the gain section, and secondly a subsection where an index change results
in a reflective interface, caused by the slots in the grating section. The transfer matrix
for homogeneous subsections as shown in Figure 5.2, is given by

Again =
eiβz 0

0 e−iβz

 , (5.6)

in which the propagation constant is

β = neffk0 + i(Γg − αi)/2, (5.7)

where neff is the effective index, k0 is the wave vector, Γ is the confinement factor, g
is the gain and αi is the waveguide loss. The transfer matrix for a reflective interface,
as represented in Figure 5.3, is constructed as follows:

Aslot = 1
t12

 1 −r21

r12 t12t21 − r12r21

 , (5.8)

where rij and tij represent the reflection and transmission of the interface respectively
and are related as

t12 =
√

1− r2
12

t21 =
√

1− r2
21.

(5.9)

EF(k)

EB(k)

EF(k+1)

EB(k+1)

Propogation 
constant β

Figure 5.2: Homogeneous segment.
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EF(k)

EB(k)

r12 r21

EF(k+1)

EB(k+1)

Figure 5.3: Reflective interface, in our case this interface is a slot etched
into the waveguide ridge.

As the matrix given by Equation 5.8 has zero length, it does not satisfy the con-
dition ∆z = ∆t νg. Therefore, we multiply by the adjacent homogeneous section in
between two adjacent slots, i.e:

Aslot = 1
t12

 1 −r21

r12 t12t21 − r12r21

eiβz 0
0 e−iβz

 . (5.10)

This sets a minimum required resolution for the simulation equal to the grating period.
Finally, the boundary condition for the propagating wave is defined by

EF (k = 0) = r1EB(k = 0),

EB(k = L) = r2EF (k = L),
(5.11)

where r1 and r2 are the back and front facet reflectivity respectively. As was dis-
cussed in chapter 3, the non-negligible radiation loss associated with slotted gratings
means the transfer matrix method is not an ideal tool for simulating reflectivity and
transmission. Generally, gratings are modelled by setting the matrix elements for a
reflection feature equal to

Aslot =
n2+n1

2n2
n2−n1

2n2
n2−n1

2n2
n2+n1

2n2

 (5.12)

where n1, n2 are the refractive indexes of the dielectrics which form the grating feature.
As conventional DFBs and DBRs have their gratings embedded in the waveguide, this
approximation normally is valid. However, in our case it is not applicable as loss is
non-negligible. Instead, the reflection and transmission spectrum are first calculated
via the 2D-SMM. The reflection and transmission spectrum, as calculated by the
TMM, can then be matched to the 2D-SMM by setting the appropriate values for
r and αs, where αs is the loss of a slot which is accounted for in the propagation
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Figure 5.4: Comparison of 2D-SMM against 1D-TMM simulated spec-
trum. Amplitude reflection in the 1D case matches the 2D results well
(Top). Transmission of the 2D case only matches the one 1D case close

to the Bragg peak (Bottom).

constant of Equation 5.8, which gives

Aslot = 1
t

1 −r
r t2 − r2

eiz(β−iαs/2) 0
0 e−iz(β−iαs/2)

 . (5.13)

This ensures that the 1D-TMM produces accurate reflection and transmission, pro-
vided the lasing mode is near the Bragg peak. The results of this can be seen in
Figure 5.4 where the Bragg reflection peak of the 1D-TMM and the 2D-SMM at
1550 nm match closely. The transmission in Figure 5.4 is not seen to match for the
majority of the spectrum. Crucially, however, the transmission at the 1550 nm Bragg
peak does match in both cases. As long as lasing occurs at the desired wavelength, i.e.
the Bragg peak, the simulation will return accurate results. If the simulated lasing
mode changes to one of the adjacent FSR peaks we can see from Figure 5.4 that the



74 Chapter 5. Thermo-optic laser model

transmission from said mode may be over or under estimated relative to the 2D-SMM
transmission.

5.2.2 Rate equations

In conjunction with solving for the propagating waves, we also need to solve for
the photon and carrier densities, gain and spontaneous emission within each discrete
subsection in the simulation. The photon density is given by the solution of the optical
field in each subsection

Sk = (|EF,k|2 + |EB,k|2)/vg. (5.14)

The carrier density in each subsection is then updated as

N(t+ dt, k) = N(t, k) + ∆t[ηI(t, k)
qV

−R(N(t, k))− νgg(t, k)Sk], (5.15)

where ηi is the injection efficiency, I is the injection current, q is electron charge, V
is the active region volume, Γ is the confinement factor, R is the rate of spontaneous
recombination given by

R(N) = AN +BN2 + CN3, (5.16)

where A is the Non-radiative linear recombination, B is the Bimolecular recombination
and C is Auger recombination coefficient. In order to include thermal effects we take
the same approach as Han et al. [53] by adjusting Equation 5.16 with a characteristic
temperature T0 which takes into account changes in R(N) with temperature as follows:

R(N) = e
γ(1− T

T0
)(AN +BN2 + CN3), (5.17)

γ = T0
EA
kB

, (5.18)

where EA = 0.06 eV is the activation energy taken from Saidi et al. [54] and kB is
Boltzmann’s constant.

5.2.3 Gain

The gain is approximated as a linear function of carrier density set relative to the
carrier density at transparency No, given by

g(Nk, Sk) = T0

T

dg

dN

(Nk − T
T0
No)

1 + εSk
, (5.19)
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where ε = ε0Γ and ε0 is the fundamental saturation coefficient. dg/dN is the differ-
ential gain and gives the rate of change of gain with carrier density. We have again
adopted the approach from Han et al. [53] to account for changes in dg/dN and N0

with temperature.
As we are modelling laser tuning over the C-band, it is necessary take gain dis-

persion across this wavelength range into account. As this model is working in the
time domain, we make use of an infinite impulse response digital filter (IIR) to model
gain dispersion. A given IIR has a characteristic frequency response, and by choosing
the appropriate IIR filter one can achieve a response in the frequency domain which
approximates the gain spectrum. In this model we use the same Lorentzian filter used
by Li, Huang, and Li [55], which has a frequency response of the form

|H(ω)|2 = (1− η)2

1 + η2 − 2η cos[(ω + δgdt)]
, (5.20)

where 0 ≤ η ≤ 1 sets the width of the filter and δg sets the relative wavelength/fre-
quency of the gain peak as

δg = (ω0 − ωg), (5.21)

where ω0 is the reference angular frequency and ωg is angular frequency of the gain
spectrum’s peak. The IIR filter with frequency response of Equation 5.20 corresponds
to filter coefficients of,

a = ηei(ω0−ωg)dt,

b = 1− η,
(5.22)

the proof for which can be seen in Appendix A. The digital filter is then implemented
by updating the field in each subsection as follows:

EF (t) = bEF (t) + aEF (t−∆t),

EB(t) = bEB(t) + aEB(t−∆t).
(5.23)

The weighting parameter η is fit to experimentally measured gain spectra close to
threshold. These gain spectra were previously measured using the Fourier series ex-
pansion method described in Guo et al. [56] and are presented in Abdullayev [20]
and Nawrocka [23]. The accuracy of the digital filter can be seen in Figure 5.5. The
digital filter overestimates the gain at higher frequencies and underestimates the gain
at lower frequencies somewhat, although, overall the fit is accurate enough for the
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cases presented in this work.
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Figure 5.5: Frequency response of the gain filter vs. experimental data.

In addition to accounting for gain dispersion, the wavelength shift in peak gain
due to changes in carrier density and temperature cannot be ignored if the model is
to accurately predict lasing wavelength. These effects are included as follows:

ωg(T,N) = ωg(N0, T0) + dω

dT
(T − T0) + dω

dN
(N −N0), (5.24)

where ωg(N0, T0) is the peak of the gain curved as measured at N0 and T0, dω/dN

and dω/dT are the rate of change of peak gain with carrier density and temperature
respectively, approximated as being linear.

5.2.4 Spontaneous emission

The rate of spontaneous emission per unit time is formulated as random Gaussian
noise satisfying the correlation

〈sF,B(t, k)s∗F,B(k′
, t

′)〉 = βg(BN2)vg
νsp

δ(k − k′)δ(t− t′),

〈sF,B(t, k)sF,B(k′
, t

′)〉 = 0,
(5.25)

where βg the geometric spontaneous coupling factor which determines the fraction
of spontaneous emission coupled from the quantum wells into the waveguide, B is
the bimolecular recombination coefficient, N is the carrier density, and νsp is the
bandwidth of the spontaneous emission, taken as 12.49THz (100 nm), typical for
such devices [25]. Spontaneous emission is used to seed the electric field at the start
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of the simulation and is subsequently added at the end of each loop, accounting for
the spontaneous emission noise.

Table 5.1: TD-TMM model parameters

Parameter Symbol and unit Values
Active layer thickness d (µm) 0.03
Active layer width w (µm) 2
Non-radiative linear recombination A (108 s−1) 1 ‡
Bimolecular recombination B (10−10 cm3s−1) 1 ‡
Auger recombination C (10−30 cm6s−1) 7.0 ‡
Waveguide loss αi (cm−1) 28 †
Transparency carrier density Ntr (1018 cm−3) 1.9 †
Differential gain dg/dN (10−17 cm2) 1.2 †
Gain freq. shift with N dω/dN (10−6 rad cm−3 ) 2.0 †
Gain freq. shift with T dω/dT (1012 rad◦C−1) 2.7 †
Linewidth enhancement fact. α 3 †
Geometric spontaneous coupling factor βg (10−4) 1.2 †
Fundamental saturation coefficient ε0 (10−16 cm3) 6 ‡
Group index ng 3.6 ‡
Confinement factor Γ 0.05 *

Injection efficiency ηi 0.7 to 0.8 †

* Calculated
† Experimentally measured
‡ Taken from literature

5.2.5 Effective index

In order to accurately account for the tuning dynamics of the laser, changes in re-
fractive index due to temperature and carrier density are included. The thermally
induced change in effective index is calculated as

∆neff = dneff
dT

(T − T0), (5.26)

where dneff/dT is the rate of change of effective index with temperature, measured
as 2.4× 10−4, and T0 is the reference temperature.

Effective index changes due to the free carrier plasma effect are accounted for via

∆neff = αλ

4π
dg

dN
(N −Ntr), (5.27)

where α is the linewidth enhancement factor [55].
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5.2.6 Output

Finally, the output of the laser from the front and back facet is

E1 =
√

(1− r2
1)EB(k = 0),

E2 =
√

(1− r2
2)EF (k = L),

(5.28)

where r1|2 are the facet reflectivities. The lasing spectrum of the laser is calculated by
taking the Fourier transform of E1|2. The output power from the facet is then given
as

P1|2 = hνwd

∣∣∣E1|2
∣∣∣2

Γ , (5.29)

where w is the waveguide width and d is the total height of the MQWs. Figure 5.6
shows a flow chart of the TD-TMM algorithm.

5.3 Implementation
A specific objective when implementing this model was to ensure ease of use and make
the module intuitive for future users. To this end, we have implemented the front end
of the module in Python, which has a number of advantages in line with the afore-
mentioned goals. These include: dynamic typing, verbose/readable syntax, wide user
base/adoption and a wide library of scientific tools. A disadvantage of using Python
— inherent to its nature as an interpreted language — is that it is slower than lower
level compiled languages such as C. Although libraries such as NumPy bring python
up to speed with comparable scientific languages such as MATLAB, OCTAVE or
Julia, there are still significant performance gains possible by implementing numeri-
cally intensive portions code in a compiled language. Fortunately, this functionality is
readily available, as Python has a number of modules which facilitate extending code
with languages such as C++, Fortran etc. With this in mind, the computationally
demanding TD-TMM algorithm is implemented and compiled in FORTRAN and im-
ported as a Python module using the Python module F2PY [57]. The Python front
end is used for the defining physical parameters, device structure, post processing
etc. with these being passed to the compiled FORTRAN code at run-time, ensuring
maximum performance.

The python front end has been implemented in an object oriented manner in order
to enable fast prototyping of simulations, code legibility and ease of use. An example of
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Figure 5.6: TD-TMM algorithm.

a simulation can be seen in Listing 5.1. In this code we define gain and grating objects.
From these objects one can build more complex cavity structures. The cavity shape
and boundary condition (facets) are passed to the simulation which is then executed.
Once our simulation parameters are defined, any properties of the gain and grating
section can be manipulated, for example in Listing 5.1 the injection current is changed
in lines 32-33. The module allows for any parameters to be dynamically changed, for
instance slot number, period, linewidth enhancement factor, differential gain etc. The
individual sections can also be supplied with arbitrary modulation functions, which
proves useful for simulation direct modulation dynamics. When the run method of
our simulation is called, the cavity is automatically re-built to take into account any
changes made to the sections before running the TD-TMM algorithm.
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1 import tdtmm as tdtmm
2

3 # Laser structure
4 cavity_length = 400
5 lasing_wavelength = 1.55
6 grating_period = 37 * lasing_wavelength / (2*3.2)
7 slot_number = 24
8 grating_length = grating_period * slot_number
9 gain_length = cavity_length - grating_length

10

11 # Definding individual sections
12 grating = tdtmm. grating ( period = grating_period , slot_number =

slot_number , r = 0.032 ,l = 0.025 , injection_current = 40)
13 gain = tdtmm. waveguide ( length = gain_length , injection_current =

100)
14

15 sections = [gain ,front]
16 facets = tdtmm. facets (0.95 ,0.05)
17

18 # Simulation properties
19 runtime = 1
20 resolution = grating_period
21

22 # Defining simulation
23 simulation = tdtmm. simulation (runtime , ref_wavelength =1.55 ,

resolution = resolution )
24

25 simulation . cavity (sections , facets )
26

27 simulation .run ()
28

29 # Post processing
30 wavelength_1 , power_dBm_1 = simulation . return_spectrum ()
31

32 # Change injection current
33 grating . injection_current = 100.0
34 gain. injection_current = 40.0
35

36 simulation .run ()
37 wavelength_2 , power_dBm_2 = simulation . return_spectrum ()

Listing 5.1: Example of a simple laser simulation at two differing
injection currents.



5.4. Modelling results 81

5.4 Modelling results
The TD-TMM has been used to simulate a range of behaviour. Where possible, the
results of the model are compared with experimentally measured lasers.

5.4.1 Static results
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Figure 5.7: Output spectrum of a 400µm Fabry Pérot laser: simulated
(top) compared with experimental (bottom).

The simulated lasing spectrum is obtained by taking the Fourier transform of the
output field given by Equation 5.28, with the power then given by Equation 5.29.
Figure 5.7 shows the simulated output spectrum of a 400 µm Fabry Pérot laser biased
just above threshold. The shape of the simulated spectrum closely matches the ex-
perimental spectrum. As the spectrum of a Fabry Pérot laser is a function of the gain
profile, the Lorentzian digital filter approximation of the gain dispersion is shown to
be accurate over the wavelength range considered.

Adding a grating into Fabry Pérot cavity now simulates the single mode slotted
lasers. Figure 5.8 shows the simulated output spectrum of an array of 700µm single
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mode slotted lasers with 24 slots of period ∼ 8.96 µm. Importantly the spectra allows
one to determine lasing wavelength and SMSR.
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Figure 5.8: Simulated output spectrum of an array of 12, 700 µm cavity
length lasers.

Photon and Carrier Density profiles

As our model is discretised in the propagation direction we can calculate the carrier
and photon density profiles along the laser cavity. The profiles for 400µm, 700 µm
and 1000 µm length single mode lasers are shown in Figure 5.9. Of note is the high
level of loss which the lasers experience in the grating section (the position of which
is indicated by dashed lines), as can be seen by the decrease in photon density which
ultimately reduces output power.

Linewidth

An important parameter when considering laser performance for single mode lasers is
the linewidth or FWHM of the lasing mode. Figure 5.10 shows the simulated emission
profile of a 400µm cavity length single mode slotted laser and the corresponding
Lorentzian fit from which a linewidth of 3.74MHz is extracted. In comparison, the
experimental linewidth — measured using the delayed self-heterodyne method [58] —
matches closely; with the Lorentzian component of a Voigt fit having a linewidth of
4.04MHz. For a 700 µm cavity length laser Figure 5.11 again shows good agreement
between simulation and experiment with a linewidth of 1.19MHz and 1.29MHz.

Although such simulations are an accurate method for determining linewidth, in
cases where a number of linewidth evaluations are required they are not practical due



5.4. Modelling results 83

3.0

3.5

4.0

4.5

5.0

C
a
rr

ie
r

D
en

si
ty

(c
m
−

3
)

×1018

400 µm

700 µm

1000 µm

0 200 400 600 800 1000

Cavity Position (µm)

0.2

0.4

0.6

0.8

1.0

P
h

o
to

n
D

en
si

ty
(c

m
−

3
)

×1015

Gain section

Grating section

Figure 5.9: Simulated carrier and photon density profiles for lasers
with cavity lengths of 400µm, 700µm and 1000 µm, biased at 100mA
each. Solid and dashed lines represent the gain and grating sections

respectively.

to the required run time associated with them. This can be readily seen as follows: the
simulation run in order to produce Figure 5.10 was discretised at ∆t = 9.56× 10−5 ns,
a sampling frequency of fs = 1.045× 1013 Hz. The frequency resolution is given by

∆f = fs/N, (5.30)

where N is the number of samples. In order to obtain a frequency resolution of 150 kHz
one would need 1.045× 108 samples. At ∼ 60000 iterations per seconds the time for
simulating the linewidth of one particular laser under a particular set of conditions
is on the order of hours. As such, performing linewidth simulations is better served
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Figure 5.10: Simulated linewidth of a 400µm slotted laser at 100mA
bias current. Simulated linewidth of the laser is fitted to a Lorentzian
with FWHM = 3.74MHz. Experimental data is fitted with a Voigt

profile with the Lorentzian component FWHM = 4.04MHz
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Figure 5.11: Simulated linewidth of a 700µm slotted laser at 100mA
bias current. Simulated linewidth of the laser is fitted to a Lorentzian
with FWHM = 1.19MHz. Experimental data is fitted with a Voigt
profile with an extracted Lorentzian component of FWHM = 1.29MHz



86 Chapter 5. Thermo-optic laser model

using the modified Schawlow-Townes equation, formulated in terms of photon density,

∆νFW =
(ΓR′sp)2

4πS (1 + α), (5.31)

where S is the average photon density in the cavity (calculated with the TD-TMM),
Rsp is the spontaneous emission rate, and α is the linewidth enhancement factor [25].
As calculating the photon density S only takes seconds, this is an efficient method for
calculating the laser linewidth. The result of this can be seen in Figure 5.12 where
linewidth vs. injection current is simulated for a 700µm length laser. Simulated values
are somewhat underestimated relative to experimental values in this case, though the
overall trend is correct. Figure 5.13 shows the simulated and experimental linewidth
for a 1000µm laser, in this case simulated linewidth values match closely with ex-
perimental values. Experimental linewidth was again measured using the delayed
self-heterodyne method [58].
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Figure 5.12: Simulated (modified Schawlow-Townes equation) and ex-
perimental linewidth of a 700 µm slotted laser.
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Figure 5.13: Simulated (modified Schawlow-Townes equation) and ex-
perimental linewidth of a 1000 µm slotted laser.

5.4.2 Transient results

A further motivation for developing the TD-TMM is to simulate laser transient dy-
namics. When simulating the static case, as shown previously, the simulation is run
until the laser reaches steady state. Before the laser reaches steady state however,
there is a turn on delay during which the laser undergoes relaxation oscillations. Fig-
ure 5.14 shows this transient response for single mode slotted lasers of differing cavity
lengths. The 400µm long laser is naturally seen to have the fastest response, and
starts to lase at ∼ 0.25 ns, quickly reaching stable single mode performance there-
after. As the laser cavity gets longer, this stabilization time becomes longer. In the
case of the 1000 µm laser, lasing does not start until ∼ 0.5 ns, with the SMSR taking
considerably longer to reach a steady value relative to shorter cavity lengths. The
initial relaxation oscillation is an important feature in this transient phenomenon,
as its frequency is the natural resonant frequency of the cavity. This resonant fre-
quency will produce the highest modulation response under direct modulation and for
such applications it is desirable to increase the relaxation oscillation frequency of the
cavity. Taking the Fourier transform of the output during this relaxation oscillation
gives us the resonant frequency of the laser as seen in Figure 5.15 where the first peaks
(marked by squares), correspond to the frequency of the relaxation oscillation. From
the plot we can see the resonant frequency of the laser decreasing as the cavity length
increases.
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(b) 700 µm cavity length.
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(c) 1000 µm cavity length.

Figure 5.14: Simulated transient response of cavity lengths (a) 400 µm,
(b) 700 µm, (c) 1000µm; each at 100mA bias current.
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Figure 5.15: Simulated radio frequency spectra.

5.4.3 Laser modulation

The TD-TMM can also be used to explicitly simulate the modulation response by
modulating the current of the laser over a range of frequencies during the simula-
tion and evaluating the response at each frequency. Figure 5.16 shows the simulated
modulation response of the three different cavity length slotted lasers. The currents
correspond to the DC offset bias, around which the current is modulated, and is cho-
sen in each simulation to be ∼ 2, 3, 4 and 5 times laser threshold. In each simulation
the resonance peak and 3 dB bandwidth increase with current and decreases with
cavity length. The trend is more clearly illustrated in Figure 5.17, which shows the
3 dB bandwidth as a function of current for the three cavity lengths.

It is also possible to simulate the eye diagrams for each of the laser, as shown in
Figure 5.18a, Figure 5.18b and Figure 5.18c, in order to determine the suitability of
the lasers for direct modulation at a given frequency. Distortion in the eye diagrams
is seen for each cavity length, becoming more severe with increasing cavity length.
In addition, the large overshoot in power seen for each cavity will lead to a large
transient chirp.

Thus far we have simulated the performance of 400µm, 700 µm and 1000 µm cavity
length lasers, taking into account purely the optical dynamics included by the TD-
TMM. We will now describe the method by which we incorporate thermal behaviour
of the lasers.
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Figure 5.16: Simulated modulation response for three differing laser
cavity lengths.
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Figure 5.18: Simulated eye diagrams for cavity lengths: (a) 400µm,
(b) 700 µm, (c) 1000µm.
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5.5 Thermal model
In order to accurately solve the thermal behaviour of multi-section lasers, it is desirable
to solve the heat equation in 3D. To do this, we use the finite element method (FEM).

5.5.1 FEM solvers — FEniCS

Commercially popular FEM solvers include COMSOL, ANSYS and Abaqus. Such
proprietary solvers have been successfully implemented in the past [59] to simulate
thermal behaviour of laser diodes, although to the best of our knowledge no such mod-
els have been implemented on purely free and open source software (FOSS). In keeping
with our TD-TMM implementation we aim to implement the thermal model using
FOSS. A number of FOSS FEM solvers exist, of which we considered FreeFem++,
MOOSE, Elmer deal.II and FEniCS. Ultimately FEniCS was chosen as a suitable
solver for a number of reasons. As FEniCS has Python bindings, it is possible to
monolithically integrate the FEM solver with the TD-TMM optical model, which
is primarily implemented in Python. In addition: FEniCS has an in-built analysis
platform for rapid visualisation of results, the FEM solver has parallel capabilities
in the form of MPI as well as automatic mesh partitioning, the project has exten-
sive documentation and an active community. Although a meshing component, mshr,
is included in FEniCS we instead used the more mature mesh generating feature
of SALOME in order to generate FEM meshes. SALOME is an open-source soft-
ware platform providing pre- and post-processing solutions for numerical simulations.
Python bindings are also included in SALOME which allows us to fully automate
geometry and mesh generation in the simulation — an example of the resulting mesh
for laser is shown in Figure 5.19. The relevant publications relating to FEniCS and
its constituent components are as follows: FEniCS [60, 61], DOLFIN [62, 63], FCC
[64, 65, 66], UFL [67, 68], FIAT [69, 70], UFC [71, 72].
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Figure 5.19: Mesh generated by SALOME.
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5.6 Optical and Thermal model coupling

5.6.1 Theory

The heat conduction equation is given as

∂T (x, y, z, t)
∂t

= K

ρC
∇2T (x, y, z, t) + Q(x, y, z, t)

ρC
, (5.32)

where T is the temperature, K is the thermal conductivity, C is the specific heat, ρ is
density, and Q is the heat generation. x, y, z correspond to spatial co-ordinates and t
is time. In the steady state case we can let

∂T (x, y, z, t)
∂t

= 0, (5.33)

in which case the heat equation reduces to

K∇2T (x, y, z) = −Q(x, y, z, t). (5.34)

The heat generation term in each layer, Qi is defined for three layer types. For the
InP layers we define Qi is defined as joule heating by

Qi = j2ρi (5.35)

where j is the current density and ρi is the ohmic resistivity. For the active region, we
follow the approach taken in Han et al. [59] and Kobayashi and Furukawa [31], which
give

QA = Vj(1− ηspfsp)
dA

[dAR(z) + (j − dAeR(z))(1− ηi)], (5.36)

where dA is the height of the active region, Vj is the junction voltage, ηsp and ηi

are the internal quantum efficiencies of spontaneous emission and stimulated emission
respectively, fsp is the ratio of spontaneous emission absorbed by the cladding layers
relative to the total spontaneous emission from the active region. From time domain
simulations, we know that laser cavity asymmetries (due to the position of grating at
the laser output end and the HR and AR coatings at the back and front of the laser)
produce asymmetries in photon and carrier density profiles along the cavity. These
profiles are taken into account by the current density, which is

j = qd[g(z)νgS(z) +R(z)], (5.37)
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where R(z) is given previously in Equation 5.17 and g(z) and S(z) are the gain and
photon density profiles respectively as calculated from the TD-TMM.

Finally, resistive heating from the gold contact is also taken into account as

Qg = j2ρcon
dg

, (5.38)

where dg is the thickness of the gold and ρcon is the resistance of the contact. Table 5.2
shows the values for each of the layers considered in the thermal simulation, where
the smallest layers in the epitaxial structure with negligible impact are omitted. The
epitaxial structure of the laser can be seen in Figure 5.20. In addition to the physical
layers associated with the chip, the air interface between the chip and the copper
heat sink must be accounted for. This is done by adding an effective layer between
the copper and AlN carrier, with a thermal resistance calibrated by biasing a single
700 µm length laser at 100mA and matching to simulation. Although the surface of
the AlN carrier is likely a predominant source of variation in thermal behaviour from
chip to chip, we use the same calibrated value for the sake of consistency.

Table 5.2: Physical parameters for each layer.

Material Doping Height Conductivity K Resistivity ρ Resistance ρg
(µm) (Wm−1 K−1) (Ωm) (Ωm2)

Au – 1 300 – 1.0× 10−10

InP P 1.8 68 7.6× 10−4 –
AlGaInAs – 0.34 5 1× 10−4 –
InP N 120 68 2.4× 10−4 –
Solder – 20 20 – –
AlN – 600 180 – –

5.6.2 Results

The temperature distribution in the laser can now be solved incorporating outputs
from the TD-TMM. The calculated temperature profiles along the laser cavity can
then be input into the TD-TMM in order to provide a full thermo-optic model of laser
performance.

Light-current curves

In order to verify our model we first take the simplest case of a Fabry Pérot laser.
Figure 5.21 shows the L-I curve of a ∼ 400 µm Fabry Pérot laser for a range of different
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Figure 5.20: Scanning electron microscope (SEM) image of a laser face
on. Height of different epitaxial layers can be seen, where the solder

layer in particular varies along the width of the chip.

heat sink temperature compared with corresponding experimentally measured L-I
curves. The slope efficiencies and thresholds of simulation and experiment are seen
to match closely. In general, semiconductor lasers performance does, however, vary
from chip to chip, with several varying factors influencing laser performance. These
can include: waveguide loss αi, quality of cleave, quality of the HR and AR coatings,
injection efficiency and the accuracy of the etching process forming the waveguide.
Although in this case the L-Is shown agree well, one can expect variation between the
measured performance and simulated devices.

Figure 5.22 shows simulated L-I with increasing heatsink temperature for a 700µm
single mode slotted laser. The bottom plot shows a comparison of experimentally mea-
sured L-Is. The model accurately predicts the increase in laser threshold. However,
in this particular case the slope efficiency for the simulated case overestimates power
by ∼ 10%. A likely cause is variation in grating fabrication accuracy, as the laser’s
output power has a t2 dependence where t is the grating transmission.

We now wish to further verify the thermal model by measuring the laser temper-
ature and compare with predicted values. The most common method employed to
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Figure 5.21: Simulated and measured L-I curves of a 400µm Fabry
Pérot laser.

measure laser temperature is to characterise the change in wavelength with tempera-
ture ∂λ/∂T and apply this to determine an average wavelength change from the cavity.
In Figure 5.23 the modelled wavelength shift, and hence temperature, is seen to match
the experimentally measured wavelength shift.

In order to more rigorously verify our model it was also desirable to compare
simulated temperatures to directly measured temperature values. To this end, the
CCD-TR method was employed to measure the temperature of a laser under a range
of injection currents. An example of the resulting map can be seen in Figure 5.25.
Regions with differing material to gold, in this case SiO2, have been shaded white to
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Figure 5.22: Simulated (top) and experimental (bottom) L-I curves of
a 700 µm length laser with increasing temperature.

avoid misinterpretation. As the CCD-TR method is based on comparing changes in
reflectivity between a series of recorded frames any vibrations of the sample during
measurement will cause artefacts which hinder measurements of small or narrow fea-
tures as in the case of the 2 µm wide cavities we fabricate. To overcome this an image
stabilization algorithm was developed which is discussed further in Appendix B. Fig-
ure 5.24 shows the averaged measured cavity temperature compared with the averaged
simulated cavity temperature for a range of injection currents. Simulated tempera-
tures agree well with experimental values, although due to the more challenging nature
of CCD-TR measurements the experimental data is somewhat less smooth than the
wavelength measurements in Figure 5.23.
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Figure 5.23: Simulated and measured wavelength shift of a 400µm
cavity length laser.
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Figure 5.24: Simulated temperature of a 400 µm slotted laser compared
to CCD-TR measurements.

As discussed in chapter 3, the use of high order gratings introduced a challenge in
terms of mode competition arising from free spectral range reflection peaks. Previ-
ously we described the use of IIR digital filters to simulate gain dispersion and as a
result we can use our model to simulate the maximum temperature at which a given
laser will perform reliably at its designed wavelength before jumping to the next FSR
peak. Figure 5.26 shows the simulated wavelength vs. heat sink temperature com-
pared with experimentally determined values. One can see that the 1-period design is
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Figure 5.25: CCD-TR map of a 400 µm laser at 100mA corrisponding
to the measurement in Figure 5.24.

Figure 5.26: Simulated and experimental lasing wavelength of 400µm
length single mode lasers with one, two and three period gratings over a
range of heat sink temperatures. The temperature at which the lasing
wavelength jumps increases with the number of periods used in the

grating as a result of increasing FSR peak suppression.

most susceptible to FSR mode competition, operating only up to 55 ◦C before the las-
ing wavelength jumps. The 2-period laser shows vastly improved operating range only
switching wavelength at 85 ◦C while the 3-period laser does not undergo any mode hop
over the temperature range considered. One should note the difference in predicted
lasing wavelength for the 2-period and 3-period case, relative to the 1-period case.
This is likely due to the fact that these lasers were from a different fabrication run
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than the 1-period laser and were found to have a higher threshold than the previous
fabrication from which the 1-period result is taken. This higher threshold results in a
higher carrier density, which in turn blue shifts the lasing wavelength. For the sake of
consistency we use the parameters from Table 5.1 for all simulations, because to use
unique parameters for each chip would require re-characterisation of material proper-
ties using the Fourier expansion method. In any case, the model faithfully reproduces
the phenomenon of mode competition from FSR reflection peaks and as a result can
be used to verify future laser designs at high temperatures.

5.6.3 Tuning maps

We now wish to use the thermo-optic model to predict multi-section laser wavelength
tuning. In chapter 3, two laser types were introduced, single mode lasers, and widely
tunable vernier-based lasers, both of which can be simulated using the thermo-optic
model. We will start with the simpler, single mode lasers and simulate their tuning
behaviour and compare with experiment.

Figure 5.27, Figure 5.28 and Figure 5.29 show the simulated and experimental
wavelength tuning map of a 400 µm, 700 µm and 1000µm length laser respectively, at
a submount temperature of 20 ◦C. The tuning maps of the three cavity lengths have
four distinct regions where mode hopping occurs.

At high grating injection currents, the mode hops arise due to thermal effects.
As the grating heats up the Bragg wavelength red shifts until the next longitudinal
mode coincides with the Bragg peak, resulting in a mode hop. The inverse of the
aforementioned mode hop is seen at higher gain section currents. As the gain sections
increases in temperature, the longitudinal modes red shift. The lasing wavelength
tunes continuously until a lower wavelength mode eventually coincides with the Bragg
peak resulting in a mode hop to lower wavelengths. At low grating currents we also
see mode hops which blue shift the lasing wavelength. In this case, the mode hops
are simply a result of increasing carrier density in the grating region blue shifting the
Bragg peak.

A fourth distinct region of mode hopping is seen in the 1000µm cavity length laser
at low gain section currents. As the gain section current is increased, a mode hops
occurs which red shifts the lasing wavelength. However, somewhat counter intuitively,
we note that although current is injected into the gain section the mode hop is caused
by the Bragg peak red shifting, i.e. injecting current into the gain section is changing
the resonant wavelength of the grating. In order to understand this we can extract the
photon and carrier density profiles at the currents for which this tuning is occurring.
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Figure 5.27: Wavelength map of a 400 µm length laser: simulation
(top), experimental measurement (bottom).

Figure 5.30 shows the density profiles of the grating section corresponding to currents
indicated by star markers in Figure 5.29 where we are keeping the grating at a constant
current and varying the gain section current. We can see that as the current in the
gain section is increased the photon density in the grating increases, and as a result
the carrier density decreases. This decrease in carrier density leads to a red shift of
the Bragg peak and consequently a red shifted mode hop seen in the tuning maps.
This effect explains the observation alluded to in chapter 4: that uniform injection of
the laser resulted in non-uniform tuning over the cavity, as inferred by the mode hops
observed.
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Figure 5.28: Wavelength map of a 700 µm length laser: simulation
(top), experimental measurement (bottom).
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Figure 5.29: Wavelength map of a 1000 µm length laser: simulation
(top), experimental measurement (bottom). Star markers correspond

to the currents simulated in Figure 5.30.
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Figure 5.30: Carrier and photon density profiles within the grating
section under varying gain section currents. Injecting the gain section

is seen to decrease the grating section’s carrier density.
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5.6.4 Vernier lasers

As discussed in chapter 3 widely tunable slotted vernier lasers, similar to SG-DBRs
have previously been fabricated. These lasers were capable of being tuned across the
C-band with SMSR ≥ 30 dB. For these lasers a number of different tuning regions
were observed [23]. We can apply the thermo-optic model to better understand this
tuning and predict performance.
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Figure 5.31: Simulated power reflectivity, transmission and loss for a 9
slot grating of period 80µm.

In this section we consider a vernier laser with slot periods of 70 µm for the front
mirror and 80µm for the back mirror. The FSRs are 4.9 nm and 4.3 nm for the front
and back mirror, respectively. The gratings both consist of nine slots each. The sim-
ulated optical properties of such a grating is shown in figure Figure 5.31. Figure 5.32
shows the experimentally measured wavelength and SMSR of the laser, compared
with simulated values in Figure 5.33. The tuning wavelength of the simulation is seen
to match well with the experimental case reproducing the tuning trends accurately.
As in the single mode case, the tuning map has a “saddle” feature — in this case
the middle of this feature is at Front and Back current ∼ 100mA. Although similar
to the tuning previously described for the single mode case, a key difference is that
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there is no strong coupling effect between the front and back sections as was seen in
for the gain and grating section previously. Rather, all the tuning behaviour arises
from the injected current in each individual section with minimal crosstalk. At lower
currents, the front and back section are tuned primarily due to increasing carrier
density. As the current to each section increases, the thermal tuning at some point
exceeds the carrier density tuning. The midpoint of the “saddle” feature corresponds
to the currents at which both carrier and thermal tuning are approximately equal to
one another, beyond which thermal tuning begins to dominate. This tuning pattern
results in a limiting factor for efficiency, in so far as the tuning between channels must
be in regions with injection current ≥ 100mA.
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Figure 5.32: Experimental tuning map of wavelength (top) and SMSR
(bottom).

Once above 100mA however, the tuning process is still rather inefficient requiring
≥ 250mA in order to tune certain channels. Examining the simulated profile of the
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Figure 5.33: Simulated tuning map of wavelength (top) and SMSR
(bottom).

cavity in detail can shed light on this inefficiency. Consider the current co-ordinates
shown by Roman numerals on Figure 5.33, that correspond to three distinct wave-
length channels. For each of these co-ordinates we have simulated the thermal, carrier
and photon density profiles along the cavity. Figure 5.34 shows the surface of the laser
as calculated via the FEM. The inefficiency in tuning leads to considerably large tem-
peratures in the gratings when tuning between super-modes, reaching up to ∼ 77 ◦C.

Extracting the profiles along the cavity gives the temperature, photon density and
carrier density as plotted in Figure 5.35. This plot reveals a prohibitive consequence
of direct current injection on tuning efficiency. The carrier density in the bottom
plot is seen to increase with mirror injection current. This is in contrast to the usual
approximation that the carrier density is constant once the laser is above threshold (see
Figure 2.7, chapter 2). This is due to the fact that the radiation loss within the mirror
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(a) Front 265mA back 180mA (b) Front 220mA back 230mA

(c) Front 150mA back 264mA

Figure 5.34: Simulated temperature distributions for the three super-
modes labelled in Figure 5.35.

sections is quite large; a result of etching deep slots. As such, the gain is not saturated
within the gratings and the carrier density can increase with injection current. This
can also be understood by considering the grating individually in terms of its net
cavity gain and loss. A cavity is considered above threshold when the net cavity gain
equals the loss, and as the grating section has a relatively large amount of loss, it will
have a higher threshold. The carrier density is thus free to increase with current as
it’s loss keeps it below threshold. The increase in carrier density results in a negative
change in the effective refractive index due to the free carrier plasma effect which
counteracts the positive refractive index change induced via thermal tuning. The two
tuning effects are counterbalancing one another reducing the overall efficiency of the
thermal tuning, resulting in the high injection currents and temperatures required.
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Considering the tuning of the front section in Figure 5.35 from I to III, we can calculate
the contribution to the refractive index change from the individual physical effects,
as can be seen in Figure 5.36. Despite the high injection current the carrier density
induced ∆neff is still significant, reducing the efficiency of the thermal tuning to
a large degree. The lasing spectrum at each current co-ordinate is also shown in
Figure 5.37 where the degradation in SMSR is largely due to competing super-modes.
This degraded SMSR is likely due to the high carrier density in the mirror sections
resulting in an increase in spontaneous emission (Rsp ∝ N2).
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265 mA

220 mA

150 mA

264 mA

230 mA

180 mA

Figure 5.35: Simulated profiles in the laser cavity for the three su-
permodes labelled in Figure 5.35, (top) temperature, (middle) photon
density, (bottom) carrier density. The Front/Back section currents for
I, II and III are 265/180, 220/230 and 150/264 mA respectively with
a constant gain and SOA current of 120mA and 30mA respectively.
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Figure 5.36: Individual contribution of physical effects to the overall
tuning.
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Front period 70 µm Back period 80 µm with micro-heaters

One potential method of avoiding high carrier density effects (spontaneous emission
and wavelength tuning) while tuning is to employ thin film micro-heaters. This in-
volves fabricating a resistive element near the cavity which can be used to tune the
laser cavity via resistive heating. Implementing such micro-heaters near the Front and
Back mirrors, we can simulate the tuning pattern of the laser as shown in Figure 5.38.
The design of such micro-heaters is beyond the scope of this thesis, however, it is
possible to take previous implementations as a gauge of the potential tuning perfor-
mance. Han et al. [73] demonstrated a DBR with extend the tuning range using micro
heaters which where capable of inducing a temperature change ∆T of 60 ◦C at 0.5W.
We can include a heat source in the thermo-optic model capable of achieving the same
temperature and simulate the tuning performance. The result of this can be seen in
Figure 5.38, where the laser has been simulated at an injection current of 300mA, in-
jected uniformly over the Front, Gain and Back sections, with the micro-heater power
being increased in order to induce a temperature change.

Plotting the tuning maps against the average Front and Back section temperature
from this simulation results in Figure 5.38. This map reveals the tuning performance
when the carrier dynamics are constant. The simulation suggests that in order to
tune into the available channels a ∆T of ≤ 40 ◦C is needed. The simulated change in
SMSR performance, relative to the direct injection method, is shown in Figure 5.40,
where we have specified a minimum SMSR performance of 40 dB (values below 40 dB
are shaded red). In order to make the comparison valid the SMSR is taken over
equivalent wavelength tuning ranges in both maps. The simulation suggests that the
purely thermal tuning improves the SMSR performance, particularly at the higher
tuning currents. Given that the removal of carrier dynamics from the tuning process
results in a higher SMSR, it is likely that the degraded SMSR performance at higher
injection currents is due to the associated high carrier densities.

Though promising, it should however be noted that thin film micro-heaters may
require more input power and as such, the overall wall plug efficiency of the device
may be reduced. Further research is required in regard to designs involving such
heating elements, and this is discussed in chapter 7
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Figure 5.38: Simulated tuning map of wavelength (top) and SMSR
(bottom) for a vernier laser biased uniformly at 300mA with varying

Front and Back section micro-heater power.
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Figure 5.39: Simulated tuning map of wavelength (top) and SMSR
(bottom) for a vernier laser biased uniformly at 300mA with varying

Front and Back section average temperatures.
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Figure 5.40: Simulated SMSR map of micro-heater tuning (top) and
direct current injection (bottom) over an equivalent tuning range.

Shaded regions are below 40 dB.
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Front 97µm Back 108µm — asymmetric case

In this section we consider a vernier laser with slot periods of 97 µm for the front
mirror and 108µm for the back mirror. The FSRs are 3.8 nm and 3.5 nm for the front
and back mirror, respectively. Unlike the previous example this designs has 5 slots
for the front grating and 9 resulting in a front grating of 485µm length and a back of
972 µm length. Figure 5.41 is the experimentally measured wavelength and SMSR of
the laser, compared with simulated values in Figure 5.42. The result of a shortened
front section is seen in the map in terms of asymmetry. From subsection 5.6.1, the
heating term Q is proportional to the current density j. As we have shortened the
front grating, j and Q are higher relative to the back grating. This results in a faster
rate of tuning with front current, as seen in Figure 5.41 where the tuning map has in
effect been compressed relative to the previous symmetric device.
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Figure 5.41: Experimental tuning map of wavelength (top) and SMSR
(bottom).
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Figure 5.42: Simulated tuning map of wavelength (top) and SMSR
(bottom)
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Vernier linewidth

The linewidth of widely tunable lasers is another parameter which is of importance.
Generally speaking, the desired linewidth should be ≤ 1MHz. Given that the vernier
lasers have relatively long cavity lengths in excess of 1500µm one anticipates a rel-
atively low linewidth, which is inversely proportional to the cavity length. Contrary
to this expectation the linewidth experimentally measured from such Vernier lasers
was at best ∼ 2MHz. The cause of this was not fully understood and whether this
was due to device fabrication or inherent to the design is a question which needs to
be answered before the next iteration of designs. In order to gain an insight into this
we apply the TD-TMM thermo-optic model as a diagnostic tool to simulate the theo-
retical linewidth performance compared with the experimentally measured linewidth.
To this end, we consider a vernier laser from the most recent fabrication run, which
attained reasonable linewidth performance over the range of channels. The grating
period of this laser is 52 µm for the front mirror and 57 µm for the back mirror,
which leads to FSRs of 6.6 nm and 6.02 , respectively. This laser was measured to
have eleven wavelength channels which could be tuned to, each channel having good
SMSR ≥ 30 dB from 1520 nm to 1570 nm with an average linewidth of ∼ 7.5MHz [23].
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Figure 5.43: Simulated lasing spectrum of a vernier laser tuned to two
different channels.

Taking the 1525 nm channel which was tuned with front and back currents of
75mA each, a gain section current of 120mA and an SOA current of 30mA; the
linewidth was measured using the self-heterodyne method [58]. The thermo-optic
model was then run with the same injection currents, the resulting spectrum correctly
predicting the laser channel as shown in Figure 5.43. The TD-TMM was then run for
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sufficient iterations (as described in section 5.4.1) in order to attain a good frequency
resolution of the line-shape from which the FWHM was extracted via a Lorentzian
fit. The results of this are shown in Figure 5.44. The simulation predicts a somewhat
higher linewidth of 5.96MHz compared with the experimentally measured value of
4.97MHz. Importantly, the relatively poor linewidth performance was reproduced in
the simulation

We also consider a second wavelength channel tuned to approximately the centre
of the C-band at 1545 nm. The comparison between simulation and experiment is
seen in Figure 5.45. The simulation in this case provides a closer match with ex-
periment predicting a FWHM of 7.36MHz versus the measured 7.16MHz. The high
theoretic linewidth implies that the vernier design requires alterations in order to
achieve linewidth on the order of 1MHz.
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Figure 5.44: Experimental and simulated linewidth of a vernier laser
with front and back currents of 75mA each; gain section current of

120mA.
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section current of 120mA.
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5.7 Conclusion
This chapter has built on the previously introduced analytic model by developing
a high fidelity thermo-optic numerical model. This numerical model allows for the
analysis of static laser performance as well as a range of transient optical dynamics.
Simulation results have, where possible, been compared to experimentally measured
results, with good agreement. To the author’s knowledge, we present the first direct
comparison of simulated laser temperature to spatial temperature maps through use
of the CCD-TR method. Despite challenges of varying fabrication parameters the
model is seen to agree well with experimental results, in part due to the previously
experimentally determined physical parameters [20, 23]. Additionally, to the best of
our knowledge this is the first such thermo-optic model that has been implemented
using exclusively free and open source software.

The model has been used to gain a better understanding of the tuning effects of
both single mode and widely tunable vernier lasers, explaining all the tuning regions
observed and the physical reasons behind them. For the Vernier lasers, the model has
been used to analyse the fundamental reasons behind the high tuning currents which
are required. From this we have concluded that the use of direct current injection
results in significant increases in carrier density, counteracting the desired thermal
tuning. In addition, the linewidth performance of the Vernier lasers was investigated
and found to agree with experimental measurements. From this we can conclude that
future designs require further optimization if the linewidth is to be reduced.

In terms of the general scope of our work, we have now developed an accurate
model with which to predict laser performance. Although gaining a physical under-
standing of the lasers is a key aim of our work, an important aspect of our research
is ultimately to improve the overall performance of the slotted laser diodes. Any
such performance improvements require us to precisely optimise the next iteration
of laser designs. With this in mind, we will now look to leverage the TD-TMM to
precisely optimise designs, with the goal of improving over previous iterations, as well
as exploring potential new laser designs for specific applications.
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Chapter 6

Laser optimization

6.1 Introduction
Chapter 3 contained a discussion of the current slotted laser design and fabrication,
on which the experimental measurements of this thesis would be based. These lasers
have achieved good overall performance, with stable single mode performance, high
SMSR, low linewidth and full C-band coverage when implemented as laser arrays [21].

This chapter builds on the previous design run with two primary goals in mind.
Firstly, we wish to improve laser performance, however, as there are several perfor-
mance criteria such as SMSR, linewidth and output power, we need to develop a
method whereby we can quantitatively define the performance of a given laser design.
As will be seen, the previous design iteration falls short of some of the aforementioned
performance criteria which we wish to rectify in our next design iteration. Specific
aims are to improve the output power and the single mode stability at higher tempera-
tures. This leads to our second goal, we wish to generate new laser diode designs with
as few assumptions or arbitrary design decisions as possible. Ideally a laser design
should be purely a function of the performance requirements and design restrictions
which we initially define. Such a process will allow for fine-tuned lasers which are not
over or under optimized in regard to any one performance criterion. This will also
facilitate future design iterations, as once a laser design is defined in terms of perfor-
mance requirements, subsequent designs can be easily modified to take into account
feedback from experimental measurements.

6.2 Slotted laser diode optimization
Optimizing slotted laser diodes poses a number of challenges generally not encountered
when optimizing lasers with buried gratings. Chief among these challenges, is the fact
that etching into the laser ridge necessarily introduces radiation loss, as a portion of
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the field profile will overlap with the etched slot and be radiated from the waveguide.
As a result, the grating structure needs to be carefully optimized, and although one
cannot entirely avoid loss, it is crucial to optimize the laser such that radiation loss
is minimized, while also achieving sufficiently high reflectivity and narrow bandwidth
from the Bragg peak.

In addition to radiation loss, mode competition from free spectral range (FSR)
reflection peaks introduces further complexity into the design of slotted lasers. A
particular challenge arises from our previous optimization in which the 37th order
grating period — coinciding with high reflectivity — has a relatively narrow FSR
of ∼ 40 nm. This narrow FSR results in adjacent reflection peaks competing with
the main lasing mode, particularly at elevated temperatures where the gain peak
may be detuned from the designed lasing wavelength. The reflection spectrum must
be engineered such that these side peaks are either suppressed or are located at an
appropriate wavelength not overlapping the gain spectrum.

As discussed in chapter 3, previously multiple period gratings have been employed
to overcome competition from FSR reflection peaks. However, the question remains
whether this is the most effective approach. Indeed, it may be more efficient to
simply reduce the period order thereby increasing the FSR spacing. This approach
may, however, have negative impacts on linewidth and threshold as lower grating
orders have been simulated to have lower reflectivity.

The previous grating design consist of a 24 slot grating etched to a depth of
1.35µm. The grating has three different periods of ∼ 8.48, 9.93 and 11.38 µm, each
consisting of 8 slots. In the proceeding sections we will compare newly optimized
lasers to this previous iteration of designs.

6.2.1 Simulated parameters

A primary difficulty in optimizing new lasers is the interdependence of the laser per-
formance criteria. If we consider our previous design which had lower than optimal
output power, one obvious approach would be to simply reduce the etch depth to
reduce loss and thus increase output power. This would, however, reduce the reflec-
tivity and thus increase the linewidth. To counteract this, the cavity length could
be increased, thereby reducing the linewidth, however, this in turn would decrease
the mode spacing resulting, in a reduced SMSR. Suffice it to say, the complex in-
terdependence of the various performance criteria requires accurate simulation of all
these parameters simultaneously in order to accurately asses their values for a given
design. To this end, we employ some of the modelling concepts previously covered in
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chapter 5. We will consider four main performance criteria: output power, SMSR,
linewidth and maximum operating temperature, in order to asses designs. These cri-
teria will be used to define a figure of merit (FOM) returned by an evaluation function
f(x) which we wish to minimize. Analytical approaches are used to approximate the
linewidth and SMSR values as the time domain simulation is too time-consuming. In
addition, the thermal dynamics are not simulated via the FEM method during the
optimization, as to do so would increase the run time exorbitantly (though it will be
used in the analysis of optimized designs).

Output power and linewidth

Methods to calculate laser output power and linewidth have previously been dis-
cussed in chapter 5. Some changes are required in these methods in order to reduce
the run-time of the evaluation function when optimizing. In chapter 5, L-I curves were
produced by simulating the laser at each injection current, which for the purposes of
optimization is too time-consuming. To reduce run time, we simply simulate the out-
put power at two currents above threshold and as the output power is approximately
linear we use these two points to estimate slope efficiency and threshold. The same
approach is taken for the linewidth simulation where the photon density in the gain
section at two currents above threshold is linearly fitted and subsequently used in the
modified Schawlow-Townes linewidth equation given by Equation 5.31 from chapter 5.
This allows us to quickly calculate linewidth and output power values over a sufficient
range of injection currents, with the accuracy afforded by the TD-TMM.

SMSR

Although it is possible to calculate the SMSR via the TD-TMM, this requires a long
run time in order to accurately simulate the side mode power. Furthermore, the issue
of cleave error makes evaluating the SMSR performance somewhat more complicated,
as the SMSR of a given laser will change as a function of cleave error. Given that
this cleave error is random in nature, we calculate the theoretical single mode yield
of a cleaved laser, i.e. the fraction of fabricated lasers which under uniform current
injection are expected to have an SMSR greater than a minimum value.

The SMSR can be approximated using the equation

SMSR(I) ≈ 10 log10

(
∆αm + ∆g

δG
+ 1

)
, (6.1)
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where ∆αm is the difference between the lasing and competing modes mirror loss, ∆g
is the difference between the lasing and competing modes gain and δG can typically
be taken as

δG ∼ 10−3 Ith
Ith − I

, (6.2)

where Ith is the threshold current and I is the injection current [25]. These parameters
are illustrated in Figure 6.1. The change in SMSR with cleave error is then calculated
by shifting the wavelength of the longitudinal modes over one mode spacing. The
percentage of SMSR greater than a defined minimum is the single mode yield.
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Figure 6.1: Mirror loss, net gain and longitudinal mode positions with
variables relating to Equation 6.1.

Figure 6.2 shows the result of this yield calculation for a 37th order, 24 slot, 700 µm
length laser biased at 100mA where we have set the minimum SMSR condition at
40 dB. In this case ∼ 75% of the laser diodes will have an SMSR above 40 dB. The
single mode yield can be calculated for each individual injection current, the result of
doing so is shown in Figure 6.3. This allows us to evaluate the SMSR performance as
a function of injection current, whilst also taking into account the statistical nature
of the cleaving processes. For comparison purposes, the required yield is kept on par
with or better than our previous design.

Setting the required yield too high may result in SMSR being over-optimized at
the expense of other parameters. From chapter 4 we have developed a method for
reducing the impact of cleave error in multi-section devices which can be used to
compensate in devices which have sub-optimal SMSR. However, adding two contact
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Figure 6.3: Simulated yield versus injection current for previously de-
signed single mode 700µm cavity length laser.

pads in the multi-section case introduces further complexities in terms of packaging
the lasers; in so far as increasing the number of contact pads increases the chance of
wire bonding failures. Such issues are beyond the scope of our optimization and are
difficult to quantify without the availability of larger scale fabrication and packaging
statistics.

Temperature tuning

In previous chapters we touched upon the concept of temperature tuning whereby
laser arrays were tuned thermally in order to fully cover the C-band. In chapter 5,
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Figure 5.26, it was demonstrated that changes in the laser temperature can also lead
to unintended mode competition due to the red shift of the gain peak. Thus, it is
necessary to include temperature tuning as a criterion in our evaluation function.
Excluding this from the optimization process will result in optimized devices which
may have little or no tolerance to changes in temperature. Additionally, in the case of
a laser array, each laser needs to tune over a minimum temperature-tuned wavelength
range in order to fully cover the C-band.

In order to asses the laser’s temperature tuning, the lasing wavelength over a
required temperature range can be calculated. This calculation is performed by ob-
taining the maximum of the round trip gain from Equation 4.5, over a range of tem-
peratures. We define the maximum operating temperature as the highest temperature
at which the maximum round trip gain coincides with the designed wavelength.

6.3 Optimization algorithms
We have defined the methods whereby various performance criteria may be evaluated
and now can define a function f(x) = FOM , where x is a laser design and FOM
is the figure of merit. The optimization process now either minimized or maximizes
f(x), depending on the definition of the FOM. Of critical importance is choosing an
appropriate optimization method suitable to our particular problem. The evaluation
function f(x) can then be tailored to the chosen optimization method.

Broadly speaking, we can categorise optimization methods as either local or global.
Local search methods typically are initialized with an initial guess solution and eval-
uate nearby solutions in the optimization space. Such optimizations can be guided by
direct or gradient based methods. Direct based methods, guided only by the evaluated
function and its constraints, are generally slow requiring a large number of function
evaluations. Gradient based methods which use the first or second-order derivatives to
guide the solution on the other hand are prone to becoming stuck in local minimum.
In particular, functions with severable variables, as in the case of slotted lasers, are
prone to getting stuck in such localized minimum. Figure 6.4 illustrates the potential
pitfalls of such local optimization methods when applied to slotted lasers. The reflec-
tivity and transmission of a slotted grating is simulated over a range of slot depths
and period orders using the 2D-SMM. The maps show a number of local minimum
and maximum with the optimized results likely being dependent on the initial guess.
Given that this complex behaviour is seen for a two-dimensional problem of slot depth
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Figure 6.4: SMM simulation of grating reflection (top) and transmis-
sion (bottom). Slot width is constant at ∼ 1.1 µm (slot order of 4.5).

and period order it can be inferred that the higher dimensional functions we wish to
evaluate will be not well served by local optimization methods.

In contrast, global optimization methods are effective at finding the maximum
or minimum over all input values. Such global methods include basin-hopping, brute
force and particle swarm optimization. As our function evaluation times are relatively
long (on the order of seconds) and a large number of evaluations are performed,
we require a method which can return adequate solutions with a limited number of
function evaluations. Genetic algorithms fulfil this requirement and are effective at
solving high dimensional optimization problems [74]. For these reasons we choose the
genetic evolution method to optimize our laser structures.
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6.4 Genetic algorithm theory
Genetic algorithms are a form of evolutionary computation which can be used to
maximize or minimize a particular function. This optimization method operates by
replicating the process of biological evolution. As in biological evolution, genetic al-
gorithms are rooted in random processes and operate on a population basis. The
random and population based nature of genetic algorithms helps overcome a num-
ber of limitations of direct and gradient based local optimization methods [75]. We
will briefly describe the implementation of the genetic algorithm and some considera-
tions needed in tailoring our evaluation function in a manner compatible with genetic
optimization.

6.4.1 Nomenclature and theory

As genetic algorithms are based on the biological principle of evolution, much of the
terminology is inherited from biology. When discussing the genetic algorithm we will
use the following terms and concepts.

Individual: a single laser design.

Gene: the variables associated with an individual. In our case, slot
depth, slot number, period order, period number, period spacing,
slot order/width and cavity length are the genes of an individual.

Population: a group of individuals.

Fitness function: the function f(x) which returns a fitness value for each individual
x. In this case we are minimizing the function.

Fitness: a measure of the quality of a given individual, as per a defined
figure of merit.

Mutation: a mutation is an event in which an individual’s genes are altered
in some random process.

Cross over: a cross over event involves two individuals, whereby certain genes
are exchanged between individuals.

Selection: selection involves choosing individuals from a population based
on their fitness values.
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Figure 6.5 shows the general schematic of the genetic algorithm. The algorithm
starts by seeding the population with a random set of individuals. This initial popula-
tion may be seeded with designs which are known to have good fitness values in order
to help the optimization converge faster. Once an initial population is generated each
individual is passed to the fitness function and a fitness value is returned. Once each
individual within the population has a computed fitness value, a selection process
removes individuals with low fitness. A new generation of individuals is now created
by randomly mutating a number of surviving individuals as well as randomly cross-
ing over genes between a number of individuals. Once this new generation has been
defined, the individuals are once again evaluated for fitness and the process repeats
until a satisfactory solution has been found. Care needs to be taken when defining
each of the previously mentioned steps which is now discussed in detail.

Fitness / Figure of merit

We have described the various performance criteria that we will calculate for each
individual in the optimization. It is now necessary to formulate these criteria into an
appropriate FOM with which the genetic algorithm can evaluate an individual’s overall
fitness, and over the course of the optimization minimize. The output power, yield
and linewidth have all intentionally been formulated as functions of injection current
which allows us to use the concept of an operating current, Iop. This operating current
is defined as the minimum current for which all the specified performance targets are
met. This definition avoids the over optimization of certain performance criteria at
the expense of others. The concept is illustrated in Figure 6.6 for a hypothetical
optimization problem in which we wish to optimize a laser with linewidth ≤ 2MHz,
output power ≥ 7mW and SMSR ≥ 40Bm. A laser with the performance shown in
Figure 6.6a, although capable of meeting the SMSR and linewidth requirements below
60mA, must nonetheless be biased at 100mA in order to achieve the desired output
power. As such, the operating current is 100mA and the laser is not particularly well
optimized — that is to say, the various performance criteria are not suitable balanced
with one another in order to minimize the operating current. A better optimized
laser is shown in Figure 6.6b, whereby SMSR and linewidth performance have been
sacrificed (as would be the case when reducing mirror reflectivity) in order to increase
the slope efficiency. As a result, all performance criteria are now met simultaneously
at a lower injection current of 70mA, thus reducing the operating current of the
device. By basing the FOM which we are minimizing on the operating current, our
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Figure 6.5: Flowchart illustrating the genetic algorithm.
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optimization will naturally balance the performance targets against one another as
shown in Figure 6.6.
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Figure 6.6: Illustration of optimization process. Markers on each line
represent specific performance requirements. Figure (a) represents an
unoptimized case and figure (b) represents the optimized case where
the various requirements have been balanced against one another.

The temperature performance also needs to accounted for in the FOM. The sim-
plest approach is to evaluate the lasing wavelength over the required temperature
range and if the calculated lasing wavelength deviates from the designed wavelength
at any temperature; set the FOM equal to a large value to reduce the fitness of
the individual. However, such discontinuous approaches can be deleterious to the
convergence of the optimization. Alternatively we can describe the temperature per-
formance in a manner such that individuals are punished proportional to the fraction
of the temperature range they fail to cover. This is achieved by setting the figure of
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merit as
FOM = Iop + Iop(1− ηT ) · w, (6.3)

where Iop is the operating current as previously defined and ηT is the fraction of the
temperature range over which the correct lasing wavelength is maintained and w is a
weighting parameter with which we can set the priority of covering the temperature
range. The FOM which is being minimized, is now continuous and temperature
stability is taken into account proportionally.

Mutation

Each individual in the population has a probability Pm to undergo a mutation event.
When such a mutation event occurs, each of the genes that are free to vary have an in-
dividual probability pm of having their values altered. This change is implemented by
adding a random value, determined by a Gaussian with mean of µ = 0 and a standard
deviation σ defined for each parameter. This ensures variability within the population,
enabling the optimization to find new solutions and escape local minimums.

Cross over

After a mutation event, each individual has probability Pcx to undergo a cross over
event with another individual in the population. In this case we implement a simple
uniform cross over function. This takes two individuals of the population with each
of the genes which are free to vary having a probability pcx to be switched with that
of the other individual. This results in advantageous traits being shared throughout
the population improving the rate of convergence.

Selection

Finally, a method whereby selective pressure is applied to the population is required.
We implement a simple tournament selection function to apply this selective pressure.
The function takes a population and runs N tournaments with P participants. Each
tournament selects the fittest individual from the participants and replaces the less fit
individuals with the fittest individual. Increasing the number of participants increases
the selective pressure, however if this is set too high the optimization runs the risk of
converging prematurely. In general the participant number is kept < 5 to avoid this.

The values typically used for the genetic algorithm parameters are shown in Ta-
ble 6.1. The values were chosen through trial and error to provide a good rate of
convergence and solutions.



6.4. Genetic algorithm theory 139

Table 6.1: Genetic algorithm parameters. Ng is the number of free
varying genes.

Parameter Value
Population size 20×Ng

Mutation event probability Pm 0.2
Gene mutation probability pm ∼ 0.15
Cross over probability Ccx 0.15
Gene cross over probability ccx 0.1
Tournament size 3

Grating definition

In order to limit the convergence time, measures are taken to limit the number of
possible designs. In particular, the inclusion of multiple period gratings results in a
very large number of possible grating structures. The number of possible gratings is
limited by defining the grating in terms of period number and period spacing. The
period number defines the number of different periods within a grating while the
period spacing defines the difference in period between each of these. This definition
results in an equal number of slots for each individual period within the grating. For
example, a multiple period grating GT with period = 30, period number = 3, period
spacing = 5 and slot number = 30 would be composed of the sub-gratings shown in
table Table 6.2. For convenience the gratings subsequently presented will be expressed
in terms of period number and spacing, and will not be expanded into constituent
gratings as in Table 6.2. The gratings can be expanded via

GT =
n∑
i=0

(
(m0 + i∆m) N

n

)
, (6.4)

where m0 is the period order, ∆m is the period order spacing, n is the period number,
and N is the total slot number.

Table 6.2: Example of a multiple period grating composition.

G1 G2 G2

Period order 30 35 40
Slot number 10 10 10
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6.5 Optimization results

6.5.1 Single mode lasers at 1550 nm

A single laser tuned to a single wavelength approximately centred on the gain spectrum
at 1550 nm is optimized first. Several of the design parameters are allowed to vary
freely, namely etch depth, period order, slot order, slot number, period number, period
spacing and cavity length. The initial population is randomly seeded by assigning
uniformly distributed random values to each individual’s genes. Bounds are placed on
the initial seeding process as shown in Table 6.3. Subsequent mutations are unbounded
except for the slot width which is required to be greater than 1µm in order to facilitate
lower resolution fabrication processes such as photo-lithography.

Table 6.3: Initial population specifications.

Parameter Seeding bounds
Etch depth µm 0.7 to 1.6
Slot number 10 to 90
Period order 15 to 70
Period number 1 to 7
Period spacing 0 to 7
Slot order 4 to 7
Cavity length µm 300 to 1200

The population size is set to ∼ ×20 the number of free variables in order to ensure
a sufficiently even distribution over the optimization space. Table 6.4 shows the
parameters of the resulting best laser design from the optimization process. The etch
depth is shallower than the previous optimization with a larger number of slots at a
shorter period. The 2D-SMM simulated reflection and transmission spectra are shown
in Figure 6.7a with a peak reflectivity and transmission of ∼ 0.3 and 0.7, respectively.
Figure 6.7b shows the resulting lasing spectrum at the operating current, simulated
via the TD-TMM.

Relative to the previous optimization process the genetic algorithm tends to be
more opaque, in so far as it is not immediately clear how the solution was reached
and whether the optimization space has been covered efficaciously. It is instructive to
examine the convergence process to gain an understanding of the laser optimization.
Figure 6.8 shows the convergence process in terms of FOM versus generation number.
Importantly, the genetic algorithm is capable of returning suitable designs in a rela-
tively short number of generations, with most of the performance to be gained being
achieved by the 10th generation.
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Table 6.4: Optimization result for a single laser at 1550 nm.

Minimum linewidth ∆νmin = 2.0MHz,
Minimum power Pmin = 20mW
Lasing Wavelength nm 1550
Etch depth µm 1.05
Slot number 49
Period order 29
Period number 1
Period spacing -
Slot order 4.5
Cavity length µm 619.9
Slope efficiency W/ A 0.146
Threshold mA 22.19
Operating current mA 125

Figure 6.9 provides a visual insight into the optimization in the form of 2D-
histograms for each of the free laser design variables, as well as the figure of merit.
All the laser design variables are seen to have a uniform distribution early on in the
optimization process and as the optimization progresses each variable starts to con-
verge. We can make certain inferences from the convergence of each parameter. For
instance, in the case of period order, the individuals with order greater than ∼ 35 are
relatively quickly eliminated from the population. This is as a result of higher order
gratings having closer spaced FSR peaks, which detrimentally affects the tempera-
ture tuning range of the lasers. We can also see that the grating configuration quickly
tends towards a high number of slots with a shallower etch depth relative to previous
designs. In other words, the grating is optimized to be longer than previous designs
with a smaller reflectivity per unit distance. Deeper etched gratings up to 1.4 µm are
seen to propagate initially within the population, however past the 10th generation
these are seen to decline in number.

Varying performance requirements

We are also interested in seeing how the optimal design varies with defined perfor-
mance requirements. Table 6.5 shows various optimized lasers for different required
linewidth performance. In keeping with the Schawlow-Townes equation, the optimized
designs are seen to increase the cavity length with decreasing required linewidth. In
general, we observe that the slot depth is consistently close to ∼ 1 µm. Table 6.6
shows various optimized lasers for different required output power. Similar designs
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Figure 6.7: Simulated laser properties optimized by the genetic algo-
rithm.

are again observed with etch depth ∼ 1µm. We can see that as the required output
power increases, the algorithm sacrifices threshold performance for slope efficiency in
order to achieve the required power. The operating current is also seen to increase, a
natural consequence of requiring more output power.
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Table 6.5: Optimization results for varying linewidth requirements.

Minimum linewidth 0.5MHz 1MHz 2MHz 4MHz
Minimum power 12.5mW

Etch depth (µm) 0.9702 0.928 0.972 0.88
Period order 26 25 31 30
Slot order 4.5 4.5 4.5 6.5
Slot number 66 56 37 54
Period number 2 7 1 2
Period spacing 1 1 – 1
Cavity length (µm) 1000 855 627 668

Slope efficiency (W/ A) 0.112 0.154 0.180 0.180
Threshold (mA) 36.4 39.7 44 41.7
Operating current (mA) 164 136 117 113
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The population at generation 0 has a uniform distribution for each of
the parameters — as the population evolves each parameter converges

around a favourable value.
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Table 6.6: Optimization results for varying output power requirements.

Minimum linewidth 1MHz
Minimum power 5mW 7.5mW 12.5mW 17.5mW

Etch depth (µm) 1.042 1.118 0.976 0.981
Period order 25 24 23 23
Slot order 4.5 5 4.5 4.5
Slot number 78 72 56 44
Period number 5 2 7 4
Period spacing 1 1 2 3
Cavity length (µm) 918 767 705 590

Slope efficiency (W/ A) 0.106 0.131 0.157 0.171
Threshold (mA) 36.7 41.6 43.2 46.1
Operating current (mA) 84 99 125 146
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6.5.2 Optimizing Laser Arrays

In chapter 2 the concept of tunable laser arrays was touched upon. Previously, such
lasers arrays have been designed with the goal of full C-band coverage from 1530 nm
to 1565 nm. Subsequent fabrication of these designs yielded arrays with full C-band
coverage, low linewidth and good SMSR. However, a number of outstanding issues
remain with these designs. Primarily the laser arrays had lower output power than
desirable. In addition, the longer cavity lasers of length 700µm and 1000 µm used to
reach lower linewidth, had sub-optimal performance at elevated temperatures due to
competition from the higher wavelength FSR reflection peak. With this in mind we
wish to use the genetic optimization process to overcome these issues.

6.5.3 700 µm / 1MHz array

In order to asses the effectiveness of the genetic algorithm it is instructive to directly
compare a newly optimized array with previous arrays. One factor which makes
this difficult is that many of the performance criteria in the previous optimization,
such as slope efficiency and yield were not explicitly defined to the same degree as
in the genetic optimization. However, one specific goal for the 700µm laser array
was to achieve ≤ 1MHz linewidth which can be use as a performance criteria to
compare with. Thus, the operating current of the previous design is defined as the
current at which 1MHz linewidth is reached. The yield and output power at this
operating current are then calculated for the array, and the average of these values is
used as performance requirements for the genetic algorithm. The maximum designed
operating temperature is taken as 40 ◦C which is the theoretical maximum operating
temperature of the 1530 nm channel laser. In this way, the previously designed lasers
are re-optimized with similar performance goals, allowing for a valid comparison. The
cavity length is also set constant at 700µm. This optimization, undertaken using the
aforementioned conditions, will be referred to as optimization 1 henceforth.

The performance parameters for optimization 1 may not be ideal for operation
at 1MHz, and as such these are primarily used as a method to compare with the
previous design. A newly optimized design from scratch would naturally adjust the
parameters in order to enforce higher performance of the resulting laser. With this
in mind the desired maximum operating temperature is increased to 70 ◦C, minimum
output power to 12.5mW and the minimum yield to 75%. This optimization run will
be referred to as optimization 2.
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Finally, optimization 3 is defined as identical to optimization 2, but with a reduced
yield requirement equal to 25%. The reasoning behind this being that for multi-
section section lasers we have the ability to correct for cleave error via current tuning,
reducing the requirement for high single mode yield.

Each array of lasers consists of 12 individual lasers each designed to operate at
linearly spaced wavelengths from 1530 to 1565 nm in order to cover the C-band.
Optimizing for a range of wavelength lasers on a single chip imposes certain restrictions
on our optimization parameters. As etching a different depth for each laser is not
practical in terms of fabrication, it is necessary to first determine an ideal etch depth
for the array. Additionally, as the chip has a set length, all lasers in the array must
have the same length. In order to determine a set etch depth and cavity length for the
entire array, the 1530 nm laser is first optimized, with the reasoning that this laser has
in the past proved to have lower performance and was most susceptible to competition
from FSR peaks at high temperatures [20]. Once an optimal etch depth and cavity
length has been determined for the 1530 nm laser, these values are set as constant for
all subsequent lasers in the array. The resulting etch depth and cavity length may not
be optimal for the entire array; however, ensuring good performance for the 1530 nm
channel laser is a priority — the laser array is only as good as its weakest performing
laser. In order to shorten the convergence time for subsequent lasers in the array, each
optimization is started by seeding the population with a small portion of individuals
from the previous optimized laser in the array. As the wavelength channels are closely
spaced, these seed individuals should in general be close to the optimal design for the
laser being optimized.

The final designs and performance for these optimization runs is included in Ta-
ble C.1, Table C.2 and Table C.3; Appendix C.

Simulated performance

The performance of the re-optimized laser designs can be seen in Figure 6.10. Opti-
mization 1, which has the same theoretical performance requirements as the previous
design, shows improvement in performance with an average increase of 45% for the
slope efficiency, 62% for the output power at operating current, while the average
operating current increases marginally by less than 1%. In both cases the lasers have
≤ 1MHz linewidth at their respective operating currents.

Optimization 2, which has higher performance requirements is seen to have a
significantly increased slope efficiency. As a higher output power requirement was
defined, the operating current is also naturally higher, although the average increase
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Figure 6.10: Simulated performance of the optimized and previous laser
arrays: slope efficiency (top), output power at respective operating

current (middle), operating current (bottom).
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in operating current of ∼ 35% yields an average increase in output power of ∼ 200%.
The effect of reducing the yield requirement is seen from Optimization 3, where the
operating current is notably reduced and the slope efficiency is generally higher across
the array.

In order to accurately asses the benefits of the genetic algorithm, it is also in-
structive to optimize the previous design for higher output power and compare this
to the genetic algorithm’s result. Taking the previous 700 µm cavity length design,
its operating current can be defined for similar conditions as Optimization 2, namely
at linewidth and output power equal 1MHz and 12.5mW respectively. The cavity
length is then reduced until the minimum operating current is found, at which point
the linewidth and output power have been balanced, similar to the balancing of design
parameters achieved by the genetic algorithm. Figure 6.11 shows the result of this
with the minimum operating current being reached at 172mA compared with the ge-
netic algorithm solution of 124mA an improvement of 30% over previous designs. The
improvement in performance can be attributed to the altered grating design which is
more suitable for higher output power.

The genetic algorithm optimization also results in improved SMSR/single mode
yield and temperature performance. Figure 6.12 compares the previous design yield
and maximum operating temperature. The newly designed lasers have a consistent
yield ≥ 70% at 150mA. The effect of explicitly defining a minimum temperature
tuning range can also be seen. Optimization 1 and the previous design are seen
to have a maximum operating temperature of ∼ 40 ◦C for the 1530 nm laser while
Optimization 2 has a theoretical maximum temperature of ≥ 70 ◦C.
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Figure 6.11: Operating current as a function of cavity length.
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Figure 6.12: Simulated performance of the previous 700 µm cavity
length array design and the optimized design: single mode yield (top)

and maximum operating temperature (bottom).

It is also instructive to examine the lasing performance using the thermo-optic
model developed in chapter 5 to evaluate the spectral properties of the optimized
design compared with previous designs. The top plot in Figure 6.13 shows the exper-
imental spectrum of a 700µm cavity laser with a designed wavelength of ∼ 1536 nm
at 50 ◦C. The laser operates at the designed lasing wavelength, however, between
1570 nm to 1580 nm mode competition from the FSR peak is seen. Although ex-
perimental data for a 1530 nm laser of this kind is not available, the bottom plot in
Figure 6.13 shows the simulated lasing performance for a 1530 nm laser of the previous
grating design. The simulated spectrum suggests that at a heatsink temperature of
50 ◦C the previous laser design will operate at the incorrect wavelength.

The performance of our optimized laser is contrasted in Figure 6.14. The top
plot shows the simulated spectrum of the optimization 1 at 50 ◦C and 65 ◦C for the
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Figure 6.13: Experimental measurement of a 700µm length laser de-
signed for room temperature operation at 1536.36 nm (top), simulated
spectra of a 700 µm length laser designed for room temperature oper-

ation at 1530 nm and 1536.36 nm (bottom).

blue-most laser at 1530 nm. This simulation suggests an improved performance, with
the 1530 nm laser being capable of maintaining the correct wavelength at elevated
temperatures. However, as a high temperature tolerance was not explicitly required
for optimization 1, at 65 ◦C the lasing wavelength is located at the FSR reflection
peak. In contrast, optimization 2 in which we explicitly set our required temperature
tolerance to be ≥ 75 ◦C shows markedly improved spectral properties at a heatsink
temperature of 65 ◦C, maintaining the designed wavelength channel.

Etch tolerance

Thus far, the performance improvements of explicitly defined parameters have been
examined: output power, linewidth, yield and maximum temperature. Another aspect
of design is fabrication tolerance. Simulations suggest that the etch depth in particular
affects the performance of the laser. Figure 6.15 shows the fractional increase in
operating current over a range of etch errors. Negative etch errors correspond to the
slot being etched too shallow, while positive etch error corresponds to etching the slot
deeper than intended. The simulation suggests that etching the slot too shallow has a
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Figure 6.14: Simulated lasing spectra of the optimized lasers.

relatively small effect on the operating current in all cases with optimization 2 being
most sensitive to under etching of the slot. In the case of an under etched slot the
operating current is seen to increase due to reduced linewidth performance. For the
original design, over-etching the slot is simulated to have a severe detrimental effect
on the laser performance. A relatively small error of 100 nm in etch depth results
in factor of 1.5 increase in operating current, and by 200 nm etch depth this factor
increases to 3. In contrast, newly optimized designs are simulated to have a much
greater tolerance to over etching of the slot depth.

Whether this improvement in fabrication tolerance is a result of the genetic al-
gorithm is somewhat unclear. The nature of the genetic algorithm may indeed tend
towards more tolerant designs for a number of possible reasons. As the entirety of the
optimization space in not covered, sharp peaks in fitness in the optimization space
which correspond to error sensitive designs may simply not be found by the genetic al-
gorithm. The genetic algorithm may account for fabrication tolerance to some degree,
as individuals within a population which are highly sensitive to changes in parameters
such as etch depth, are more likely to lose fitness upon a mutation or cross over event.
It may be the case that a primary downside of the genetic algorithm approach, namely
that the very best design in the optimization space is not necessarily found, may in
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this case be beneficial.
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Figure 6.15: Fractional increase in operating current versus etch depth
error.

6.5.4 1000 µm / 0.5MHz array

The genetic algorithm has been demonstrated as being capable of improving both
overall performance and temperature tuning ranges. This improved temperature per-
formance is of particular relevance to 1000µm length lasers which are more difficult
to design successfully at the blue end of the C-band. This difficulty arises for two
reasons which can be understood from Equation 4.5. Considering the round trip gain,
ground(λ) ∝ egnet(λ)L where L is the cavity length and gnet(λ) is the net gain. From
this one can deduce that as the cavity increases in length, the shape of the gain curve
plays a greater role in determining the lasing wavelength and the suppression of the
FSR peaks becomes less effective. An additional problem is the blue shifting of the
gain peak with carrier density. As the cavity length is increased, Equation 4.5 shows
that the laser will reach threshold at a lower gain g(λ), and thus the carrier density
will clamp at a lower value. This lower carrier density results in less blue shifting of
the gain peak, and as a result, the red FSR reflection peaks receive more gain than
they would for shorter cavities.

As a result of the aforementioned factors, certain previously fabricated 1000 µm
lasers have suffered from poor SMSR and thermal tuning ranges. Figure 6.16 shows an
experimental spectrum of a 1000µm cavity length laser at a heatsink temperature of
25 ◦C. One can see that in this case the laser fails to operate at the designed wavelength
due to the reflection peak occurring at one FSR longer wavelength. In order to address



154 Chapter 6. Laser optimization

1520 1530 1540 1550 1560 1570 1580

Laser wavelength (nm)

−60

−50

−40

−30

−20

−10

0

P
ow

er
(d

B
m

)

Designed wavelength

Experimental spectrum at 25 ◦C

Figure 6.16: Experimental measurement of a 1000µm cavity length
laser designed for ∼ 1533 nm lasing wavelength. The laser is biased at

100mA with a heatsink temperature of 25 ◦C.

this issue, a similar approach as discussed for the 700µm laser is again used, whereby
the appropriate performance criteria as defined in our genetic algorithm are first
reverse engineered for comparisons purpose. In this case, the required linewidth is
defined as 0.5MHz. The optimization algorithm was run, optimizing each of the
individual lasers in the array. The etch depth has been set constant at 1.1 µm, the
depth which was optimized for the previous 1MHz laser arrays. This was done in
order to facilitate fabrication of the various optimized arrays during one fabrication
run, as the inclusion of multiple etch depths adds to the complexity of the fabrication.
The required maximum temperature has been increased to 60 ◦C in order to rectify
the poor performance on the blue end of the C-band (as observed in Figure 6.16),
and the required output power has been increased to 10mW. The final designs and
performance for this optimization run is included in Table C.4; Appendix C.

Simulated performance

The optimized performance is illustrated in Figure 6.17. The 1530 nm and the 1533.2 nm
laser have notably higher operating currents which can be attributed to the fact that
they are being designed in order to maintain correct output wavelength at higher
temperature. In these cases the genetic algorithm has effectively sacrificed some per-
formance efficiency in order to enable stable operation, and as such, a higher current
is needed to reach ≤ 0.5MHz and ≥ 10mW. The average increase in the operating
current of the array is 14% which yields an average increase in slope efficiency of 90%
achieving our stated goal of increasing laser power output.
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Figure 6.17: Simulated performance of the previous 1000µm cavity
length array design and the optimized design: slope efficiency (top),
output power at respective operating current (middle), operating cur-

rent (bottom).
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Figure 6.18: Simulated performance of the previous 1000µm cavity
length array design and the optimized design: single mode yield (top)

and maximum operating temperature (bottom).

The most notable improvements come in terms of temperature stability. Fig-
ure 6.18 shows the maximum operating temperature of the laser as calculated via the
maximum of the round trip gain. The optimized design is seen to have the same trend
as the previous design above 1539.5 nm, below which the optimized design is altered
in order to maintain the maximum operating temperature above 60 ◦C. This can be
seen in Figure 6.19 where the thermo-optic model from chapter 5 has been used to
simulate the laser spectrum at different heatsink temperatures. The previous design
(top) is seen to operate at the incorrect wavelength, and in contrast, the optimized
design is seen to maintain the correct wavelength at a heatsink temperature of 25 ◦C.
Additionally, the optimized laser is seen to maintain the correct lasing wavelength at
a significantly elevated heatsink temperature of 55 ◦C, albeit with a reduced SMSR of
31.5 dB. The single mode yield of both designs is shown in Figure 6.18 at 170mA for
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a minimum SMSR of 30 dB.
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Figure 6.19: Simulated lasing spectra: previous 1000 µm cavity length
design (top), optimized laser design (bottom).

The simulated reflection and transmission spectra of the 1530 nm channel laser,
for both previous and optimized designs, can be seen in Figure 6.20. Although the
previous design can be seen to have suppressed reflection peaks, this suppression is
not sufficient particularly for the 1000µm laser. The genetic algorithm solves this
by reducing the grating period order to 24, resulting in an increased FSR of 65 nm.
Interestingly, the genetic algorithm has also found a solution with a suppressed FSR
peak without using multiple periods in the grating. The increased FSR combined with
a suppressed FSR reflection peak yields a solution which can maintain the correct
lasing wavelength at elevated temperatures.
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6.5.5 Linewidth optimization

Advanced modulation formats with coherent detection are increasingly seen as an
effective method of improving spectral efficiency. Such advanced modulation formats
utilise phase-shift keying (PSK), a process whereby the carrier phase is modulated
to encode data. As these modulation formats require the recovery of signal phase,
certain minimum linewidths are required, with maximum data rates increasing with
decreasing linewidth [76]. Table 6.7 shows the required linewidth in order to transmit
at 40 Gbit/s for numerous modulation formats [77]. Thus far, lasers arrays have been
optimized achieving linewidths compatible with both 8PSK and Star 16QAM formats.
For modulation formats such as 16PSK and Square 16QAM, however, substantially
lower linewidths are required. The genetic algorithm can be utilised to evaluate the
potential of slotted laser designs to reach suitable low linewidths and optimize a laser
with this application in mind.

Table 6.7: Linewidth requirements for a range of modulation for-
mats [77].

Modulation format Minimum linewidth @ 40 Gbit/s
QPSK 10MHz
8PSK 1.6MHz
16PSK 240 kHz
Star 16QAM 1.6MHz
Square 16QAM 120 kHz
Square 64QAM 1.2 kHz

As per the modified Schawlow-Townes equation (Equation 5.31), the laser linewidth
can be reduced by increasing the power within the cavity and by reducing waveguide
loss αi. The latter is not possible as the wafer’s material properties in this case are
constant. In order to increase the power within the cavity, another design parame-
ter is allowed to vary during this optimization, namely the anti-reflective coating on
the output facet. Increasing the facet reflectivity will increase the power within the
cavity but will also reduce the slope efficiency and SMSR. Again, there is a need to
balance various design parameters and performance criteria, which is achieved using
the genetic algorithm.

The convergence of the optimization can be seen in Figure 6.21. Solutions with
cavity length < 1000µm are quickly eliminated from the population. Gratings with
an etch depth of ∼ 1.2µm are initially seen in the population but after generation 20
are replaced by shallower slot designs. The final design and performance is included
in Table C.5; Appendix C.
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Figure 6.21: Distribution of parameters during optimization of a low
linewidth laser. Red line represents parameters of the best individual

in a given generation.
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Figure 6.22: Simulated linewidth of the optimized design. A waveguide
loss of 28 cm−1 used in the optimization corresponds to the most recent
waveguide loss measurement, waveguide loss of 18 cm−1 corresponds to
the lowest waveguide loss which has been measured for our devices.

The resulting simulated linewidth (using the method described in section 5.4.1)
is seen in Figure 6.22. Simulations with a waveguide loss of αi = 18 cm−1 and
αi = 28 cm−1 have been included, corresponding to the lower and higher ranges of
experimentally measured values respectively [23]. For αi = 28 cm−1 a linewidth of
≤ 200 kHz can potentially be achieved at ∼ 265mA, opening up the potential for
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applications in 16PSK modulation systems. For αi = 18 cm−1 the simulation suggests
that the minimum linewidth for Square 16QAM of ≤ 120 kHz can be achieved at
∼ 265mA.

The lasing spectrum of the optimized design is also simulated in Figure 6.23. The
increase in facet reflectivity is not seen to significantly impact the lasing spectrum
with an SMSR of ∼ 48 dB being predicted at 260mA. Although a relatively low
power of 5mW was specified for the design, the final design far exceeds this with a
slope efficiency of ∼ 0.078 W/A giving an output power of ∼ 16mW at 25 ◦C under
265mA injection current.

In general, comparing with other laser designs’ performance is not straight forward.
For instance, a surface etched grating laser designed for low linewidth is presented in
Dridi et al. [78]. For a 1500 µm long laser diode, SMSR of ≥ 50 dB, output powers of ≥
7mW and a minimum linewidth of 184 kHz at 300mA and 25 ◦C were presented. Our
design has comparable theoretical linewidth performance with higher output power
and somewhat lower SMSR. However, there are considerations for both designs which
help or hinder the ease of fabrication. The main differences are that Dridi et al. [78]
use a lower third-order grating etched on the sides of the ridge and in this regard our
slotted higher order gratings may be easier to fabricate. However, our design uses HR
and AR coatings to improve output power and linewidth, adding another step and
cost to the fabrication. Nonetheless, the simple monolithic fabrication, high output
power and low linewidth of this design makes it a potentially attractive solution for
linewidth sensitive applications.
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Figure 6.23: Simulated lasing spectrum, biased at 265mA.
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6.5.6 Directly modulated laser optimization

In recent years, data centres and other short-haul applications have experienced
a significant increase in traffic. Conventional transceivers have employed electro-
absorption modulated lasers (EMLs) to encode data at high bit rates. However, EMLs
tend to be a relatively costly solution, with lower output power, more complicated
fabrication and a larger spacial footprint. Directly modulated lasers (DMLs), more
widely used in the 1.3µm window, are now being implemented in the 1.55 µm window
in order to drive down cost and complexity of transceivers for short haul applications
[79, 80]. Recently, systems incorporating such DMLs have demonstrated capabilities
of 100 Gb/s transmission using four lasers at 25 Gb/s each [81].

Given the slotted laser’s simple monolithic fabrication, investigating the potential
use of such lasers for direct modulation applications is of interest. Specifically, the
genetic algorithm is used to optimize the performance achievable for use in 4 × 25
Gb/s systems, which can be used to achieve 100 Gb/s Ethernet (100GbE).

In order to optimize for improved direct modulation, a measure of the modulation
response is needed, which can guide the genetic algorithm toward an appropriate
solution. To this end the modulation response is simulated by modulating each laser
in the population at a defined required frequency: set to 30GHz in this case. Once
the modulation response at this frequency is known, the FOM from Equation 6.3 is
adjusted as follows:

FOM = Iop + Iop(1− ηT ) · w + Iopηf · wf , (6.5)

where wf is a weighting factor, and

ηf = (Er + 3)/3, (6.6)

for Er ≤ −3, where Er is the simulated modulation response at the defined frequency.
This term results in the FOM being proportional to the difference between the sim-
ulated modulation response and the −3 dB response. In short, designs which have a
modulation bandwidth less than the desired bandwidth have their fitness’ negatively
weighted.

In order to achieve high direct modulation rates, the relaxation oscillation fre-
quency of the laser needs to be increased. This frequency has the relation

fr ∝
(

Γdg/dN
LwNwLw

(I − Ith)
)1/2

, (6.7)
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where Γ is the confinement factor dg/dN is the differential gain, L is the cavity
length, W is the active region width, Nw is the number of quantum wells, Lw is the
well thickness, I is the bias current and Ith is the threshold current [82]. Again,
material properties are not altered in the optimization process as the lasers are to
be fabricated using the IQE wafer previously introduced. A number of properties
already make this wafer ideal for direct modulation. Specifically the high differential
gain, dg/dN ∼ 1.0× 10−15 cm−3 and narrow well thickness Lw = 0.03 µm results in a
relatively high frequency response, per Equation 6.7.

The result of the optimization can be seen in Figure 6.24. Contrasting to all the
previous genetic algorithm optimized designs, in this case shallower etched gratings
are not seen to propagate within the population. In order to improve the modulation
response, shorter length cavities are favoured in line with Equation 6.7. As a result
the grating must also be designed shorter, the number of slots decreasing in order to
do so. As such, the reflectivity for each slot needs to be larger and hence deeper etch
depth are favoured. The total cavity length is optimized as 273 µm with the grating
consisting of 18 slots with a length of 162µm and an etch depth of 1.4µm.
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Figure 6.24: Distribution of parameters during optimization of a di-
rectly modulated laser. Red line represents parameters of the best

individual for a given generation.

The simulated modulation response versus frequency is shown in Figure 6.25. The
defined goal modulation bandwidth of 30GHz is reached at a bias of 87.5mA. The
performance of the optimized laser is evaluated by simulating the eye pattern at a
symbol rate of 28 GBd, slightly higher than 25 GBd in order to accommodated forward
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Figure 6.25: Simulated modulation response of the optimized DML.

error correction overhead. In order to maximize the eye-opening, only the gain section
is modulated and the grating section is left unbiased. In practice, the grating may be
biased at transparency to increase the output power. The eye patterns are generated
by modulating the laser with a pseudo random binary sequence and accumulating the
signal over 1000 waveforms. Figure 6.26 shows the resulting eye pattern for a range of
bias currents. The simulation suggests that the optimized slotted DML can potentially
achieve good eye-opening at a bias current of 80mA, similar to performance reported
for slotted DMLs in the 1.3µm window [18].

The optimized DML also is also capable of operating at high active region tem-
peratures1 as shown in Figure 6.27, albeit with an increased bias current required
in order to maintain an open eye pattern. Such performance at high temperatures
may enable un-cooled operation in coarse wavelength division systems, a key goal
for implementing low energy budget solutions. However, the high injection currents
required to maintain an open eye pattern may be an obstacle in this regard.

1It should be noted that the temperatures in these simulations do not refer to ambient/heatsink
temperatures, but rather the waveguide/active region temperatures. This is because the 3D-thermal
distributions were not simulated in this case, to reduce complexity.
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Figure 6.26: Simulated eye diagrams of the optimized DML at 28 GBd
symbol rate at a constant active region temperature of 25 ◦C under

varying bias currents.
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lated at 28 GBd symbol rate for a range of active region temperatures.
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6.6 Conclusion
In this chapter, the challenges inherent in designing and optimizing slotted laser diodes
have been examined. In order to overcome these obstacles, a genetic algorithm has
been implemented and the optimization problem for slotted lasers formulated accord-
ingly. This results in an optimization where explicit performance requirements are
balanced with one another in order to design a laser which achieves said requirements
at the lowest possible injection current. This procedure has yielded optimized lasers
for a number of specific use cases. A new iteration of laser arrays has been designed
to improve upon the previously reported 700 µm and 1000µm lasers arrays. For such
laser arrays, a shallower etch depth of 1.1µm was found to be optimal for increas-
ing slope efficiency. This shallower etch depth is also predicted to improve tolerance
to errors in etch depth. The genetic algorithm was also used to rectify poor wave-
length stability of lasers designed towards the blue end of the C-band. Notably, the
longer cavity laser arrays of 1000 µm are re-optimized to have significantly improved
performance at elevated temperatures and are simulated to maintain single mode per-
formance at heatsink temperatures of up to 55 ◦C. This is a large improvement over
the previous 1000µm design, which was susceptible to multi mode behaviour at 25 ◦C.

Furthermore, the feasibility of slotted lasers with more niche performance require-
ments were investigated. A laser for low linewidth applications was optimized using
the genetic algorithm. Simulations suggest that the optimized design is capable of sub
200 kHz linewidth, with an SMSR ∼ 48 dB and a slope efficiency of ∼ 0.078 W/A.
This performance was found to be comparable with similar surface etched grating
lasers [78].

Finally, a slotted laser was designed in order to optimize direct modulation per-
formance. This laser is designed with next generation 100 GbE short haul systems
in mind with such systems having been previously implemented using x4 25 Gb/s
DMLs. The optimized design is simulated to have a clear eye-opening at 28 GBd over
a range of temperatures up to 75 ◦C. Given the simple fabrication of slotted lasers,
such a design may be suitable for future 100 GbE solutions where the deployment and
running costs are a key factors determining adoption.
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Chapter 7

Conclusions and outlook

7.1 Conclusions
This work was undertaken with a number of objectives. Obtaining a detailed under-
standing of the tuning dynamics as well as the general physical behaviour of multi-
section slotted laser diodes was a primary aim. In order to achieve this, the tuning
behaviour was first experimentally investigated which revealed a number distinct re-
gion where mode-hops were occurring. This experimental characterisation yielded a
more rigorous tuning scheme of the various laser sections, replacing the previous ad hoc
approach of avoiding mode hops. This tuning method was subsequently adopted to
athermalize the laser relative to changing ambient temperatures. This method yielded
continuously tuned athermal operation from 8 ◦C to 47 ◦C with a wavelength stability
of ±0.04 nm/±5GHz and a minimum SMSR of 37.5 dB. Utilizing dis-continuous tun-
ing (mode hops), extended athermal operation was possible from 10 ◦C up to 85 ◦C,
with a wavelength stability of ±0.01 nm/±1.25GHz and a minimum SMSR of 38 dB.
An analytic predictive model for laser tuning was also developed utilizing surface
temperature profile data measured via the CCD-TR method. This model predicted
tuning maps which matched experimental maps to a high degree of accuracy. The
analytic model was also used to ascertain the effect of cleave error on the tuning map,
accounting for the variation in tuning maps experimentally observed.

A thermo-optic numerical model was subsequently developed in order to more
accurately predict laser performance. This method utilized the time-domain trans-
fer matrix method to simulate the laser performance and a 3-D FEM thermal solver
to simulate the on-chip temperature distribution. This multi-physics thermo-optic
model was compared with experimental measurements for a range of laser parame-
ters including, slope efficiency, threshold, linewidth and wavelength tuning, agreeing
well with experimentally measured devices. Furthermore, laser surface temperature
measurements, obtained with the CCD-TR method, were compared with simulated
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values and also resulted in close agreement. The model was used to explain the var-
ious regions of mode-hopping observed in the experimentally measured tuning maps
of single mode lasers.

In addition to single mode lasers, widely tunable slotted Vernier lasers were sim-
ulated reproducing experimentally observed tuning maps. The model was used to
explain the observed tuning maps, establishing that tuning at low injection currents
was due to the free carrier plasma effect, with thermal tuning dominating at higher
injection currents. The relatively high tuning currents required for these lasers was at-
tributed to the increase in carrier density which offset the thermal tuning. The model
was finally used as a diagnostic tool to investigate Vernier laser linewidth — the close
agreement between simulation and experiment suggests that the current Vernier laser
design, as opposed to fabrication issues, is limiting linewidth performance and as such
a re-examination of the Vernier design is warranted.

The final chapter of this thesis focused on maximizing the performance of single
mode slotted laser diodes. To this end, a new optimization procedure was defined
building upon the modelling framework outlined in previous chapters to simulate a
range laser performance criteria. A genetic algorithm was developed in order to cover
the complex optimization space associated with slotted lasers and the optimization
problem was formulated accordingly. This method was then applied to a number of
designs. The previous iteration of designed laser arrays were re-optimized with an
emphasis on improving slope efficiency. This re-optimization yielded laser arrays with
significantly improved output power and improved single-mode yield. A particularly
important result of the re-optimization is the rectification of issues with single mode
stability experienced in previous designs. Lasers which previously failed to maintain
the correct wavelength under room temperature conditions (25 ◦C heatsink tempera-
ture) now theoretically are capable of operating at 55 ◦C heatsink temperature. The
laser arrays were also found to have a higher theoretical tolerances to errors in etch
depth, potentially improving fabrication yield.

The genetic algorithm was also applied to two additional specific applications: a
laser optimized for low linewidth operation and a laser design for direct modulation.
The low linewidth design is theoretically capable of achieving linewidth of ≤ 120 kHz
opening up the potential for advance modulation formats such as 16PSK and 16QAM.
A directly modulated laser design also showed good theoretical performance with
a −3 dB bandwidth of 30GHz at 87mA and opening in simulated eye-patterns at
∼ 60mA injection current. Importantly all designs were limited to a slot width of
≥ 1.0 µm enabling simple fabrication potentially using photo-lithography.
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7.2 Future work

7.2.1 Athermal and laser tuning

The research presented has developed a good understanding of the tuning dynamics
in slotted single mode lasers and applied this understanding in some proof of concept
tuning schemes. The next step in this regard is to test the tuning schemes in a
packaged device. Ultimately, a full data transmission test should be carried out to
determine the reliability of the improved tuning paths and the athermal stabilization.
Over longer time scales, the effect of device burn in on the wavelength map may be
an issue. If the tuning pattern changes significantly over time, the chosen path may
no longer be ideal and as such, this also is worth investigating.

U(x,y)
Figure 7.1: Potential athermal grating design.

Another route which athermal research may take is the application of material
based athermalization. Bovington, Srinivasan, and Bowers [39] have proposed a laser
inherently athermal by design. This is possible by incorporating a material with a neg-
ative thermo-optic coefficient, dn/dT , to offset the positive coefficient associated with
the laser material. Such a material may be polymer based or, for more compatibility
with CMOS processes, TiO2 is also potential candidate [39]. The scattering matrix
method can be used to simulate potential structures with reduced or fully negated
thermally induced wavelength shift. Depending on the outcome of such simulations,
devices incorporating negative thermo-optic coefficient materials may be fabricated
and experimentally investigated. Such designs could also potentially leverage the slot-
ted laser design by filling the slots with negative thermo-optic materials as envisioned
in Figure 7.1. The pink shaded region represents a wide-etched slot, which can be
filled with a negative thermo-optic coefficient material, thus counteracting the positive
thermo-optic coefficient of the InP. Depending on the material used, the ratio between
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slot width and spacing will need to be carefully chosen in order to balance positive
and negative dn/dT . As only certain slot widths and spacings produce good reflec-
tion spectra, this may also be applicable to the genetic algorithm, albeit with a some
re-formulation required as the problem is somewhat different to that of optimizing a
single mode laser.

7.2.2 Laser modelling

The thermo-optic model presented in this work was compared thoroughly against
static laser parameters. However, experimental data on transient laser behaviour
was not available for comparison. It would be instructive to experimentally measure
transient effects such as laser turn on delay, modulation response and wavelength
switching, in order the further verify the model. In terms of thermal transient be-
haviour the model currently only considers the thermal steady state. The model can
be further developed relatively simply by including the time dependent terms in the
heat equation (Equation 5.32)

∂T (x, y, z, t)
∂t

. (7.1)

Such numerical modelling may be applied to the issue of thermally induced transient
wavelength drift in burst mode operation in time-wavelength division PON systems.

7.2.3 Optimization

This research has focused to a large extent on the numerical simulation of slotted
lasers. As such, the next phase of the research is recommended to focus more on
experimental investigation and applying some of the results in this thesis. The most
obvious course of action is to fabricate the designs optimized via the genetic algorithm.
The laser arrays have specifically been designed with a single etch depth in mind for
the slots such that these arrays can both be easily fabricated in a single run. These
devices can then be compared with predicted performance and the previous design’s
performance in order to evaluate the success of the optimization process. Further-
more, the low linewidth design and directly modulated design are worth investigation
experimentally, though extra fabrication steps may be involved due to the differential
slot depths.

Future work involving the Vernier lasers should focus on further optimization. The
design of the laser should be altered to enhance the linewidth. Naively, this can be
achieved by simply lengthening the laser cavity. For instance, a Vernier design with a
larger gain section length of 1000 µm (double the previous length) is predicted to have
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linewidth on the order of 1MHz as shown in the simulation in Figure 7.2. However,
a natural extension of this work would be to apply the genetic algorithm in order to
optimize the Vernier lasers.
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Figure 7.2: Simulated linewidth of a Vernier laser with a gain section
length of 1000µm.

One limiting aspect of the present Vernier design was the use of direct current
injection for tuning. Simulations in this thesis have revealed that the direct injection
of current into the mirror section has the un-desired effect of increasing the carrier
density. This carrier density increase counteracts the thermal tuning and as such, a
rather large injection current is needed for the thermal tuning to take effect. The
large injection current within the grating sections results in increased spontaneous
emission as well as longitudinal gradients in refractive index, both of which effect the
SMSR and linewidth negatively.

To overcome this, the potential use of thin-film micro-heaters in place of direct
current injection was introduced in chapter 5. The use of micro-heaters avoids the
counteractive tuning induced by carrier injection and hence avoids the high injection
currents required for the Vernier lasers. This would avoid large carrier densities (and
hence increased spontaneous emission) within the mirror sections potentially lowering
the SMSR and linewidth. Simulations have shown good tuning behaviour is attainable
with such micro-heaters. This approach has been demonstrated in conventional SG-
DBRs using platinum thin film heaters, achieving sub 500 kHz linewidth [83] and as
such, should be applicable to the slotted Vernier lasers.
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Future research may focus on building upon these simulations to further investigate
the use of micro-heaters. Specifically the potential efficiency of such tuning versus the
present direct injection approach should be studied. In addition, the differences in
laser performance between the two tuning approaches should be investigated. Also,
the exact design of such micro-heaters should be optimized. Such devices can then be
fabricated and their performance compared with the direct current injection approach.
In order to further increase the tuning efficiency, novel designs may be implemented
to increase the thermal resistance in the mirror sections. These could, for instance,
include air gap structures which have been previously used to such an effect [84]. The
thermo-optic model can readily be used to design such lasers.
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Appendix A

IIR filter

A.1 Introduction
The two main types of digital filters used is digital signal processing are finite impulse
response (FIR) filters and infinite impulse response (IIR) filters. FIR filters do not
have any feedback and as such are finite in nature. IIR filters on the other hand
are recursive and therefore infinite in their response i.e. an IIR filter applied to and
impulse 1 will return an infinite number of non-zero values. In the TD-TMM we
utilized a simple first order IIR filter to approximate the shape of the gain curve.

A.2 IIR filter
The magnitude response of the IIR filter — applied to approximate the gain dispersion
in chapter 5 — was given as

|H(ω)|2 = (1− η)2

1 + η2 − 2η cos[(ω + δgdt)]
. (A.1)

As our IIR filter in this case is a relatively simple first order filter the difference
equation is y[n] = ay[n− 1] + bx[n], where we have used the coefficients

a = ηei(δg)dt,

b = 1− η,
(A.2)

where η determines the bandwidth of the response. In order to prove that these
coefficients yield the correct response as per Equation A.1 we take the z-transform of
the difference equation

Y (z) = az−1Y (z) + bX(z), (A.3)
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or
Y (1− az−1) = bX(z). (A.4)

From this, the system function can be given as

H(z) = Y (z)
X(z) = b

1− az−1 . (A.5)

The relation between magnitude response and system function is

H(ω) = H(z)
∣∣∣∣∣
z=eiω

= H(ejω), (A.6)

H(ω) = H(eiω) = b

1− ae−iω , (A.7)

|H(ω)| = b√
(1− ae−iω)(1− aeiω)

, (A.8)

and inserting the coefficients from Equation A.2 gives

|H(ω)| = 1− η√
(1− ηe−iδgdte−iω)(1− ηeiδgdteiω)

,

= (1− η)√
1 + η2 − 2η cos[(ω + δgdt)]

,

(A.9)

which results in the original magnitude response

|H(ω)|2 = (1− η)2

1 + η2 − 2η cos[(ω + δgdt)]
. (A.10)

As such, the coefficients from Equation A.2 produce the correct response, as per
Equation A.1.



177

Appendix B

Stabilization algorithm

One challenge in taking high magnification thermal images with the CCD-TR tech-
nique arises from vibrations from the sample. As the CCD-TR technique functions
by measuring the change in reflectivity and inferring from that a temperature change,
any movement of the sample will be measured as a change in temperature, partic-
ularly at feature boundaries, i.e. the laser ridge. In order to reduce this effect we
implement an image stabilization algorithm. To this end we use the OpenCV library
implementation of the Lucas Kande method for estimating optical flow [85]. The op-
tical flow associated with a video feed is the apparent motion of objects in between
the consecutive frames. By measuring the optical flow of objects within the image,
we can average their motion and thus correct for any movement.

A flow chart of the algorithm can be seen in Figure B.1. We start the algorithm
with a reference frame from which relative movement will be measured. A number
of parameters associated with detecting objects within the frame are selected, includ-
ing: number of objects, threshold for detection, minimum distance between objects.
Within this frame a number of features are detected using the “good features to track”
algorithm [86]. Once these features are selected, a new frame can be captured: the
motion of this frame can be estimated based on the movement of the selected features
relative to the original frame. The motion of each feature is calculated using the Lucas
Kande method [87] from which an average motion of the frame can be estimated. This
procedure now allows us to stabilize the frame by truncating the border of the frame
and moving a sub frame in the opposite direction of the calculated average frame shift.
However, the range we can shift our frame is limited by the resolution, i.e. one pixel
is the smallest distance we can shift our frame. This limitation will result in discon-
tinuous behaviour, for instance, if the calculated flow in the x direction is 0.6 pixels,
and the algorithm then shifts the frame by 1 pixel, a discontinuity will be measured
resulting in a false temperature measurement. In order to overcome this limitation
we first take a 2-D cubic interpolation of the image to a higher resolution, which we
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Figure B.1: Stabilization algorithm.

can then shift by sub pixel values. Once corrected, the image is de-interpolate to the
original resolution and the frame is saved to memory. The process is relatively com-
putationally intensive and although at lower frame rates we can run it in real time,
for use in the CCD-TR a number of frames are first loaded into a buffer, over which
the stabilization algorithm is run before the measurement continues.

The results of applying this algorithm can be seen in Figure B.2b compared to the
un-stabilized case in Figure B.2a.
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(a) Original CCD-TR measurement with no stabilization (1000 frames)

(b) Stabilized CCD-TR measurement (1000 frames)

Figure B.2: Result of applying the stabilization algorithm. Artefacts
near edge features are significantly reduced.
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Appendix C

Optimization results

The following tables are the results of the optimization described in chapter 6.
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Table C.6: Optimization results for a DM laser.

Lasing Wavelength nm 1540
Etch depth µm 1.40
Slot number 18
Period order 34
Period number 2
Period spacing 5
Slot order 4.5
Cavity length µm 273
Slope efficiency W/A 0.191
Threshold mA 22.91
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