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Summary

The morphological and optical properties of various silicon nanowire structures were 

investigated. Photoluminescence was produced by all of the nanostructures and was 

attributed to a variety of different mechanisms.

Optical limiting capabilities were also demonstrated by the sihcon nanostructures 

in isopropanol dispersions. The observed optical limiting has a strong contribution 

from non-linear scattering. It is likely that the non-linear scattering arises due to 

plasmas, w^hich are formed by laser induced breakdown of the nanostructure’s silicon 

oxide outer shells.

The nanowires that contained nanospherical inclusions showed additional inter­

esting linear and non-linear optical properties. They exhibited an unusually strong, 

broad emission band in the violet region, that occurred for a wide range of excitation 

energies. This emission was attributed to a form of vibronic coupling, and may lead 

to biological cell imaging applications. They also exhibited enhanced optical limiting 

capabilities.
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Chapter 1 

Introduction

1.1 Nanotechnology

1.1.1 H istory o f N anotechnology

Nanotechnology can be described as science on the nanometer scale, which is one bil­

lionth of a meter [1], In practice, nanotechnology generally refers to the manipulation 

of materials and/or devices, less than 100 nm in size. Nanotechnology had imknow- 

ingly been utilised before the twentieth century, for example in making steel and 

vulcanized rubber. These processes rely on the properties of stochastically-formed 

atomic ensembles on the nanoscale. The first thought experiment in nanotechnology 

was carried out in 1867 by James Clerk Maxwell and involved an entity known as 

Maxwell’s Demon which had the ability to handle individual molecules. Irving Lang- 

muir and Katharine B. Blodgett introduced the concept of a monolayer in the 1920’s, 

for which Langmuir won a Nobel Prize in chemistry [2].

Richard Feynman gave the now famous talk “There’s Plenty of Room at the 

Bottom,” at the American Physical Society meeting at Caltech on December 29,
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1959 (the transcript of this talk is available [3]). Feynman introduced the idea of 

“scaling down” whereby nanoscale manipulation would be achieved by using one set 

of tools to build and operate another smaller set, and so on down to the nanoscale. He 

proposed that gravity would become less important, whereas Van der Waals attraction 

and surface tension would become more important as the scale became increasingly 

smaller. The now' famous “Adoore’s Law” came about from an observation made 

by Gordon Moore in 1965 [2], The law states that the number of transistors on an 

integrated circuit for minimum component cost doubles every 24 months.

The term “nanotechnology” came into use due to a paj)er written in 1974 by Norio 

Taniguchi. At first it was used just to describe processes on the atomic or molecular 

scale, but today it is used in relation to features up to 100 nm in size. In the same 

year, Tuorno Suntola patented atomic layer deposition for the production of thin films 

[2].

In the 1980s K. Eric Drexler wrote his infiuencial book “Engines of Creation; The 

Coming Era of Nanotechnology” . In this book Drexler promotes the idea of nanoma­

chines and “nanobots” that can manipulate individual atoms [4]. The feasibility of his 

predictions is debated. Nobel prize winner Richard Smalley called Drexler’s approach 

to molecular assemblers “nieve” . As well as debating the physics, Smalley also objects 

to unrealistic speculation regarding nanotechnology as it could cause misgivings in 

the public regarding its safety. They carried out a public debate on the topic in a 

series of open letters which were published in Chemical and Engineering News [5].
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1.1.2 Applications of Nanotechnology  

M edicine

Nanomaterials are being studied for use in cell imaging and targeting for the destruc­

tion of cells. Nanomaterials can be functionalised to interact with biological agents. 

The fact that some nanomaterials can fluoresce and/or absorb heat makes them aus­

picious components for the detection and destruction of cells such as cancer cells. 

Also, since the materials are on the nanoscale they can interact efficiently with the 

human body. For example, gold nanoparticles can be ligated to attach to cancerous 

cells. When the nanoparticles are heated using a laser of appropriate wavelength, 

they undergo surface plasmon resonance and the generated heat selectively destroys 

the cancerous cells, leaving the healthy cells almost completely undamaged [6].

“Lab-on-a-chip” technology is also under developement. Materials can become 

more sensitive to changes in their environment when they are on the nanoscale. 

Nanostructures can be functionalised to become sensitive to the presence of enzymes, 

proteins, or DNA sequences. Gold nanoparticles tagged with short segments of DNA 

can be made sensitive to a specific genetic sequence in a sample [7].

Side effects for a patent can be minimised if only the needed amount of drug is 

delivered, and delivered to the effected area directly. Active targeting is achieved 

by functionahsing nanoparticles with ligands such as peptides, carbohydrates, anti­

bodies, nucleic acid aptamers and small molecules [8]. Carbon nanotubes are being 

studied as a tool for a gene delivery vehicle [9, 10]. This is an intensively researched 

area and some of the therapies are at the clinical development stage [8]. As well as 

benefiting the patient by reducing side effects, it is claimed that targeted or person­

alized medicine will redvice drug consumption and treatment expenses [7].
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Tissue engineering deals with structures or processes that can assist the body in 

repairing tissue. Porous silicon-based scaffolds have been fabricated that assist cell 

proliferation using bioactive mesoporous silicon and bioerodible polymers [11].

Inform ation and Com puting

Nanotechnology will play a crucial role in continuing the advances in miniaturisation 

and efficiency of computers. It will enable the fabrication of cleaner, stronger, lighter 

and more precise products. Modern day electronics is already on the nanoscale, with 

transistors sized at 50 nm and below [12]. In line with Moore’s Law, miniaturisa­

tion of electronics continues at an unrelenting pace. As well as trying to miniaturise 

traditional silicon based electronics, Intel has been investigating what it referes to 

as “exotic” architecture. An example of such architecture is spintronics. Spintronics 

makes use of the quantum spin states of electrons as well as their charge state. The 

electron spin manifestes itself as a two state magnetic energy system. A spin polarised 

current can be created by sending the current through a ferromagnetic material. This 

can be used to create a giant magnetoresistance (GMR) device [13]. The magnetore- 

sistance is enhanced for nanosized objects, for example when two ferromagnetic layers 

are separated by a nonmagnetic layer a few nanometers in diameter. GMR devices 

have greatly increased the data storage density of hard disks and has lead to gigabyte 

storage. Tunneling magnetoresistance (TMR) occurs due to spin dependent tunnel­

ing of electrons through adjacent ferromagnetic layers. GMR and TMR can be used 

in computers for non-volatile main memory, refered to as magnetic random access 

memory or MRAM [7].

Quantum computing promises to increased computing speeds exponentially. A 

quantum computer would make use of quantum mechanical phenomena, such as the
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spin of an electron, to perform operations. Instead of “bits” of information, a quantum 

computer uses a quantum bit or qubit. The qubit arises due to quantum mechanics. 

A qubit can exist in a state corresponding to the logical state 0 or 1, and also in states 

corresponding to a superposition of these classical states. Hence the qubit can exist 

as a 0, a 1, or simultaneously as both 0 and 1, with the probability of occupation 

of each state represented by a numerical coefficient [14]. An example of a quantum 

computing system using quantum dots can be found in a paper by Daniel Loss and 

David P. DiVincenzo. This method involves utilising a set of one and two qubit 

gates using the spin states of coupled single-electron quantum dots. The necessary 

operations could be obtained by gating the tunneling barrier between neighboring 

dots [15].

Carbon N anotube Applications

Carbon nanotubes are allotropes of carbon. A single wall carbon nanotube is equiv­

alent to a rolled up sheet of graphene, capped on each end by half a buckyball (a 

spherical structure consisting of 60 carbon atoms). Carbon nanotubes have excep­

tional strength and unusual electrical properties, and are good heat conductors. The 

high strength and flexibility of carbon nanotubes means that they are promising ma­

terials for manipulating other objects on the nanoscale [9]. The highest recorded 

tensile strength of an individual multi-walled carbon nanotube is 63 GPa [16]. This 

strength doesn’t scale up linearly to bulk dimensions, however composite materials 

containing carbon nanotubes show increased strength. Carbon nanotubes are being 

added to polymers to improve the thermal, mechanical and electrical properties of the 

material on the bulk scale. It has been shown that damascus steel contains carbon 

nanotubes, which may explain the legendary strength of swords made from it [16, 17].
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It has also been shown th a t single and multi-walled uanotubes produce exceptionally 

tough materials [18, 19]. In the 2006 Tour de France, Floyd Landis rode a bike w ith a 

carbon nanotube reinforced carbon fiber frame. The whole bike’s frame weighed just 

one kilogram [20]. Carbon nanotubes also have electrical applications. Transistors 

capable of single electron digital switching have been created using carbon nanotubes 

[21, 9].

1.1.3 Silicon N anotechnology

Silicon nanostructures are auspicious components for nanoscale devices. This is partly 

due to the controllability of their growth, which provides some control over the mor­

phology of the nanostructures. A variety of growth techniques allow param eters such 

as growth direction [22], thickness [23] and surface pacification to be controlled [22]. 

Zhang et al produced silicon nanowires using simple evaporation under argon gas 

[24]. They found th a t the average nanowire diameter was proportional to (the ambi­

ent p r e s s u r e ) H e n c e  silicon nanowires of a desired diameter could be produced by 

controlling the argon pressure. Wu et al claims to have achieved controlled growth us­

ing a chemical vapour deposition method with gold nanoparticle catalysts and silane 

gas [25]. Preferences for specific growth directions arise due to interfacial and surface 

energies produced during growth. For example, 95% of nanowires with diameters 

between 3 and 10 nm were formed along the (110) direction.

Silicon has the great advantage of being CMOS (complementary metal-oxide semi­

conductor) compatible. CMOS is the architecture th a t today’s computers and micro­

processors are built on. CMOS achieves high noise immunity and low static power 

supply drain. Power is only consumed when the transistors are switching betw^een
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on and off states. Hence CMOS devices do not produce as much heat as other forms 

of logic. CMOS is also designed to allow a high density of logic fimctions on a chip 

[26]. The m iniaturisation of electronics means th a t the search for ever smaller compo­

nents, especially transistors, receives much interest. Silicon nanowire transistors, due 

to  their CMOS compatibility, are under developement [27]. They offer improved elec­

trostatic  control of the channel via the gate voltage and the consequent suppression 

of short channel effects [28], as well as increased miniaturisation.

The optical properties of silicon nanowires are of immense interest. They have 

the potential to act as optical inter-connects in an integrated circuit (IC). An efficient 

light em itter th a t is compatible with silicon based IC technologies is highly desirable

[29]. Optical computing will allow for greatly increased processor speeds. It is envi­

sioned th a t optical computers will use photons of light travelling along optical fibres 

and thin films, which will replace electronic circuits and wires th a t are currently used 

in computers. Optical computers, as well eis being faster, will not need insulators 

as the components do not experience cross-talk. Photonic devices will alow light of 

different frequencies to travel simultaneously through the optical components, allow­

ing multiple data  streams to be processed simultaneously. Optical computers do not 

experience electromagnetic interference, have low losses and wide band width. They 

are also light weight and cheap to manufacture.

Hybrid electro-optic devices are currently in use, however their speed is limited 

by the electronic component of the device. They are very much in demand, as they 

can increase processing speeds while interfacing with standard electronic architecture

[30]. A silicon based, efficient light em itter is highly desirable, as it would be com­

patible with CMOS technology. Silicon is a poor light em itter in its conventional 

form, and is not appropriate for used as a light source. Pavesi et al has reported light
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amplification from silicon, by using quantum dots, 3 nm in diameter, dispersed in a 

silicon dioxide matrix [31]. A variable strip length method was utilised to measure 

the light amplification [32], The optical gain was produced for waveguide and trans­

mission configurations. The material gain was reported as being of the same order as 

that of direct bandgap quantum dots. The optical gain was attributed to population 

inversion of radiative states associated with the Si/Si02 interface. This brings the 

fabrication of a silicon laser significantly closer [31].

Silicon nanostructures are also under investigation for use in a biological and chem­

ical sensors [33]. Silicon nanowires can be utilized for the sensing of DNA and proteins 

in electrolyte solution [34]. Due to its CMOS compatibility, sihcon nanowires are im­

portant components for “lab on a chip” devices. Silicon nanowires in a microfiuidic 

channel have been used to detect the interaction of anti-cancer drug Gleevec with its 

protein target [35].

Quantum dots are promising materials for replacing fiuorescent dyes in biological 

fluorescence imaging [36, 37, 38, 39]. Table 1.1 lists the quantum efficiencies and 

emission ranges at room temperature of some quantum dot materials currently under 

investigation for biological applications. Although sihcon quantum dots coated in 

oxide may not currently have quantum efficiencies as high as other quantum dots, 

they have the advantage of being non-toxic to humans, unlike other quantum dots 

studied to date such as CdSe dots with ZnS shells. Silicon quantum dots produce 

recombination rates appropriate for use in biological studies and can be made water 

soluble. The sihcon oxide shell can also be modified easily, for example with glycans, 

for use in cancer detection [40].
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Table 1.1; Luminescent quantum dots.
M ate ria l % Y ield Em ission R ange
(CdS)Te 

(CdSe)ZnS 
(Mn)ZnSe 
(Si)Si02 

PAAc grafted Si

40 -  60 
30 -  50 

40 
35 
24

red -  infrared [41] 
blue -  red [42] 

red [43] 
red [44] 
red [45]

1.2 Thesis Outline

The motivation of this study was to characterise the morphological and optical prop­

erties of various silicon nanowire structures. Five different nanowire samples were 

investigated. Two of the samples consisted of spheres of nanocrystalline silicon encap­

sulated by silicon oxide nanowires. The remaining three samples contained crystalline 

silicon nanowires with silicon oxide shells. A selection of growth techniques was used 

to produce the structures. This study includes information on the morphologies pro­

duced by the various growth methods, linear and nonlinear optical properties of the 

silicon nanostructures.

This report contains detailed information on a wire structure referred to through­

out this text as Sample A. The analysis of this sample was made possible by the 

continual availability of the sample from its supplier throughout the investigation 

process. Hence at the end of some of the characterisation chapters there is additional 

information supplied regarding Sample A. Sample A is also a very novel structure, 

as will be discussed in Chapter 4, Structural Characterisation. Hence the additional 

characterisation of this sample is of particular interest.
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Chapter 2 

Crystallinity and Solid State 

Physics

2.1 Crystallinity

2.1.1 Introduction  to  C rystallin ity

Materials in the solid state can be classified by the way in which their atoms are 

arranged. When the atoms are arranged randomly the material is classified as amor­

phous. If the atoms are positioned with a high degree of order the material is crys­

talline. Crystalline structures can be categorised by their lattice structure.

2.1.2 T he Bravais Lattice

A lattice can be invariant under symmetry operations such as rotation through a 

certain angle, inversion and reflection. According to lattice classification by these 

criteria, there are 14 different types of lattice that can be used to describe any crystal
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identified thus far. These are referred to as the 14 Bravais Lattices[l]. They are 

illustrated in Figure 2.1 [2]

The 14 Bravais Lattices

Cubic BCC i=CC

o a Tetragonal

2 J^JU \A
OrthorhomtHC system s

Rhombohedral system s

Monoclinic Triclinic

Figure 2.1: The 14 Bravais lattices.

2.1.3 Miller Indices

Miller indices are used to refer to the intercepts made by a plane on axes defined 

by ai a 2  and as. An (nii,m 2 ,ni3 ) plane cuts the ai axis at a i/m i, the a2  axis at 

a 2 /m 2  and the aa axis at as/msfS]. This convention is illustrated in Figure 2.2[4]. In
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crystallography it is customary to use (hkl) rather than  (mi m 2  m 3 ). An example of 

various crystallographic planes of a cubic lattice defined by Miller indices is shown in 

Figure 2.3[5].

a  -  /  n i ,

Figure 2.2: Miller indices.
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Figure 2.3: Crystallographic planes.



18

2.1.4 B rillouin Zones

A prim itive cell is a unit cell of minimum volume. A W igner-Seitz cell is a primitive 

cell that is centered around a lattice point, and reflects the sym m etry of the underlying  

lattice. The first Brillouin zone is usually defined as the W igner-Seitz cell of the 

reciprocal lattice. The reciprocal lattice undergoes periodicity in k space. All of the 

inform ation about this reciprocal lattice is contained in the prim itive unit cell of the 

reciprocal lattice, i.e., the first Brillouin zone [6 ].

2.1.5 The R eciprocal Lattice

The idea of a reciprocal lattice is useful for m athem atical representations of planes 

w ithin a crystal. For a three dimensional lattice defined by its ’ prim itive vectors (a i, 

tt2 , (i-s), its reciprocal lattice can be determined by generating its three reciprocal 

prim itive vectors through the equations labelled 2.1. Reciprocal space is also referred 

to  as Fourier space, /c-space and momentum  space[7].

a i  ■ (a2 X Os)

a> X ai  , ,
62 =  27T------^ ^  2.1

U 2  ■ ( 0 3  X  a i )

0 3  — 2n-
0 3  ■ ( o i  X  0 2 )

2.1.6 D efects

M ost crystaUine m aterials contain a certain amount of defects. Point defects include  

vacancies, interstitials and impurities. Vacancies are sites which should be occupied  

by an atom  but are unoccupied. Generally, the stability of the surrounding lattice
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guarantees that the neighbouring atoms do not collapse around the vacancy. Intersti­

tials are atoms which occupy a site in the crystal structure where there is not usually 

an atom. Impurity atoms are often incorporated at a regular atomic site in the lattice. 

They are therefore referred to as substitutional defects.

Dislocations are linear defects around which some of the atoms of the crystal lattice 

are misaligned. They result in lattice strain. There are two types of dislocation, edge 

and screw dislocations. Edge dislocations are caused by the termination of a plane of 

atoms in the middle of a crystal. A screw dislocation occurs when a helical path is 

traced around the dislocation line by the atomic planes of atoms in the lattice.

Planar defects include grain boundaries and stacking faults. Grain boundaries 

occur when the crystallographic direction of the lattice abruptly changes. A stacking 

fault is a one or two layer interruption in the stacking sequence of the crystalline 

layers that usually compose a regular sequence.

Bulk defects include voids and precipitates. A void occiirs when there is a small 

region containing no atoms. They are equivalent to a cluster of vacancies. A cluster 

of impurities is referred to as a precipitate [8].

2.1.7 Amorphous and Crystalline Silicon

Silicon can occur in an amorphous or crystalline form. Amorphous silicon has no 

long range order and not all the atoms are four-fold coordinated. This leads to the 

presence of dangling bonds, which in turn can bond to impurity atoms.

Silicon crystallises in a diamond structure. It can be visuahsed as two interpene­

trating face centered cubic lattices [9]. Each silicon atom is surrounded by four other 

silicon atoms, which it bonds to covalently. Figure 2.4 displays the diamond structure
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of the unit cell. Figure 2.5 includes numbers indicating the height of each atom above 

the base of the cube as a fraction of the cell dimension [10].

Figure 2.4: Diamond lattice structure of silicon.

Figure 2.5: Arrangement of atoms in a unit cell of crystalline silicon.
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2.2.1 T he Fermi Level

The Fermi level is the top of the electron energy levels at absolute zero. The concept 

comes from Fermi-Dirac statistics, and from the Pauli exclusion principle whereby 

electrons cannot exist in identical energy states. Therefore at absolute zero the elec­

trons occupy the lowest available energy states and build up a “Fermi sea” of energy 

states. At absolute zero, no electrons have enough energy to rise above the Fermi level. 

At tem peratures above absolute zero a certain fraction of the electrons, characterised 

by the Fermi function, will exist above the Fermi level[ll].

2.2.2 The Fermi Function

The Fermi function is obtained from the Fermi-Dirac distribution, which applies to 

fermions. A fermion is a particles with half-integer spin, which must obey the Pauli 

exclusion principle. Therefore electrons are an example of fermions. Each type of 

Fermi-Dirac distribution function has a normalization term  multiplying the exponen­

tial in the denominator, which may be tem perature dependent. The Fermi function 

is given by Equation 2.2,

e ( E - E f . ) / f c r  ^  I

where f(E) is the probability th a t a particle will have energy E, Ey is the Fermi energy, 

k is Boltzm ann’s constant and T is the tem perature in Kelvin.

At absolute zero there is a sizable gap between the Fermi level and the conduction 

band of a semiconductor. At higher tem peratures, a fraction of the electrons can
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bridge this gap. The population of electrons depends on the product of the Fermi 

function and the electron density of states. In the band-gap there are no electrons 

because the density of states is zero. In the conduction band at absolute zero, there 

are no electrons as the Fermi function is zero. At high temperatures, both the density 

of states and the Fermi function have finite values in the conduction band, so there 

is a finite conducting population.^ Figure 2.6 illustrates the Fermi function of a 

semi-conductor as a function of temperature [13].

gap

Fermi
Level

Conduction
Band

Conduction
Band

Ai at^solute 
zero, OK

I Some electrons have 
\  anargy atjove ttie Fermi 

level.

f(E) f(E)
Valence Band

b
Valence Band

b

Conduction
Band

High 
Temperature

Valence Band

No electrons can De at>ove the valence 
band at OK, since none have energy 
alxive the Fermi level and there are 
no available energy states in the band 
gap-

At high temperatures, som e electrons 
can reach ttie conduclion band and 
contribute to electric current.

Figure 2.6: Bandgap of a semi-conductor.

2.2.3 Band Structure of Solids

The electronic and vibrational states of free atoms and molecules have discrete en­

ergies. In solids however, the electron and phonon (a quantized vibration) modes

^The explaiiiatioii of the Fermi energy and Fermi function have been based on the treatment of 
the topic at hyperphysics.com[llj A more detailed explaination of the topic can be found in a work 
by John Singleton [12].
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have a continuous range of energies, which gives rise to continuous absorption and 

emission bands. The density of states gives an indication of how closely packed the 

energy levels are, within a given energy range.

Due to the fact that atoms are closely packed in a solid, delocalisation of the 

electron states can occur. In a crystal, these delocalised states possess the underlying 

translational symmetry of the crystal. Delocalisation also allows collective excitation 

of the whole crystal. In terms of lattice vibrations, the delocalised excitations are 

described by phonon modes. Phonon modes are continuous, unlike the discrete vi­

brational frequencies of molecules. The delocalised states of a crystal are described 

by quantum numbers such as A:, which have dimensions of inverse length [14].

2.2.4 Direct and Indirect Band-structure

Whether a semi-conductor has a direct band-gap or an indirect band-gap depends on 

the positions of the conduction band minimum and the valence band maximum in 

the Brillouin zone. For a direct band-gap material, both occur at fc =  0, as shown 

in Figure 2.7 [15]. For an indirect band-gap material, the conduction band minimum 

does not occur at fc =  0, as shown in Figure 2.8 [16]. The shaded regions of the 

valence and conduction bands indicate states that are occupied by electrons.

In a direct band-gap material, an electron can travel from the valence band to 

the conduction band by absorbing a photon of appropriate energy. However, for 

an indirect band-gap material, in order for an electron to make the transition from 

the valence band to the conduction band a phonon must also be involved in order 

to conserve momentum, as illustrated in Figure 2.8. This makes the transition of 

an electron from the valence band to the conduction band of an indirect band-gap
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material highly unlikely [17].

conduction bund

holes

Figure 2.7: Direct band-gap semi-conductor.

conduction bund

h- /K

electrons
phonon
-WWV

vulence l)und

Figure 2.8: Indirect band-gap semi-conductor.
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2.2.5 Silicon Band Structure

Figure 2.9 illustrates the band structure of silicon along the (100) and (111) direc­

tions^. Silicon is based on the diamond lattice structure, and the wave vectors a t the 

X  and L  points are k — ^ (1 0 0 ) and k = f  (111) respectively, where a is the length 

of the cube edge of the face centered cubic lattice from which the diamond structure 

is derived [19].

Silicon has an indirect band-gap which shall be referred to as Eg,  and has a value 

of 1.1 eV. It can be seen from Figure 2.9 th a t the conduction band minimum is located 

close to the X  point of the Brillouin zone. The mininumi direct separation between 

valence and conduction bands occurs close to the L  point, between L3 and Li, and 

has a value of 3.5 eV. This shall be referred to as Ei [20]. The separation of the 

bands close to the X  point is also significant and is quoted as being 4.4 eV. This 

band separation shall be referred to as E 2 .

Close to the L  and X  points the conduction and valence bands are almost parallel 

to each other. Therefore direct transitions can occur with the same photon energy, 

for many different values of k. The joint density of states is therefore very high at 

these regions. Absorption by silicon should be correspondingly strong close to Ei and 

E 2 [20]. This will be discussed in detail in Chapter 6 , Linear Optical Characterisation 

I.

^Figure 2.9 sourced from Band Theory and Electronic Properties of Solids by John Singleton, p. 
51, based on work by M. Cardona and F. Pollack [18].
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Figure 2.9: Band structure of silicon.

2.3 Q uantum  M echanics

An understanding of quantum  mechanics is necessary when working on the nanoscale. 

Some basic, useful concepts are outlined in this section.

2.3.1 The Tim e-dependent Schrodinger Equation

Particles such as electrons can display wavelike behaviour. In one dimension, the

wave-vector and momentum of a particle can be expressed as scalars. The de Broglie

relations can be represented as

E =  hu (2.3)

and

p =  hk (2.4)



27

where E  is the energy of the particle, h is Planck’s constant (h) divided by 2n, and 

LU is the angular frequency { 2 -k v  where v is the frequency).

For a classical wave moving in the x  direction, its displacement at the point x  at

time t is given by the real part of the complex quantity A where

A{x,t)  = (2.5)

This expression is the solution to a wave equation. A form of wave equation

relevant to many classical waves is

6  ̂A  1
8x‘̂ c? 5t?‘

(2 .6 )

where c is a constant representing the wave velocity. By substituting the right hand 

side of Equation 2.5 into Equation 5.9 it becomes apparent that Equation 2.5 is a 

solution to Equation 5.9 if

- k ^  =  ^  (2.7)c/

i.e.

ijj = c \ k \  (2.8)

If Equation 5.10 is combined with equations 2.3 and 2.4 we get

E = cp (2.9)

But for non-relativistic free particles the energy and momentum are known to be

£ = 1 - (2.10)

hence a relation of the form of Equation 5.9 cannot govern matter waves. As plane

waves are associated with free particles. Equation 2.5 is a solution to an equation

that can govern m atter waves.
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For the de Broghe relations and Equation 5.14 to be solved simultaneously, the 

frequency of the wave must be proportional to the square of the wave-vector, rather 

than the magnitude as stated in Equation 5.10. Consider an equation of the form

S'i)

where a  is a constant and is a wavefunction, which is a complex quantity.

Substituting a plane wave of the same form as Equation 2.5 for produces a solution 

to Equation 5.15 if

-k'^ = - i a u  (2.12)

The de Broglie relations and Equation 5.14 are therefore satisfied by defining a

as
—2mi

a = — —  2.13
h

If Equation 2.13 is substituted into Equation 5.15 and re-arranged, the wave equa­

tion for the matter waves of free particles is found to be

 ̂ St ~  2m Sx^  ̂ ^

This equation meets the requirements and can be checked by making equal to

a plane wave as described in Equation 2.5 and by using the de Broghe relations to 

produce

(2.15)
2m  ̂ ’

This approach can be extended to a particle moving under a potential V{x, t ) .  

The total energy is equal to the sum of the kinetic and the potential energy, hence

ExiJ = {j—  + (2.16)
2m
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It is therefore possible that Equation 2.15 can be generalised to

This is known as the one dimensional time dependent Schrodinger equation [21].

2.3.2 The Time-independent Schrodinger Equation

When the potential of a system is not a function of time, then the one dimensional 

time-independent Schrodinger equation is applicable.

A separation of variables can be applied to the Schrodinger equation giving

= u{x)T{t) (2.18)

If Equation 2.18 is substituted into Equation 2.17 and divided by 'I' then the 

following is obtained

. . I d T  I h? ( fu  . /r,

The left side of this equation is independent of x and the right side is independent 

of t. The equation must be valid for all values of x and t, which can only be true if 

both sides are equal to a constant. This constant shall be referred to as E. Hence

r l 'T '

ih—  =  ET  (2.20)
dt  ̂ '

and

d?u
+ V{x)u = Eu  (2.21)

2m, dx'̂

Equation 2.21 is the time-independent Schrodinger equation [22].
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Boundary Conditions

Solutions to the time-independent Schrodinger equation must obey a number of 

boundary conditions.

1: The wave-function is a continuous, single valued function of time and position.

2: The integral of the squared modulus of the wave-function over all values of x  is 

finite.

3; The first derivative of the wave-function with respect to x is continuous everywhere 

except where there is an infinite discontinuity in the potential [23].

2.3.3 T he Infinite Square W ell

Consider a square potential well with K  c x d . The potential is

V(x)  = 0, - ^  < ^ < I  (2.22)

K(x) =  oo, x < —^ , x > ^  (2.23)

Consider the eigenfunction 'I'(x). As ^  oo, the following conditions must apply

^„(a:) =  0, X < ~ ^ , x > ^  (2.24)

Solving the time-independent Schrodinger equation for the conditions set out in 

Equation 2.24 gives

^'„(a:) =  AnSin{KnX) + B„cos(A„a;), - ^  < x < ^ (2.25)

where
2 m E n  ^  ^

= \ —^  (2.26)

The even parity eigen-functions are
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The odd parity eigen-functions are

= ^„sin(A'„x), - ^  < X < ^ (2.28)

Due to the evenness and oddness of the eigenfunctions, Equation 2.24 need only

be applied at x =  | .  Equation 2.27 leads to

0 =  B „ c o s (^ ^ )  (2.29)

hence,

givnig

, .  a  7T 37T 57T

"2 2 ’ T ’ T ’ ‘ ”   ̂  ̂ ^

K n  = — , n =  1 ,3 ,5 ,...  (2.31)
a

Applying Equation 2.24 to Equation 2.28 at x =  |  gives

hence,

giving

0 = ^ „ s i n ( : ^ )  (2.32)

=  7r,27T,37r,. . .  ( 2 .3 3)

T17T
Kn = — , n =  2 ,4 ,6 ,.. .  (2.34)

a

From equations 2.31 and 2.34, the eigenvalues are

1 .2 ,3 ,4 ,...  (2.35)

Figure 2.10[24] illustrates the first few eigenvalues for an infinite square well. The 

zero point energy is the lowest energy a particle can have if bound to the region

— I  < X < I by an infinite square well [25]. It has the form

IP -  t o

The zero point energy will later be discussed in relation to quantum confined effects.



Figure 2.10: Eigenvalues for an infinite square well.

2.3.4 Q uantum  Confinem ent

The physical properties of materials may be altered when dealing with small di­

mensions. Q uantum  size effects are induced when the dimension of the material is

tween an electron th a t has been excited to the conduction band and the hole it leaves 

in the valence band.

If confinement occurs in two dimensions it is referred to as a quantum  well, if it 

occurs in one dimension it is referred to as a quantum wire, and if it is confined to 

zero dimensions it is referred to as a quantum dot. An illustration of the density of 

states as a function of dimensionality is shown in Figure 2.11.

The density of states can be expressed as

where Vm is the volume of an M  dimensional hypercube. Table 2.1 gives the equations

comparable to the exciton Bohr radius. The Bohr exciton radius is the distance be-

9(E) =
d N  M V m 
d E ~  2

(2.37)
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Figure 2.11: Density of states as a function of dimensionality.

of the density of states from zero to three dimensions [26].

Table 2.1: Equations for the density of states as a function of dimensionality.

D im ensionality 9(E)
0 SE

1 y /2 m L  1 
h  ^ /E

2 27rmA
/l2

3 2 7 r(2 m )i V 
h ^ \ / E

In three dimensions, the density of states is a smooth square root function with 

respect to energy. For zero, one and two dimensions, a series of discrete sub-bands 

appear, as illustrated in Figure 2.11 [27].

Quantum  confinement can be discussed in terms of a particle in a box (bound 

particle in an infinite square well, see Section 2.3.3). If the wall of the one dimensional 

potential is compressed, the gap between the energy levels of the particle increases.
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For a semiconductor, this corresponds to the widening of the bandgap.

Q uantum  confinement can be illustrated by using the effective mass approximation 

for electrons and holes in a semiconductor and examining it in terms of a particle in 

a box [28], i.e., an electron of effective mass m* and a hole of effective mass in a 

1-D potential well. The solution to the time-independent Schrdinger equation gives 

discrete energy levels with energies inversely proportional to the square of the width 

of the well. This gives rise to a negative hole effective mass, which causes an increase 

in the bandgap [29].

The energy of the electrons in the conduction band can be expressed as [30]

2 2m:

and the energy of holes in the valence band is

" 2 2 |m ;| '  '

where E g  is the band gap and k  is the crystal momentum. 

The ground state  for a particle in a box corresponds to

2m*a^

where a  is the width of the well. 

In a confined system

(2.41)
2m*a^

and

^ c o n f t n e d  =  -    r  (2.42)

Hence for a confined system the band gap opens according to

j^co n f in ed    ^ c o n f i n e d    ^ c o n f i n e d  2̂ 4 3 ^
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which leads to

) (2.44)1 1
a  ̂ m l \m h I

[30]

2.3.5 Properties of Quantum Dots

Quantum dots are approximately spherical, with all dimensions equal to or smaller 

than the bohr exciton radius of the material. Hence the energy levels of the quantum 

dot are discrete, according to the arguments laid out in Section 2.3.4. These discrete 

energy levels can be “tuned” . The smaller the quantmn dot becomes, the more the 

band gap widens, and the more the emission wavelength is blue-shifted. This effect 

is illustrated in Figure 2.3.5[31]

Figure 2.12: As quantum dot size decreases, the band-gap widens and the emission 
wavelength blue-shifts.
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2.4 Lum inescence from Silicon

2.4.1 Introduction

Since silicon is an indirect band-gap semiconductor, it is a highly inefficient light 

emitter in its bulk form. The requirement for both an appropriate photon and phonon 

being involved in an electron transition from the valence to the conduction band means 

that there is a relatively small transition probability [32]. In addition to the indirect 

nature of the fundamental band-gap of silicon, the gap is also too small to interact 

efficiently with light from the visible spectrum. This is an additional hinderance to 

the effectiveness of silicon in light emitting devices [33].

The exciton Bohr radius of sihcon is 4.9 nm [34]. When an exciton is created in a 

nanocrystal with dimensions smaller than the excitonic Bohr radius of the material, 

the exciton is confined in real and reciprocal space. The band structure of the material 

ceases to be continuous and becomes discrete (see Section 2.3.4). Hence by disrupting 

the crystal symmetry, the momentum selection rules are relaxed and the radiative 

recombination is much more efficient in the quantum confined structure[35].

2.4.2 Photolum inescence Models

Although quantum confinement effects are a source of luminescence in nanoscale 

silicon, a number of other emission species exist for silicon. Six different models are 

illustrated in Figure 2.13 [36]. Excluding the quantum confinement model, all the 

models are based on an extrinsic origin of luminescence.

Model (a) represents emission due to quantum confinement in crystalline silicon, as 

previously discussed. In model (b) the emission is due to a hydrogenated amorphous
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Figure 2.13: The origins of luminescence in silicon.

phase [37]. Model (c) is a surface hydride model where Si-H^ causes the luminescence 

[36]. In model (d) the luminescence is caused by carriers localized at extrinsic centers, 

i.e. defects in the crystalline silicon or silicon oxide that covers the surface [38, 39]. 

In model(e) Siloxene, which is an Si:H:0 based polymer created during porous silicon 

anodization, is the proposed origin of luminescence [40]. In model (f) absorption 

occurs due to quantum confined structures, but radiative recombination occurs at 

locahzed surface states [41].
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With regard to the sihcon nanostructures under investigation in this study, only 

emission species involving quantum confinement, defects and surface states are appli­

cable, i.e. models (a), (d), and (f), as hydrogen and siloxene are not present in the 

samples.

Many studies have been carried out on silicon-silicon oxide nanostructures [42, 43, 

44, 45, 46]. Photoluminescence (PL) can be attributed to an emission species by the 

wavelength of the emission. Table 2.2 shows PL emission wavelengths produced by 

silicon nanostructures and the corresponding emission species, at room temperature 

[42, 43, 44, 45, 46].

Table 2.2; PL from silicon and the corresponding emission species.
PL Region Em ission Species
Red Quantum confinement (at Ey of bulk silicon)
Blue-Green Self-trapped excitons located at defects in the crystalline 

silicon and/or silicon oxide
UV Quantum confinement (at direct recombination energies of 

bulk silicon)

Em ission due to Quantum Confinement

Quantum confinement causes the band energies to become discrete, and relaxation of 

the k selection rule in the confined regime allows transitions to occur at Eg (see Section 

2.2.5, Silicon Band Structure). Emission also occurs at the direct recombination 

energies of bulk silicon. Hence quantum confined emission occurs in the red region 

[42, 45, 43, 47], and in the ultra -  violet [45]. These emission peaks can be blue-shifted 

in energy as the diameter of the confined region is altered.

Quantum confined emission has been reported in nanowires with core diameters 

far exceeding the Bohr exciton radius of silicon [43]. High resolution electron mi-
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croscopy and Raman spectroscopy show that isolated crystalline grain regions can 

exist inside the crystalline core, which are smaller than the Bohr exciton radius and 

can lead to quantum confined emission. Quantum confined emission can also occur 

due to lattice disruption from defects such as stacking faults and grain boimdaries. 

Increasing the oxidation time can lead to an increase in the PL emission due to quan­

tum confinement, as the encroaching oxide forms isolated crystalline grains smaller 

than the Bohr exciton radius of silicon, and disruption to the lattice increases the 

number of defects [43].

The Effect o f Oxidation on Quantum Confinenient

It has been demonstrated that quantiun confined emission becomes more intense as 

oxidation increases, and this occurs until a critical oxidation point is reached [42]. 

As oxidation increases, the average diameter of the crystalline regions decreases, so 

that more nanostructures are capable of undergoing quantum confinement. Quan­

tum confined emission occurs until a critical point is reached when the oxidation 

is so extensive that almost all crystalline regions are destroyed, and emission due to 

quantum confinement no-longer occurs. The way in which oxidation affects nanoscale 

crystalline silicon can be summarised as follows [43, 42];

Stage 1: Crystalline silicon exists inside an oxide shell. Quantum confined emission 

can occur when the crystalline region is smaller than the Bohr exciton radius, or 

within a larger crystalline structure due to defects such as grain boundaries.

Stage 2: Increased oxidation can cause a size reduction of the crystalline region so 

that it is small enough to undergo quantum confinement. For larger crystals, e.g. 

40 nm, the number of isolated crystalline grain regions also increases due to oxide
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penetration forming isolated “islands” of crystalline silicon. At this stage, the effect 

of oxidation is to increase the strength of the emission due to quantum confinement.

Stage 3: Oxidation is extensive and few, if any, crystalline regions now exist. The 

structure is essentially oxide, with no contribution to PL from quantum confinement.

Em ission due to Self-trapped Excitons

Emission in the blue -  green region arises due to self-trapped excitons [42, 43, 44, 45, 

46]. Semi-empirical tight binding and ab-initio local density calculations show that 

excitons self-trapped at the surface of a silicon nanocrystal are stable [48]. The PL 

occurs in the blue -  green region, and the wavelength is independent of nanocrystal 

size i.e. it does not blue-shift with decreasing nanocrystal size, unlike emission due 

to quantum confinement [43]. The origin of visible photoluniinescence from silicon is 

further discussed in Chapter 7, Linear Optical Characterisation II.

2.5 Sum m ary

Silicon crystallises in a diamond structure and can be visualised as two interpenetrat­

ing face centered cubic lattices [9]. Each atom is surrounded by four other atoms, 

which it bonds to covalently.

Silicon is an indirect band-gap semiconductor and therefore is an inefficient light 

emitter in its bulk form. It is possible for nanoscale silicon to produce efficient light 

emission due to quantum confinement, as well as from extrinsic emission species. 

Quantum confinement effects occur when an exciton is confined to dimensions smaller 

than the excitonic Bohr radius of the material, which for silicon is 4.9 nm [34].
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Chapter 3 

Growth and Preparation  

Techniques

3.1 Introduction

In section 3.2 of this chapter, various sihcon nanowire production methods wiU be dis­

cussed, and the production methods relevant for each of the samples under study will 

be outlined. Samples A, B and C were manufactured by Alan Colli in the Department 

of Engineering, University of Cambridge, U.K. Samples A and B were produced by 

the ‘growth from oxide’ technique. Sample C was prepared by a gold catalyzed ther­

mal evaporation method. Samples D and E were manufactured by a private company 

in Germany by chemical vapour deposition. Detailed information on the morphology 

of each wire sample is presented in Chapter 4, Structural Characterisation.

Section 3.3 outlines the sample preparation techniques utilised to prepare the 

nanostructures for the characterisation studies.
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3.2 Growth Techniques

3.2.1 Vapour-Liquid-Solid Growth Model

The Vapour-Liquid-Sohd model proposes tha t silicon nanowire growth can occur due 

to liquid gold (Au) particles forming a eutectic with silicon vapour and producing a 

ID precipitation. The silicon-gold eutectic tem perature is [1]. This is called

a ‘Au-catalyzed’ method. The VLS model is used to explain the physics responsible 

for growth in these conditions.

Traditionally, wires were grown using SiCU as the Silicon source gas. The reac­

tion tem perature for this method is approximately 10()0"C. Using silane (SiH4 )as the 

source gas allows growth at lower temperatures. The bond energies in silane are 3.9 

eV, whereas in SiCU they are 4.8 eV. The silane decomposition reation is thermo­

dynamically very favourable [2]. Reports on the growth of silicon nanowires through 

the VLS method include Wagner et al. [3], Givargizov and Chervov [4], Givargizov 

[5] and Westw'ater et al. [2],

3.2.2 Nanowire Growth from Oxide

W ith this method of nanowire synthesis, silicon oxide must first be evaporated either 

by laser ablation or thermal evaporation. The resulting vapour is carried down an 

alumina tube by an inert gas such as argon. At the initial nucleation stage, silicon 

oxide vapour condenses on a cooler region of the alumina tube and forms silicon 

nanoparticles. They continue to absorb reactive SiO clusters and facihtate the for­

m ation of silicon nanowires [6, 7]. It is thought that SiO^ clusters attach to the tips 

of the nanowires. Si02 forms an outer shell that restricts lateral growth [8]. The
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nucleation of nanoparticles is assumed to occur by different decompositions of silicon 

oxide as shown in equations 3.1 and 3.2 [7]

Si^O — > Six-1 +  SiO, (3.1)

where x > \ and

2SiO — > Si +  SiOa, (3.2)

Details on the structure of silicon nanowires grown from oxide using laser ablation 

can be foimd in a report by Wang et al. [9]. Reports on silicon nanowires grown from 

oxide using thermal evaporation are also available [10, 11, 1].

3.2.3 C hem ical Vapour D eposition

Chemical vapour deposition is based on the decomposition of a gas onto a substrate. 

For silicon nanostructures, silane is often used as the process gas and gold as the 

mediating solvent on a silicon substrate. When the gold is heated, the gold and 

silicon form a eutectic, as per the VLS method. Silcon is dissolved from the vapour 

phase, leading to the production of silicon nanowires with gold tips. Wires grown at 

low tem peratures with small quantities of gold tend to produce thinner wires because 

the molten alloy breaks up into small spheres. If the spheres become too small then

wire growth is not possible, as it becomes chemically favourable for the silicon to stay

in the vapour phase and not deposit on the eutectic [2].
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3.2.4 R elevant Processes for the Sam ples under Study  

Sam ples A  and B

Si02 powders were evaporated in a high temperature furnace at 1400“C. The vapour 

formed from this evaporation was swept down an alumina tube by argon gas. Within 

the alumina tube, argon pressure was kept constant at 500 mbar and a 50 seem 

(standard cubic centimeters per minute) argon flow was admitted (and pumped at 

the same time from the downstream outlet). The vapour condensed in the colder 

regions of the tube (900-950"C) in the form of silicon nanowires. Growth time was 

three hours. The individual nanowires were collected in the form of an orange flake 

which had formed on the alumina tube. The hake was approximately 1 centimeter in 

diameter. This “flake” consisted of individual nanowires which were later separated 

by placing the flake into solution and gently agitating it with a sonic tip. With 

this method, wires that condense in different locations have different morphologies. 

Debate continues as to whether this is due to local temperature or pressure variations 

|12, 1|.

Sam ple C

Sample C was prepared by a thermal evaporation method, with gold as a mediating 

catalyst. The silicon vapour was provided by thermal evaporation of pure silicon 

powder. The process was carried out at 700-800°C. For this method the VLS model 

is consistent, as the operating temperature is well above the gold-silicon eutectic 

temperature [1]. Hence it is probably most correct to say that Sample C was produced 

through gold catalysed thermal evaporation, following the VLS model.
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Sam ples D and E

Samples D and E were produced by CVD with silane as a precursor and gold as 

a mediating catalyst. They were supplied by a private company, hence the exact 

parameters used during production are not known. There are some structural differ­

ences between the two samples, as will be discussed in Chapter 4. These differences 

could arise from varying growth conditions such as temperature, pressure and growth 

time.

3.3 Specim en  Preparation  

3.3.1 F luidic D ispersion

The majority of characterisation techniques utilised in this report were carried out 

on the silicon nanowires in isopropal alcohol (IPA) dispersions. Samples D and E 

were delivered by the manufacturer already in an IPA solution. Samples A, B and 

C were delivered in solid form. They were each placed in spectroscopic grade IPA. 

The nanowires were then dispersed by agitation with a sonic tip. To ensure that dur­

ing subsequent investigation processes, the concentration of the nanowire dispersions 

would not change due to sedimentation, it was necessary to obtain a stable suspension 

of each sample. This process is outhned in Section 3.3.2.

An alternative method of dispersion could have involved the use of tensio-active 

molecules which have a polar -  non-polar structure and can aid in dispersion. Solvent- 

oxide interaction, and in particular the effects of heat dissipation at the oxide surface, 

are of interest in the non-linear optical study, which would have been complicated by 

the addition of surface moieties. The suspensions obtained using dispersion by a sonic
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tip with no use of tensio-active molecules produced suspensions which had stable 

phases with lifetimes far exceeding those required for the characterisation studies 

undertaken in this report.

3.3.2 Sedim entation  Profiling

M ethodology

Each of the five sample dispersions underwent gentle agitation with a sonic tip. The 

samples were then immediately placed into a machine to record their sedimentation 

profiles. This involved recording the changes in the intensity of light from a series 

of lasers as it travelled through the dispersions, as outlined in Figures 3.1 and 3.2. 

From the sedimentation profile, it was possible to determine the life-times of any 

unstable phases present. It was necessary to separate out any unstable phases to 

enable accurate, repeatable studies such as z-scan analysis and 3-D photoluminescence 

studies to be carried out.

lasers

detectors

Figure 3.1: Graphic of sedimentation laser set-up.
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sample

lasers detectors

holder

Figure 3.2: Graphic of sedimentation machine with sample in position.

3.3.3 T heory o f Sedim entation

The sedimentation properties of the suspensions were studied by monitoring the op­

tical transmission of the dispersions with respect to time. The optical transmission 

changed as non-stable phases sedimented out of the dispersion. A sedimentation 

equation, which demonstrates that the concentration of any insoluble dispersed phase 

decreases exponentially with time, was utilised [13] . Turbidity is essentially a mea­

sure of the cloudiness of a sample, and is often utilised as a tool for assessing the 

purity of water. The higher the turbidity of a sample, the cloudier it is. Turbidity 

can be represented by the product of sample concentration C and an effective extinc­

tion co-efficient a. a represents all absorption and extinction processes. There are 

three main assumptions made, 1. the solid particles are small with respect to the 

sedimentation vessel and have the same density; 2. the constituents of the solution 

are incompressible; 3. there is no mass transfer between the solid and the fluid during 

sedimentation. Each phase in a solution has its own time constant and partial con­

centration. There may also be soluble components present. Some equations will be 

presented here that enable the analyses of the different phases present in a solution. A
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full treatment of the derivations can be found in ‘Solubility of Mog S4 . 5  I4 . 5  nanowires 

in common solvents, a sedimentation study’ by Nicolosi et al. [13].

The local time dependent concentration of a dispersion with n  insoluble compo­

nents and one soluble phase can be described by

a  =  +  (3.3)
n

where Co is the concentration of the soluble phase. Due to the conservation of mass, 

the initial concentration Cxot is given by

C’xot = Co + C„. (3.4)
n

Total turbidity T{t) should decay as

r[t) = n  + Yl = aoCo + ^  , (3.5)
n n

where o;o and o:„ represent the extinction co-efficients of the soluble and insoluble 

phases, T  represents the turbidity, To is the turbidity of the soluble phase, C  is the 

sample concentration, a  represents the effective extinction co-efficient and r  is the 

time constant.

The analogue of Equation 3.4 is

TTot =  ro +  ^ r „ .  (3.6)
n

In order to fit an appropriate decaying exponential function and calculate life­

times for the unstable phases of each sample, the turbidity at each second over a long 

period of time needed to be calculated.

According to the Beer Lambert law, the concentration of a substance in solution is 

directly proportional to the absorbance of the solution. In this situation, “absorbance”
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includes pure electronic absorption as well as extinction due to scattering processes. 

Hence,

A = ln(/o//) = aCL  (3.7)

where A is the absorbance, Iq is the intensity of incident radiation, I is the intensity 

of radiation transmitted through the sample, a represents the effective extinction 

co-efficient, C is the concentration of the solution and L is the sample path length. 

Turbidity can be expressed as

T = qC (3.8)

Substituting T  into equation 3.7 gives

A = TL  (3.9)

Hence

h i O ^  (3.10)
lu  I j

where L is the path length of the sample, in our case, 1 cm. Hence turbidity as a 

function of time could be calculated by measuring Iq initially, and then I as a function 

of time. Since

TTot = ro +  ^ r „ e - ‘/"" (3.11)
n

the time constants of the unstable phases of each sample could then be extracted by 

fitting an appropriate decaying exponential.

3.3.4 R esults of Sedim entation Profiling

Due to the popularity of the sedimentation apparatus with many researchers, it was 

not possible to reach a completely stable state for most of the samples under study
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here. However, the objective of this study was to obtain suspensions which would 

remain stable over the course of a particular characterisation, e.g. photoluminescence 

characterisation. Suspensions with lifetimes far exceeding the minimum requirements 

were obtained. Graphs of the turbidity of each sample as a function of time are shown 

below. Each profile was best fit in terms of and R^. Normalised turbidity is shown 

in arbitrary units (a.u.). Samples A, B, C and D were best fit by first order decaying 

exponential functions, that is

TTot =  ro +  T ie-‘/"‘ (3.12)

This means that each of the four samples contained a stable component and one 

unstable component. Sample E was stable over the time framed studied and will be 

discussed separately.

The fits obtained were of good quality. Some may not appear to be very good 

to the naked eye, but that is because they are displayed on a log scale, which is the 

convention for turbidity graphs. The discrepancy between experimental and fitted 

curves occurs only for the horizontal parts of these curves, and therefore do no signif­

icantly alters the determination of lifetimes. When examined over the lifetime of the 

sedimentation study using a linear scale, it is clear that the fits are of good quality. 

The graphs displayed here were best fit in terms of â nd using Origin software. 

The fits were double-checked using an excel based package, and best fit was achieved 

by minimising the sum of the squared residuals. The results of both fitting methods 

were in good agreement with each other.

Sample A was fit with a first order decaying exponential, with =  0.002 and 

R^ =  0.72645. T =  575848 ±  21467 seconds, as shown in Figure 3.3. Hence the 

lifetime of the unstable phase of Sample A is 6.7 days ±5.96 hours.
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Figure 3.3: Plot of normalised turbidity against time for Sample A.
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Figure 3.4: Plot of normalised turbidity against time for Sample B.

Sample B was fit with a first order decaying exponential, with =  0.00171 and 

=  0.90422. r  =  812492 ±8446 seconds, as shown in Figure 3.4. Hence the lifetime
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of the unstable phase of Sample B is 9.4 days ±2.35 hours.
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Figure 3.5: Plot of normalised turbidity against time for Sample C.

Sample C was fit with a first order decaying exponential, with ~  0.00004 and

=  0.99629. r  =  350466 ±  806 seconds, as shown in Figure 3.5. Hence the lifetime 

of the unstable phase of Sample C is 10.14 days ±13 minutes.

Sample D was fit with a first order decaying exponential, with =  0.0004 and

=  0.98958. r  =  16891 ±  59 seconds, as shown in Figure 3.6. Hence the lifetime of 

the unstable phase of Sample D is 4.69 hours ±59 seconds.

W hen the unstable components had separated out for Samples A, B, C and D, 

the stable components were carefully pipetted off. From this point on in the text, all 

references to Sample A, B, C or D are referring to these stable components.



59

0.9  -

0,8  -

^  0 .7 -  

0 .6 -

-P
0 .5 -3

H

0.3  -
o
Z Model; ExpOed0.2  -

Chi*2 * 0.0004

0.0
1 10 100 1000 10000 100000

Time / s

Figure 3.6: Plot of normalised turbidity against time for Sample D.
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Figure 3.7: Plot of normalised transmission against time for Sample E.

A graph of turbidity against time for Sample E was not satisfactorily fit by any 

form of decaying exponential function. From Figure 3.7 it is clear that the sample is 

stable over the time frame studied. It is likely that the sample may start to fall out
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of the suspension over a long period, for example months. Hence Sample E can be 

considered to be a stable suspension for the purposes of this investigation.

3.4 Conclusions

Silicon nanowires can be produced by various techniques including oxide assisted 

growth, thermal evaporation with gold as a mediating catalyst and chamical vapour 

deposition. Five samples of silicon nanowires, produced by various growth techniques, 

were dispersed in IPA using gentle agitation l)y a sonic tip. To ensure that during sub­

sequent investigation processes, the concentration of the nanowire dispersions would 

not change due to sedimentation, it was necessary to obtain a stable suspension of 

each sample.

The sedimentation properties of the suspensions were studied by monitoring the 

optical transmission of the dispersions with respect to time. A stable dispersion of 

each sample was obtained. The sedimentation graphs were best fit in terms of and 

B? using Origin software. The fits wore double-checked using an excel based package, 

and best fit was achieved by minimising the sum of the squared residuals. Although 

saturation could not be reached for some of the samples due to limited access to the 

apparatus, the objective of the procedure was to obtain suspensions which would be 

stable over the lifetime of subsequent investigations, for example, three dimensional 

photoluminescence spectroscopy. This requirement was satisfied for all of the samples. 

All further analysis in this report pertaining to nanowires dispersed in IPA refers to 

these stable dispersions.
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Chapter 4

Structural Characterisation

4.1 In troduction

Various techniques were employed to determine the morphology of each nanowire 

sample. The structure, length and diameter of the wires in each sample were investi­

gated using transmission electron microscopy (TEM). A high resolution transmission 

electron microscopy (HRTEM) study was also carried out. Sample A underwent 

additional characterisation using Energy-Filtering Transmission Electron Microscopy 

(EFTEM), Electron Energy Loss Spectroscopy (EELS) and Raman. The various 

techniques are described in Section 4.2, and the results are presented and discussed 

in Sections 4.3, 4.4 and 4.5.
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4.2 Characterisation Techniques

4.2.1 Transm ission E lectron M icroscopy

The transmission electron microscope uses electrons as the source making it possible 

to get a resolution a thousand times better than with a light microscope. If the 

microscope is operating to a high standard, it is possible to image features as small 

as a few angstroms.

Figure 4.1 is an illustration of a TEM arrangement [1]. An electron source at the 

top of the microscope emits electrons that travel through a vacuum in the column 

of the microscope. Electromagnets focus the electrons into a very thin beam. The 

electron beam then travels through the specimen under study. Depending on the 

density of the material present, some of the electrons are scattered and disappear 

from the beam. At the bottom of the microscope the unscattered electrons hit a 

fluorescent screen, which gives rise to a “shadow image” of the specimen with its 

different parts displayed in varied darkness according to their density. The image can 

be studied directly by the operator or photographed with a camera [2]. CCD detectors 

are often employed to collect the images, which can then be stored electronically.

4.2.2 H igh R esolution  Transm ission E lectron M icroscopy

High Resolution Transmission Electron Microscopy (HRTEM) allows the imaging of 

the crystallographic structure of a sample at the atomic scale. It produces high resolu­

tion and is frequently used in the study of nanoscale crystalline materials. Currently 

the highest achievable resolution is 0.8 A. Research is ongoing that will enable a reso­

lution as high as 0.5 A. At these small scales, individual atoms and crystalline defects
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Figure 4.1: Illustration of a TEM set-up.

can be imaged. Conventional TEM uses absorption by the sample for image forma­

tion. HRTEM uses contrast from the interference in the image plane of the electron 

wave with itself. It is currently impossible to record the phase of these waves, so 

the amplitude resulting from this interference is measured, however the phase of the 

electron wave still carries the information about the sample and generates contrast 

in the image [3].

4.2.3 Energy-Filtering Transmission Electron M icroscopy

With Energy-Filtering Transmission Electron Microscopy (EFTEM) an image is pro­

duced by electron scattering in the sample. If the sample’s atoms are ionised during 

the inelastic scattering process, energy losses which are characteristic of the elements
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present will result. The technique also utilises additional interactions. Electrons can 

be selected according to their scattering angle, energy and energy bandwidth. This 

allows for very good contrast to be obtained, particularly with samples containing 

light elements [4].

4.2 .4  E lectron Energy Loss Spectroscopy

Electron Energy Loss Spectroscopy (EELS) is usually used in conjunction with an 

electron microscopc. It makes use of incident electrons that are inelastically scattered 

by the sample under study. A specific region of interest can be selected from the 

electron microscopic image of the sample. Elemental composition is determined by 

analyzing the energy of the scattered electrons with a spectroscope which is attached 

under the electron microscope. Electrons with a particular energy loss can be selected, 

allowing the elemental distribution in a sample to be recorded [5].

4.2.5 Introduction to Ram an Spectroscopy

Raman spectroscopy is used to study vibrational, rotational, and other low-frequency 

modes in a system. It relies on inelastic scattering of monochromatic light, usually 

from a laser in the visible, near infrared, or near ultraviolet range. The shift in energy 

gives information about the phonon modes in the system. Wavelengths close to the 

laser line (due to elastic Rayleigh scattering) are filtered out and those in a certain 

spectral window away from the laser line are dispersed onto a detector, usually a 

CCD camera.

Raman scattering occurs in a system as follows. A photon excites one of the 

electrons into a virtual state. When the photon is released the molecule relaxes
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back into a vibrational energy state. The molecule will usually relax into the first 

vibrational energy state, which is called Stokes Ram an scattering. If the molecule was 

already in an elevated vibrational energy state, the Ram an scattering is then called 

Anti-Stokes Raman scattering [6], see Figure 4.2 [7].
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Figure 4.2: Ram an scattering.

4.2.6 Ram an Spectroscopy o f Silicon

For silicon, a Raman peak at 520 cm“  ̂ is due to scattering of the first order optical 

phonon of crystalline silicon. This is a first order scattering process. A broad peak at 

300 cm“  ̂ is associated with the scattering of two transverse acoustic (2TA) phonons. 

A broad peak at 970 cm“  ̂ is due to the scattering of two transverse optical (2T 0) 

phonons. Both these peaks are the result of a two phonon process, and are referred 

to as second order scattering [8].

W hen crystalline size decreases, momentum conservation is relaxed and the Ra­

man active modes are not limited to the centre of the Brillouin zone. As crystalline 

size decreases, the shift towards lower frequences increases. The peaks also become 

broader and more asymmetric [8]. Li et al. also noted tha t it is not the w idth of a
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nanowire tha t is significant, rather the size of the crystaUine grains th a t it contains.

Discrepancies between the degree of frequency shift with reducing nanocrystal size 

reported by different groups may be due to the imperfect nature of some sihcon lattice 

structures. Defects can induce strain in a lattice and effect the Ram an spectrum. 

They can also break up crystalline regions into smaller grain regions, and lead to the 

enhancement of quantum  confined effects [8].

There have been reports tha t the downshifting and broadening of silicon Ram an 

peaks is due to laser heating of the sample [9, 10]. This does not mean th a t a t least 

some downshifted features are due to phonon confinement. When extremely low laser 

power was utilised by Piscanec et ai, there was still evidence of phonon confinement. 

Also, Meier et al. [11] and Li et al. [8] used a constant laser power and still observed 

a shift towards lower frequencies for silicon nanocrystallites of decreasing size.

4.3 TEM Results

The TEM was carried out using a Hitachi H-7000. The samples were imaged on 400 

mesh holey carbon grids, using a drop casting deposition method. ^

4.3.1 Sam ple M orphologies

Figure 4.3 shows Sample A, which consisted of a chain-like structure, w ith spheres of

crystalline silicon surrounded and connected by SiOx shells.

Figure 4.4 shows Sample B, which consisted of a tadpole-like structure, with each

^The majority of TEM images were taken by Sharon McNicholas. Due to the malfunction of 
the TEM in Trinity College towards the end of the project, some additional images were obtained 
from the TEM in the Focus Institute at the Dublin Institute of Technology, by technician Anne 
Shanahan.



Figure 4.3: Morphology of Sample A.

sphere of crystalline silicon connected to a crystalline silicon nanowire. The entire 

structure was coated by an SiO^ shell.

Figure 4.5 shows Sample C, which consisted of crystalline silicon nanowires coated 

in oxide. It is clear that there is a broad distribution of wire sizes. Note: The carbon 

grid is visible in the image.

Figure 4.6 shows Sample D, which consisted of straight crystalline silicon nanowires 

coated in oxide. A catalyst particle can be seen at the tip of the nanowire.

Figure 4.7 shows Sample E, which consisted of crystalline silicon nanowires coated 

in oxide. There appears to be wire fragments of various sizes present in the sample. 

Note: The carbon grid is visible in the image.
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/

Figure 4.4: Morphology of Sample B.

Figure 4.5: Morphology of Sample C.



Figure 4.6: Morphology of Sample D.

Figure 4.7: Morphology of Sample E.
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4.3.2 N anow ire D im ension Study

The lengths and diameters of a number of nanowires from each sample were recorded. 

50 nanowires were imaged and analysed for samples A, B, and D. 25 nanowires were 

imaged and analysed for samples C and E. A smaller number of nanowires were 

studied for Samples C and E because these solutions were more dilute, and there­

fore it took much longer to find and image each nanowire. Time constraints at the 

microscopy facility resulted in a smaller sample set being studied for these wires.

N otes regarding the m easurem ent of values

50 spheres from Sample A were chosen at random and their diameters were recorded. 

The average diameter of a sphere turned out to be 31 nm, inclusive of the oxide shell. 

A 5 nm thick coating of oxide would result in the average diameter of a crystalline 

sphere of Sample A being 21 nm.

For Sample B, the diameter measurements were made half-way down the length 

of each wire, as the wires tended to taper off towards their tails (i.e. they were fatter 

at the end attached to the sphere, and thinner at the tail end), see Figure 4.4.

50 spheres from Sample B were chosen at random and their diameters were 

recorded. The average diameter of a sphere turned out to be 70 nm, inclusive of 

the oxide shell. A 5 nm thick coating of oxide would result in the average diameter 

of a crystalline sphere of Sample B being 60 nm.
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Analysis

The average diameters of the nanowires, and where apphcable nanospheres, are pre­

sented in Table 4.1. The values are inclusive of the outer oxide layer. “Sample Size” 

refers to the number of wires or spheres recorded for each sample. The corresponding 

standard deviation is presented in brackets after the average diameter.

Note: From Table 4.1 it is clear that the diameter of the crystalline cores of 

the nanowires in each sample are too large to undergo quantum confined effects. 

However, it may still be possible to experience quantum confined light emission from 

the samples, even though their diameters are larger than the Bohr exciton radius 

of sihcon [12]. Quantum confined emission can occur due to lattice disruption from 

defects such as stacking faults and grain boundaries, and from isolated crystalline 

grain regions that exist within the crystalline nanowire core.

Table 4.1: Nanostructure diameters. “Sample Size” refers to the number of wires or 
spheres recorded for each sample.

Sample Sam ple Size W ire Diam eter (nm) Sphere Diam eter (nm)
Sample A 50 19 (8) 31 (12)
Sample B 50 18 (4) 70 (11)
Sample C 25 46 (16) N/A
Sample D 50 44 (17) N/A
Sample E 25 18 (5) N/A

The linear correlation factor for length versus diameter was calculated for each 

sample, from the scatter plots labelled as Figures 4.8 to 4.12. The linear correlation 

factor between length and diameter for each sample is presented in Table 4.2. The 

corresponding growth methods are also listed, where “ox. ass.” represents oxide 

assisted growth, “ox. ass. +  Au” represents oxide assisted growth with gold as a 

mediating catalyst and “C.V.D.” represents chemical vapour deposition.
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Table 4.2: Growth methods and the corresponding linear correlation factors for length 
versus diameter.

Sam ple G row th M ethod Linear C orrelation  Factor
Sample A ox. ass. .60
Sample B ox. ass. .63
Sample C ox. ass. -I- Au .13
Sample D C.V.D. .52
Sample E C.V.D. .13

In general, wide wires tend to grow to greater lengths than thin wires, as they are 

less prone to defects and kinks that can terminate growth [13]. Hence a large linear 

correlation factor between length and diameter can be an indicator of good quality 

nanowires, i.e. the wires are of relatively uniform morphology and free from kinks.

A nalysis o f  Tables 4.1 and 4.2

Oxide assisted growth produced wires with a relatively high linear correlation factor. 

TEM images (including the many extra images not included in this report) show that 

Samples A and B consisted of wires of one morphology only, i.e. Sample A consisted 

of only chain-like wires and Sample B consisted of only tadpole-like wires, see Figures 

4.3 and 4.4. This indicates that oxide assisted growth produces silicon nanowires of 

good quality.

Oxide assisted growth with gold as a mediating catalyst had a low linear correla­

tion factor. TEM analysis obtained images of poor quality kinked wires, see Figure 

4.5. Hence it appears that oxide assisted growth with gold as a mediating catalyst is 

not an appropriate method for producing good quality silicon nanowires.

Chemical vapour deposition for wires of large diameter (average =  44 nm) had a 

relatively high linear correlation factor, whereas for smaller diameter wires (average =  

18 nm) the linear correlation factor was low. TEM analysis obtained images of good
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quality kink-free nanowires for the larger diameter sample, see Figm'e 4.6. TEM 

analysis of the smaller diameter sample revealed the presence of bent and kinked 

nanowires, see Figure 4.7 . Hence the analysis indicates that C.V.D. produces good 

quality large diameter silicon nanowires, and poorer quality small diameter silicon 

nanowires. This is consistent with theory [13]. Chemical vapour deposition is based 

on the decomposition of a gas onto a substrate. When the gold on the substrate is 

heated, the gold and sihcon form a eutectic, as per the vapour -  liquid -  solid (VLS) 

method. With the VLS method, larger diameter silicon nanowires contain less defects 

such as bends and kinks. Hence the smaller the nanowire diameter, the poorer the 

quality of the nanowires produced. The results presented here show that C.V.D. can 

produce good quality silicon nanowires of average diameter 44 nm, but it is not an 

appropriate method for producing small diameter silicon nanowires.
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4.4 HRTEM Results

A selection of HRTEM images are presented here^. They illustrate the amorphous and 

crystalline regions in each sample type. Figure 4.13 shows the chainlike structure of 

Sample A. The crystalline spheres appear darker than the amorphous interconnects. 

In Figure 4.14 it is possible to see the lattice planes of the crystalline silicon, and the 

amorphous nature of the interconnects. Figure 4.15 clearly shows that a short range 

lattice plane of an alternate direction is present in the middle of a crystalline sphere. 

This is evidence of the presence of defects.

Crystalline Region

Figure 4.13: HRTEM image showing crystalline spheres and amorphous interconnects 
in Sample A.

Figure 4.16 shows how the crystalline lattice continues perfectly from the wire

 ̂HRTEM was carried out in collaboration with specialist microscopists as outlined in 
Acknowledgements.
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Figure 4.14: HRTEM image showing lattice planes in Sample A.

section of sample B into the sphere section, without a change in lattice direction 

or any observable defects. Figure 4.17 shows the regular lattice arrangement of the 

crystalline region of Sample B. An amorphous shell around the crystalline region is 

also visible in the image.

Samples C, D and E all consisted of crystalhne silicon nanowires capped in SiO^. 

Figure 4.18 illustrates the crystalline nature of the wire core, and the amorphous 

nature of the shell. Lines have been added to the image to highhgh the lattice planes 

of the crystalhne region.
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Figure 4.15: HRTEM image showing different lattice planes in a single crystalline 
sphere of Sample A.

Figure 4.16: HRTEM image of Sample B, showing a crystalline wire and sphere 
structure.



82

Figure 4.17: HRTEM image of the lattice planes in Sample B

'i$ § ^

Figure 4.18: HRTEM image of a straight wire (Sample C).
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4.5 R esults from A dditional Techniques

EFTEM and EELS were carried out on Sample A, the results of which are outlined 

in Setions 4.5.1 and 4.5.2 respectively.^ The availability of additional Sample A in 

bulk form made Raman analysis possible, which is discussed in Section 4.5.3.'*

4.5.1 EFTEM Results

Figure 4.19: EFTEM image of Sample A.

Figure 4.19 shows the EFTEM analysis of Sample A. The spheres of crystalline 

silicon appear dark. The interconnects consist of SiOx and appear bright. This is 

^EFTEM and EELS were carried out by the manufacturer of Sample A.
"*A portion of Sample A in bulk form was taken to the Focus Institute in the Dublin Institute of 

Technology. The Raman spectrum was obtained by a technician, Anne Shanahan.
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consistent with the HRTEM analysis in Section 4.4

4.5.2 EELS R esults

Counts

100 0  ■

800  •

600  ■

2 0 0  ■

0 5 1,0 1.5 20 2.5 3.0 3.5 4.0 4.5 5.00.0
X-ray Energy (keV)

Figure 4.20: EELS spectrum of Sample A

From Figure 4.20 it is apparent that silicon and oxygen are present in the sample. 

The occurrence of carbon is due to the grid. The graph supports the manufacturers 

claim that there were no impurities present in the finished sample.

4.5.3 R am an R esults

Raman analysis was performed on Sample A. The excitation source was a HeNe laser, 

with wavelength 632.817 nni. The laser power utilised was 2 mW.

A broad peak was produced by Sample A at 300 cm“ \  and is associated with the 

scattering of two transverse acoustic (2TA) phonons [8].
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Figure 4.21: Raman spectrum  of Sample A for laser excitation at 632.8 nm.

Sample A also produced a large peak at 512 cm“ ^ Meier et al. [11] reported a 

shift of the first optical phonon peak (520 cm~^) to 512 cm~^ for silicon nanoparticles 

20 cni~^ in diameter. Li et a,I. [8] reported th a t the peak shifted to 511 cm“  ̂ for 

crystal grain size of 15 nm. The average diam eter of a crystalline sphere in Sample 

A is 21 nm (see Section 4.3.1). This is in good agreement with the nanoparticle size 

reported by Meier et al. [11] and Li et al. [8] for a similar frequency shift.

Meier et al. [11] observed a shift of the 2 T 0  peak at 970 cm“ ' towards lower 

frequencies w ith decreasing nanoparticle size. Sample A produced a peak at 930 

c m - \  which corresponds to the shift produced by silicon nanoparticles 16 nm in 

diameter, as reported by Meier et al. [11], Sample A therefore shows evidence of 

phonon confinement, through the asymmetric broadening and downshifting of the 

Ram an peaks. The magnitude of the downshift is consistent with observations made
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by other groups on sihcon nanostructures of similar diameters [8, 11].

4.6 Conclusions

Structural characterisation was carried out on five different nanowire samples. Length 

and diameter distributions of each nanowire sample were obtained through TEM anal­

ysis. Analysis of the nanowire/nanosphere diameters revealed that the nanostructures 

were too large to cause quantum confinement effects, as the crystalline structures were 

larger than the Bohr radius of sihcon, which is 4.9 nm. It is possible that quantum 

confinement could be produced in small crystalline regions, or “grains” that exist 

within the larger crystalline regions, or from defects such as dislocations and grain 

boundaries [12].

TEM analysis combined with linear correlation function for length versus diameter 

of the nanowire samples was carried out. It revealed that oxide assisted growth 

produced good quality nanowires, but oxide assisted growth with gold as a mediating 

catalyst did not. Chemical vapour deposition produced good quality large diameter 

wires, but poor quality small diameter wires, which is consistent with theory [13].

Sample A underwent additional characterisation. The EFTEM analysis was in 

agreement with the findings of HRTEM, confirming that Sample A consisted of 

spheres of crystalline silicon surrounded and connected by amorphous silicon. EELS 

analysis showed that Sample A contained no observable impurities. This would sug­

gest that the oxide assisted growth mechanism utilised to grow Sample A produces 

nanostructures of high purity. Raman spectroscopy provided evidence of phonon con­

finement in Sample A, through the asymmetric broadening and downshifting of the 

Raman peaks. The magnitude of the downshift is consistent with observations made



other groups on siUcon nanostructures of similar dimentions [8, 11].
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Chapter 5

Optical Limiting

5.1 Non-linear Optics

5.1.1 N on-linear Susceptib ility

In the linear regime, the optical properties of a material, such as refractive index and 

absorption co-efficient, are independent of optical power. When a laser light source is 

utilised, the high power can result in the material under study displaying non-linear 

optical behaviour.

The optical properties of a material can be described by the real and imaginary 

parts of the dielectric constant e ,̂ which can be derived as follows.

D — eo£  -|- P (5 .1)

D = (5 .2 )

where D  is the electric displacement, cq is the perm ittivity of free space, P  is the 

polarisation of the medium and £  depicts the electric field of the hght wave.
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In the hnear regime, P has the following linear relationship with S,

P = €oxS (5.3)

where x is the electric susceptibility. Combining Equations 5.2 and 5.3 gives

€r = l + x  (5.4)

which is the standard form for representing the relationship between and x-

If one considers a medium in which the polarisation is parallel to the electric

field, the vector nature of P and £  can be ignored. In the non-linear regime, the

polarisation P  can be split into a first order response P^, and a series of non-linear 

terms according to
p n o n - l i n e a r  _  p i  _|_ p 2  _|_ p . i  _|_ p 7 i

where P" is the order non-linear polarisation.

By introducing a non-linear susceptibility term (̂«ori-rmear)  ̂ Equation 5.3 can be 

modified to become

P  = ^^^{non-Unear)^ ^  eo{x^^^E +  +  - ) ,  (5-6)

where 6 is the magnitude of the applied field. Comparing Equations 5.4 and 5.6 gives

e.n o n —lin ea r \  ^ ( n o n - l i n e a r )

^ n o n -U n e a r  ^  ^ ^  ^(1) ^  ^(2)^ ^  ^(3 )^ 2  ^

hence the dielectric constant depends on the electric field through the non-linear 

susceptibihties [1].

Isotropic media such as gases, liquids and glasses possess inverse symmetry, which 

leads to the terms cancelling out and becoming zero. Hence for isotropic me­

dia, the lowest order non-hnear susceptibility with non-vanishing components is x̂ ^̂ -
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This representation of non-hnear optical behaviour can be extended to include non­

linear effects which result from processes other than the polarisation of the material 

responding non-linearly to the electric field of the incident light. If the non-hnear 

optical behaviour of the material does not result from the non-linear response of the

polarisation, it is referred to as an ‘effective’ x  response. Semi-conductor crystals

often exhibit large effective coefficients due to the saturation of interband tran­

sitions and excitonic absorption [2], Scattering mechanisms also produce an effective 

X response.

5.1.2 N on-linear R efraction

Consider the following relationship [3],

p(3) _  ^(3)^3 (5

A monochromatic field is applied, of the form

£  = ecos{iO-t) (5.10)

Since
1 3

cos^ ujt = -cos{3ujt) -h -  cos(a;^) (5-H)

the non-linear polarisation can be written in the form

cos(3o) ■ t) + cos(a; ■ t) (5-12)

The first term in Equation 5.12 relates to third harmonic generation, where three 

photons of frequency to are annihilated, creating one photon of frequency 3a;. The 

second term relates to the non-linear effect on the polarisation at the frequency of the 

incident field, and corresponds to a non-linear contribution to the refractive index.
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In the linear regime, the refractive index can be expressed as follows

nS =  1 +  X<‘> (5.13)

Taking into account the third order contribution, Equation 5.13 becomes

(5.14)

This treatm ent was based on a parametric process, whereby the initial and final 

quantum  mechanical states arc the same and photon energy is conserved.

It is possible tha t the non-linear refractive index may change at incident wave­

length. Equation 5.14 can be written as

focussing can occur for a beam of non-uniform intensity distribution, e.g. a gaussian 

beam. For a positive U 2 , the refractive index will be highest at the centre of the beam, 

causing the material to act as a convex lens [3]. It can be examined using the z-scan 

technique, which is discussed in Section 5.3.

5.1.3 Introduction to O ptical Lim iting

Non-linear optical materials are required for the production of photonic devices th a t 

control am phtude gain or extinction, polarisation, phase, reflection and refraction 

of light [4]. To this end, nanoscale silicon has been extensively studied, due to its 

CMOS compatibility and the enhancement of its non-linear effects due to quantum  

confinement [5].

n =  no +  U 2 1 (5.15)

Self-focusing is the result of a non-linear response of the refractive index. Self-
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An optical limiter displays high linear transmission for low input energy and low 

transmission for high input energy, as depicted in Figure 5.1 [6]. Applications of 

optical limiting materials include protective eye wear and protection of sensors from 

high light intensities, such as from laser beams.

60

50

40

30

20

10

1500 10050

Iiiten sitj ' (a . u.)

Figure 5.1: Response of an ideal optical limiter.

Optical limiting is usually attributed to effects such as reverse saturable absorp­

tion, non-linear refraction and thermal non-linearities or scattering. In the case of 

silicon, the non-linearities are usually attributed to two photon related absorption 

and variation related to quantum confinement effects [5, 7, 8, 9, 10].

Carbon black suspensions optically limit by a scattering process [11]. One pro­

posed mechanism is that the carbon particles heat up as they absorb light, which 

causes them to ionise and produce microplasmas when the vaporisation tempera­

ture is reached. The microplasmas then scatter the light [12, 13, 14, 15]. Another 

mechanism may involve the carbon particles transferring the absorbed heat to the 

surrounding solvent. Initially, localised hot regions with a lower refractive index then 

the surrounding medium are produced. Increased heating creates bubbles which scat-
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ter the hght (see Figure 5.2 [16]) and this becomes the dominant hmiting mechanism. 

This occurs below the vaporisation tem perature of carbon [17, 18, 19].

o

Figure 5.2: Bubble formation in solvent.

Laser induced breakdown in Si02 with pulse widths from 7 ns to 150 fs has been 

reported [20]. In this report it is proposed th a t optical limiting is occurring in suspen­

sions of Si/Si02 nanostructures due to a scattering process. The scattering centres 

are most likely plasmas which are formed through ionisation of the Si0 2  outer shells.

It should be noted th a t Joudrier et al. attributed non-linear scattering in colloidal 

suspensions of silica particles to a photoinduced refractive index mismatch [21], They 

used a mixture of toluene (refractive index 1.372) and hexane (refractive index 1.494) 

in the ratio 1:0.8 to closely match the refractive index of the solvent to th a t of silica 

(refractive index 1.455). It is unlikely tha t this mechanism is occurring in the system 

under study here. Spectroscopic grade isopropanol was used as the solvent, (refractive 

index 1.377) which is not close enough to the refractive index of the Si02 (refractive 

index 1.455) for this mechanism to be relevant.
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5.2.1 Introduction  to  Z-Scan

The z-scan technique consists of transporting the sample under study in the z direc­

tion, from a low intensity regime, through the focus of a laser (high intensity) and 

back out into the low energy regime. The light transmitted through the sample is 

recorded as a function of sample position, and hence laser intensity. The set-up is 

displayed in Figure 5.3.

Lens Lens

Beam Splitter
Sample

Laser

Detector

Reference
Detector

Figure 5.3: The z-scan technique.

An open aperture detector is used to detect losses such as scattering and ab­

sorption as the sample is transposed through the focus of the laser beam. When 

non-linear losses (non-electronic non-linear scattering and absorption) are occurring, 

plots of transmission intensity against z-scan position produce bell shaped curves, as 

illustrated in Figure 5.4, with the minimum of transmission occurring at the focus of 

the laser beam (z =  0).

A closed aperture is placed in front of the detector when the non-linear refractive
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Figure 5.4; Open aperture z-scan.

index is of interest. Due to the Kerr lens effect, the laser pulses can experience 

self-focusing. Higher intensities on the beam axis, as compared to the wings of the 

beam, cause an effectively increased refractive index for the inner part of the beam. 

This modified refractive index distribution then acts like a focusing lens [22]. If 

self-focussing is occurring, then plots of transmission intensity against z-scan position 

produce valley-peak shaped curves, as illustrated in Figure 5.5 [23], with the minimum, 

of transmission occurring before the focus of the laser beam (z =  0).

5.2.2 R esults  

Z-scan Curves

The non-linear optical properties of the five different silicon nanostructure dispersions 

were investigated by open and closed aperture z-scan with 6 ns Gaussian pulses at 

532 nm from a frequency doubled, Q switched Nd:YAG laser. The beam waist radius
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Figure 5.5: Closed aperture z-scan.

was 20 /um, and the pulse repetition rate was 10 Hz. The samples were held in 

a 1 cm cuvette. Since nanosecond pulses are being utilised, it is likely that the 

recorded responses are not the result of pure electronic non-linear optical effects. In 

the nanosecond regime, thermal effects may be a contributing factor.

Figure 5.6 shows a graph of normalised transmission against z position for Sample 

A, which is also representative of the response produced by Sample B. The trans­

mission intensity for the open aperture scan was almost perfectly constant at low 

intensities, and the transmission decreased in the high intensity regime, producing a 

bell shaped curve. This is the response of an optically limiting material. The closed 

aperture z-scan produced a bell shaped curve, which indicates that non-linear changes 

in the refractive index were not the dominant optical limiting mechanism. The data 

obtained by closed aperture z-scan was divided by the data obtained by open aperture 

z-scan, and bell shaped curves were again produced. This reiterates the fact that the 

contribution from non-linear refraction is negligible. A peak-valley pattern, rather
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than a bell-shaped pattern as was produced by the samples under study here, would 

be indicative of self focusing behaviour (See Figure 5.5). This is clearly not the case 

here. The optical extinction is dominated by non-linear losses. This response also 

occurred for Sample B. Therefore there is no evidence of a strong contribution to the 

limiting effect from non-linear refraction. The system appears to be dominated by 

non-hnear losses, such as non-electronic non-linear scattering and absorption.

0 .9 -

C
O
(A
C/3

E
C
cdI-

O
Z
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Figure 5.6: Normalised transmission against z position for Sample A.

Figure 5.7 shows a graph of normalised transmission against z position for Sample 

D, which is also representative of the response produced by Samples C and E. The bell 

shaped curve for the open aperture scan was not perfectly horizontal at low intensities, 

hence the material is not a perfect optical limiter. The same was true for Samples C 

and E, although Sample E displayed shghtly better hmiting behaviour than the other 

two samples. The closed aperture z-scan produced a bell shaped curve. The data 

obtained by closed aperture z-scan was divided by the data obtained by open aperture
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Figure 5.7: Normalised transmission against z position for Sample D.

z-scan, and bell shaped curves were produced indicating th a t the contribution from 

non-hnear refraction is not contributing strongly to optical limiting. The optical 

extinction is caused by non-linear losses such as absorption and scattering. This 

response also occurred for Samples C and E.

O ptical Lim iting Properties

Figure 5.8 shows the normahsed non-hnear transmission for each sample, as a function 

of incident pulse energy density, as measured by open aperture z-scan. The normalised 

transmission was plotted against the energy density in a single pulse. The pulse energy 

density is defined as Fpuise =  Epuise /  > where EpuUe is the energy in a single

pulse, and uj(z) is the radius of the propagating Gaussian pulse as a function of 

position z.

Samples A and B clearly exhibited optical limiting, with linear absorption dom-
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Figure 5.8: lYansmissioii of each sample as a function of incident pulse energy density.

inating until a threshold limit was reached, at which point the samples started to 

display non-linear extinction. Samples C and D did not display linear absorption at 

lower intensities, but they did start to show increased absorption around the same 

threshold energy as Samples A and B. Sample C did not display hnear absorption 

at low intensities either, but this is not clearly displayed in Figure 5.8, where only a 

slight scatter of points is visible. Analysis of the open aperture z-scan (bell shaped) 

curves for Sample E confirmed that it behaved similarly to Samples C and D, al­

though the deviation from linear absorption at lower intensities was not as marked 

as for Samples C and D. This deviation from linear behaviour could be the result 

of saturable absorption. Investigation of optical absorption in the linear regime was 

carried out. The results are presented in Chapter 6: Linear Optical Characterisation 

I  - Absorption Spectroscopy. Absorption at 532 nm (2.33 eV) in the Hnear regime was
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weak for Samples A and B, slightly stronger for Sample E, and strongest for Samples 

C and D. Hence the samples most likely to experience saturable absorption at high 

light intensities at 532 nm would be Samples C and D, followed by Sample E, with 

Samples A and B least likely to undergo saturable absorption. This corresponds to 

the results presented in Figure 5.8.

Evaluation and Com parison of Effective Imaginary

The effective imaginary values for each sample were calculated at a number 

of different incident light intensities. The effective intensity dependent non-linear 

absorption co-efficients, /?e//> were extrapolated by applying a curve fitting method, 

developed by Sean O’Flaherty [24], to the open aperture z-scan curves. The effective 

imaginary can be expressed as

/m{xS> } =  (5,16)

where no is the linear refractive index, cq is the permittivity of free space, c is the 

speed of light and cu is the angular velocity of the incident light.

Figure 5.9 shows the effective imaginary values of each of the samples as a 

function of incident light intensity. Samples C and D have 4 points on the graph rather 

than 5, as they did not exhibit good optical limiting performance at low incident light 

intensity.

Tables 5.1 -  5.5 contain the calculated effective imaginary values of each 

sample over a range of incident light intensities. An average effective imaginary 

value for each sample is also shown in the tables.



5.50E-012

5.00E-012 -

4.50E-012 -

4.00E-012 -

3.50E-012 -

3.00E-012 -
•  Sam ple A 
A Sam ple B 
-■—  Sam ple C 
T  Sam ple D
♦  Sam ple E

*= 2.50E-012 -

'x : 2.00E-012 -
U

1.50E-012 -

1.00E-012 -

5.00E-013 -

0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4

[GW cm  "]

Figure 5.9; Effective imaginary values of each sample as a function of incident 
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Table 5.1; Effective imaginary values for various incident intensities, Sample A.

lo [GW cm-2 [e.s.u.
0.47809
0.54021
0.82581
1.21599
1.53136

4.91388x10-^^
2.55736xl0-*2
3.00636x10-12
2.65234X 10-12 
2.55054x10-12

Average 2.2516x10-12

Table 5.2: Effective imaginary x̂ ^̂  values for various incident intensities. Sample B.

Io[GW cm-2
0.58478
0.51096
0.83466
1.22509
1.6206

1.07039x10-12
3.44009x10-12
4.71894x10-12
4.41537x10-12
4.02808x10-12

Average 3.53457x10-12
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Table 5.3: Effective imaginary values for various incident intensities, Sample C.
Io[GW cm-2 Im {xSf}[e.s.u .

0.63514
0.93454
1.35357
1.79515

2.62178x10“^̂
4.10545x10-^2
4.49206x10-12
4.18686x10-12

Average 3.85154x10-^2

Table 5.4: Effective imaginary values for various incident intensities. Sample D.
Io[GW cm-2

0.87433
1.10366
1.49017
1.99608

4.23791x10-^2
5.04553x10-12
5.40468x10-12
4.84139x10-12

Average 4.88238x10-12

Table 5.5: Effective imaginary x^̂  ̂ values for various incident intensities. Sample E.
Io[GW cm-2

0.47064
0.76097
1.14642
1.6298

2.20291

2.84845x10-1^
8.25873x10-13
6.52098x10-13
3.87122x10-13
3.05626x10-13

Average 3.05626x10-13
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Table 5.6 contains an order of magnitude comparison of values calculated 

for various optical limiting materials. TPP (tetraphenylporpliyrin), PPIX (proto­

porphyrin IX) and SWNT(single wall nanotubes) were analysed in solutions of DMF 

(dimethylformamide), and the values shown are effective imaginary values, as are 

the values for Samples A, B, C, D and E. The rest of the samples were characterised 

in the form of thin films, and the values are absolute. The values shown for each 

material in Table 5.6 were obtained at a wavelength of 532 nni.

Table 5.6: Order of magnitude comparison of the values of various materials.
Sam ple [e.s.u. Ref.

Si02-Au-Ti02 xlO-^ [251
Au-Si02 xlO-® [251
Au-Ti02 xlO-^ [251

Au X 10 -^ [261
Samples A, B, C, D 

Sample E 
TPP

X 10-12  
X l 0 " i 3  

X 10 -13 [27]
PPIX X 10-1 3 [271

SWNT X 10-1 3 [271
Fused silica xH)-i^ [281

5.2.3 Summary

Silicon nanowires with silicon dioxide shells in an isopropanol dispersion display opti­

cal limiting properties. Nanowires with nanospherical inclusions are particularly good 

optical hmiters. They displayed linear absorption characteristics at low incident laser 

energies and enhanced, non-linearly scaled absorption at high incident laser energies. 

Z-scan analysis indicated that non-linear refraction does not contribute significantly 

to the limiting process. The optical extinction is the result of non-linear losses caused 

by absorption and/or scattering.
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The threshold energy at which each sample started  to undergo non-linear opti­

cal extinction was very similar. If the extinction were being caused by two photon 

absorption or the enhancement of effects due to quantum  confinement, then the 

threshold energy would be dependent on the band-structure, and hence the morphol­

ogy of each of the samples. Since this is clearly not the case, the non-linear extinction 

is likely to be the result of a surface effect, such as laser induced breakdown of the 

silicon oxide shell. The z-scan technique was also carried out at 1064 nm. No response 

was achieved from any of the samples. This result strengthens the hypothesis tha t 

the non-linear behaviour has a sizable non-electronic component.

Du et al. dem onstrated laser induced breakdown and plasma formation from bulk 

Si02 in a vacuum. The sample was mounted on a translation stage and probed with 

a 7 ns-150 fs pulses from a 780 nm laser [20]. In the study presented here, a 532 nm 

Nd;YAG laser with 6 ns pulses was used to probe each sample. It is possible th a t laser 

induced breakdown, which is depicted in Figure 5.10 [29], is occurring at the Si02 

oiiter shell. This would cause plasma formation which scatters the light non-linearly, 

in this case at pulse energy densities above 1.5 Jcm “  ̂ (see Figure 5.8).

The effective imaginary values calculated for Samples A, B, C and D were of 

the order of 10“ ^̂  e.s.u., and 10“ ^̂  e.s.u. for Sample E. This implies th a t the optical 

limiting capabilities of the dispersions are not nearly as good as for gold nanostructure 

composites [25], but the capabilities are comparable to optically limiting porphyrins 

[27|.
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Hot
Plasma

Figure 5.10: Laser induced breakdown of silicon oxide

5.3 Scattering

5.3.1 Introduction to  Light Scattering

The scattering of light by molecules and very small particles (< 1/10 wavelength 

of light) is predominantly Rayleigh scattering. Rayleigh scattering is wavelength 

dependent (hence the blue colour of the sky which is due to enhanced scattering of 

wavelengths towards the red end of the visible spectrum). The scattered hght forms 

approximately equally large front and back scattered lobes. For larger particle sizes 

Mie scattering dominates. Mie scattering is not strongly wavelength dependent. It 

produces a large front scattered lobe, and a smaller back scattered lobe [30]. The 

scattering patterns produced by Rayleigh and Mie scattering are illustrated in Figure 

5.11 [30],



109

Rayleigh Scattering Mie Scattering

D irection  of in cid en t light

Figure 5.11: Rayleigh and Mie scattering.

5.3.2 Scattering Experim ents

An additional investigaion was carried out on Sample A, in order to establish whether 

the intensity of the light scattered by the sample scaled non-linearly with incident 

laser intensity.

Angular D ependent Scattering

The sample was placed at the focus of the z-scan beam. The incident laser beam was 

kept at a constant intensity, at a pulse energy density of 7.3 Jcm“ .̂ The intensity of 

the scattered light was measured as a function of angular position around the sample, 

as outlined in figure 5.12.

Intensity D ependent Scattering

Intensity dependent scattering was carried out to observe the onset of non-linear 

behaviour. The apparatus illustrated in Figure 5.12 was utilised for this study. The 

detector and scattering arm were moved to 50 degrees off the horizontal axis, so 

that light scattered by the sample would be falling on the detector. The intensity of



Beam splitter

\

Lens

Scatteiing aim Detector

o

:^dVAG Sample

Reference
Detector

Figure 5.12: Scattering apparatus.

the scattered light was recorded while the intensity of the incident laser beam was 

incrementally increased.

5.3.3 Results

Angular D ependent Scattering

The intensity of the scattered light was measured as a function of angular position 

around the sample. The scattering profile obtained was characteristic of Mie scatter­

ing, with a pronounced front lobe and a diminutive rear lobe. A polar plot of angular 

dependent scattered light intensity is displayed in Figure 5.13.

Intensity D ependent Scattering

The intensity of the scattered light was recorded while the intensity of the incident 

laser beam was incrementally increased. The onset of non-linear dissipation of light 

also marked an increase in the intensity of the scattered signal, as demonstrated in
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Figure 5.13: Angular dependent scattering at a pulse energy density of 7.3 Jcin'

Figure 5.14. The scattered signal scaled non-linearly to pulse energy density. Hence 

non-linear scattering is clearly a contributing factor to the non-linear dissipation.

Pulse Energy Densit>" (J cm ')

Figure 5.14: Intensity dependent scattering.
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5.4 Summary

Oxide coated silicon nanoclusters in an IPA suspension display good optical limiting 

properties, with nanowires that contain spherical inclusions (Samples A and B) dis­

playing enhanced optical limiting capabilities. It is unlikely that the optical limiting 

arises from photoinduced refractive index mismatch, as reported for colloidal suspen­

sions of sihca particles. The intensity of the scattered light scaled non-linearly to 

incident pulse energy density, and hence contributed to optical limiting. It is likely 

that the non-linear scattering has a strong contribution from plasmas which act as 

scattering centres. These plasmas are probably formed by laser induced breakdown 

of the nanostructure’s Si02 outer shells.

Effective values were calculated for each of the samples. The optical limiting 

capabilities of the dispersions were comparable to some optically limiting porphyrins 

[27].
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Chapter 6 

Linear Optical Characterisation I - 

Absorption Spectroscopy

6.1 In troduction  to  A bsorption  Spectroscopy

Absorption spectroscopy is based on the absorption of light by a material through 

the promotion of an electron to a higher energy level within the material. The tech­

nique provides information regarding what energies are preferentially absorbed by a 

material, and hence provides information on the band structure of the system.

6.2 Q uantum  T heory

The energy levels in an atom or molecule are discrete, as are the vibrational energy 

levels. If an electron is to jump to a higher energy level, then the energy of the photon 

initiating the jump must be greater than or equal to the energy difference between 

the two levels. The energy of a photon is given by Equation 6.1,
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=  hv, (6 .1)

where e is the energy of the photon, h is Plank’s constant and v is the frequency of 

the photon [1].

The vibrational energy levels of a molecule are much closer together than the 

electronic energy levels. Photons of a lower energy than that needed for a change in 

the electronic structure of a molecule can therefore cause a change in the vibrational 

energy of the molecule. Infra red light contains sufficient energy to cause vibrational 

changes. Rotational energy levels are even more closely spaced than the vibrational 

energy states. Far infra red and microwave radiation can cause rotational changes.

Ultra violet - visible (UV-Vis) absorption spectra tend to consist of broad humps, 

rather than a series of sharp lines. This is because, in addition to the narrow peaks 

due to electronic transitions, there are also numerous transitions due to vibrational 

and rotational transitions. If a photon arrives with an energy not exactly equal to 

that required for a pure electronic transition, then the leftover energy can be used for 

a vibrational or rotational transition. So in a UV-Vis absorption spectrum there may 

be absorption lines due to electronic transitions, a larger number of vibrational lines 

in between them, and an even larger number of rotational hnes filling in the gaps. In 

addition to this, the molecules of many materials exert forces on each other when in 

solution. This can slightly alter the extremely large number of energy levels and blur 

the spectral lines into bands [1].
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The Beer-Lambert law states that the concentration of a substance in solution is 

directly proportional to the absorbance of the solution. For a sample under study 

in a spectrometer (see Section 6.4), the absorbance will be related to the length of 

the sample cell and the concentration of the solution. If 7q is the intensity of the 

incident radiation and I  is the intensity of the transmitted radiation, then I / I q is 

the transmittance, T.  This is often expressed as percentage transmittance. The data 

obtained from a UV-Vis spectrometer can be expressed in terms of absorbance,

where A  is absorbance, L is the path length of the sample, c is the concentration of 

absorbing material and k is the extinction co-efficient. The extinction co-efficient is a 

constant dependant on the nature of the molecule and the wavelength of the radiation

6.4 T he U V -V is A bsorption  Spectrom eter

A UV-Vis absorption spectrometer is used to record a material’s absorption spectrum. 

Figure 6.1 [2] illustrates the set-up for obtaining the absorption spectrum of a sample 

in solution. Usually two light sources are used in conjunction with each other. A 

tungsten lamp tends to be used as the white light source, and a deuterium lamp as the 

ultraviolet light source. The light sources illuminate the material, and the light that is 

not absorbed completely by the material is detected at the other side of the sample. A 

grating or filter in front of the sample allows you to illuminate the sample selectively, 

by breaking up the light source into its constituent wavelengths. A detector at the

[ ! ] •
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other side of the sample detects the intensity of transmission at different wavelengths. 

Some wavelengths may be attenuated by the sample, and some may be completely 

absorbed. A reference of the solvent is used in conjunction with the sample under 

study. The background absorption due to the solvent can automatically be subtracted 

from the absorption profile by the spectrometer’s accompanying software.

lamp (UV)

M inor 1

kitip (Vis)

Rjefererice
C\ivette

Detector

Mirror Reference

Lens 2

M inor 2 Sample
Cuvette

Detector

Minor 3 Lens 1

Half Minor

Figure 6.1: The UV-Vis absorption spectrometer

6.5 Silicon Absorption

Absorption by bulk silicon is particularly strong at the E\ (3.5 eV) and E2 (4.4 eV) 

points, where the conduction and valence bands are parallel. Absorption at Eg (1.1 

eV) is negligible as this transition is indirect. The long absorption tail between 1.2 and 

3 eV is indicative of the indirect nature of the band-gap [3]. Additional information
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regarding transitions in silicon is available in Chapter 2, section 2.2.5, “Silicon Band 

Structure”. Figure 6.2 shows the typical absorption spectrum  for bulk silicon at 300 

K [4|.

.2 .5
00

- 2.0

-1.5

- 1.0

a.

Energy (eV)

Figure 6.2; Silicon absorption spectrum

Q uantum  confinement influences the absorption spectrum  of silicon. Blue-shift of 

the r  -  X  {E = 1.1 eV) and X 4 -  X \ [E = 4.4 eV) transitions is due to quantum  

confinement [3, 5]. Although the F -  X  transition itself may not be apparent, the 

effect can manifest itself in the blue-shift of the absorption onset after the F -  X  

point. For additional information regarding quantum  confinement, see Chapter 2, 

section 2.3.4.

Q uantum  confinement also causes a red-shift of the F 2 5  -  Fis ( £  =  3.4 eV) transi­

tion [3, 5, 6 ]. This is contrary to the effect usually produced by quantum  confinement, 

where the band-gap energy increases in the confined regime. This unusual effect oc­

curs in silicon due to the saddle point structure of the (indirect) band-gap. Rama
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Krishna and Friesner carried out a nonlocal and energy dependent pseudopotential 

based study on the effect of size on spectroscopic transitions in silicon clusters [6 ]. 

They discovered th a t the direct electronic transitions in the clusters is to the red of 

the corresponding transition in bulk silicon. They also predicted th a t the redshift 

increases with decreasing cluster size. Experimentally, Holmes et al has observed a 

0.2 eV red-shift in the F 2 5  -  F 1 5  transition for silicon clusters 1.5 nm in diameter [5].

6.6 Results

Absorption spectrometry was carried out on each of the five samples in IPA solu­

tion. The dispersions were then left to stand for 2 months, so th a t oxidation would 

occur. Absorption spectroscopy was then carried out on the oxidised samples. The 

absorption spectrum  of each pristine and oxidised sample were compared, to see if any 

observable changes occurred to the absorption spectra of the samples upon oxidation. 

The absorption spectra were obtained using a Shimatzu absorption spectrometer. 

Each sample was studied in a Icni quartz cuvette, in IPA solution. (Absorption 

intensity is given in arbitrary units and the spectra are normalised to the baseline.)

6.6.1 Sam ple A

Figure 6.3 shows the absorption spectrum  for Sample A. Figure 6.4 includes an inset 

illustrating the absorption onset of the sample, and shows two small shoulders th a t 

appeared in the oxidised sample’s spectrum, which will be discussed later.

Both Oxidised and Pristine Sample A exhibited points of inflection near the direct 

band-gap energies of bulk crystalline silicon [7, 8 ]. The absorption onset (F -  X ) of 

Oxidised Sample A was blue-shifted by 0.2 eV from th a t of the pristine sample. This
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Figure 6.3: Absorption spectrum of Sample A
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Figure 6.4: Absorption onsets of Sample A
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indicates that the oxidised sample contains smaller nanocrystals than the pristine 

sample, which are capable of undergoing quantum confinement [3, 5].

6.6.2 Sample B

Sample B

Pristine
Oxidised

s

w%

1.5 2.0 23 3.0 3.5 4.0 4.5 5.0 5.5

Energy (ex’)

Figure 6.5: Absorption spectrum of Sample B

Figure 6.5 shows the absorption spectrum for Sample B. Figiire 6.6 includes an 

inset illustrating the absorption onset of the sample, and shows a small shoulder that 

appeared in the oxidised sample’s spectrum, which will be discussed later.

Both oxidised and pristine Sample B exhibited points of inflection near the direct 

band-gap energies of bulk crystalline silicon [7, 8]. The absorption onset (F -  X)  of 

Oxidised Sample B was blue-shifted by 0.2 eV from that of the pristine sample. This 

indicates that the oxidised sample contains smaller nanocrystals than the pristiie 

sample, which are capable of undergoing quantum confinement [3, 5].
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Figure 6 .6 : Absorption onsets of Sample B

6.6.3 Sample C

Figure 6.7 shows the absorption spectrum for Sample C. Both Pristine and Oxidised 

Sample C showed a similar absorption onset, with both samples exhibiting a strong 

absorption tail approaching 3 eV. Both samples displayed an absorption peak at 3.3 

eV, which would correspond to a 0.1 eV red-shift of the F 2 5  -  Fis transition, which is 

indicative of quantum  confinement [3, 5, 6 ]. Another peak occurred for both samples 

at 3.8 eV. Both samples displayed very strong absorption past the X 4 -  X\ point, 

which occurs at 4.4 eV.

In summary, there was little observable difference between the absorption spectra 

for Pristine and Oxidised Sample C. There was some evidence of quantum  confinement 

occurring in both samples due to the red-shift of the F 2 5  -  F 1 5  transition [3, 5, 6 ].
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Figure 6.7: Absorption spectrum of Sample C

6.6.4 Sample D

Figure 6 . 8  shows the absorption spectrum for Sample D. Both Pristine and Oxidised 

Sample D showed a similar absorption onset. Both samples displayed an absorption 

peak at 3.3 eV, which would correspond to a 0.1 eV red-shift of the F 2 5  -  Fis transition, 

which is indicative of quantum confinement [3, 5, 6 ].

Pristine Sample D exhibited a decrease in absorption between the F 2 5  -  Fis and 

X 4 -  X-i points, but showed increased absorption in the region of the L 3  -  L 3  (5.55 

eV) transition [7].

Oxidised Sample D exhibited strong absorption around 4.8 eV, and also displayed 

additional absorption features in the region.

Therefore, both Pristine and Oxidised Sample D displayed red-shift of the F 2 5  

-  F i 5  transition, which is indicative of quantum confinement [3, 5, 6 ]. Oxidised
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Figure 6 .8 : Absorption spectrum  of Sample D

Sample D displayed interesting absorption features near the X 4 -  X i  (4.4 eV) point, 

which warrant further investigation (see Section 6.7 and Chapter 8 : Linear Optical 

Characterisation - A Discussion).

6.6.5 Sample E

Figure 6.9 shows the absorption spectrum  for Sample E. Both Pristine and Oxidised 

Sample E showed a similar absorption onset. Both samples displayed an absorption 

peak at 3.4 eV, which corresponds to absorption at the F 2 5  -  Fis point.

Pristine Sample E exhibited shoulders in absorption at 4.6 and 4.8 eV. It absorbed 

strongly at higher energies, approaching the L 3  -  L 3  (5.55 eV) point.

Oxidised Sample E exhibited numerous peaks in the region of 4.7 eV, which shall 

be discussed later. It also absorbed strongly in the region of the L 3  -  L 3  (5.55 eV)



128

Sample E

Pristine
Oxidised

1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
Enei-gy (e \’)

F igure 6.9: A b sorp tion  sp ectru m  of Sam ple E

transition .

6.7 Sum m ary

A b sorp tion  sp ectroscop y  w as carried ou t on  all five sam ples, in  th e pristine and ox­

id ised  sta tes . T h e sp ectra  reflected  th e  band-structure o f silicon , w ith  shoulders in 

ab sorp tion  occurring at th e  d irect transition  energies o f bulk silicon. E vidence of 

quan tu m  confinem ent effects were exh ib ited  by th e  sam ples in varying degrees. This 

ev id en ce cam e in th e  form  o f a  b lue-sh ift o f th e F -  X  on set energy and a red-shift 

of th e F 2 5  -  F i 5  tran sition  energy.

A s prev iou sly  s ta ted , th e  d iam eters o f th e  crysta llin e nanow ires and nanospheres 

are to o  large to  experience q uantum  confinem ent. However, quantum  confinem ent
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may occur in the samples at isolated crystalline grain regions th a t exist inside the 

crystalline core, which are smaller than the Bohr exciton radius and can lead to 

quantum  confined emission [9, 10]. Quantum  confined emission can also occur due to 

lattice disruption from defects such as stacking faults and grain boundaries. Grain 

boundaries were imaged during the HRTEM study, see Figures 4.14 and 4.15 in 

Chapter 4- Increasing the oxidation time can lead to an increase in quantum  confined 

effects, as the encroaching oxide forms isolated crystalline grains smaller than  the 

Bohr exciton radius of silicon, and disruption to the lattice increases the number of 

defects [9, 10]. This mechanism is discussed in detail in Chapter 2. Although it was 

impossible to carry out a full HRTEM investigation in this study, a limited Raman 

study {Chapter 4) and an extensive photoluminescence study {Chapter 7) reveal the 

presence of quantum  confined effects.

Some of the samples displayed additional peaks in the blue-shifted X 4 -  X i  region. 

These additional peaks were present in Pristine Sample E, and Oxidised Samples A, 

B, D and E. It is possible tha t these additional features may be indicative of oxidation 

effects. In Chapter 8: Linear Optical Characterisation - A Discussion, the absorption 

results reported here are compared with the Photoluminescence results from Chapter 

1: Linear Optical Characterisation II  - Fluorescence Spectroscopy. The comparison 

indicates tha t the enhanced absorption features found in the -  X \  region are 

indeed indicative of absorption by oxide, rather than  quantum  confined effects.
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Chapter 7 

Linear Optical Characterisation II 

—  Fluorescence Spectroscopy

7.1 G eneral Introduction  to  E xcita tion  and R elax­

ation  M echanism s

Fluorescence is the absorption of a photon, followed by a re-emission of a lower energy 

photon. The difference in energy is used for an internal conversion, usually in the form 

of a molecular vibration (heat). The difference in position between the m axima of the 

absorbed energy and the re-emitted energy for the same electronic transition is called 

the Stokes shift. Energy levels are classified in terms of electronic spin. S refers to 

singlet states and T refers to triplet states. Most materials at room tem perature exist 

in the ground state, termed S q. Consider the situation where a photon is absorbed 

and excites an electron to a higher state: If the photon re-emission occurs between 

two states with the same spin, e.g. S \ to So, then the emission is termed fluorescence.
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If the photon re-emission occurs between two states with different spin, e.g. T\ to 

^o, then the emission is termed phosphorescence. Fluorescence has a much shorter 

hfetime (1 x 10~^s to 1 x 10“^s) than phosphorescence (1 x 10“^s to hours), and 

is much more statistically probable [1]. The low probability of intersystem crossing 

arises due to the fact that the molecules must first undergo spin conversion to produce 

unpaired electrons, which is an unfavourable process. A Jablonski diagram depicts 

the relaxation mechanisms for excited state molecules, and is shown in Figure 7.1 [2].

I
>.O)
0)
£

excited vibrational states 
‘ (excited rotational states not shown)

S,:
1C

ISC

A -  photon absorption
F = fluorescence (emission)
P = phosphorescence
S -  singlet state
T = triplet state
1C = internal conversion
ISC = intersystem crossing

1C
■T,
■T,

electronic ground state

Figure 7.1: Jablonski diagram

Non-radiative processes can also occur. After a photon is absorbed, the excited 

molecule will quickly relax to the lowest vibrational energy level of the excited state. 

Because of this rapid internal conversion, all subsequent relaxation processes occur 

from the lowest vibrational level of the excited state. The primary cause of the Stokes 

shift is this rapid internal conversion in the S\ excited state [3], Internal conversion 

is the radiation-less transition between energy states of the same spin. Intersystem 

crossing is the radiation-less transition between different spin states. Vibrational
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relaxation is the most common of the three, and occurs on the pico-second scale. It 

can occur in the form of vibrations or rotations, and is enhanced by physical contact 

with other molecules. Thus, vibrational relaxation is enhanced in the presence of a 

solvent. When the material in question is in a gaseous phase, vibrational relaxation 

can be increased due to collisions with other gas molecules [1]. When a sample is 

in solution, the emission spectrum tends to appear as a broad band as the detailed 

vibrational structure is lost [3].

7.2 The Fluorim eter

A fluorimeter is a device that records the fluorescence from a material. It operates by 

splitting a light source into its constituent wavelengths, and then selectively exciting 

the material under study. Fluorescence from the material is in turn broken into its 

constituent wavelengths, which then travel to the detector, see Figure 7.2. Generally, 

when studying a fluorescent material, an excitation wavelength is first chosen. The 

emission from the material is then recorded over a range of wavelengths. Usually 

the excitation wavelength is chosen with respect to the UV-Vis absorption spectrum. 

The material is first excited at the wavelength of maximum absorption. The process 

is repeated using different excitation wavelengths until the fluorescence is maximised. 

This process can be quite haphazard, due to the Stokes effect.

7.3 Fluorescence in N anostructured Silicon

As discussed in Chapter 2, bulk silicon is an indirect band-gap material, and is there­

fore an inefficient light emitter. However, nanostructured silicon can photo-luminesce
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Figure 7.2: Fluorimeter

(PL) through a variety of different mechanisms. This section will concentrate on PL 

mechanisms in oxide coated silicon nanostructures. These structures are relevant to 

the samples under study in this report.

PL in the red region (700 -  900 nm) and at the in the direct electron-hole recom­

bination energies in the ultra-violet region (280 -  400 nm) occurs due to quantum 

confinement [4, 5, 6, 7].

Emission in the blue-green region arises from radiative decay of self-trapped ex- 

citons. These can occur at defect centres located at the SiO^/Si interface or in the 

amorphous silicon oxide layer [8, 5]. PL at wavelengths as low as 420 nm have been 

attributed to this mechanism [5].
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7.4 Results

Three dimensional photoluminescence (3DPL) spectroscopy was carried out on each 

pristine and oxidised sample. The results were then compared to identify any changes 

in the PL spectra that occurred upon oxidation. The 3DPL analysis gave information 

on the emission bands of each sample, and also on what excitation energies each 

sample photoluminesced for.

2D PL analysis was also carried out. The PL spectrum of each pristine and 

oxidised sample was recorded for excitation at 200 nm. The 2D PL spectra provided 

detailed information on PL peak positions, which are not as easily identifiable from 

the 3DPL spectra. All PL measurements were recorded using a Perkin Elmer LS-55 

fluorimeter.

7.4.1 Sam ple A

Figures 7.3 and 7.4 show the 3D PL spectra for Pristine Sample A. Emission occurred 

for excitation wavelengths between 200 nm and 345 nm (6.20 -  3.59 eV). Pristine Sam­

ple A’s most intense emission peak occurred at 384 nm, for an excitation wavelength 

of 323 nm. The ridge-like structure that occurred across the 3D PL graph is evidence 

of an inhomogeneous size distribution of nanocrystals.
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Figure 7.3: 3D PL graph, Pristine Sample A (i)
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Figure 7.4: 3D PL graph. Pristine Sample A (ii)
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Figure 7.5: 3D PL graph, Oxidised Sample A (i)
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Figure 7.6: 3D PL graph, Oxidised Sample A (ii)

Figures 7.5 and 7.6 show the 3D PL spectra for Oxidised Sample A. Emission
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occurred for excitation wavelengths between 200 nm and 290 nm (6.20 -  4.38 eV). 

Strong, broad emission occurred in the ultra-violet region.

Pristine Sample A

3
a

400 500 600 700 800200 300 900

Oxidised Sample A
c

400 500 600 700 800200 300 900
Wavelength (nm)

Figure 7.7: 2D PL graph for excitation at 200 nm, Sample A

Figure 7.7 compares the PL of Pristine and Oxidised Sample A for excitation 

at 200 nm. PL occured in the red region (700 -  800 nm) for both samples, with 

Oxidised Sample A producing more intense PL. PL in this region is due to quantum 

confinement [4, 5, 6]. Oxidised Sample A produced intense luminescence in the ultra­

violet region at energies corresponding to the direct recombination energies of bulk 

silicon. This emission is due to quantum confinement [7] and will be examined further 

in Chapter 8: Linear Optical Characterisation - A Discussion.

Oxidised Sample A also produced strong emission in the 500 -  600 nm region.
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This emission is due to radiative decay of self-trapped excitons [8, 5].

Strong broad emission occurred for Pristine Sample A in the ultra- violet to violet 

region (350 -  500 nm), with a sizable component occurring in the visible region 

(above 400 nm). It is likely that the PL arises from direct recombination of carriers 

at the interface between the crystalline silicon nanoclusters and the oxide shell. This 

mechanism will be explored further in Chapter 8: Linear Optical Characterisation - 

A Discussion.

7.4.2 Sam ple B

240 J  R idge-like 
I Structure

M ost Intense j 
Em ission J

E m ission  (nm )

Figure 7.8: 3D PL graph, Pristine Sample B (i)

Figures 7.8 and 7.9 show the 3D PL spectra for Pristine Sample B. Emission 

occurred for excitation wavelengths between 200 nm and 345 nm (6.20 -  3.59 eV). 

Pristine Sample B exhibited a strong emission peak at 400 nm when excited at 323
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Figure 7.9: 3D PL graph, Pristine Sample B (ii)
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Figure 7.10: 3D PL graph. Oxidised Sample B (i)
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nm, but its most intense peak in emission occurred at 423 nm, for a corresponding 

excitation wavelength of 231 nm. A ridge-like structure occurred across the 3D PL 

graph, and is evidence of an inhomogeneous size distribution of nanostructures.

Oxidised Sample B

Em ission (nm)

Figure 7.11: 3D PL graph, Oxidised Sample B (ii)

Figures 7.10 and 7.11 show the 3D PL spectra for Oxidised Sample B. Emission 

occurred for excitation wavelengths between 200 nm and 290 nm (6.20 -  4.38 eV). 

Strong, broad emission occurred in the ultra-violet region.

Figure 7.12 compares the PL of Pristine and Oxidised Sample B for excitation at 

200 nm. PL occurred in the red region (700 -  800 nm) for both samples, with Oxi­

dised Sample B producing more intense red PL. PL in this region is due to quantum 

confinement [4, 5, 6]. Oxidised Sample B produced intense luminescence in the ultra­

violet region at energies corresponding to the direct recombination energies of bulk 

silicon. This is indicative of quantum confinement [7] and will be examined further 

in Chapter 8: Linear Optical Characterisation - A Discussion.
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Oxidised Sample B also produced strong emission in the 500 -  600 nm region. 

This emission is due to radiative decay of self-trapped excitons [8, 5].

Strong broad emission occured for Pristine Sample B in the ultra- violet to violet 

region (350 -  500 nm), with a sizable component occurring in the visible region 

(above 400 rmi). It is likely that the PL arises from direct recombination of carriers 

at the interface between the crystalline sihcon nanoclusters and the oxide shell. This 

mechanism will be explored further in Chapter 8: Linear Optical Characterisation - 

A Discussion.

Pristine Sam ple B

3  ,
c« I^ 200 300 400 700500 600 800 900

Oxidised Sam ple B

200 300 400 500 600 700 800 900

W avelength (nm)

Figure 7.12: 2D PL graph for excitation at 200 nm, Sample B
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7.4.3 Sample C

Figures 7.13 and 7.14 show the 3D PL spectra for Pristine Sample C. Emission oc­

curred for excitation wavelengths between 200 nm and 320 nm (6.20 -  3.88 eV). 

Pristine Sample C exhibited a strong emission peak at 420 nm when excited at 200 

nm, but its most intense peak in emission occurred in the red region. Emission in the 

red region is due to quantum confinement [4, 5, 6].

Sample C

300 350 400 450 500 550

Emission (nm)

Figure 7.13: 3D PL graph, Pristine Sample C (i)

Figure 7.15 shows the 3D PL spectrum for Oxidised Sample C. Strong emission 

occurred for excitation wavelengths between 200 nm and 220 nm (6.20 -  5.64 eV). 

The most intense emission occurred in the violet region.

Figure 7.16 compares the PL of Pristine and Oxidised Sample C for excitation at 

200 nm. Pristine Sample C exhibited strong PL in the red region, whereas Oxidised 

Sample C did not photoluminesce in this region. PL in the red region is due to 

quantum confinement [4, 5, 6].
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Figure 7.14: 3D PL graph, Pristine Sample C (ii)
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Figure 7.15: 3D PL graph. Oxidised Sample C
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Figure 7.16: 2D PL graph for excitation at 200 nm, Sample C

Both samples displayed photoluminescence in the ultra violet -  green regions. PL 

in the blue -  green region is due to radiative decay of self-trapped excitons [8, 5]. 

Emission in the ultra violet -  violet region is due to quantum confinement [7]. The 

pristine sample photoluminesced more strongly in this region than the oxidised sample 

did.

7.4.4 Sam ple D

Figure 7.17 shows the 3D PL spectrum for Pristine Sample D. Emission occurred for 

excitation wavelengths between 200 nm and 230 nm (6.20 -  5.39 eV). Pristine Sample 

D exhibited strong emission in the blue -  green region, with the most intense emission 

peak occurring at 488 nm for excition at 200 nm. Emission in this region is due to
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radiative decay of self-trapped excitons [8, 5].

Sample D
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Figure 7.17; 3D PL graph, Pristine Sample D (i)
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Figure 7.18: 3D PL graph. Oxidised Sample D
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Figure 7.18 shows the 3D PL spectrum for Oxidised Sample D. Emission occurred 

for excitation wavelengths between 200 nm and 230 nm (6.20 -  5.39 eV). The emission 

is similar to that produced by Pristine Sample D, with the addition of strong emission 

occurring at 560 nm for excitation at 210 nm.

Pristine Sam ple D

3

i 200
c w c

300 400 600 700 800 900500

Oxidised Sample D

400 500 600 800 900200 300 700
Wavelength (nm)

Figure 7.19: 2D PL graph for excitation at 200 nm, Sample D

Figure 7.19 compares the PL of Pristine and Oxidised Sample D for excitation at 

200 nm. The pristine and oxidised samples produced similar emission spectra. The 

PL spectra for both samples is dominated by broad emission between 250 and 700 

nm, with the most intense emission occurring arovmd 500 nm. Hence the emission is 

dominated by the radiative decay of self-trapped excitons [8, 5].
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7.4.5 Sam ple E

Figures 7.20 and 7.21 show the 3D PL spectra for Pristine Sample E. Emission oc­

curred for excitation wavelengths between 200 nm and 230 nm (6.20 -  5.39 eV). Some

weak emission was exhibited in the red region, between 700 and 800 nm, which is due

to quantum confinement [4, 5, 6]. Pristine Sample E exhibited strong emission in

the blue -  green region. Emission in this region is due to the radiative decay of

self-trapped excitons [8, 5]. It also emitted strongly in the ultra violet region, with

Pristine Sample E’s most intense emission occurring at 286 nm (4.34 eV) for excita­

tion at 208 nm. This corresponds to direct recombination at the X 4 — Xi  (4.4 eV)

point [7].
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Figure 7,20: 3D PL graph. Pristine Sample E (i)

Sample E

Em ission  (nm )

Figures 7.22 and 7.23 show the 3D PL spectra for Oxidised Sample E. Emission 

occurred for excitation wavelengths between 200 nm and 245 nm (6.20 -  5.06 eV).
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Figure 7.21: 3D PL graph, Pristine Sample E (ii)
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Figure 7.22: 3D PL graph. Oxidised Sample E (i)
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Figure 7.23: 3D PL graph, Oxidised Sample E (ii)

Oxidised Sample E exhibited its strongest emission in the blue -  green region, at 555 

and 565 nm, for excitation at 210 nm. Emission in this region is due to the radiative 

decay of self-trapped excitons [8, 5]. It also emitted in the ultra violet region, but 

with less intensity than in the blue -  green region.

Figure 7.24 compares the PL of Pristine and Oxidised Sample E for excitation at 

200 nm. Pristine Sample E emitted in the blue -  green region, through the radiative 

decay of self-trapped excitons [8, 5]. It also showed evidence of PL due to quantum 

confinement effects. An emission band was evident between 700 and 800 nm, which 

is due to quantum confinement [4, 5, 6]. Also, the most intense emission for Pristine 

Sample E occurred at 286 nm (4.34 eV), which corresponds to direct recombination 

at the X 4  — X 1 (4.4 eV) point. This direct recombination is a consequence of quantum 

confinement [7].

Oxidised Sample E emitted most strongly in the blue -  green region, and produced
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Figure 7.24: 2D PL graph for excitation at 200 nm, Sample E

emission that was dominated by the radiative decay of self-trapped excitons, rather 

than by quantum confinement. It showed negligible evidence of PL between 700 and 

800 nm, and much weaker emission at 286 nm (4.34 eV), than Pristine Sample E.
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7.5 A dditional Technique: Lifetime m easurem ents

Lifetime measurements were carried out on Pristine Sample A in order to elucidate 

the PL mechanisms that contributed to the strong, broad emission that occurred for 

Pristine Samples A and B (see Figures 7.3 and 7.8).

A solid piece of Pristine Sample A was dispersed in ultra-pure water by gentle 

agitation from a sonic tip. Lifetime analysis was carried out using a FluoTirne 200 

PicoQuant system, for excitation at 295 nm. This machine records fluorescence de­

cay by means of time-correlated single photon counting. The instrument response 

function was less than 50 ps. The PL decay was recorded at 400 nm and 420 nni.

7.5.1 T he F luoT im e 200 PicoQ uant Fluorim eter

The FluoTime 200 PicoQuant houses all of the optics and electronics needed for 

recording fluorescence decays by means of Time-Correlated Single Photon Counting 

(TCSPC). The set-up can be used with either a femtosecond or picosecond laser 

system. In this investigation, a pulsed laser diode of wavelength 295 nm was utilised. 

The system allows operation at more than 80 MHz repetition rate and count rates of 

up to several million counts per second.

The optical set-tip achieves high sensitivity by using quartz collecting optics, along 

with vertical dispersion to maximise the overlap of the excitation beam and the 

detection volume within the sample. The monochromators are fitted with a stepper 

motor to enable Time-Resolved Emission Spectroscopy (TRES). TRES enables the 

fluorescence lifetime to be automatically recorded as a function of emission wavelength 

and facilitates detailed analysis of the decay. A complementary software analysis 

system for TRES (FluoPlot) is provided with the system.
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A range of detectors are available, including standard photomultiplier tubes to 

extremely fast micro-channel plate photomultiplier tubes (MCP-PMT). MCP-PMT 

allow detection with an instrument response function of less than 50 ps. A MCP-PMT 

was used in this investigation. The data acquisition is done on a single PC-card, and is 

controlled by software which provides functions such as setup parameters and control 

of the measurement in the selected operation mode. Figure 7.25 [9] is a photograph 

of the FluoTime 200 PicoQuant device used in this study. Figure 7.26 [10] illustrates 

the basic set-up of a FluoTime PicoQuant system. The FluoTime 200 PicoQuant has 

additional features such as a choice of various detectors, and for spectral filtering, a 

choice of monochromators instead of cut-off filters [11],

Figure 7.25: The FluoTime 200 PicoQuant system.
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Figure 7.26: FluoTime PicoQuant components.

7.5.2 Results

Figures 7.27 and 7.28 show the fluorescence decay for emission at 400 nm and 420 

nm respectively. The red lines correspond to the reference solvent, and the blue 

lines correspond to the sample dispersion. The initial peak intensity corresponds to 

excitation from the diode. The slower return to baseline intensity levels for the sample 

dispersion is due to photoluminescence.

The PL decay for emission at 400 nm and 420 nm were both best fit, in terms of 

by a third order decaying exponential. This corresponds to three decay lifetimes. 

The residuals of these fits can also be seen in Figures 7.27 and 7.28. Ideally, residuals 

should show no pattern. Pattern in the residuals means that there is something that 

the model is not picking up. The residuals for the fits in Figures 7.27 and 7.28 are
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Figure 7.27: Plot of fluorescence decay for emission at 400 nm

good quality, and appear to show almost random variation around the mean, for 

emission at 400 nm was 1.110, and for emission at 410 nm was 1.142. The good quality 

residuals and low values for indicate that the third order decaying exponential was 

a good fit to the decays.

Figure 7.29 shows the fitted decay for emission at 400 nm, with Figure 7.30 showing 

the corresponding confidence intervals for the decay lifetimes. Figure 7.31 shows the 

fitted decay for emission at 420 nm, with Figure 7.32 showing the corresponding 

confidence intervals for the decay lifetimes.

The lifetimes were recorded at two different emission wavelengths, but corre­

sponded well to each other (they are listed in Figures 7.29 and 7.31). The quickest, 

slowest, and middle decay lifetimes were averaged for the two emission wavelengths to
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Figure 7.28: Plot of fluorescence decay for emission at 420 nm

give representative results. This gave average lifetimes of 0.466 ns, 2.903 ns and 7.950 

ns. These short, nanosecond scale lifetimes are consistent with direct electron-hole 

recombination [12].
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Figure 7.29: F itted  decay with exponential components for emission at 400 nm
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Figure 7.30: Confidence intervals of the decay lifetimes for emission at 400 nm
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7.6 Summary

A photoluminescence study of the samples in pristine and oxidised states was carried 

out. This photoluminescence was due to quantum confinement and the radiative 

decay of self-trapped excitons. A more detailed analysis of the results is presented 

in Chapter 8: Linear Optical Characterisation - A Discussion, where absorption and 

morphology data are included in the analysis to ascertain morphology specific PL 

mechanisms.

Lifetime measurements were performed on Pristine Sample A to establish the 

nature of an interesting band of luminescence that occurred for Pristine Samples A 

and B in the violet region. The results indicated that the strong, broad emission 

that occurred for Pristine Samples A and B was the result of direct electron-hole 

recombination. This mechanism will be discussed further in Chapter 8: Linear Optical 

Characterisation - A Discussion.
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Chapter 8 

Linear Optical Characterisation - 

A Discussion

8.1 Samples A and B

Pristine Samples A and B displayed strong emission centered around 400 nm, and 

some weaker emission in the red region. The red emission is due to quantum confine­

ment [1, 2, 3], as per the models described in Chapter 2, section 2.4 Luminescence from  

Silicon, see subsections “Emission due to Quantum Confinement” and “The Effect of 

Oxidation on Quantum Confinement” . Both Pristine Samples A and B exhibited a 

strong emission band in the violet region for a wide range of excitation energies, 6.20 

-  3.59 eV (200 -  345 nm). This is in contrast to Pristine Samples C, D, and E, which 

only produced strong emission for a narrower range of high excitation energies.

In terms of sample morphology, Pristine Samples A and B contained spheres of 

crystalline silicon encased in oxide. This is in contrast to Pristine Samples C, D and 

E, which consisted of crystalline silicon nanowires encased in oxide. It is proposed
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here that the strong, broad emission that occurred for a wide range of excitation 

energies is a consequence of the morphology of Pristine Samples A and B. The PL 

in the violet region could be influenced by a form of vibronic couphng between the 

crystal lattice and the terminating surface, silicon oxide.

Evidence of electronic sublevels resonantly coupled to surface vibrational modes 

has been reported for silicon nanocrystals in the strong confinement regime. It may 

be due to a polarisation field produced by coherent longitudinal polar vibrations. It 

is thought that the resulting efficient photoluminescence occurs due to the inhibition 

of non-radiative channels rather than the enhancement of radiative channels [4].

The diameters of the crystalline silicon spheres present in Pristine Samples A and 

B were too large to be influenced by quantum confinement. It may be that vibronic 

coupling is induced due to the spherical nature of the nanospheres which allows for 

increased contact between the crystalline silicon and the silicon oxide. Bulk silicon 

displays only weak vibronic phenomena [5, 6] whereas silicon dioxide has high ionicity 

[7]. Electronic states in the region of a crystalline silicon - silicon dioxide interface 

would be expected to exhibit properties influenced by both materials [8]. It has been 

shown that chain-like (silicon oxide embedded nanocrystals) nanowires exhibit a much 

stronger Si02 resonance in x-ray absorption than standard silicon nanowires. This 

has been attributed to a larger ratio of silicon oxide atoms to elemental silicon atoms 

in the chainlike wires [9].

In order to establish the nature of the emission in the violet region for Pristine 

Samples A and B, an additional technique was carried out. Lifetime measurements 

were performed on Pristine Sample A for emission in the violet region in order to 

establish a lifetime for the emitting species. Three lifetimes on the nano-scale were 

detected, which is consistent with direct electron-hole recombination [10]. It is pro-
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posed here th a t this direct recombination is a consequence of vibronic couphng be­

tween the crystalhne spheres and the oxide shell. Pristine Sample A’s most intense 

emission occurred at 3.22 eV (384 nm), and Pristine Sample B exhibited a strong 

emission peak at 3.10 eV (400 nm). The broad emission could therefore arise from 

enhancement of the vibronically coupled F 2 5  — F i5  (3.4 eV) transition.

Oxidised Samples A and B em itted most intensely in the ultra-violet. This emis­

sion only occurred for excitation at high energies. It is likely th a t upon oxidation of 

the pristine samples, the vibronically coupled state  th a t existed breaks down. This 

could occur either through reduction in the lattice size to such an extent th a t its 

vibronic component is no longer strong enough to couple efficiently w ith the oxide 

layer, or through the destruction of the regularity of the lattice by the encroaching 

oxide.

For the oxidised samples, the most intense PL occurred at wavelengths corre­

sponding to the direct energy gaps of bulk silicon, and is therefore the result of 

quantum  confinement [1 1 ]. Oxidised Sample A displayed peaks at 352 nm and 294 

- 288 nm (3.52 and 4.22 - 4.31 eV) and Oxidised Sample B displayed peaks at 350, 

297 and 287 nm (3.54, 4.18 and 4.32 eV). This corresponds to direct electron hole 

recombination a t the F 2 5  — Fjs (3.4 eV) and X 4 — X j  (4.4 eV) points. This quantum  

confined emission is the result of increased oxidation, as per the model described in 

Chapter 2, section 2.4 Luminescence from  Silicon, subsection “The Effect of Oxida­

tion on Q uantum  Confinement” . PL intensity in the red region also increased upon 

oxidation. This red emission is also due to  quantum  confinement [1, 2, 3].

A broad band of blue -  green emission occurred for the oxidised samples, which 

is due to self-trapped excitons located a t defect centres in the SiO^/Si interface, or 

in the amorphous silicon oxide layer [1 2 , 2 ].
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In summary, the emission for Pristine Samples A and B was dominated by strong 

emission in the violet region. Lifetime measurements showed th a t this emission was 

due to the direct recombination of excitons. There was also some weak emission in 

the red region, due to quantum  confinement [1, 2, 3].

Upon oxidation, the strong emission in the violet region decreased greatly. The PL 

became dominated by emission a t the direct transition energies of bulk silicon. Hence 

increased oxidation led to an increase in PL due to quantum confinement [11, 1, 2, 3], 

most likely through the model described in Chapter 2, section 2.4 Luminescence from 

Silicon, subsection “The Effect of Oxidation on Quantum Confinement” .

The encroaching oxide also lead to the production of emission in the blue -  green 

region due to self-trapped excitons [12, 2]. The PL results were in agreement with 

the absorption results, which showed weak evidence of quantum  confinement for the 

pristine samples, but stronger evidence for the oxidised samples.

8.2 Sam ple C

The absorption spectra presented in Chapter 6 showed some evidence of quantum  

confinement in both Pristine and Oxidised Sample C due to the red-shift of the 

r 2 5  — Pis absorption onset [11, 13, 14]. The PL data indicated the presence of strong 

quantum  confinement effects in Pristine Sample C, and weaker quantum  confined 

effects in the oxidised sample.

Pristine Sample C exhibited an emission band in the blue -  green region due to 

self-trapped excitons [12, 2]. It also displayed a peak in emission at 350 nm (3.54 eV) 

which is attributed to direct recombination at P 2 5  — Pis due to quantum  confinement 

[11]. The dominant emission for the pristine sample occurred in the red region. This
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intense emission is also due to quantum confinement [1, 2, 3],

Oxidised Sample C exhibited its dominant emission in the violet -  blue region. 

Emission in the red region was negligible. The peak tha t had occurred at 350 nm for 

the pristine sample became a shoulder for the oxidised sample. The PL intensity a t 

350 nm was greatly reduced relative to the blue -  green emission.

In summary, Pristine Sample C displayed emission due to self-trapped excitons, 

but was dominated by emission in the red region, which was due quantum  confinement 

[1, 2, 3]. Evidence of quantum  confinement also included emission at an energy 

corresponding to direct recombination in bulk silicon in the ultra-violet region [11].

Upon oxidation, it appears tha t the nanocrystallites tha t had been present and 

which were the source of the quantimi confined emission, were greatly diminished (see 

Chapter 2, section 2.4 Luminescence from Silicon, subsection “The Effect of Oxidation 

on Q uantum  Confinement” ). Emission due to quantum confinement in the red region 

became negligible, and the peak tha t had occurred at the F 2 5  —Fis transition energy in 

the pristine sample became a shoulder with greatly reduced intensity. The emission 

for Oxidised Sample C was dominated by surface states and self-trapped excitons, 

with a greatly reduced component arising from quantum  confinement.

8.3 Sam ple D

The absorption spectra for Pristine and Oxidised Sample D indicated the possible 

presence of quantum  confinement effects. However, the PL results indicated tha t the 

emission was dominated by oxide induced effects, and a measurable component did 

not arise due to quantum confinement.

The PL spectra for Pristine and Oxidised Sample D were very similar. No discern-
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able alteration occurred to the PL spectrum of the sample upon oxidation. Strong 

emission occurred in the violet -  green region, due to self-trapped excitons and surface 

states [12, 2],

In summary, the emission for Pristine and Oxidised Sample D was not discernably 

different. The emission for both samples was dominated by self-trapped excitons and 

surface states [12, 2]. There was no apparent contribution from quantum confinement 

effects.

8.4 Sam ple E

The PL data showed the presence of strong quantum confinement effects in Pristine 

Sample E, and weaker quantum confined effects in the oxidised sample.

Pristine Sample E exhibited an emission band in the blue -  green region due to 

self-trapped excitons [12, 2]. Pristine Sample E also displayed a peak in emission 

at 352 nm (3.52 eV) which corresponds to direct recombination at F2 5  — Pis due to 

quantum confinement [11]. The dominant emission for the pristine sample occurred 

at 287 nni (4.32 eV) which corresponds to direct recombination at X^ — Xi.  Emission 

also occurred in the red region, and is also due to quantum confinement [1, 2, 3].

Upon oxidation, self-trapped excitons became the dominant emission species [12, 

2]. Emission in the red region and at the direct recombination energies of bulk silicon 

became less intense relative to emission in the blue -  green region.

In summary. Pristine Sample E displayed some emission due to self-trapped exci­

tons [12, 2]. The emission was dominated by quantum confinement effects. Evidence 

of quantum confinement included intense emission at energies corresponding to direct 

recombination in bulk silicon [11], and emission in the red region [1, 2, 3].
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Upon oxidation, emission due to quantum confinement in the red region became 

neghgible, and the peaks th a t had occurred at the direct transition energies in the 

pristine sample were greatly reduced. The emission for Oxidised Sample E was domi­

nated by self-trapped excitons, with a greatly reduced component arising from quan­

tum  confinement. This is in agreement with the model described in Chapter 2, sec­

tion 2,4 Luminescence from Silicon, subsection “The Effect of Oxidation on Quantum  

Confinement” .

8.5 A bsorption  at X 4 — X i

It has been reported in literature th a t quantum  confinement causes a blue-shift of the 

r  -  A'’ {E = 1.1 eV) transition, a red-shift of the F 25 -  Fis {E = 3.4 eV) transition 

[11, 13, 14], and a blue-shift of the X 4  -  X \  {E = 4.4 eV) transition [13, 14], It became 

apparent during the course of this study th a t the occurrence of additional features 

such as peaks and shoulders in the energy region just above the X 4  -  X i  transition 

is indicative of extensive oxidation effects rather than quantum  confinement.

A blue-shift of the absorption at X 4  -  X \  along with some absorption shoulders 

were apparent in only one of the pristine samples, namely Pristine Sample E. Pristine 

Sample E exhibited strong emission in the blue -  green region, and was therefore 

strongly influenced by oxide effects (self-trapped excitons occur more frequently in 

regions of heavy oxidation and defects). W hat could be interpreted as blue-shift of 

the X 4  -  X i  absorption onset along with additional features occurred for Oxidised 

Samples A, B, D and E. Conclusions cannot be drawn from studying Oxidised Samples 

A and B alone. Upon oxidation their blue -  green oxide related emission became 

intense, but there were also contributions from quantum  confinement.
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The study of the PL from Oxidised Samples D and E elucidates the situation. The 

PL line shape for Pristine and Oxidised Sample D were not discernibly different from 

each other, with emission dominated by self-trapped excitons. However, the oxidised 

sample displayed additional absorption peaks in the blue-shifted X 4  -  Xi  region.

Pristine Sample E produced blue -  green emission which arose from self-trapped 

excitons [12, 2], and emission due to quantum confinement [1, 2, 3]. The absorption 

spectrum contained some shoulders in the blue-shifted X 4  -  Xi region. The PL from 

Oxidised Sample E was dominated by self-trapped excitons, with a greatly dimin­

ished component arising due to quantum confinement. The corresponding absorption 

spectrum contained a series of peaks in the blue-shifted X 4  -  Xi region.

In sunnnary, the cormnon factor linking all of the samples which produced ab­

sorption features above the X 4  -  Xi transition energy wa« emission that was strongly 

influenced by self-trapped excitons, not quantum confinement effects as has been re­

ported in literature [13, 14]. Hence, analysis of the “blue-shifted X4  -  Xi” absorption 

region could possibly be used to infer the extent of oxidation in a silicon sample.

8.6 Summary

The absorption and PL spectra from each sample in a pristine and oxidised state were 

recorded and studied. The observed emission species included quantum confinement, 

surface states and self-trapped excitons. Pristine Samples A and B displayed broad 

emission for a wide range of exciton energies, which was attributed to a form of 

vibronic coupling.

It became apparent that oxidation of the pristine samples did not just lead to an 

increase in oxide effects such as self-trapped excitons. Some of the oxidised samples
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displayed emission due to quantum confinement. This behaviour is in agreement with 

the model described in Chapter 2, section 2.4 Luminescence from Silicon, subsection 

“The Effect of Oxidation on Quantum Confinement” .

It had been reported in literature that quantum confinement causes a blue-shift of 

the -  X i {E — 4.4 eV) transition [13, 14]. It became apparent during the course 

of this study that the occurrence of additional features such as peaks and shoulders in 

the energy region just above the -  X i transition is indicative of extensive oxidation 

effects e.g. self-trapped excitons, rather than quantum confinement (which does not 

occur in the “extensively” oxidised regime, see Chapter 2, section 2.4 Luminescence 

from Silicon, subsection “The Effect of Oxidation on Quantum Confinement”).
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Chapter 9 

Conclusions

9.1 R esu lts

Characterisation of the morphological and optical properties of various silicon nanowire 

structures was carried out. Stable suspensions of each nanowire type were obtained 

by the sedimentation method described by Nicolosi et al. [1], which allowed detailed 

three dimensional photoluminescence and z-scan based non-linear characterisation to 

be carried out.

Non-linear characterisation revealed tha t oxide coated silicon nanoclusters in an 

IPA suspension display good optical limiting properties, with nanowires th a t contain 

spherical inclusions (samples A and B) displaying enhanced optical limiting capa­

bilities compared to th a t of standard, cylindrical silicon nanowires. The effective 

imaginary values calculated for the samples were comparable to some optically 

limiting porphyrin based solutions. It is unlikely tha t the optical limiting arises from 

photoinduced refractive index mismatch, as previously reported [2]. Scattering in­

duced optical limiting was apparent, and is attributed to laser induced breakdown of
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the sihcoii oxide outer shell.

Absorption spectroscopy was carried out on the samples, in the pristine and oxi­

dised states. Evidence of quantum confinement effects were exhibited by the samples 

in varying degrees. This evidence came in the form of a blue-shift of the F -  X  onset 

energy and a red-shift of the F2 5  -  Pis transition energy [3, 4, 5]. The occurrence 

of additional features such as peaks and shoulders in the energy region above the 

X 4 -  X i  transition is indicative of extensive oxidation effects, rather than quantum  

confinement as reported elsewhere [4, 5].

A detailed photoluminescence study revealed emission due to a number of different 

mechanisms. Emission species included quantiun confinement [6, 7, 8, 3], and effects 

such as surface states and self trapped excitons which occur at defect centres located 

at the SiOx/Si interface or in the amorphous silicon oxide layer [9, 7]. Pristine Samples 

A and B displayed broad emission for a wide range of exciton energies, which lifetime 

measurements showed to be the result of direct electron-hole recombination. It is 

possible that this effect arose due to the spherical nature of the nanocrystals and 

the high ionisity of the silicon oxide shell producing a form of vibronic coupling 

[10, 11, 12]. Oxidation of the pristine samples lead to an increase in oxide effects such 

self-trapped excitons [9, 7], with some of the oxidised samples displaying emission due 

to quantum confinement [6, 7, 8, 3]. It is hkely that this emission arose due to the 

encroaching oxide forming isolated crystaUine grains, capable of undergoing quantum  

confinement (see Chapter 2, Section 2.4 Luminescence from Silicon, subsection “The 

Effect of Oxidation on Quantum Confinement”).
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9.2.1 Optical Limiting

The nanowires that contained spherical inclusions (samples A and B) displayed some 

very interesting features that may lead to real-world applications. One such feature 

is good optical limiting capabilities. The self-healing ability of solution based opti­

cal limiters makes them auspicious materials for real world applications, such as the 

protection of optical sensors from intense laser sources. As the optical limiting mech­

anism for these samples seems to arise mainly from a surface effect, i.e. non-linear 

scattering due to laser induced breakdown of the silicon oxide shell, optical limiting 

may endure even after oxidation of the sample has occurred. A simultaneous high 

resolution transmission electron microscopy study and z-scan characterisation carried 

out at regular intervals would elucidate any changes that occur to the optical limiting 

capabilities of the samples as a function of oxidation.

9.2.2 Biological Applications

Samples A and B exhibited strong broad emission in the violet region, for a wide 

range of excitation energies. A detailed three dimensional photoluminescence study 

carried out on a larger number of similar structures of various dimensions may be 

of importance for biological applications. The nanostructures studied here satisfy 

the conditions needed for use in the human body, i.e. they produce strong photolu­

minescence with a fast radiative recombination rate; the photoluminescence can be 

produced in water based solution; and as the nanospheres consist of silicon with a 

silicon oxide coating, they are non-toxic [13].
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Nanomaterials are currently being studied for use in cell imaging and for targeting 

the destruction of cells. Some nanomaterials can be functionalised to interact with 

specific biological agents. The abihty of some nanomaterials to fluoresce and/or 

absorb heat makes them auspicious components for the detection and destruction of 

diseased cells, such as cancer cells. One notable glycan is the Thomsen-Freidenreich 

disaccharide. This is readily detectable in 90% of all primary human carcinomas and 

their metastases [13]. Glycans can be exploited for medical imaging. It is possible 

to encapsulate a luminescent structure with target-specific glycans, which permits 

efficient imaging of the tissue to which the glycans bind with high affinity. The Si02 

surface can be modified to attach to this glycan [13].

The m ajority of fluorescing nanodots which have so far been studied by other 

groups have diameters in the region of 10 nm or less, as the PL produced is usually 

due to a purely quantum confined effect, hence the need for small dot size with 

diameters less than the Bohr radius of the material being used [14]. This does not 

necessarily make the quantum  dots useful for in vivo detection of cancerous sites.

The efficient delivery of quantum  dots to the human body is problematic. In- 

travascular injection is very attractive because it offers the chance to detect every 

tum or in a patien t’s body [15]. Most solid tumors contain strongly permeable, badly 

organised vascular networks [16]. The use of small quantum  dots in the human will 

likely be inefficient, as the vast majority of dots will pass through the body without 

attaching to a cancerous site.

Due to extravasation from the blood circulation, nanoparticles in the size range 

60 -  400 nm preferentially accumulate within the solid tumors [17]. This is also 

called the Enhanced Permeability and Retention Effect [18]. Sample B contained 

photoluminescing nanospheres with an average diameter of 70 nm. Hence Sample B
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contains nanospheres which may be an ideal candidate for intravascular injection. In 

summary, Sample B is the most promising candidate for biological application. It 

contains nanospheres which produce strong PL in the visible; have a fast radiative 

recombination rate; are water soluble; are non-toxic to humans; are functionalisable 

with cancer detecting glycons; and are of a size suitable for delivery into the human 

body by intravascular injection. It is therefore a possible candidate for use as a 

fluorescent marker in the human body.
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