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A bstract

The problem of electronic transport in systems comprising only a handful of atoms is 
on of the most exciting branches of nanoscience. The aim of this work is to address 
the issue of non-equilibrium transport a t the nanoscale. At first, we lay down the 
theoretical framework based on Keldysh’s non-equilibrium Green function formalism. 
We show how this formalism relates to  the Landauer-Biittiker formalism for the linear 
regime and how the current through a nanoscopic system can be related to a rate 
equation for which a steady state  solution can be found. This formalism can be 
applied with different choices of Hamiltonian. In this work we choose to work with 
the Hamiltonian obtained from density functional theory which provides an accurate 
description of the electronic structure of nanoscopic systems. The combination of 
NEGFs and D FT results in Smeagol, a state-of-the-art tool for calculating materials- 
specific electronic transport properties of molecular devices as well as interfaces and 
junctions.

Smeagol is then used to study the magnetoresistance in magnetic point contacts 
and whether asymmetries in the I  — V  characteristics can be explained solely by 
electronic effects. We show how new exchange and correlation functionals must be 
used to accurately portray the electronic transport properties of point contacts with 
adsorbed impurities. Ŵ e also introduce the new concept of molecular spin valves. 
In other words we investigate the possibility of using organic molecules sandwiched 
between magnetic electrodes to create novel GMR devices which combine spintronics 
and the relatively new field of molecular electronics. We show th a t organic molecules 
can be engineered to produce large magnetoresistance ratios and by further choosing 
the end-groups even greater enhancement of these ratios can be achieved. We also 
show how to accurately model spin-polarised scanning tunnelling microscopy using 
Smeagol.

Finally we show how computer simulations can give powerful insights into the 
transport properties of macromolecules ( most notably DNA). We show the main 
mechanism for transport in DNA molecules attached to  gold electrodes and conclude 
th a t it is a wide-gap semiconductor.
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General Introduction

The study of electronic transport through devices comprising only a handful of atoms 
is becoming one of the most fascinating branches of modern solid state  physics. This 
area was initiated with the advent of the scanning tunnelling microscope (STM) [1] 
and at present comprises a mAiItitude of applications which span over several disci­
plines and encompass different technologies, from building blocks for revolutionary 
computer architectures and disposable electronics, to  diagnostic tools for genetically 
driven medicine. Clearly many of these devices will soon change and enhance the 
quality of our daily life.

Recently there has been a growing interest in making electronic devices us­
ing organic molecules. This field, which takes the suggestive name of molecular- 
electronics [2], aims at replacing standard semiconductors with organic materials. 
These have the advantages of being produced with low-tem perature low-cost chemi­
cal methods, instead of expensive high-temperature solid-state growth (e.g. molecu­
lar beam epitaxy) and patterning (lithography) techiriques. In addition the endless 
possibilities of chemical synthesis, end-group and side-chain engineering give good 
expectation for new concept devices.

The standard set up for a molecular electronics device is to sandwich either a 
single molecule or an organic monolayer between metaUic electrodes. This setup was 
first proposed by Aviran and Ratner [3], but was only experimentally accomplished 
much later by Reed and coworkers [4].

From the electronic side negative differential resistance [5] and rectification [6] 
have already been proved at the molecular level and fully functional molecular tran­
sistors [7], memories [8] and logic gates [9, 10] have been dem onstrated suggesting a 
possible road-map to  the post-silicon era. These should produce future generations 
of computers, together with magnetic data  storage devices exceeding the Terabit/in^ 
storage limit. The readout of such high-density d a ta  storage media will be achieved 
using nanoscale devices with magnetic atomic point contacts [11, 12].

At the same time hybrid molecular devices are becoming increasingly popular 
in m ultifunctional sensor design, demonstrating a sensitivity with orders of magni-

1
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tu d e  superior to  those achieved w ith conventional m ethods. These m olecular de­

vices include for exam ple carbon nano tube detectors for N O 2 [13], nerve agents [14], 

nanow ire-based virus detectors [15] and chemical sensors [16]. T he near fu ture should 

see the developm ent of on-chip nanolabs able to  sense a p articu la r signatu re of gene 

or protein expression and  therefore be able to  diagnose various diseases. These will 

be form idable tools for th e  stu d y  of biological system s and in the  field of preventive 

m edicine [17].

Still the  field of biological sciences provides us w ith  a seem ingly unlikely candi­

d ate  for m olecular electronics devices. Desoxyriboimcleic acid (DNA) has interesting 

m olecular recognition properties [18] which can be used to  in tegra te  devices into use­

ful circuits by self-assem bly [19], T he quest for conducting DNA [20, 21, 22, 23] and 

its application in electronics can lead to  a  new family of devices based on biologically 

active molecules.

M olecular-E lectronics  

E lectron tran sp ort through  m olecules

T ransport through molecules and in general through low dim ensional ob jects is some­

how different to  th a t  in s tan d ard  m etals or sem iconductors. T his is m ainly due to  

th e  collapse of th e  Fermi surface into a single or a  sm all num ber of energy levels (the 

highest occupied m olecular o rb ital - HOM O). T he n a tu re  and lineup of the  HOM O 

w ith the  Fermi energy of the cu rren t/vo ltage  probes determ ine m ost of the  tran s­

p o rt properties. Let us consider the  simple case of a two probe device. Following a 

simple m odel proposed by D a tta  [24] the  typical energy level lineup is schem atically 

presented in figure 1.

In absence of any coupling (figure la )  bo th  the  energy levels of th e  molecule and 

th e  Fermi level of th e  electrodes will align w ith  a com m on vacuum  level. In th is 

case the  system  is characterised  by th e  work function of th e  electrodes and  bo th  

the  ionisation po ten tia l (IP) and the electron affinity (EA) of the  molecule. In th is 

setup  the  molecule can exchange electrons w ith  the electrodes only if the  typical 

tem peratu re  is com parable to  either I P  — W F  or W F  — E A  where I V F  is th e  m etal 

work function. This condition is norm ally not satisfied. Local charge n eu tra lity  of 

th e  whole system  and  integer occupation of th e  molecule is therefore guaranteed.

In contrast, the  in teraction  betw een the m olecular levels and  th e  extended wave- 

functions of the  m etallic contacts has th e  effect of broadening and  shifting  th e  molec­

ular levels. In the  extrem e lim it of large coupling extended s ta tes  spanning  through
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a) b)
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Figure 1: Energy level lineup between a molecule and two current voltage probes. In the 
weak coupling limit a) the molecule is characterised by the ionisation potential 
(IP) and the electron affinity (EA), which line up with the metal Fermi energy 
(WF is the work function of the contact). In the case of strong coupling b) 
between the molecule and the leads the molecular levels shift and broaden. It 
is then more appropriate to discuss transport in terms of HOMO and LUMO 
states.

the entire system (electrode plus molecule) can develop and the molecular device will 
behave as a good metal. In this limit the molecular levels cannot be associated any 
longer to the elementary removal energies of the isolated molecule and a description 
in terms of fractionally occupied HOMO and LUMO (lowest unoccupied molecular 
orbital) is more appropriate.

The effect of an applied bias V  is that of shifting the chemical potentials of 
the two current/voltage probes relative to each other by eV, with e the electronic 
charge. As a rule of thumb current will flow whenever a molecular level (either the 
HOMO or the LUMO) is positioned within such a bias window. The appearing of 
molecular levels in the bias window when the potential is increased typically leads to 
changes in the slope of the I-V  characteristics, in steps in the differential conductance 
dI/dV{y)  and in peaks in its derivative d‘̂ I/dV'^{V). This means that fingerprints of 
the molecular spectrum can be found in the measurement of its electrical properties.

Since the seminal work of Reed et al. [4], several experiments have been per­
formed on a variety of molecules [5, 6, 7, 25, 26, 27]. Although the feasibility of 
single molecule devices has been shown, a number of issues have been raised by 
these experiments. Probably the most important of them is the nature of the con­
tact between the molecule and the surface of the electrodes. Present experimental 
methods cannot establish the bonding at the atomic level and the reproducibility of 
the 1 — V  curves remains poor at best. However, more recently some statistically 
representative experiments have been performed [27, 28] and some features seem to 
be robust.
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T he bonding w ith  the contacts

One of the fundamental aspects of molecular electronics is that the bonding between 
a molecule and the current/voltage probes can be engineered to a degree usually 
superior to th a t achievable in conventional inorganic heterostructures. This can 
dram atically change the current flowing through a device. Consider for instance the 
simple case of an atomic gold chain, described by s orbitals only, sandwiching a 
7r-bonded molecule (see figure 2).

P PX X

p pX X

Figure 2: Au atomic chain sandwiching a 7r-bonded molecule (say an So molecule), a) the 
molecule is aligned with the Au chain and the transmission is suppressed because 
the matrix element (5|//|pa:) vanishes. In contrast when the molecule forms some 
angle 9 with the Au chain b) then a component of the hopping integral along the 
bond develops and current can flow.

Let us assume th a t the relevant molecular state (the one close to the Fermi level 
of the gold chain) is formed by orbitals, i.e. by those perpendicular to  the chain
axis. W hen the molecule is positioned along the axis of the chain the hopping integral 
between the molecule and the chain ( s |/ / |p 3.) vanishes regardless of the separation 
between the two. This is simply the result of the particular symmetry of the problem 
since s  and p̂ , orbitals do not share the same angular momentum about the bond 
axis [29]. As a consequence the current is identically zero.

In contrast if the molecule is not coaxial with the chain (figure 2b), then there is 
a component of the px orbital along the bond axis and the hopping integral becomes

^sp<7 — 'Yspa sin (1)

where is the spa  hopping integral and 6 the bond angle. This dependence
of the hopping integral on the bond orientation may have dram atic consequences



5 General Introduction

on the transport properties. Hence, the I-V  characteristics of a molecule can be 
engineered by simply changing the details of the bonding with the electrodes. This 
is considerably more comphcated in extended interfaces (for instance between two 
metals), since disorder, interdiffusion and roughness have the effect of averaging out 
the atomistic details of the bonding. It is important to remark that even when 
molecular layers are grown a good level of tuning of the bonding properties still 
exists. For instance the bonding site and the bond angle usually depend on the layer 
density (coverage) [30], and these can be further tuned by changing the anchoring 
groups [28].

Ultimately this means that molecules present great potential but also introduce 
new complications, specially from the fabrication point of view. Greater control and 
characterisation is necessary when designing devices. Most of the effects are yet 
unknown and the phase space that one has to explore - the number of configurations 
of molecules on surfaces - is extremely large.

Spin-E lectronics

Giant m agnetoresistance (GM R)

Very few scientific discoveries have moved from an academic laboratory to industrial 
mass production as cjuickly as the giant magnetoresistance effect (GMR) [31, 32], 
the forerunner of spintronics and now exploited in any read-head for standard hard 
drives. GMR is the change of the electrical resistance of a magnetic device when 
an external magnetic field is applied and it is essentially associated to a change in 
the magnetic state of the device itself. The revolutionary scientific message revealed 
by the GMR effect is that the electron spin, as well as the electronic charge, can be 
used in electronic applications. This idea, of employing the spin degree of freedom 
of the electrons as a new way of storing or transmitting information is yet to be fully 
explored. However it is already setting a new paradigm.

More recently, the electron spin has made its appearance in semiconductor physics 
with the potential of bringing memory and logic functionalities on the same chip [33, 
34, 35]. The electron spin is the ultimate logic bit. In semiconductors spin pre­
serves coherence over extremely long times [36] and distances [37], thus it offers the 
tantalising prospect of being used for cjuantum logic [38].

Ultimately, spin looks like an attractive degree of freedom to be used in logic 
because the energy scale relevant for its typical dynamics is order of magnitudes 
smaller than that involved in manipulating the electron charge in standard transis-
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tors. This can tran s la te  in devices exhibiting ultra-low  power consum ption and high 

speed. M oreover the  sole existence of m agnetic m aterials w ith high Curie tem pera­

tu re  suggests the  possib ility  of powerless non-volatility.

Transition m etals and spin valves

M agnetic tran sitio n  m etals and their permalloys occupy an im portan t place in the 

field of spin-electronics. T his is essentially due to  their high Curie tem peratu re  

(for com m ercially useful m agnetic m aterials it m ust exceed ~ 500 °K [39]), and the 

possibility of engineering th e  various m agnetic properties by alloying. T he ferrom ag­

netism  in 2>d tran sitio n  m etals can be understood by sim ply looking a t th e ir electronic 

structure .

The nom inal atom ic configurations of Ni, Co and Fe are respectively 4s^3d®, 

4s^3d^ and 4s^3c?®. T herefore in forming a solid one expects the  Fermi level [E-p) 

to  be in a region of density  of sta tes (DOS) with dom inant d character. Since the 

d shells are ra th e r localised the  DOS is large around Ep and the m aterial becomes 

Stoner unstable thus developing a ferromagnetic ground state . The band  energies

for the two different spin orientations (<r = | ,  | )  are shifted w ith respect to  each 

o ther by a constan t A  =  with A approxim ately 1.4 eV in Fe, 1.3 eV in Co

and 1.0 eV in Ni. M ore sophisticated  density functional theory  (D FT) calculations 

show th a t such p ic tu re  is a good approxim ation of the real electronic s tru c tu re  of Ni, 

Co and Fe.

In addition to  th e  form ation of a net magnetic m om ent a  consequence of the spin- 

sp litting  of the  ban d  s tru c tu re  is th a t  the Fermi surface for the  two spin directions is 

ra ther different. T his difference is more pronounced in the  case of strong ferrom agnet, 

where only one of th e  two spin-split d manifolds is fully occupied (m ajority  band) 

while the  o ther has som e fractional occupation (m inority band). An exam ple of 

th is s ituation  is fee Co (the  high tem perature phase), whose electronic stru c tu re  is 

presented in figure (3).

T he m ain feature of th e  band-structu re  of Co (and indeed of the  o ther 3d m agnetic 

transition  m etals) is th e  presence of a broad (delocalised) and only weakly spin-split 

s band, and of a  narrow  (localised) and largely spin-polarised d band. T he former 

has alm ost free electron-like character for energies bo th  below (note th e  parabolic 

behaviour of the  bands around F for E  ~  -9 eV) and above Ep. In con trast the 

la tte r is only ab o u t 5 eV wide and cuts close to  the  Fermi level. Because of the  spin- 

sp litting  of th e  d m anifold. A , the  m ajority  spin band has an alm ost spherical Fermi 

surface (see figure 3 c l), while the  m inority one has a  ra ther com plicated structu re ,
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Figure 3: a) Band structure, b) density of states, and c) Fermi surface for fee Co. The 
figures al),  b l )  and cl) refers to the majority spin electrons, while a2), b2) and 
c2) to the minority. The pictures a) and b) have been obtained with density 
functional theory using the code SIESTA [40], and c) from an spd tight-binding 
Hamiltonian [41].

mostly arising from the d  manifold (see figure 3c2). The different structure of the 
Fermi surface for m ajority and minority spins and the fact tha t these differences 
arise from a different orbital character are the main ingredients for understanding 
the transport properties of magnetic transition metal heterostructures.

Spin valves

The prototype of all spin devices is the spin-valve. This is formed by two magnetic 
layers (normally transition metals) separated by a non-magnetic spacer (either metal 
or insulator). One of the two magnetic layers is free to ro ta te  in small magnetic fields, 
while the other usually is pinned by exchange coupling with either an antiferromagnet 
or by strong magnetic anisotropy. The current passing through a spin-valve depends 
on the mutual orientation of the two magnetic layers and it is typically higher for a 
parallel alignment (PA) than  for an antiparallel alignment (AA). Thus a spin-valve 
behaves essentially as a spin polariser/analyser device. The quantity th a t defines the 
effectiveness of the spin-filtering effect is the GM R ratio /?cmr defined as ( “optimistic
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definition” )
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An intuitive understanding of the spin-filtering produced by a  spin-valve can be 
obtained by looking a t the Fermi level lineup of the m aterials forming the device. 
Let us consider for example a C o/C u/C o  spin-valve (see figure 4), and assume th a t 
the two spin-bands do not mix. This is the two spin fluid approximation, which is 
valid in the case of weak spin-orbit scattering and collinear magnetism [42].
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Figure 4: Sketch of a GMR device, two magnetic materials sandwiching a non-magnetic 
one. (a) In the absence of a magnetic field, the magnetic moments of the two elec­
trodes are aligned anti-parallel to each other, (b) whereas when a small magnetic 
field is applied, the two magnetic moments align with each other. The overall 
change in resistance due to the applied magnetic field is equal to the GMTi

In the A A a spin electron propagates in the m ajority spin band in the bottom  
layer and in the minority band in the top one (and vice versa for the other spin 
orientation). Consequently electrons always travel across the Fermi surfaces of Cu 
and of both  the spin-bands of Co. In contrast, in the PA the two spin currents are 
rather different. The m ajority current is made from electrons th a t have travelled 
w ithin the Fermi surfaces of Cu and th a t of the m ajority spin of Co, while the down 
spin current from electrons th a t have travelled within the Fermi surfaces of Cu and 
th a t of the minority spin of Co. This leads to  two different current paths for the AA 
and the PA. Since the two spin currents in parallel add to  form the to tal current and 
since generally the resistances of m ajority and minority electrons are different in a 
magnetic transition metal, the current passing through the PA and A A configurations

 ̂An alternative definition ( “pessim istic definition” ) using /p a  -|- I a a  it* the denominator is some­
tim es used.
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are different. Im portantly the larger the mismatch between the two spin currents, 
the larger the GMR ratio.

Spin polarisation of a device

An im portant question is how to quantify the relative difJerence between the two 
spin cvurents in a magnetic device and how to relate this property to the elementary 
electronic structure of the materials forming the device. For th a t purpose we define 
the spin-polarisation P  of a m aterial/device as

where is the spin-tr contribution to the current. and P  are not directly observ­
able and must be calculated or inferred from indirect measurements. Unfortunately 
the way to relate the spin-current 1^ to the electronic structure of a m aterial is not 
uniquely defined and depends on the particular experiment carried out.

As brilliantly pointed out by Mazin [43], the relation between the spin-polarisation 
of a magnetic m aterial and its electronic structure depends critically on the trans­
port regime th a t one is considering (ballistic, diffusive, tunnelling, etc). As a first 
approximation the current I  is simply proportional to where Np  and vp are
the DOS at the Fermi level and the Fermi velocity respectively. Different transport 
regimes weight the contribution of the Fermi velocity differently, and one has n  =  2 
for diffusive transport, n =  1 for ballistic transport and n =  0 for tunnelling. 

Therefore the spin-polarisation P  becomes

Typical values of for several magnetic metals are reported in table 1.
Notably the spin-polarisation of a device can be different from th a t of the ma­

terials forming it. This is connected to the fact th a t the bonding at the interface 
between two different materials can be strongly spin-selective. For instance if the 
bonding between two m aterials has mainly s-character, then one expects strong scat­
tering for d-like electrons. As a consequence the spin-polarisation of the current will 
be determined by the spin-polarisation of the almost free s-electrons. This is usu­
ally much smaller than  th a t of the d-electrons and it may even have the opposite 
sign. For instance it has been dem onstrated th a t the sign of the magnetoresistance 
of a magnetic tunnelling junction can be altered by simply replacing the insulator 
forming the barrier [47].
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Pn (%) n=2 n—1 n= 0

Fe 20 30 60
Ni 0 -49 -82
Cr02 100 100 100
L a o . 6 7 C a o . 3 3 M n 0 3 92 76 36
Tl2Mn20y -71 -5 66

Table 1: Spin-polarisation of typical magnetic metals according to the various definitions 
given in the text. The data are taken from literature as follows: Ni and Fe [43], 
Cr02 [44], Lao.eyCao.ssMnOs [45] and Tl2Mn20y [46].

W hy spins and m olecules?

W hat are the advantages of using molecules instead of inorganic m aterials for per­
forming spin-physics? These are essentially two. On the one hand there are intrinsic 
molecular properties and in particular the weak spin-orbit and hyperfine interactions. 
On the other hand there are the properties connected to the formation of interfaces 
between magnetic metals and molecules. We will return to the interfacial [properties 
in much greater detail in chapter 4, here we focus our attention only on the intrinsic 
aspects.

It is only until recently th a t spin has entered the realm of molecular electronics. 
The driving idea behind the first pioneering experiment of Tsukagoshi and cow'ork- 
ers [48], who injected spin polarised electrons into carbon nanotubes, is th a t the 
spin-orbit interaction is very weak in carbon-based materials. The fact th a t SO 
interaction, the main source of spin dephasing, is small in addition to  the rather 
weak hyperfine interaction suggests extremely long spin relaxation times. Therefore 
coherent spin propagation over large distances becomes possible. A rather conserva­
tive estimate of the spin diffusion length from the Tsukagoshi’s experiment indicated 
130 nm as a lower bound of the spin-diffusion in carbon nanotubes. These find­
ings have stim ulated a growing activity in the area and several experiments dealing 
with molecular tunnelling junctions [49], spin-transport through polymers [50, 51] 
and optical pum p/probe experiments through molecular bridges [52] have recently 
appeared.

Spin-orbit interaction is a relativistic effect which couples the electron spin S  with 
its angular momentum L. The spin-orbit Hamiltonian in general can be w ritten as

Hso =  Vso (5 )
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where Vso(0 i® ^ term which contains the gradient of the electrostatic potential. 
Although it is rather intuitive to realize that the strength of this interaction grows 
with the atomic number Z  (in fact it is proportional to Z^), its actual value in the 
solid state depends on various factors such as the crystal symmetry and the material 
composition. Importantly the spin-orbit effect is responsible for spin-precession and 
the loss of spin-coherence. In organic materials usually the spin-orbit interaction is 
rather small. This is mostly due to the small atomic number of carbon - the main 
constituent of these molecules. In table 2 we compare the spin-orbit splitting Aso of 
the valence band of several semiconductors [53] with that of carbon in the diamond 
structure [54]. The table shows that in carbon the spin-splitting of the valence band

Aso (meV)

Si 44
Ge 290
GaAs 340
AlAs 280
InAs 380
GaP 80
InP 111
GaSb 750
AlSb 670
InSb 980
C 13

Table 2: Valence band spin-orbit splitting for various semiconductors.

is approximately one order of magnitude smaller than in ordinary III-V or group IV 
semiconductors and one should expect a considerably longer spin-lifetime [36, 37], 

Another important interaction, which generally leads to spin-decoherence, is the 
hyperfine interaction between electron and nuclear spins. This has the form

•^hyp -^hyp ^  '  ‘S'n i (®)

where s a n d  are respectively the electronic and nuclear spin, and /li,yp is the hy­
perfine coupling strength. The hyperfine interaction is a source of spin de-coherence 
[55] because the random flipping of nuclear spins can cause that of an electron spin. 
However, in III-V semiconductors hyperfine interaction was also proved to be a tool 
for controlling nuclear spins via optically polarised electron spins [56]. In organic
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materials usually the hyperfine interaction is weak. The main reason for this is that 
most of the molecules used for spin-transport are 7r-conjugate molecules where the 
transport is mostly through molecular states localised over the carbon atoms. Car­
bon, in its most abundant isotopic form, has nuclear spin S'n—0, and therefore is 
not hyperfine active. Moreover the 7r-states are usually delocalised and //hyp can be, 
anyway, rather small. In table 3 we report the value of the nuclear spin for various 
atomic species with their relative isotopic abundance.

Isotope lA (%) 5 n

iH 99.98 1/2
2H 0.02 1
1 2 c 98.93 0
13 q 1.1 1/2
14N 99.632 2
15N 0.368 1/2
1 6 Q 99.757 0
1 8 Q 0.205 0
1 9 p 100 1/2
69Ga G0.108 3/2

'̂Ga 39,892 3/2
As 100 3/2

2«Si 92,2297 0
2"Si 4,6832 1/2
3°Si 3,0872 0

Table 3: Nuclear spin for elements present in typical organic molecules and in both Si and 
GaAs. Here we report the nuclear spin for the most abundant isotopes, together 
with their relative isotopic abundance (lA).

Estimates of the spin-lifetime of organic materials from transport experiments 
are at the moment only a few. Moreover in most cases these are extracted from spin- 
valve measurements by fitting to the Jullier’s formula [57]. This procedures does 
not distinguish the source of spin-fiip, which may or may not be located inside the 
molecule, but a t the interface with the magnetic electrodes. Therefore these mea­
surements are likely to  offer a conservative estimate of the spin-lifetime. Nevertheless 
the results for the spin diffusion length reported in the literature are rather encour­
aging for carbon nanotubes (130nm) [48], polymers (200nm) [51], or Alqa molecules 
(5nm) [58].
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The molecular world has all the ingredients th a t spin-electronics needs. The 
conductivity of polymers can be changed by more than  ten orders of magnitude 
[59] and elementary molecules can be designed with the desired electronic structure. 
Molecules can be anchored to metals in numerous ways and the bonding angle can 
be further engineered by the coverage density [30], The spin-relaxation times can be 
extremely long and furthermore both param agnetic and ferromagnetic molecules are 
available [60] .

W hy a too l for com puting electronic transport is so 
im portant?

In addition to this large experimental activity, an equally large effort has been de­
voted to the development of efficient com putational m ethods for evaluating I -V  
characteristics of nanoscale devices. This is quite a remarkable theoretical challenge 
since advanced quantum  transport algorithms must be combined with state of the 
art electronic structure methods. Ideally tliese tools should be able to include strong 
correlation as well as inelastic effects, and they should be suitable for describing 
large systems (easily scalable methods). Furthermore in order to compare directly 
to experiments the detailed knowledge of the atomic configuration is needed.

Moreover the interface between molecular electronics and spintronics recjuires 
tools th a t can deal with the transport properties of magnetic systems at the nanoscale. 
Magnetic m aterials present a challenging perspective for present m ethods based on 
DFT because of the locahsed nature of the d orbitals. A com putational tool which 
fulfils this gap is still lacking.

Modern theory of cjuantum transport has developed a range of m ethods for cal­
culating transport in nanoscale conductors under a time-independent external bias. 
Broadly speaking these can be divided into two main classes: 1) steady state al­
gorithms, and 2) time dependent schemes. The first are based upon the assump­
tion that, regardless of the details of a possible transient, a steady state is al­
ways achieved. The current through the entire device is calculated as a balance 
of currents entering and leaving a given scattering region, either using scattering 
theory [61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72], or by solving a m aster equa­
tion [73, 74, 75]. A m ultitude of variations over this generic scheme are available [69], 
depending on the underlying assumption leading to the steady state, the details of the 
electronic structure m ethod employed, and the way in which the external potential 
is introduced in the calculation. Interestingly most of the methods can be demon-
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stra ted  to  be form ally equivalent for non-in teracting electrons [76], a lthough their 

equivalence is no t dem onstra ted  for the  in teracting  case. Am ong these algorithm s a 

particu lar place is occupied by im plem entations of the  non-equilibrium  G reen func­

tion (N EG F) [61, 62, 63, 64] m ethod w ithin density  functional theo ry  (D FT ) [77, 78]. 

This approach, which is based on equilibrium  D F T  to  describe th e  electronic s truc­

ture, has th e  advantage of being conceptually  simple, and com putationally  easy and 

versatile to  im plem ent [79, 80, 81, 82, 83].

The m ain question one wishes to  answer w ith a non-equilibrium  approach as op­

posed to an equilibrium  one (linear regime [84]) are the  effects of the  the  ex ternal bias 

on the electronic s tru c tu re  and  consequently on the electronic tran sp o rt properties.

In this thesis a detailed  description of our recently developed quan tum  tran sp o rt 

code Smeagol [71, 72] is presented. Smeagol is a D F T  im plem entation of th e  non­

equilibrium  Green function  m ethod, which has been specifically designed for m ag­

netic m aterials. The m ain core of Smeagol is our original technique for constructing  

the leads self-energies [65], which avoids the s tan d ard  problem s of recursive m ethods 

[61] and allows us to  describe devices having cu rren t/vo ltage probes w ith a compli­

cated electronic s truc tu re . For th a t  reason, it has been specially designed for trea tin g  

m agnetic system s and th e  problem  of m agneto transport. In add ition  Smeagol has 

been constructed  to  be a  m odular and scalable code, w ith  p articu la r em phasis on 

heavy parallelisation, to  facilita te  large scale sim ulations. In its p resent form Smeagol 

includes the  following capabilities

•  Full parallelisation  up to  128 processors.

• Fully spin polarised including non-collinear spins.

•  Ability to  calculate b o th  molecules and surfaces: finite and  periodic boundary  

conditions in th e  transverse direction (orthogonal to  the  tran sp o rt) .

• A bility to  perform  large scale calculations up to  100 atom s per processor.

•  Inclusion of new exchange and correlation  functionals such as LDA-I-U [85] and 

self-interaction corrected  LDA [86].

•  Ability to  calculate curren ts and transm ission coefficients w ith  a  high degree 

of accuracy (some resu lts spam  over fiver orders of m agnitude; see chap ter (4) 

for details).
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D isserta tion  Layout

In th is thesis we will highlight the  com putational tool developed to  tackle problem s 

in electronic tran sp o rt th rough nanostructures. As we have already m entioned, the 

im portance of sim ulations which can m ake quan tita tiv e  predictions abou t m aterials 

specific system s can lead to  a deeper understand ing  of electronic tran sp o rt a t the 

nanoscale as well as guide experim ental efforts tow ards devices working under optim al 

conditions.

In chap ter 1 we will address the  theoretical foundations of N EG F for a general 

H am iltonian, se tting  up the non-equilibrium  tran sp o rt problem  for an  non-periodic 

open system . We will also derive the  m ain equations and  how to  m ap the  to ta l 

H am iltonian of the  infinite system  into a finite effective H am iltonian th a t can be 

used to  calculate th e  G reen function and consequently the  density  m atrix . We will 

also discuss th e  effects of the leads and a  novel m ethod to  solve stab ility  issues related  

to  localised s ta tes  in the  electrodes, usually present in m agnetic systems.

In chap ter 2 the  N EG F formalism will be related  to  density  functional theory. The 

single-particle K ohn-Sham  H am iltonian is used together w ith non-equilibrium  Green 

functions to  calculate the  electronic tran sp o rt properties of nanoscopic system s. This 
pow'erful com bination is w hat we call Smeagol. T he Smeagol algorithm  is shown 

and a description of its im plem entation w ithin th e  SIESTA D F T  [40] code will be 

given. M oreover, in th is chap ter some key examples dem onstra te  some of Smeagol^s 

capabilities.

In the  following chapters some im portan t resu lts ob tained  w ith Smeagol are pre­

sented. In chap ter 3 the  focus is on nickel m agnetic po in t contacts (M FC). Initially 

a  self-consistent tigh t-b inding  H am iltonian is used to  calculate th e  tran sp o rt p rop­

erties of Ni M FCs. We are particu larly  in terested  in addressing asym m etries in 

the  I  — V  characteristics of these system s, and to  s tu d y  th e  possibility th a t  such 

asym m etries can originate solely from electronic argum ents and the  presence of a 

dom ain-wall (DW') in the  constricted region. We have also stud ied  the effects of 

oxygen in Ni M FCs using D FT. In th is case we considered the  effects of different 

exchange-correlation po ten tials on the  tran sp o rt properties.

In chap ter 4 Smeagol is used to  understand  G M R  effects in m olecular spintronics 

devices. T he concept of organic spin valves is in troduced  [87, 88]. We show th a t  

organic molecules sandw iched between nickel electrodes present G M R  in excess of 

600 % . We also s tu d y  the  possibility of tailo ring  the  G M R  by choosing the  appropri­

a te  molecule and by selecting different anchoring groups a ttach ed  to  the  electrodes.
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Expanding over th e  idea of end-group engineering we propose a novel device, a m ag­

netic diode using an  asym m etric molecule. Finally asym m etries are also addressed 

in a typical spin-polarised STM -like setup.

In chapter 5 we move slightly away from m agnetic system s and go deejily into 

organic m aterials. Some insights into the conductivity  of DNA connected to  gold 

electrodes will be presented. T he issue of DNA conductiv ity  is yet to  be resolved 

and Smeagol can give valuable contributions to  this problem . T he num ber of atom s 

involved in the  calculations and  th e  effects of the  electrodes on the tran sp o rt make 

it impossible for any o ther com putational tool to  tackle the  problem . T his gives us 

the chance to  highlight Smeagol as a tool for large scale electronic tran sp o rt.

Reaching th e  end of th is  d issertation, the  final conclusions will be draw n together 

w ith some though ts for fu ture work in this field. The possible paths th a t  should be 

followed from a  perspective of developing Smeagol will be highlighted. We will point 

out some of th e  problem s th a t  still need to  be addressed in m aterials science and 

nanotechnology.



Chapter 1

N on-equilibrium  Green Functions 
and the Transport Problem

1.1 Setting up the transport problem

The new paradigm  imposed by nanotechnology is the need for a complete quantum 
mechanical description of electronic transport. At the atomic level a classical de­
scription of physical systems gives way to quantum  mechanics - and in some cases, 
special relativity. As we have already mentioned, decreasing the sizes of electronic 
devices presents tantalising perspectives, however the road ahead might be cjuite 
bumpy. Firstly, new fabrication methods need to  be devised as we are reaching the 
limits in size resolution for current ones. Secondly, when modelling atomic scale cir­
cuits, one must introduce a treatm ent in term s of wave functions and transmission 
probabilities, an aspect usually ignored in conventional electronic engineering.

The typical system one wishes to study in atomic scale transport problems is 
presented in figure (1.1a). It is a two-probe device consisting of two charge reser­
voirs bridged by a nanoscale object, namely a molecule or a surface. In a real world 
scenario this component would be integrated, in a variety of ways, with a number 
of similar components for logic and /or da ta  storage applications. There are a num­
ber of questions th a t need to be answered before we can attem pt to mass produce 
these nanoscale devices. In fact, we still understand very little about the electronic 
transport properties of a single atomic size device.

A clearer understanding is imperative if we want to use such systems for techno­
logical applications. Therefore throughout this work, we will focus on a single device, 
a task difficult enough as it is.

Figure (1.1) pictures the same problem from three different perspectives. From 
a therm odynam ic point of view the system comprises two bulk leads and a central 
region. The latter includes the actual device and, for reasons th a t will be clear later.

17
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th Ho th ^  H, H, H,

H, H, H, //i H, H,
z

[̂ i=E^+V/2  ^

^iR=£p (c)

F igure 1.1: Schematic representa tion  o f the tra n sp o rt p rob lem  from  three d iffe ren t i)erspec- 
tives; (a) the rm odynam ica l, (b) quantum  mechanical and (c) e lectrostactica l.

part of the leads. Therefore we call sucli central region an “ extended molecule” 

(EM).^ The two curren t/vo ltage  leads are kept at two different chemical potentia ls 

respectively /^ l and /Ur and are able to exchange electrons w ith  the EM. Note tha t 

when the applied bias is zero {fii^ =  this system of in teracting electrons is

in therm odynam ic equ ilib rium  and may be regarded as a grand canonical ensemble. 

When the bias is applied however n i  /iR and the current w ill flow. The prescription 

for establishing the steady state is tha t of adiabatically sw itching on the coupling 

between the leads and the E M  [63, 89, 90].

One im portan t aspect th a t is missing from  figure (1.1a) is the battery. A  ba tte ry  

is connected to  the ends of the charge reservoirs and a po ten tia l difference is applied. 

Effectively th is bias is w hat keeps the two chemical potentia ls /xl and different. 

The effect w ill be of charge flow ing across the device, from  one reservoir in to  another 

to try  to  counter-balance the effect of the external bias: the current.

A t the H am ilton ian level the system under investigation is described by an in fi­

nite herm itian  m a trix  H ?  We assume tha t our system has a ra ther regular structure, 

in pa rticu la r the electrodes. Th is is by no means the general case bu t an assump-

^Hereafter we refer to “ molecule” as any system comprising a fin ite number of atoms, e. g. a 
segment o f a carbon nanotube. This includes also extended surfaces, fin ite along the transport 
direction, such as in tunnelling junctions.

^Throughout this work we use calligraphic symbols to denote infin ite matrices and capitalised 
characters for finite ones



19 Chapter 1

tioii th a t makes the problem solvable. First notice th a t the two semi-infinite cur­
rent/voltage probes are defect-free crystalline metals. These have a regular periodic 
structure and a unit cell along which the direction of the transport can be defined. 
The second assumption is th a t the transport problem will be formulated in terms of 
a linear combination of atomic orbitals (LCAO). Despite the rather general choice of 
basis it is clear th a t the to tal Hamiltonian for the system is going to be rather sparse. 
Given the sparsity of the to tal Hamiltonian it is convenient to introduce the concept 
of principal layer (PL). A principal layer is the smallest cell th a t repeats periodically 
in the direction of transport. It is constructed in such a way to interact only with 
the nearest neighbour PLs. This means th a t all the m atrix  elements between atoms 
belonging to two non-adjacent PLs vanish.

For example take a linear chain of hydrogen atoms described by a nearest neigh­
bour tight-binding model then one atom forms the PL. However if nearest and next 
nearest neighbour elements are included then the PL will contain two atoms, etc (for 
examples see section 1.6.2). A more general case would be th a t of a PL formed by 

•/Vspecies types of atoms ( atomic species ) with Anatoms atom s of species i and each 
species comprising of Â j-bitais orbitals (basis functions).

We then define Ho as the N  x  N  m atrix describing all interactions within a PL, 
where

Ns,
N E Xa to m s o rb i ta ls ’ ( 1.1)

is the to tal number of degrees of freedom (total number of basis functions) in the 
PL. Similarly Hi  is the N  x N  m atrix describing the interaction between two PLs. 
Finally H u  is the M  x M  m atrix describing the extended molecule and H^u  ( / / r m ) 

is the N  X  M  m atrix containing the interaction between the last PL of the left-hand 
side (right-hand side) lead and the extended molecule. The final form of H  is

n
0 J/_i 

0
Ho Hi 0
H-i Ho H lm 0

0 H ml H m H u r 0
0 H rm Ho Hi 0

0 H-i Ho Hi

\

( 1 .2 )

For a system which preserves time-reversal symm etry H - i  = H\ ,  //m l =  -̂ l̂m 
^MR =  -f̂ RM- this form Ti has the same structure as the Hamiltonian of a one­
dimensional system as shown in figure 1.1b. However this is not the most general
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situation and does not apply if a magnetic field is present for example. Also note 
that H. is tridiagonal.

For a non-orthogonal basis set the overlap matrix S  has exactly the same structure 
of Ti. Therefore we adopt the notation 5lm, S’hm and 5m for the various blocks
of 5 , in complete analogy with their Hamiltonian counterparts. Here the principal 
layer, defined for V. is used for both the S  and the H matrix, even though the range 
of S can be considerably shorter than that of H..

Let us now discuss the electrostatics of the problem (figure 1.1c). The main 
consideration here is that the current/voltage probes are made from good metals and 
therefore preserve local charge neutrality. For this reason the effect of an external 
bias voltage on the leads will produce a rigid shift of the whole spectrum, i.e. of 
all the on-site energies. In contrast a non-trivial potential profile will develop over 
the extended molecule, which needs to be calculated self-consistently. Importantly 
the resulting self-consistent electrostatic potential must match that of the leads at 
the boundaries of the EM. If this does not happen, the potential profile will develop 
a discontinuity with the generation of spurious scattering. Therefore, in order to 
achieve a good match of the electrostatic potential, several layers of the leads are 
usually included in the extended molecule. Their number ultimately depends upon 
the screening length of the leads, but in most situations a few (between two and 
four) atomic planes are sufficient.

Moreover, even in the case of extremely short screening length, it is good practice 
to include a few planes of the leads in the extended molecule because the electrodes 
generally have reconstructed surfaces, which might undergo additional geometrical 
reconstructions when bonding to a nanoscale device (e.g. molecules attached to 
metalhc surfaces through corrosive chemical groups).

In order to find the electron’s wavefunction and determine the full quantum me­
chanical properties of the problem one, in principle, needs to diagonalise H. However, 
the Hamiltonian is clearly neither finite nor translationally invariant (the terms //lM) 
Hul, Hur , Hrm, Hy[ break translational symmetry). Hence, Bloch’s theorem can­
not be applied for the entire system and we need to diagonalise an infinite matrix; 
clearly an impossible task.

This issue must be addressed in a different way. A possible way is to assume that 
states deep inside the electrodes are associated to Bloch states of the infinite system. 
These states are scattered by the potential created by the central EM. One can then 
use a Green function [61, 63] or a wavefunction approach [91, 92] to calculate the 
ground state electronic properties ( including the wavefunction ) of an open system.
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The resulting wavefunction can be considered as a combination of Bloch states for 
the region inside the electrodes and localised atomic-like states for the region in and 
around the EM.

Even if one is able to calculate the Hamiltonian 7i (and the electron wavefunction) 
the problem of transport still needs to be addressed. We do so by looking at two 
different limits. Firstly the limit of infinitesimally small bias: the linear regime. In 
this limit, we can formulate a quantum mechanical description of our problem lying 
at or close to equilibrium conditions. We assume that under an external applied bias 
the Hamiltonian H (V)  does not significantly change from that of the ground-state 
H { V  =  0). This approach will be presented in section 1.2 where we show using the 
Landauer-Biittiker formalism [84] that the transport properties, most notably the 
conductance can be associated with the transmission probabilities of the scattered 
part of the electronic wavefunction.

Secondly, we will present, in section (1.3), a very simple model of transport across 
a single energy level in order to understand changes to the system’s Hamiltonian 
under bias - an effect we neglected in the previous situation case. The total current 
at steady state can be associated to the rate of transfer of electrons across the EM. 
These two simple cases will lead to a deeper understanding of the transport problem. 
We will then join tliese two concepts into a more general framework which we present 
in section (1.4).

1.2 The Landauer formalism: equilibrium  trans­
port

V(r)
i k , z

r e

- i k , z

0 L

Figure 1.2: Schematic representation of incoming and outgoing wavefunctions scattered by 
a potential V(r)

The Landauer-Biittiker formahsm [84] associates the conductance of a device with
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the quantum mechanical transmission probabilities of the one electron wave function 
as it approaches an arbitrary scattering potential [61], There are two underlying 
assumptions in this formulation namely: the electrodes must be both in thermal 
equilibrium devoid of correlation effects.

The problem can be fornmlated in terms of incoming, |$i„) and outgoing, |$out) 
electron wavefunctions propagating along a one dimensional wire (scattering channel) 
and scattered by a potential connecting the two leads. Due to the periodic nature of 
the wire, these wavefunctions have the form of Bloch waves and in absence of a scat­
tering potential, each one contributes with 2e^//i =  Go to the total conductance [84]. 
We then define the scattering channel as the asymptotic part of the wavefunction 
deep inside the leads, If the system is multi-dimensional (cjuasi- ID, 2D or 3D), 
several possible Bloch waves with the same energy can propagate through the leads 
(multi-channel problem). Once the i-th channel in the left hand-side reaches the 
scattering region it can be transmitted to any channel into the right hand-side lead 
or back scattered into any channels of the left hand-side lead.

Figure (1.2) provides a simple example of the transport problem formulated in 
terms of in-scattering and out-scattering channels: free electrons with energy E  are 
injected from the left and are scattered by a step potential

' ' W = {  0 ; efevhere ■

As we can see, an incoming electron with wave-vector is partially backscattered 
with wave-vector and partially transmitted. The total wavefunction for this 
problem reads

I ^ T o t a l )  =  l ^ i n )  +  I^ ’o l ) +  | ‘J*ouf)i ( 1 - 4 )

with
0 < z

(2|^>Totai) =  { {z \ ^ ol) =  0 < z < L . (1.5)
z >  L

where the wave-vector is given by

y/2mE
kz =  — r— , (1-6)

whereas
^ / 2 m { V - E )  

i ^ z -  ^ , (1-7)

can be real (evanescent) or imaginary (propagating) depending on whether V > E  
ox V < E  respectively. The coefficients A, B, t and r are determined by imposing
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the continuity of the total wavefunction and its derivative at the boundaries of the 
step potential. Finally

+  =  (1.8)

ie ., the fiux is conserved.
Alternatively the scattering process can be described in terms of the scattering 

matrix, S, which relates the wavefunction of the incoming and outgoing electrons 
with respect to the step potential i. e., channels entering or leaving (|^>o«t))
the region Q < x  < L:

|^>,n) =  (1.9)

where

s = ( ; u . i o )
and t and r  are the transmission and reflexion coefficients respectively for incoming 
waves from the left whereas t' and r ' are the counter parts for incoming waves from 
the right. In the more general multi-channel problem r, t, r' and i! are matrices. 

Following Landauer [84], we can define the total conductance as ^

r = ̂  E E ^  E T'- ['.‘i] = Y E [‘■’'il (‘ )
17 i j  <7 <7

where Ŷ ^■ indicates that the sum is performed over all channels at the Fermi energy 
{Ep) (the open channels) and we have introduced the spin index a (a i)- We can 
clearly see that the conductance is written in terms of the conductance quantum Go. 
Most importantly we note that the conductance has been directly associated with 
the coefficients of the out-scattered wavefunctions of our simple problem. Hence the 
energy-dependent tranmission probability

T U E )  =  T r [ t ^ ( E ) t i ( E ) ] . ^  (1.12)

1.3 A sim ple m odel for transport under bias

Before laying the theoretical framework which is the main subject of this dissertation 
we will take some time to introduce a simple model for electronic transport under 
bias.

^In the case presented here we are abeady considering the more general situation of a non spin- 
degenerate system, so the Hilbert space spans over the spin degrees of freedom <j as well. For that 
reason the universal quantum of conductance. Go is divided by two.

“*In our simple problem this reduces to T (£J) =  (_E) |̂ .
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b)
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Figure 1.3: Schematic picture of a single energ>' level - representing a molecule - sandwiched 
between two jeUium reservoirs each with a chemical potential fiQ. The coupling 
between the molecular state and the leads is given by F l and F r .

We model our system  by sandwiching a molecule between two charge reservoirs. 
We represent a molecule as a single energj' level to- The electrodes are modelled as 

jellium (constant density of states) with chemical potential set at /Uq ( in the case of 
thermodynamic equilibrium the chemical potential /io coincides with the Fermi level 
Ep).  When the molecule is attached to the electrodes, the strength of the coupling 

to the left- and right-hand-side lead is given by F l and Fr respectively (see figure 

(1.3)), i. e. the hopping probabilities are F i / h  and 1'r/^. We can write an effective 
Hamiltonian for our system as the original on-site energy and include the effects of 
the coupling to the electrodes in terms of a imaginary part added to it

(1.13)

In doing so we only need to focus on the molecule, assuming that the electrodes are 

not affected by changes due to the attached molecule.

While the density of states of the isolated molecule is a delta function

6 ( E — eo) =  lim = ---------------- ,
 ̂ ^ - 0+ n { E - € o f  +  T]̂

(1.14)

that of the coupled system is given by a Lorentzian with broadening F =  F l  - I -  Fr,

D O S  =  - 9
7T

1
E

1 F l t F f

27t -  e f  -F 2- (1.15)

This broadening can be associated with the inverse lifetime of the electron on the 

molecule. In other words, the stronger the coupling the quicker the electron flows 

from (to) the electrode into (from) the molecule.

Initially, at K =0, the position of the chemical potential for both left and right
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electrodes, /Jo, is the same.® When a bias is applied the chemical potential of the left 
electrode is shifted by ^  whereas th a t of the right hand-side lead changes by —
We assume, in this case, th a t the drop in the potential occurs a t the two interfaces 
between the molecules and the electrodes. Therefore the position of the energy level 
remains unchanged. The new chemical potential of the left- and right-hand-side 
electrodes are now given by /iL =  /io +  y  and //r =  /xo — t  respectively (see figure 
1.3b)).

We now need to  calculate the current under bias. Suppose the molecule is a t­
tached solely to  the left electrode and e <  Then electrons will flow from the left 
electrode into the molecule until the energy level is in thermodynamical equilibrium 
with the lead. The opposite happens if e >  /i^, i. e., electrons flow out of the 
molecule into the electrode until equilibrium is reached. At equilibrium, the occupa­
tion of the molecular sta te  is driven by the chemical potential of the left electrode. 
It can be written as

ÂL =  2 /(e ,/iL ) ® (1.16)

where /  (f,/XL) is the Fermi distribution at energy e and chemical potential

kfj is the Boltzmann constant [93] and T  is the tem perature.
Analogously we can use the same arguments to calculate the occupation when 

the molecule is attached to  the right-hand-side lead only

Â R =  2 / ( e , ^ R ) .  (1,18)

Up to this point there is no current flowing through the system. The molecule is 
only connected to  either the left- or the right-hand-side electrode and it is therefore 
in therm al equilibrium with either electrode. Once the molecule is connected to both 
left and right electrodes and bias is applied, we have three possible situations.

The first case is when 6q >  /j,h >  fiR, the molecular energy level is initially 
empty and above both chemical potentials. In this situation there are no electrons 
available for conduction and there will be no current (figure (1.4a)). The second case 
corresponds to €o < Â r <  fJ-i,- This tim e there are electrons which can flow from the

®For the sake of simpUcity we are assuming that both left and right electrodes are made of the 
same material. We will show latter on in this chapter that one csin use different electrodes with 
different chemical potentials. Once the molecule is attached to  the left and to  the right leads, there 
will be an equihbration of the chemical potential leading to a compensating electric field.

®The factor two in the equation indicates spin degeneracy. A non-spin-degenerate case could be 
derived analogously.
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left electrode into the molecule, however there are no empty states available in the 
right lead. Therefore Pauli exclusion principle prevents current from flowing (figure 
(1.4b)). The th ird  and most interesting scenario is when

(Ur <  6o <  Ml ,

i. e., the molecular sta te  lies between the two chemical potentials. While electrons 
coming from the left electrode populate the molecule they can also leave for the right 
lead. Consequently current flows (see figure (1.4c)).

a) b)
Mi,

^  L

Iv > 0

4
I

|V
,k,

^0 h i

- - X

Figure 1.4: Diagram illustrating different positions of a molecular state with respect to the 
chemical potential of the semi-infinite electrodes, a) The energy level is higher 
than chemical potentials both in the right (/x r ) and in the left (/x l ) reservoirs 
—> no current, b) The energy level is lower than both chemical potentials —»• 
no current, c) The energy level lies between fij, and /iR —> current.

Bearing in mind th a t the time-averaged non-equilibrium charge on the molecule 
corresponds to a value N  in between and Nn,  then the current flowing from the 
left-hand-side lead to the molecule is simply

Il =  ^  {Nl -  N ) . (1.20)

This equation shows th a t the current flowing into the molecule is proportionate to 
the number of excess electrons, i. e. to  the charge difference jVl — N . Analogously,
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the net current flowing from the molecule into the right electrode is

/ r = ^ ( ^ r - A^ ) .  (1.21)

Initially, immediately after the coupling between the molecule and the leads has
been switched on, the number of electrons flowing in and out of the molecule is going
to vary as the molecule is reaching a steady state  (a situation th a t will ultimately 
depend on the coupling to the left and right reservoirs). At steady state  the number 
of electrons per unit time flowing from the left lead into the molecule and from 
the molecule into the right lead must be equal. By setting / l  =  I r w’e obtain an 
expression for the occupation of the molecular level at the steady state

Af _  ^ l /  +  T r /  ( g p , ^ R )  , .
T l  +  T r  ■  ̂ ^

Consequently, we can write an equation for the to tal current

/  =  i f  (^0, /^l) -  /  (6 0 , /iR)) . (1.23)

In figure 1.5 we show the I  — V  characteristics for different positions of the 
molecular sta te  eo- We can clearly see tha t, as long as the the states lie outside 
the bias window, there is no current. However, for sufficiently high biases eo will 
eventually be within the bias window and current will flow. In fact, the size of the 
gap in the current/voltage curve is given by — €q\. Also note th a t the maximum 
current allowed through the junction is independent from the position of the energy 
level

/m a x  =
I I  i  R +  i  R

1.3.1 C harging effects

The simple picture provided in the previous section shows how a balancing act be­
tween charge flowing in and out of the molecule will lead to  electronic transport in 
conditions out of equilibrium. In order to make our model more realistic we can 
include changes to the Hamiltonian arising from changes in the occupation of the 
energy level. In simple terms, we would like to correct the on-site potential of the 
molecule to account for the electrostatic potential (classical) and possibly electron- 
electron (quantum ) interactions.

As a simple approximation we assume th a t the energy level has the following 
form

e =  fo +  UscF, (1.25)
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Figure 1.5: Current as a function of voltage for a molecule - represented by a single energy 
level - within two electrodes. In this case F l =  F r  =  1 eV and the molecular 
energy level is positioned either at the initial chemical potential (dashed 
curve) or above it (solid line). The on-site energy is set to 0 and 0.5 eV 
respectively and fXQ—0 eV. The case of eo < A'o is the same as eo > No­

where the  shift UscF  is given by

Us c f  =  U { N  - 2 f { e o , f ^ o ) ) -  ( 1-26)

We can clearly see that the term f{eo,Ho), the Fermi distribution for chemical po­
tential fiQ, corresponds to the initial occupation of the molecule at zero bias whereas 
N  is the electronic population at a certain bias V  (to be evaluated self-consistently). 
Therefore the term Use? indicates that the molecular state will shift - up or down - 
to account for changes in its population.

The non-equilibrium population N  can be calculated in similar fashion to equa­
tion (1.22) if we replace eo with e. Now we need to calculate both cjuantities N  
and t/scF self-consistently by iterating over equations (1.22), (1.25) and (1.26). This 
procedure must be repeated for each value of the external bias.

In figure 1.6 we show the I  — V  characteristics when we include charging effects. 
We can clearly see that, instead of a sharp jump in the current once the bias exceeds 
j|fo — /^o|, the linear dependence of the on-site potential on the occupation leads to a 
linear I  — V  characteristics, persisting until the maximum current for that particular 
state has been reached.

We can understand such behaviour using a very simple pictorial description. Let 
us assume for the sake of simplicity that initially our energy level is higher than the 
chemical potential fiQ. Within the bias gap, the molecular state remains essentially
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eg = 0.5eV, U = OeV 
e. = 0.0 eV, U = 0 eV
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Figure 1.6: Current as a function of voltage for a molecule - represented by a single energy 
level - sandwiched between two electrodes. In this case F l  =  F r  =  1 eV and 
the molecular energy level is positioned either at the initial chemical potential 
jj.0 (dashed-dotted line) or above it (solid). The on-site energy is set to 0 and 
0.5 eV respectively and U =  1 eV. For comparison we also show the curve 
presented in figure (1.5) with U =  0 eV. Note tha t for e =  /̂ o =  0 eV charging 
has no effect in the I  — V.

unchanged since there are no electrons providing additional charge. However when 
the energy level lies within the bias window it will s ta rt to charge, i.e., its occupation 
which was originally zero will change. Once this happens the potential (equation 
(1.25)) shifts up accordingly to compensate for such an effect, and consecjuently the 
current drops because the position of th a t energy level is never completely within the 
bias window. The linear behaviour is essentially given by the linear dependence of the 
self-consistent potential on the occupation. W hen the bias is equal to 2 \ fio — £o| +  2t/ 
(the factor 2 comes from the fact th a t we shift one electrode by y /2  and the other by 
— V/2),  the potential cannot shift any higher and the current will reach its maximum 
value. As we mentioned earlier the maximimr for the current is only given by the 
couphng to the electrodes F l and F r .

1.3.2 A sym m etr ies

If we analyse eciuation (1.23) in the case of no-charging effects (e =  eo), we will see 
th a t no m atter what the coupling terms F l and F r are, the current will always be 
symmetric with respect to the applied bias. In fact, interchanging F l F r leaves 
the to ta l current and the occupation unchanged .

In order to  introduce asymmetries in the I  — V  characteristics we must take
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into consideration effects due to changes in the electron occupation in addition to 
different coupling strengths. Once that is done we can see that although the pre­
factor in equation (1.23) remains the same, term

/(e,/^L) - /(e,MR) (1-27)

containing the Fermi functions now depends on the position of the molecular energy 
level e. As discussed before, this energy level must be calculated self-consistently in 
the case of charging effects.

By expanding equation (1.25) using equations (1.26) and (1.22) we obtain

6 =  Co + U - 2 / ( 60, ^^))) . (1.28)

Hence, with the introduction of charging effects we can clearly see that the position 
of the energy level e is not invariant by interchanging F l ^  F r. Consequently 
asymmetries in the I  — V  will arise due to both charging and asymmetric coupling.

-  e-Ep = -0.5eV
-  e-Ep = 0.5eV

-  U = 0 eV

<

-20

-40

-60

V [ Volts ]

Figure 1.7: Current as a function of voltage for a molecule - represented by a single energy 
level - within two electrodes. In this case F l  ^  F r  and the molecular energy 
level is positioned either at the Fermi level (solid curve), above (dashed) and 
below (dotted) the Fermi level. The on-site energy is set to 0, 1 and -1 eV 
respectively and we have included the effects of charging following equations 
(1.26) and (1.25) with U = 1 eV.

In figure (1.7) we show the effects of asymmetric coupling on the current either 
considering or not charging effects. We can clearly see that charging of the molecular 
level induces an asymmetric I  — V  characteristics. This behaviour depends on the 
position of the molecular state eo as well as the coupling constants.
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A lthough over-simphfied, th is m odel brings into light a  num ber of in teresting 

aspects in electronic tran sp o rt th rough m olecular system s. We have shown th a t 

charging effects m ight have considerable im plications for tran sp o rt, m ore specifically, 

th e  com bination of asym m etric coupling to  th e  electrodes and  charging leads to 

asym m etric cu rren t/v o ltag e  curves. A more realistic descrip tion of our system  might 

eventually lead to  rectification, an im portan t m echanism  in m odern electronics.

Obviously, th is m odel cannot account for realistic system s. In order to  model 

m atericil-dependent devices one m ust be able of describing th e  electronic properties 

of such system s w ith  a  large degree of accuracy. M oreover, charging m ust be correctly 

described if we wish to  propose novel devices for logic applications.

In the  next section we extend th e  ideas developed so far in troducing  an  atom istic 

description of b o th  th e  electrodes and the  molecule. T he electronic s tru c tu re  and 

consequently all o ther param eters describing our device are calculated w ith  ab initio 

techniques. Hence, our sim ple model becomes a specific case in a m ore general 

theoretical fram ework know as non-equilibrium  G reen function form ahsm  [90, 61].

1.4 N on —E quilibrium  Transport

1.4.1 N on-equilibrium  Green functions (N E G F ) for an open  
sy stem

As pointed  out in the  in troduction  we are dealing w ith  an  infinite-dim ensional non­

periodic H erm itian  problem . T he problem  can be w ritten  down in term s of the 

re ta rd ed  G reen’s function for the  whole system  by solving th e  G reen function 

equation

[e+S -n]g^{E)  = I , ( 1.29 )

where I  is an infinitely-dim ensional identity  m atrix , =  lim 5_o+ E  +  i6 and E  is 

the  energy. T he sam e equation explicitly using th e  block-diagonal s tru c tu re  of bo th  

th e  H am iltonian  and the  overlap m atrix  (we drop th e  sym bol “R ” ind icating  the 

re ta rd ed  quantities) is of th e  form

-  '^LM 0 \ ( Gl Ql u ^LR
— ’̂ ML — Hu £’'''5mR -  "̂ M̂R j Gml Gu G m r

0 e"''‘5RM -  H rm 6 + * S r - H r  J \ ^RL ^RM Gr

0 0 \
0 •̂ M 0

\  0 0 I /
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where we have partitioned the Green’s functions Q into the infinite blocks describing 
the left- and right-hand side leads Qi and Qn, those describing the interaction be­
tween the leads and extended molecule ^lm, ^rm, the direct scattering between the 
leads ^ l r ,  find the finite block describing the extended molecule Gm. We have also 
introduced the matrices H l , 'Hr , H ua , '^rm and their corresponding overlap matrix 
blocks, indicating respectively the left- and right-hand-side leads Hamiltonian and 
the coupling matrix between the leads and the extended molecule. Hu  is an M  x M  
matrix and /m is the M  x M  unit matrix. The infinite matrices, Hh and H r describe 
the leads and have the following block-diagonal form

0 / /_ i
. . .  0

\ ..........  u tiQ j

Ĥ Hi 0
Ho H

0 H-, //(

(1.31)

H lm =

with similar expressions for Wr and the overlap S  matrix counterparts. In contrtist 
the coupling matrices between the leads and the extended molecule are infinite­
dimensional matrices whose elements are all zero except for a rectangular block 
coupling the laat PL of the leads and the extended molecule. For example we have

(1.32)

The crucial step in solving equation (1.30) is to write down the corresponding 
equation for the Green’s function involving the EM and surface PL’s of the left and 
right leads and then evaluate the retarded Green function for the extended molecule 
G^. This can be done by returning to our initial assumptions about the electrostatics 
of the problem (section (1-1)); the potential drop occurs entirely across the extended 
molecule and there are no changes to the electronic structure of the charge reservoirs 
arising from neither the coupling to the molecule nor through the external bias. 
Bearing that in mind we can focus solely on the scattering region and treat the effect 
of electrodes in terms of an effective interaction.

This can be achieved by eliminating the degrees of freedom of the electrodes one 
by one from deep into the leads all the way to the interface with the EM. Effectively, 
one can renormalise the total Hamiltonian using a procedure that can be shown to 
be exact [65]. The final expression for has the form

G ^(E ) =  [6+5m - H u -  TI{E)  -  E g (E )]" ' , (1.33)
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where we have introduced the retarded self-energies for the left- and right-hand side 
lead

=  (6+5 m l  -  Hml)GI^{E)  ( 6 + 5 lm  -  / / l m ) (1-34)

and

E^{E) ^  {e+SuR -  H mr)G'^^{E) ( 6 + 5 r m  -  / / r m )  ■ (1-35)

Here and are the retarded surface Green function of the leads, i.e. 
the leads retarded Green functions evaluated at the PL neighbouring the extended 
molecule when this one is decoupled from the leads. Formally G ^  ( G ^ )  corresponds
to the right lower (left higher) block of the retarded Green’s function for the whole
left-hand side (right-hand side) semi-infinite lead. These are simply

Ql^{E) = [ e + S ^ - n L ] - ^  (L36)

and
(£;) -  [6+5r -  H r] - ^  (1.37)

Note th a t ( ^ r^ )  is not the same as ( ^ r ) defined in equation (1.30). In 
fact the former are the Green functions for the semi-infinite leads in isolation, while 
the latter are the same quantities for the leads attached to the scattering region. 
Im portantly one does not need to  solve equations (L36) and (1.37) for calculating 
the leads surface Green functions and a closed form avoiding the inversion of infinite 
matrices can be provided [65]. We will return  to this discussion in more detail in 
section (1.6.2).

Let us conclude this section with a few comments on the results obtained. The 
retarded Green’s function contains all the information about the electronic struc­
ture of the extended molecule attached to the leads. In its close form given by the 
equation (1.33) it is simply the retarded Green’s function associated to the effective 
Hamiltonian m atrix //eff

//eff =  H m + ^1 { E )  + Sg(.E) (1.38)

Note th a t Hen is not Hermitian since the self-energies are not Hermitian matrices. 
This means the to ta l number of particles in the extended molecule is not conserved, 
as expected by the presence of the leads. Moreover, since contains all the infor­
mation about the electronic structure of the extended molecule in equilibrium with

^N ote th a t th is  is a  m ore general case of equation  (1.13). In th e  one level problem  we set H m =  «o 
and  S l / r  =  A +  w ith A =  0. T he real p a rt of th e  self-energies sh ift th e  on-site energy
level while th e  F ’s provide th e  level broadening.
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the leads, it can be directly used for extracting the zero-bias conductance G of the 
system. In fact one can simply apply the Fisher-Lee [61, 94] relation and obtain

G = —  (1.39)
Tr

where
r„ (E )  =  i[T.l{E) -  S^(£)t] , (1.40)

(q:=L,R). In equation (1.39) all the quantities are evaluated at the Fermi energy 
E y - Clearly Tr[FL F r  G ^ ](£ )  is simply the energy dependent to ta l transmission 
coefficient T{E)  of standard  scattering theory [84].

Finally note th a t what we have elaborated so far is an alternative way of solving
a scattering problem. In standard scattering theory, as discussed in section (1.2),
one first computes the asymptotic current carrying states deep into the leads (scat­
tering channels) and then evaluates the quantum  mechanical probabilities for these 
channels to be reflected and transm itted through the extended molecule [84]. The 
details of the scattering region are often reduced to a m atrix describing the effective 
coupling between the two surface PLs of the leads which can be solve using a Green 
function [65] or transfer m atrix approach [92]. In contrast the use of (1.39) describes 
an alternative though equivalent approach, in which the leads are projected out to 
yield a reduced m atrix describing an effective EM. The current through surface PL ’s 
perpendicular to  the transport direction are the same,® the two approaches are equiv­
alent and there is no clear advantage in using either one or the other. However, when 
the Hamiltonian m atrix of the scattering region H u  is not know'n a priori, then the 
NEGF m ethod offers a simple way of setting up a self-consistent procedure.

1.4.2 S teady-state and self-consistent procedure

Consider now the case in which the m atrix elements of the Hamiltonian of the system 
are not known explicitly, bu t only their functional dependence upon the charge den­
sity n  (r), H  =  Hln],  is known. This is the most common case in standard  mean field 
electronic structure theory, such as DFT [77, 78]. If no external bias is applied to the 
device (linear response limit) the Hamiltonian of the system can be simply obtained 
from a standard equilibrium D FT calculation and the procedure described in the 
previous section can be used w ithout any modification. However, when an external 
bias V  is applied, the charge distribution on the extended molecule will differ from

*Some caution should be taken in selecting the plane for evaluating the conductance when the 
basis set is not complete as in the case of LAO basis sets. See for instance [95] and [96].
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the one a t equilibrium  since bo th  the  net charge and  th e  electrical polarisation are 

affected by th e  bias. T his will determ ine a new elec trostatic  po ten tia l profile w ith 

different sca tte ring  properties.

These m odifications will affect only th e  extended molecule, since our leads pre­

serve local charge neutrality . This m eans th a t th e  charge density  and therefore the 

H am iltonian of th e  leads are no t modified by th e  ex ternal bias applied. As dis­

cussed a t th e  beginning the  only effect of th e  ex ternal bias over th e  cur ren t/vo ltage  

electrodes is a rigid shift of the  on-site energies. T he H am iltonian th en  takes the 

form
/ n i  + Si êV/2 Hlu 0 \

"H — I H u h  H u  'Hu k  I , (1-41)
V  0  U k -  < S r  eV/ 2  )

Note th a t  the  coupling m atrices between the  leads and  the  extended molecule are 

also not modified by the  external bias, since by construction  the  charge density  in 

the  surface planes of th e  extended molecule m atches exactly  th a t  of the  leads.

T he H am iltonian of the  extended molecule

Hm =  Huln]  ( 1 .42)

depends on th e  density  m atrix , which is ca lculated  using th e  lesser G reen function 

[61, 62, 63, 64, 71, 89, 90]

=  d E G ^ { E ) ,  (1.43)

so a procedure m ust be devised to  com pute th is  quantity .

In ecjuilibrium, G^{ E)  — —2ilm  [G ^(£ ')] f { E  — //), so it is only necessary to 

consider th e  re ta rd ed  G reen function, given by equation  (1.33). O u t of equilibrium , 

however, the  presence of the  leads establishes a non-equilibrium  population  in the 

extended molecule and is no longer equal to  —2zlm  [G^] f { E  — ji). T he non­

equilibrium  Green function formalism [61, 62, 63, 64, 89, 90] provides th e  correct 

expression (see appendix  C in [71]):

Gt,{E) = iGl{E)[VU{E -  /x l ) + T^f {E -  Mr ) ] C ( ^ ^ )  (1-44)

where / / l / r  =  /  ̂±  6 ^ /2 , f { x )  is the  Fermi function for a  given tem p era tu re  T,

S l / r  =  S l / r  (£^, V^) , ( 1 .4 5 )

and

T l/ r  =  T l / r  {E,  V) (1.46)
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Our main assumption about the leads is that the effect of the bias induces a rigid 
shift in the electronic structure, hence it is easy to see that

S l / r  {E, F ) =  T eV/2, V ^  0) (1.47)

and consequently
T l/r  {E, 7 )  =  rL /R (^ T eV/2, V  =  0). (1.48)

In other words, we can calculate the self-energies and the F matrices for zero bias 
and apply a shift of to the electronic structure to mimic the applied bias.® 

Finally, G^{E)  is given again by equation (1.33) where now we replace S L / R ( i ? )  

with S l / r  =  T,l /r{E ±  eV/2).
The self consistent procedure is as follows. First a trial charge density

n°(r) =  (f|Z)^|f) (1.49)

is used to compute Hm from ecjuation (1.42). Then F l, F r  and are calculated 
from equations (1.47), (1.48), and (1.33). These c^uautities are used to compute 
in equation (1.44), which is fed back into equation (1.43) to find a new density . 
This process is iterated until a self-consistent solution is achieved, which is when

M a x \ \ D i , - D i t ^ \ \ < S ,  (1.50)

where <5 <C 1 is a tolerance parameter.
Finally, the current I  can be calculated using [97]

I  = l J d E  Tr[FL F r G^,] ( /  {E - -  f  {E -  /^r)) . (1.51)

Note that the term Tr[FL G^^ Fr G^] is analogous to the conductance for the linear 
regime (Eq. (1.11)). Hence we can associate

T ( i? ,F )  =  T r[FLG ^trj^G ^j, (1.52)

with the transmission coefficient, which in the more general non-equilibrium case is 
bias-dependent as well as energy-dependent. Koentopp and Burke have shown that 
the Landauer-Biittiker formula only holds in the case of interacting electrons in the

^We can see th a t this is indeed the case by taking the Hamiltonian of an infinite system H  
and applying a constant potential V.  The resulting eigenvalue equation is H  + V S  =  E S  which 
becomes H  = {E — V)  S.  It is then clear th a t the eigenvectors for this problem are unchanged when 
compared to  the zero bias case and the eigenvalues are shifted by a constant V  (assuming th a t the 
potential has converged deep inside the electrodes and all we see is a constant bias). Subsequently 
the charge density n remains the same provided we shift the Fermi level (chemical potential) by V .
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hm it of zero bias when the exchange and correlation term  in the Hamiltonian is local. 
In the case of non-local potentials a correction due to the response to the external 
electric field in the exchange-correlation potential m ust be added [?].

Let us conclude this section with a note on how to  perform the integrals of 
equations (1-43) and (1.51). The one for the current is trivial since the two Fermi 
functions effectively cut the integration to give a narrow energy window between the 
chemical potentials of the leads. In addition the transmission coefficients, with the 
exception of some tunnelling situations, is usually a sm ooth function of the energy.

In contrast, the integration leading to the density m atrix (1.43) is more difficult, 
since the integral is unbound and the Green function has poles over the real energy 
axis. This however can be drastically simplified by adding and subtracting the term 

{E — fi i) to equation (1.44) to yield after some rearrangements

G < { E )  =  t  [ g ^ , ( E )  ( F l  +  F r )  G ^ I { E ) f { E  -  ^^ l)+  =  

+  G U E ) T n G ^ I { E )  i f { E  -  ^ r ) -  f { E  -  /z l )) 

We can note tha t

(1.53)

F l +  F r Rt 
R ^ R

R{-eSu + Hu + E^ + E}̂ ) -  (-65J, + hI  +

(1.54)

G ^ -  G ^ n  /(E -JU ^ ) +  ^G ^^nG ^/ { f { E -  /xr) -  f { E  -  /xl)) , (1-55)

Therefore, by substituting equation (1.54) into equation (1.53) we obtain

GUE) =

which in turn  reduces to

G^i(E) =  ~2z l m f { E  -  / i j  +  *G ^FrG ^/ { f { E -  ^ r )  -  f { E  -  ^^l)) (1-56)

Based on the new form of G^[ E) ,  it is now possible to rewrite the integral (1.43) 
as the sum of two contributions D  — +  D y

and

D v  =

=  I  d E  Im [ Gl ]  f  { E -  f i L) ,

-  [ d E  G ^F aG ^t _  ^j,) _  /  ( £  _  f,^ ) ] .

(1.57)

(1.58)

10Considering to be a symmetric matrix.
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Deq can be interpreted as the density matrix at equilibrium, i.e. the one obtained 
when both the reservoirs have the same chemical potential while Dy  contains 
all the corrections due to  the non-equilibrium conditions. Computationally, D y  is 
bound by the two Fermi functions of the leads, in similar fashion to the current I, 
and therefore one needs to perform the integration only in the energy range between 
the two chemical potentials (see figure (1.8a)). In contrast Deq is unbound, but the 
integral can be performed in the complex plane using a standard contour integral 
technique [98], since is both analytical [99] and s m o o th .D e s p ite  being unbound, 
in the lower part of the energy axis the integral of equation (1.57) only requires 
the inclusion of all occupied states (those below the Fermi level ) of the extended 
molecule and of the bands of the electrodes. At energies below a certain threshold, 
the integrand goes to zero cjuite quickly. Hence we can choose a finite value for the 
lower limit of integration ensuring all the available states below E f  are counted. The 
point denoted E n e rg L o w e s tB o iin d  - a parameter of the calculation - in Fig. (1.8) 
indicates th a t limit.

The integration in all cases is ])erformed using a Gaussian quadrature (Gauss- 
Legendre) m ethod [100].

1.5 Spin polarised systems: Collinear versus non- 
collinear spins

The Green function m ethod described in the previous section can be generalised to 
magnetic systems or to other systems where the spin degree of freedom has to be 
taken into consideration (open-shell systems). We consider two different cases. The 
first is when spin up (m ajority) and spin down (minority) electrons are completely 
decoupled from each other in the sense that there is no spin-flip. This is the case 
of collinear-spin systems and in transport theory is known as the “two-spin fluid” 
approximation [101]. In this situation, the Hamiltonian, overlap m atrix and all other 
operators have the form

where the block describes the spin a sub-band.

*^In the same way, we could add and subtract a term ( E ~  /̂ R.) to equation (1.43) and
work through the algebra to obtain equations which are analogous to (1.57) and (1.58). hi practice, 
numerical errors arise when calculating the Green function w'hich might lead to slight differences in 
the density matrix calculated by these two methods. In order to minimise the effects of numerical 
errors we perform an average of the density matrices obtained in the two possible way.s.
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Figure 1.8: Diagram of the Green function integration leading to the non-equilibrium
charge density. The non-equilibriurn part must be performed along the real 
energy axis, but it is bound by the left- and right-hand side Fermi distribution 
functions, / l and / r . b) The integral for the equilibrium component is per­
formed over a semicircular path in the complex energy plane. Here we show 
the lower limit of integration (below the lowest band of the electrodes), the 
energy mesh along the two segments of the curve and the poles of the Fermi 
distribution.

In this case we can work with two completely independent systems. Because 
m ajority and minority spins are effectively decoupled we can separate the two spins 
and calculate all quantities independently. The formalism described in section (1.4) 
still holds, bu t we need to  introduce a new index which spans over the spin degree 
of freedom, a. Operators such as the Hamiltonian, overlap m atrix, Green function 
and density m atrix are now written in the form

Once convergence is achieved the total transmission and the to tal current are 
simply given by

(1.60)

(1.61)

(1.62)
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%. e., the contributions of the two spins add in parallel.
In the case we described above, the spins are always considered to be in an 

eigenstate of the spin operator 5^. We might want to consider cases where the 
magnetic moments are not aligned in the same way (non-collinear spins). In other 
words, we can envisage a situation where the magnetic moments of different atoms 
in our system are aligned at a certain angle with respect to each other. An example 
of such a system is presented in figure (1-9) where we show an array of atoms with 
a spiral-shaped magnetic moment. This is exactly the case in for example a domain

moments for each atom, a) Diagonal and b) top views of the wire. Note that 
the magnitude of the spins are kept constant, but the magnetic moments are 
allowed to point in different directions.

In this case our operators have the following form

The ofT-diagonal term s couple the up and down spins and are related to the angles 
between the magnetic moments.

Now, instead of working with different spins we use the NEGF formalism for a 
general spin direction. The total Hamiltonian has dimensions 2 N  x 2A .̂ We can 
then define the Green function for this system in the form of equation (1.63),

wall [102, 103].

(a)

Figure 1.9: Infinite mono-atomic wire with arrows show'ing the direction of the magnetic

(1.63)

(1.64)

^^Except for th e  overlap m atrix  which still retains th e  form of equation  (1 .59).
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;i.68)

By using the  G reen function defined in equation  (1.64) we can apply  equations 

(1.57) and (1.58) as we did in section (1.4) after redefining th e  self-energies as

S t -

and

0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

v iT
^ L 0 0 ^ L 0 0

O

0 0 0 0 0
0 0 0 0 0 0

(1.69)

\

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0

(1.70)

/
Fl and F r can be calculated in an  analogous way.

Finally, the  density  m atrix  (equation (1.43)) and  th e  curren t (Eq. (1.51) can be 

calculated using th e  procedure described previously.

Finally, let us conclude th is section w ith a note on th e  Spin-O rbit (SO) in ter­

action, Spin-O rbit coupling is a relativ istic correction to  th e  Schrodinger equation 

[104, 105] wliich increases w ith atom ic num ber. W hile for m ateria ls formed from light 

atom s such an  effect is negligible, for heavier atom s it plays an  increasingly im por­

ta n t role. In the  case of 3d transition  m etals for exam ple it is the  cause of m agnetic
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anisotropies [106] of the order of 10-100 /ieV and in semiconductors it causes the 
edges of the valence and the conduction band to spin-split [107],

When we consider the SO effect the spin is no longer a good quantum  number. 
In turn  one needs to consider the to tal angular momentum J  ( J  = S  + L: the sum of 
spin and orbital angular momenta). In essence, the SO coupling leads to  off-diagonal 
terms in the Hamiltonian in similar fashion to Eq. (1.63). Therefore, the formalism 
described so far can be naturally extended to include SO effects in the transport 
properties of nanostructures provided we can write a Hamiltonian for the scattering 
region [108].

Hence, we have shown th a t the NEGF m ethod can be generalised to include 
periodic boundary conditions in the transverse direction. This is particularly useful 
when dealing w'ith transport through surfaces and hetero-junctions.

1.6 Leads’ self-energies 

1.6.1 Surface G reen’s functions

Let us now return  to the question of how to calculate the self-energies for the leads. 
From equations (1.34) and (1.35) it is clear th a t the problem is reduced to tha t of 
computing the retarded surface Green functions for the left- (G^*^) and right-hand 
side { G ^ )  lead respectively. This does not require any self-consistent procedure since 
the Hamiltonian is known and it is equal to th a t of the bulk leads plus a rigid shift of 
the on-site energies. However the calculation should be repeated several times since 
the E ’s are energy dependent. Therefore it is crucial to have a stable algorithm.

There are a number of techniques in the literature to calculate the surface Green 
functions of a semi-infinite system. These range from recursive m ethods [61, 109] to 
semi-analytical constructions [65]. Here we have generalised the scheme introduced 
by Sanvito et. al. [65] to  non-orthogonal basis sets. This m ethod gives us a pre­
scription for calculating the retarded surface Green function exactly. The main idea 
is to construct the Green function for an infinite system as a sum m ation of Bloch 
states with both real and imaginary wave-vectors, and then to apply the appropriate 
boundary conditions to  obtain the Green function for a semi-infinite lead.

As explained in section (1.1) the Hamiltonian and the overlap matrices are ar­
ranged in a tridiagonal block form, having respectively H q and S q on the diagonal, 
and H\ and as the first off diagonal blocks (see figure 1.10)). Since we are dealing 
with an infinite periodic quasi-one-dimensional system, the Schrodinger equation can
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Ho H Ho Hj Ho
Si So Si So Sj So

Figure 1.10: Infinite periodic system  used as cu rren t/vo ltage  probe and schem atic diagram  
of the  H am iltonian. H q and S q are the  m atrices describing the H am iltonian 
and the  overlap w ithin a PL, while H i  and S i  are the  same quantities calcu­
la ted  between two adjacent PLs. The arrow  indicates the  direction of trans­
port (here along the  2  axis).

be solved for Bloch states

(1.71)

and reads

[A'o +  A'le’" +  =  0 , (1.72)

where .z =  aoj with j  integer and ao the separation between princi])al layers, k  is the 
wave-vector along the direction of transport (in units of 7r/ao), (f>k is a A'^-dimensional 
column vector and a normalisation factor. Here we introduce the N  x N  matrices

Ao = H o -  ESo  , (1.73)

Ki = H i - E S i ,  (1.74)

A _i =  . (1.75)

Since the Green’s functions are constructed a t a given energy our task is to 
compute k{E)  (both real and complex) instead of E{k)  as conventionally done in 
band theory, A numerically efficient m ethod to  solve the “inverse” secular ecjua- 
tion k — k{E)  is to map it onto an equivalent eigenvalue problem. It is simple to 
dem onstrate [65] th a t the eigenvalues of the following 2 N  x 2 N  non-Hermitian m atrix

(1.76)

for a given energy E  are and th a t the upper N  components of the eigenvectors 
are the vectors 0^. Clearly for the solution of this eigenvalue problem one needs to 
invert Ki .  However, since A'l is determined by the details of the physical system, the
choice of basis set and of principal layer may be singular or severely ill-conditioned.
This problem often originates from the fact th a t a few states within a PL do not cou­
ple to states in the nearest-neighbouring PLs, but it can also be due to the symmetry
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of the problem. For example in the case of ab initio derived matrices this becomes 
unavoidable when one considers transition metals, where the strongly localised d 
shells coexist with rather delocalised s electrons. A possible solution to  this problem 
is to consider an equivalent generalised eigenvalue problem, which does not require 
matrix inversion. However this solution is not satisfactory for two reasons. First 
the matrices still remain ill-conditioned and the general algorithm is rather unstable. 
Secondly for extreme cases we have discovered th a t the generalised eigenvalue solver 
cannot return meaningful eigenvalues (divisions by zero are encountered when deal­
ing with some “critical” closed-channel, k  imaginary). We therefore decide to use 
an alternative approach constructing a regularisation procedure for eliminating the 
singularities of K \ . This must be performed before starting the actual calculation of 
the Green functions. We will return on this aspect in section 1.6.2. For the moment 
we assume th a t A'l has been regularised and it is neither singular nor ill-conditioned.

Wlien using orthogonal basis sets the knowledge of k  and {4>k] is sufficient to 
construct the retarded Green function for the doubly-infinite system, which has the 
form [65]

where the sum m ation runs over both real and imaginary ki. In equation (1.77) ki 
(ki) are chosen to  be the right-moving or right-decaying (left-moving or left-decaying) 
Bloch states, i.e. those with either positive group velocity or having /c-vector with 
positive imaginary part (negative group velocity or negative imaginary part). } 

are the corresponding vectors, and V  is defined in reference [65] . Finally {(pkt) is 
just the dual of {(f>ki} obtained from

(1.78)

= Sim (1.79)

(1.80)

In the case of a non-orthogonal basis set the same expression is still valid if V  is 
now defined as follows

N

V =  X ;  ( f f l  -  E S l)  ■ (1 81)

Finally the surface Green functions for a semi-infinite system can be obtained 
from those of the doubly-infinite one by an appropriate choice of boundary conditions.
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For instance if we subtract the term

N

A , { z ’ - Z o )  =  Y l  , (1.82)
l,h

from of equation (1.77) we obtain a new retarded Green function vanishing at 
z =  zq. Note th a t {z' — zq) is a hnear combination of eigenvectors (wavefunctions) 
and therefore does not alter the causality of G.

In this way we obtain the final expression for the retarded surface Green functions 
of both the left- and right-hand side lead

Gl =
l,h

- 1

l.h

(1.83)

(1.84)

Once these operators have been calculated it is easy to obtain the self-energies from 
equations (1.34) and (1.35). These need to be computed at the beginning of the 
calculation only for a given energy mesh.

1.6.2 T he problem ”

The m ethod presented in section (1.6.1) to calculate the leads Green’s functions 
depends crucially on the fact th a t the coupling m atrix between principal layers K i  — 

Hi — E S i  is invertible and not ill-defined. However this is not necessarily the case 

since singularities can be present in K i  as the result of poor coupling between PLs 
or because of symmetry reasons. Note also th a t since K \  — H\  ~  E S \  the rank of 
A'l may also depend on the energy E.

We now give a few examples illustrating how these singularities arise. Let us con­
sider for the sake of simplicity an orthogonal nearest neighbour tight-binding model 
with only one 5-like basis function per atom. In this case K i  =  H i  is independent 
of energy. In figure (1.11) we present four possible cases for which H i  is singular, by 
no means the only ones. In the picture the dots represent the atomic position, the 
lines the bonds and the dashed boxes enclose a PL. All the bonds are assumed to 
have the same strength, thus all hopping integrals 7 are identical.

In the first case (figure (1.11a)) the PL coincides with the primitive unit cell of 
the system and therefore it is the smallest principal layer th a t can be constructed. 
However since every second atom in the cell does not couple with its mirror in the
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I  i  I I I <“>

....®

Figure 1.11; Four different structures for which H\ is singular; (a) lack of bonding, (b) 
super-cell, (c) over-bonding, (d) odd bonding. Each black dot represents an 
atom and each line a bond. The dashed boxes enclose a principal layer.

two adjacent cells H\ has the form

7 0 
0 0 ( 1.85)

and therefore is singular. This is the case of “lack of bonding” between principal 
layers. It is the most common case and almost always present when dealing with 
transition metals, since localised d shells coexist with delocalised s orbitals.

Figure (1.11b) presents a different possibility. Here the PL is a super-cell con­
structed from two unit cells and every atom in the PL couples with atoms located 
in only one of the two adjacent PLs. In this case

=
0 0 
7 0 ( 1 .86 )

which is again singular. Clearly in this specific case one can reduce the principal layer 
into the primitive unit cell solving the problem become a scalar 7 ). However 
in a multi-orbital scheme the super-cell drawn may be the smallest PL possible and 
the problem will appear. Again this is a rather typical situation when dealing with 
transition metals.

The case of “over-bonding” is shown in figure (1.11c). Again the PL coincides 
with the primitive unit cell, but now every atom in the PL is coupled to all the atoms 
in the two adjacent PLs. In this case

« . = (
which is not invertible either. This situation is usually driven by symmetry.
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Finally the “odd-bonding” case is presented in figure ( l .l ld ) . Also in this case 
the PL coincides with the primitive unit cell, however the upper atom in the cell is 
coupled only to atoms in the right nearest neighbour principal layer. The Hi  matrix 
is then (we label as “1” the upper atom in the cell)

«■ = (  0 ^ )  ■

i.e. it is also singular.
Clearly the above categorisation is basis dependent, since one can always find a 

unitary rotation transforming a generic Hi in a new matrix of the form of equation 
( 1.88).

1.6.3 F inding the singularities of K \

We now present the first step of a scheme for regularising Ki,  and indeed the whole 
Hamiltonian and overlap matrix, by removing their singularities. In the cases of “lack 
of bonding” , “super-cell” and “odd-bonding” presented in the previous section the 
singularities of Ki  =  Hi  were well defined since an entire column was zero. However 
more generally, and in particular in the case of multiple zetas basis set, Ki  is singular 
without having such a simple structure (for instance as in the “over-bonding” case). 
This is the most typical situation and a method for identifying the singularities is 
needed.

The ultimate goal is to perform a unitary transformation of both H. and S  in 
such a way that the off-diagonal blocks of the leads Hamiltonian and overlap matrix 
{Hi and 5i) assume the form

N - R  R

N  [0 ,

(  0 0 • ■
0 0 ■ • M , N - R + \  ■ • M,N
0 0 • • M , N - R + 1  ■ • M,n

VO 0 • ■ ^ N , N ~ R + \  ■

••

)

(1.89)

i.e. they are N  x N  block matrices of rank R,  whose first N  — R  columns vanish. In
this form the problem is re-conducted to the problem of “odd-bonding” presented in
the previous section.

This can be achieved by performing a generalised singular value decomposition 
(GSVD) [110], The idea is that a pair of TV x matrices, in this case Hi and Si, 
can be written in the following form

Hi = UAi [ 0 , W] Q\  (1.90)

S i = VK2\ Q, W\Q\  (1.91)
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with U, V  and Q unitary N  x  N  matrices and W  being a, R  x R  non-singular
■  H,  ■triangular m atrix where R  is the rank of the 2N x N  m atrix 

matrices Ai and A2 are defined as follows:

Ai =

{ R < N ) .  The

0 C
N-K-L

(1.92)

A2 — L 
N - L

K  L

0 C  
0 0

(1.93)

where L  is the rank of Si ,  K  + L = R,  I k is the K  x  K  unit m atrix and C  and C  
are L x L  matrices to  be determined.

Clearly the two matrices H\  and 5i have the two common generators W  and 
Q. Then, one can perform a unitary transformation of both Hi  and Si  by using Q, 
obtaining

N - R  R= Q^HiQ = Q^UAi[0,W]-^

Sf  = Q^SiQ = Q^VA2[Q,\V]=  ̂ [ 0"'"%!']

N [ 0  , H i ]

N - R  R

(1.94)

(1.95)

Here Hi  and Si  are the N  x  R  non-vanishing blocks of the GSVD transformed 
matrices Hi  and respectively.

In an analogous way the same transformation for H\,  S'!, H q and S q leads to

H f  = Q^h Iq
N

N - R 0 (1.96)
R . H l \

N

N - R 0 (1.97)
R

H ^  ^  Q^HoQ (1.98)

S ^  = Q^SoQ , (1.99)

where the transform ed matrices H q and S q are not necessarily in the form of equa­
tion (1.89).

We are now in the position of writing the final unitary transform ation for the total 
(infinite) Hamiltonian H  and overlap S  matrices describing the whole system (leads



49 Chapter 1

phis extended molecule). These are given by Q' '̂HQ and Q}SQ with the infinite 
matrix Q defined as

/
0 Q 0
. 0 Q 0

0 Im 0
0 Q 0 .

0 Q 0

V  ■ •• /

( 1.100)

where Im is the M  x M  unit matrix. Note that this unitary transformation rotates 
all the Hi matrices (the 5i matrices in the case of S), but leaves Hm (5'm) unchanged. 
Finally the matrices coupling the extended molecule to the leads transform as follows

tjQ

-̂ RM
tjQ

HmlQ , 
Q̂ Hjiu ) 
HmrQ ,

( 1. 101)

and so do the corresponding matrices of S.

1 .6 .4  S o lu t io n  o f  t h e  p r o b le m ”

Now that both Ti and S  have been written in a convenient form we can efficiently 
renormalise them out. The key observation is that the two (infinite) blocks describing 
the leads have now the following structure (the S  matrix has an analogous structure 
and it is not shown here explicitly)

/

'^L/R

\
Q̂ HoQ Q^HiQ 0

Q̂ HoQ Qti/iQ 
0 Q^HoQ

( 1 .102 )

/  .

Q̂ HoQ 
0

Hi 

0

[ 0  Hi
C B 

D
0

H i ,

0

0 Hi

C B 
B  ̂ D

/
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where the matrices D, B  and C  are respectively R x R,  N  x [N — R)  and 
{N -  R ) x { N  -  R).

Note that the degrees of freedom (orbitals) contained in the block C  of the matrix 
Hq — Q^HqQ couple to those of only one of the two adjacent PLs. This situation 
is the generalisation to a multi-orbital non-orthogonal tight-binding model of the 
“odd bonding” case discussed at the beginning of this section (figure 1.1 Id). These 
degrees of freedom are somehow redundant and they will be eliminated. VVe therefore 
proceed with performing Gaussian elimination [65] (also known as “decimation”) of 
all the degrees of freedom associated to all the blocks C.

The idea is that the Schrodinger equation Q}\H — ES\Q '^  =  0 can be re-arranged 
in such a way that a subset of degrees of freedom (in this case those associated to 
orbitals in a PL tha t couple only to one adjacent PL) do not appear explicitly. The 
procedure is recursive. Let us suppose we wish to eliminate the l-th row and column 
of the matrix IC^ = Q}[H — ES]Q.  This can be done by re-arranging the remaining 
matrix elements according to

ICQu
(1.103)

The dimension of the resulting new matrix ( “1” indicates that one decima­
tion has been performed) is reduced by one with respect to the original K.^. This 
procedure is then repeated and after r  decimations we obtain a matrix

1C ij (1.104)

Let us now decimate all the matrix elements contained in all the sub-matrices C. 
We obtain a new tridiagonal matrix (“oo” means that an infinite number of
dechnations have been performed) of the form

/  .
0t
0

\
A 0 0
0 t A Ti 0
0 r / -^LM 0

0 -^ML K m ©MR 0
0 0RM D2 0 0

0 0 t A 0 0
0 0 t A 0

Q
LMi

r Q
-^ML —

—  -“ ML -  and A m = H m

(1.105)

\  /
where ~  =  ^m l -  and Am = H u -  E S u - The crucial
point is that the new matrix is still in the desired tridiagonal form, but now
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the coupling matrices between principal layers 0  are not singular. These are now 
R X R matrices obtained from the decimation of the non-coupled degrees of freedom 
of the matrices K^.  Moreover the elimination of degrees of freedom achieved with 
the decimation scheme is carried out only in the leads. The electronic structure of 
these is not updated during the self-consistent procedure for evaluating the Green’s 
function, and therefore the information regarding the decimated degrees of freedom 
are not necessary. In contrast the degrees of freedom of the scattering region are not 
affected by the decimation or the rotation. Therefore the matrix Ku  is unaffected 
by the decimation.

In the decimated matrix new terms appear (D^, D2 , T\ and 0m r )- These
arise from the specific structure of the starting matrix Q}\'H — ES]Q and from the 
fact that the complete system (leads plus scattering region) is not periodic. In fact 
assuming that j  is the last principal layer of the left-hand side lead and I is the first 
layer of right-hand side lead, the decimation is carried out up to j  — 1 to the left 
and starts from I to the right of the scattering region. This allows us to preserve the 
tridiagonal form of 1C and at the same time to leave Kyi unchanged. A schematic 
picture of the decimation strategy is illustrated in figure 1.12.

(a)

(b)

Figure 1.12: Schematic representation of the decimation strategy for the rotated 1C matrix.
Every symbol (dots, boxes ..) represents a collection of degrees of freedom 
(a matrix block) and every line the coupling, (a) Original structure after the 
rotation Q. In the periodic leads the upper black dots represent the blocks C  
of the matrix of equation (1.6.4). The large white rectangular box represents 
the scattering region, (b) The degrees of freedom marked with the red crosses 
are decimated, (c) Final structure after decimation. The new white symbols 
represent the leads degrees of freedom of the principal layers adjacent to the 
scattering region as they appear after the decimation.

In practical terms all the blocks of the infinite matrix of equation (1.105) can be 
calculated by decimating auxiliary finite matrices. In particular
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1. A, 0  and D-i are calculated by decimating both the C  matrices of the following 
finite 2N  x 2N  matrix

where Ki — IIi — ESi  and

[ 0

C  B  
B^ D

C B  
fit D

\
D2 0  
0 t  A (1.106)

;i.io7)

2. Di and Ti are calculated by decimating only the upper C  matrix of the same 
finite 2N  x 2N  matrix

C B
\  B^ D

0

V .  .

)  [ 0
\

1

C B
B< D }  )

where Di is N  x N,  while is R  x  N.

D2 T, 
Tl D, (1.108)

3. 0mh is a  M  X  R  matrix obtained by decimating the C block of the following 
{N  + M) X {N + M)  matrix

Om

•^RM

t̂Q^MR
C  B  
B^ D

Om ©MR 
0 R M  D2

(1.109)

where Om is the A/-dimensional null matrix.

Finally we are now in the position for calculating the self-energies. These are 
obtained from the surface Green’s functions for the rotated and decimated loads 
(specified by the matrices A and 0 )  and have the following form

and
E r =  0 mr  [ Gr ' - ( D 2 - A ) ] - ' 0 RM

( 1.110)

( 1 .111 )

Clearly our procedure not only regularises the algorithm for calculating the self- 
energies, giving it the necessary numerical stability, but also drastically reduces the 
degrees of freedom (orbitals) needed for solving the transport problem. These go
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from N  (the dimension of the original Hi matrix) to R  (the rank of Hi). Usually 
R < N  and considerable computational overheads are saved.

HiFinally it is important to note that usually the rank R  of 

the same of that of

is not necessarily

Hi (/?'). If i?' < i? the GSVD transformation must be

performed over the matrices H\  and S'!. The procedure is similar to what described 
before but the final structure of the matrix /C is somehow different, and so should be 
the decimation scheme.

In the case the GSVD transformation is performed over H\  and 5^, we can write 
analogous equations to Eq. (1.90) and (1.91).

H\ = UAi [0,iy] Qt, 

5t =  FA2 [0,iy] Q \ .

( 1 . 1 12 )

(1.113)

Hence, the same transformation presented in equation (1.102) can be used to 
rotate the leads Hamiltonian. The result of this would be

/

=' ‘■L/R

Q̂ HoQ Q^HiQ 0 
Q^H_iQ Q̂ HoQ Q^HiQ 

0 Q^H^iQ Q^HoQ

\

(1.114)

Q^HoQ 

[ 0 III ]

0

0 0
Hi

C B \ 0
D ) H

0 Hi
C B  
fit D

(1.115)

0
A 0 0
0 t A 0 0
0 0 D2 © L M 0

0 © M L K m - ^ M R 0
0 K rm Di Tl 0

0 Tl A 0
0 0 t A

0
0

(1.116)
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Albeit, it is clear th a t the diagonal part of the leads’ Hamiltonians have a slightly 
different structure, a similar decimation procedure can be done on the to tal Hamil­
tonian. The resulting /C^ is written using matrices calculated in analogous form. In 
practice:

1. A, 0  and D 2 are calculated by decimating both the C  matrices of the following 
finite 2 N  x 2 N  m atrix

(  (  C  B  
D

\

[ 0 ]

where Ki  = H\  — E S i  and

V

0
A-i

C B  
B^ D J  J

A 0  
0t D2

(1.118)

2. Di  and Ti are calculated by decimating only the lower C  m atrix of the same 

finite 2N  x 2 N  m atrix

f  (  ^
S t D

\

\ [ 0  Kl]

where Di is N  x  N,  while Ti is x N.

0
A'l

C  B  
B^ D j  J

D, T,  
Tl D2 (1.119)

3. ©ML is a M  X m atrix  ob tained  by decim ating the  C  block of the  following 

{N + M)  X [N + M )  m atrix

C Q
B^ D J  lm 

Om“ ML

D 2 0LM 
©ML Om

( 1.120)

where Om is the M -dimensional null matrix.

It is easy to see th a t the self-energies for the system using this particular trans­

formation are

S l  =  0ML [Gl* -  (D2 -  A ) ] - ' 0LM • (1-121)

and
( 1 .122 )
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1.7 C onclusion

In th is chap ter we have presented a com prehensive descrip tion  of the  non-equihbrium  

Green function form ahsm  apphed to  tran sp o rt. We have shown how to  describe the 

tran sp o rt problem  specially under the  effects of an ex ternal applied bias. T he Green 

function can be used to  calculate th e  steady  s ta te  charge density  and  a  self-consistent 

procedure can be p u t in place provided th e  system ’s H am ilton ian  is a functional of 

this charge density  - or the  density m atrix .

We have also shown th a t it is no t necessary to  tre a t th e  en tire  open system , b u t on 

th e  con trary  we can focus on the  scattering  region and add  th e  effects of th e  electrodes 

in term s of self-energies which are only sta tica lly  (non-self-consistently) affected by 

the  ex ternal po ten tial. These self-energies, specially in th e  case of localised d orbitals 

m ight be difficult to  com pute and singularities in the  H am ilton ian  usually arise. 

Using th e  generalised singular value decom position (GSVD ) w ith  non-orthogonal 

basis sets we can pin po int all the  s ta tes  which are uncoupled and an au tom atic 

regularisation procedure is used to  remove such singularities. This final procedure is 

very robust and leads to  th e  decim ation of a  large num ber of s ta tes  which are not 

directly  linked to  the  tran sp o rt p roperties or the  density  m atrix  of the  scattering 

region, b u t indirectly  influence its calculation.

T he procedure presented in this chap ter is very general. In principle, one could 

use any H am iltonian form to  calculate the  Green function. In th e  next chapter we 

will present an im plem entation of th is m ethod w ithin  density  functional theory  which 

provides a fram ework for calculating accurate electronic s tru c tu res  and hence precise 

electronic tran sp o rt properties.
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Chapter 2

Smeagol: D ensity Functional 
Theory and N E G F’s

2.1 Introduction; The m any-body problem

In solid state  physics one is interested in systems comprising many atoms, and con­
sequently many electrons. Therefore the description of the electronic structure of 
molecules and solids entails the correct characterisation of a large number of parti­
cles: electrons and nucleons. In all but a handful of cases the number of particles 
involved is prohibitive. In fact, the problem involving many electrons is unsolvable 
analytically, and exact numerical solutions are com putationally feasible for a few 
electrons. As often is the case one must rely on approximations and ultim ately on 
numerical m ethods to  obtain the desired properties.

In many-particle systems one must solve an eigenvalue problem for the energy E 
in the form

=  (2 .1 ) 

where is the quantum  mechanical Hamiltonian of the form:

where Xj is the position operator for the i-th  electron and R / the analogous position 
operator for /- th  nucleus.^ In equation (2.2), the first term  represents the kinetic 
energy of the electrons of mass mg, the second the kinetic energy of the nuclei - with

HVe consider the nucleus as a point charge Z / |e|, with |e| the electronic charge.
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mass M[] the th ird  the Coulomb interaction between different niiclei; the fourth, the 
electrostatic a ttraction  between nuclei and electrons and finally the fifth term  is the 
electron-electron interaction.

In most solid sta te  problems and are of the order of particles.
Therefore the maiiy-body wavefunction

is a function of an insurm ountable number of variables.
In order to solve such a problem we must s tart by making a few assimiptions 

th a t allow us to reduce the number of variables involved. The first assumption 
comes from the fact th a t the masses of the nuclei are much larger than those of the 
electrons. In th a t case we can assume th a t the Hamiltonian is separable. From a 
classical perspective this is equivalent to considering the nuclei to move at a much 
slower speed than  the electrons. From the electrons’ reference point they are almost 
stationary. Hence, one can separate the electronic wavefunction from th a t of the 
nuclei

W ithin this approximation (the Born-Oppenheimer approximation [105]) if one know's

part of the wavefunction. Hence, the Schrodinger equations (2.1) and (2.2) reduce 
to

'I' =  ( ^ X i , X 2 . . . ,X i , . . . ,X iv , ;X i ,X 2 . . . ,X i , . . . , X ^  2 (2.3)

(2.4)

the positions of the nuclei, he will only need to worry about solving for the electronic

(2.5)

(2 .6 ) 

(2.7)

where

(2 .8 )

(2.9)

(2 . 10 )

^Throughout this chapter we assume that the coordinates icj comprise both the position F; as 
well as the spin coordinates Sj (X /,  R /  and I; respectively for the nuclei).
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The to tal electronic energy E  is a function of the position of the nuclei and
is calculated for a particular atomic configuration. Such configuration is usually ob­
tained by calculating the atomic forces and relaxing their coordinates using classical 
equations of motion.

2.1.1 A n attem pt at solving the m any-electron problem

Finding the solution of equation (2.6) is still far from being easy. The main difficulty 
comes form the second term  in this equation, V̂ e- Because of this term  the problem 
we cannot write the to tal many-electron wavefunction as a product of single-particle 
wavefunctions. In other words, it is not possible to  separate the coordinates for each 
electron and to  trea t them  separately.

One possibihty of solving this problem comes from noting th a t the to tal electronic 
wavefunction must be anti-symmetric, since electrons are fermions. Therefore we can 
propose a solution which is an anti-symmetric product of single particle wavefunc­
tions (/!), ({Xj}).

' I ' w c  =  —m
4>i (x i ) </'2(Xl) • • 0 n (Xi )
01 (X2) 02 (X2) • • 0yv (X2 )

</>i (x/v) 02 (Xiv) • • 0iV (xa')

^  (Xj) ( 2 . 11)

The m ethod th a t uses the single Slater determ inant of form (2.11) as a solution 
for the wavefunction is known as the Hartree-Fock m ethod [105, 111]. The basis 
functions {<f>i ({x^})} are usually written in terms of linear combinations of Gaussian- 
type orbitals, i. e. localised orbitals. These orbitals are then used to calculate the 
minima of

= 0 . (2 .12)

The equation (2.12) expresses the variational principle over the energy [112].
If a system is periodic, Bloch’s theorem [93] significantly reduces the number 

of degrees of freedom of the problem. However, in large scale electronic structure 
calculations and in particular in molecular electronics problems Hartree-Fock m eth­
ods can be extremely expensive in computational terms. The size of a Hartree-Fock 

calculation increases with N^, where N  is the system size (the number of basis func­
tions).^ The largest computational overhead is related to the calculation of the Fock

^There are other drawbacks inherent to Hartree-Fock calculations, such as the poor description 
of single-particle states and the complete absence of electron correlations [111].
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matrix, the many-body Hamiltonian of a system of N  identical particles [105]. On 
the one hand the use of Slater- or Gaussian-type orbitals reduces this computational 
overhead since many of the single and two-body integrals may be performed analyt­
ically. On the other hand, the number of Gaussian functions necessary for a good 
description of each orbital is relatively large.

An extension to  the Hartree-Fock m ethod is an approach known as Configuration 
Interaction [113], where an appropriate linear combination of Slater determ inants 
is used, including a number of orbitals describing excited states. However, wave- 
function-based m ethods such as these are prohibitively expensive except for relatively 
small systems. In large scale atomic calculations where one deals with hundreds or 
perhaps thousands of atoms, and where translational symm etry may be broken, a new 
approach is required; a formulation of quantum  mechanics th a t significantly reduces 
the number of variables, bu t still enables us to calculate electronic properties with 
high degrees of accuracy.

2.2 D ensity  Functional Theory

One possible way of tackling the many-body problem in terms of one particle wave 
functions is offered by Density Functional Theory (DFT) [111, 114]. In 1964, Ho- 
henberg and Kohn [77] dem onstrated a theorem in which the problem of finding the 
many-body wavefunction is reduced to th a t of calculating the equilibrium charge 
density n (x ) . The Hohenberg-Kohn theorem states th a t the ground-state energy E  
of an A'^-electron system is an unique functional of the charge density n.

E ^  E[n] =  f [n]  +  Kxt [n] +  Vnc [n] +  Ke [n] , (2.13)

where we define the charge density n  as

n '" '( f i)  =  Ne da2dcr3...daN,dr2dr3...drj^^, {2.1i)I
(2.15)

provided
(2.16)

and
(2.17)

Moreover, the ground sta te  density minimises such a functional.
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T h e  four term s on the  right hand-side of equation  (2.13) m ake up for th e  kinetic 

energy T,  th e  ex ternal applied electric field Kxt as well as th e  electron-nucleus and 

electron-electron in teraction  (Kiv and Vge respectively).

Once th e  ground s ta te  charge density  has been determ ined  all g round-sta te  quan­

tities  describing the  system , such as the  m any-particle w avefunction are also univo- 

cally determ ined.

It is in teresting  to  note th a t D F T  is a  com pletely novel form ulation of quantum  

m echanics. Previously one would consider either the  H am iltonian or the  Lagrangian 

form ulations. In the  former case, the  wavefunction is th e  q u an tity  sought. This 

could be ob tained  by either solving the wave equation  (Schrodinger’s formalism ) or 

by diagonalising a H am iltonian and solving the  eigenvalue problem  (Heisenberg). In 

the  la te r case, the  Lagrangian form ulation, one seeks to  m inim ise the  action  in order 

to  find th e  propagation  of a  p articu lar sta te . B oth  form ulations have been shown by 

Feynm an to  be equivalent [115].

For tim e-independent problems'* D F T  provides yet ano ther approach where the 

m ain q u an tity  we are in terested  in is the  classical electron charge density. In this 

case th e  num ber of param eters involved is reduced to  th ree  (the  value of the  charge 

density  in real-space) whereas in th e  two cases discussed above one needs to  deal 

w ith th e  coord inates of each particle.

Hence, if the  density  functional is known we will be able to  solve the  variational 

problem  for the  electron density  and obtain  all the  g round-sta te  p roperties of our 

system . U nfortunately, the  exact functional is no t known and the  H ohenberg-K ohn 

theorem  alone does not provide a procedure on how to  find the  ground s ta te  charge 

density. Therefore one m ust rely on approxim ations.

In 1965, K ohn and  Sham  [78] assum ed th a t  th e  problem  of finding th e  ground 

s ta te  charge density  can be m apped onto th a t  of solving a set of single particle 

Schrodinger-like ecjuations:

ipi (x) = ( x ) . (2.18)

T he set of eigen-states {ipi} which are solutions to  th e  above eigenvalue problem  

are known as K ohn-Sham  states. The effective p o ten tia l V^fi corresponds to  the 

effective single partic le  po ten tia l seen by an electron due to  its  in teraction  w ith the

'‘An analogous version to the Hohenberg-Kohn theorem was developed to include time-dependent 
potentials. This is known as the Runge-Gross theorem [116]. This way one can calculate optical 
excitations in atoms and molecules in the adiabatic limit [117].
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other — 1 Kohn-Sham states.® This potential is defined as

Kff (x) = y  (x) + (x) +  ( x ) . (2.19)

The first term in equation (2.19) is the external potential and includes the potential 
originating from the nuclei as well as an external applied electric field if present. The 
term Vh corresponds to the classical Coulomb potential (Hartree potential) for an 
electron density n (r). This term is obtained by solving the Poisson equation for the 
scalar potential

- V^VH{ r )  =  n { v ) .  (2 .20 )

Finally,
SExc

V x c { ^ )  =  - ^  (2 .21 )

is the exchange-correlation potential defined as the functional derivative of the exchange- 
correlation energy, E x c  witli respect to the electron density. This last term contains 
all the remaining contributions to the potential that we do not know exactly. Finally, 
the total energy of the system is given by the sum over all the occupied states of the 
Kohn-Sham (KS) single particle energies up to the total number of electrons Ng,

K
=  (2 .22 ) 

i

Consequently we define the Fermi energy for this system as the highest occupied 
Kohn-Sham eigenvalue, Furthermore one can generalise equation (2.22) to in­
clude temperatvire

Ĵ Tot =  ^ / ( e , : - £ ^ F ) e ^  (2.23)
i

with the Fermi distribution /  defined in (1-17).
The Kohn-Sham eigenfunctions (x)} can be used to calculate n,

occupied

n { v ) =  ^  iV'i(r)!^ =  ^ | ^ i ( r ) l V i ,  (2-24)
i i

where /j is the occupation number (0 < /j < 1) and provided that

i^i I =  1. (2.25)

The solutions of the Kohn-Sham equations in principle give the ground state 
properties of the system. However, the term described in equation (2.21) is not know

^In practice, “standard” D FT  methods also include spurious interactions of the electron with 
its own charge density. This effect is know as the self-interaction (SI) and can be important for 
strongly-correlated system s [86].
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exactly and some kind of approximation is needed. The two types of approximations 
which are generally used are the local density approximation®^ (LDA) [78, 118] and 
the generalised gradient approximation (GGA) [119, 120, 121], In the first case, 
one considers E x c  to be tha t of a uniform electron gas of the partial density n (r). 
Within this approximation, the exchange and correlation energy is given by

= j  d^r n { f ) e^ c { n \ n^ )  , (2.26)

where e^c is the exchange-correlation energy density (energy per unit volume) for a 
uniform electron gas [122, 123]. In equation (2.26) we take the more general spin 
polarised case by introducing different charge populations for spin up ( |)  and spin 
down (I) whereby the total charge density is defined as the sum of the two (Eq. 
(2.15)).

The second case is an extension of the former and introduces terms depending 
on the gradient of the charge density. One of the forms used for Vxc  in GGA is the 
Perdew-Burke-Ernzerhof (PBE) form [121]

=  j  [ n \ n \ V n \ V n ^ )  (2.27)

Note that both LDA and GGA are local approximations while the exact exchange- 
correlation potential may be non-local.

These choices of Vxc  have been widely used in a variety of problems ranging 
from semi-conductors to metals, from solids to molecules. Today, density functional 
theory is widely employed in the description of bulk materials and molecules in 
physics, chemistry, biology and even geology. These approximations usually yield 
reasonably good bond lengths. In particular, GGA is widely used in chemistry to 
calculate bond lengths in organic molecules and reaction paths with great success 
[124, 125].

While in the chemical sciences GGA consistently gives more accurate results the 
same is not true in physics and materials science. In some cases, albeit being a cruder 
approximation, LDA results compare better to experiments (usually in the case of 
simple metals where the density is uniform).

Finally, we end this section with a few notes on the Kohn-Sham orbitals, the 
eigenstates 0, (r) of equation (2.18). Strictly speaking, these orbitals are not single­
particle states. Therefore they can not be interpreted as molecular orbitals of our

®Local spin density approximation (LSDA) in the case of spin polarised systems.
’’Recently the issue of uniqueness of the spin-polarised LDA (LSDA) potentials has come into 

question, although the uniqueness is recovered in the case of non-collinear spins. It is not the aim 
of this work to discuss these issues here. The reader should refer to [?, ?] and references therein.
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inany-body problem. Moreover, DPT, as mentioned earlier, is a ground sta te  theory. 
Despite these claims, the calculation of band structures, both conduction and valence, 
and molecular energy levels using DFT-based Hamiltonians is widespread in the 
scientific community and in many cases, it yields accurate results. Therefore, one 
must always be aware of such hm itations when dealing with D FT calculations.

To a large extent the electronic transport properties of nanoscopic systems is 
determined by three factors; the band structure of the electrodes, the position of 
the energy levels of the scattering region and the level alignment between the two. 
Therefore, we can, for practical purposes associate the accuracy of a transport calcu­
lation using D FT Hamiltonians to the accuracy of band structure calculations and/or 
molecular energy levels.

2.2.1 Limitations of LDA and GGA

Despite the success of density functional theory and the reasonably accurate de­
scriptions obtained using LDA and GGA there are a number of problems for which 
these approximations fail. In some cases the discrepancies between experimentally 
obtained properties and D FT calculations are so large th a t they hinder even a qual­
itative analysis of the results. One of the most notorious cases is th a t of the tran ­
sition metal oxides. Take for example the case of bulk nickel oxide (NiO). LDA 
calculations yield a metallic ground state whereas experiments show th a t it is an 
anti-ferromagnetic M ott insulator [126]. Figure (2.1) shows the real magnetic config­
uration of NiO in the rock-salt structure. In the ground state  AF2 magnetic phase 
atoms ahgn ferromagnetically within [111] planes and antiferromagnetically between 
the planes.

In both LDA and GGA, the exchange-correlation potential is a local functional 
of the charge density. Furthermore, they are accurate when the charge density is a 
smoothly varying function. Hence, for systems where strong correlation effects are 
im portant, i. e., where the charge density changes sharply, these approximations 

most likely fail.

Anisimov et al. [127, 128] proposed a correction, based on the Hubbard model. 
The general idea is to  correct for localisation effects by replacing the LDA X  C  energy 
with the H ubbard-f/ energy (a function of the Coulomb repulsion param eter U and 
the exchange param eter J)  th a t depends on the orbital occupations. The authors 
postulated the correction which needs to be added to the to ta l LDA energy
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Figure 2.1: Schem atic representation of rock-salt NiO in the  AF2 anti-ferrom agnetic con­
figuration. The oxygen atom s are represented as red spheres and the Ni atom s 
as blue arrows pointing in the  direction of th e  local m agnetisation. The Ni 
atom s are ferrom agnetically aligned w ithin the [111] planes of the struc tu re  
whereas the  coupling between planes is anti-ferrom agnetic.

00

-10

Figure 2.2: Band structu re  of bulk NiO using density functional theory in the  local spin 
density approxim ation in the AF2 m agnetic configuration. M ajority and mi­
nority spin bands are identical.

U [yv̂  {N^ -  1) /2  +  {N^ -  1) /2  +  +

J  [yv̂  (iVT -  1) /2  +  (iV  ̂ -  1) /2] , (2.28)

where {N^) is the total number of spin-up (spin-down) electrons and is
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the self-consistent occupation for each state with spin a {a = t ,  JZ) and m quantum 
number (for d shells m  ^  {—2,2}). In the same way, the correction to the LDA 
potential is of the form

AVLcr ‘' E ( n n.

(2.29)
for each spin a and quantum number m. Here n°a is the average orbital occupations 
of the correlated shell

 ̂ - N \  (2.30)
2/ +  1

and I is the orbital quantum number [129].
In principle, the correction can be applied to all the orbitals (in that case U and 

J  would be matrices), but it is common to correct only the more localised orbitals 
such as the d and /  shells. As Anisimov et al. note, U does not correspond exactly 
to the atomic Hubbard U term [130], because it also should include screening effects 
in the solid.

This method is usually referred to as the LDA+U method and depends on two 
parameters U and J  which are usually fitted, i. e., they are inputs to any calculation. 
Hence, one could claim that computations using a LDA+U functional are no longer 
fully ab initio. However, a physically appropriate choice of parameters leads to a 
good description of the electronic properties of strongly correlated materials such as 
the transition metal oxides.

Figtire 2.3: Band structure of bulk NiO using LSDA in the AF2 configuration using a) 
LD A +U  and b) ASIC. In the antiferromagnetic case majority and minority 
band structures are identical.

An ab initio method for correcting the localised states comes in the form of 
sclf-interaction correction [122]. The effective potential (Hartree and exchange- 
correlation potentials) of equation (2.18) in both LDA and GGA include an integral
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over the charge density. Therefore the effective potential seen by an electron includes 
the contributions of all the other electrons, but it also includes interactions with itself 
(the self-interaction). Perdew and Zunger [122] proposed a scheme for removing the 
contribution coming from the electron’s SI by using the Kohn-Sham orbitals. This 
approach works well for molecules, however, in the hm it of infinite systems, such as 
solids, such correction should go to zero (the self-interaction of a Bloch state  vanishes 
for N  —> oo).^

A novel approach was proposed by F ihppetti and Spaldin [131] where the cor­
rection is introduced as atomic corrections instead, an approximation th a t reduces 
the computational overhead and in the case of solids gives quantitatively satisfactory 
results [86]. Hereafter we shall refer to this approach as Atomic-SIC (ASIC). In both 
the cases of the Perdew-Zunger method as well as ASIC, there are no phenomeno­
logical param eters and it is a fully first-principles approach.

In figure (2.3) we show the results for the LDA-(-U {U =  8 eV and J  =  1 eV) and 
ASIC methods. We can clearly see th a t in both cases the gap opens with respect to 
the LDA gap in the anti-ferromagnetic case (approximately 4 eV), and gets closer to 
experimental observations.

There are also functionals, where part (B3LYP) or all (EXX) of the exchange 
term  from the Hartree-Fock m ethod replaces the LDA term  (keeping the correlation 
term  intact). For a review see [112] and references therein.

2.2.2 The calculation of the K ohn-Sham  states

So far we have not discussed the m ethod for calculating the Kohn-Sham states tpi. 
One possible approach is to directly solve the Schrodinger-like Kohn-Sham wave 
equation (2.18) using a real-space approach [117, 132], i. e., writing the wavefunction 
and Hamiltonian over some numerical grid.

Another possibility is to write the Kohn-Sham orbitals over a given basis set. 
Using a hnear combination of basis functions the problem reduces to th a t of finding 
the expansion coefficients th a t minimise equation (2.18). One possible choice of basis 
set is a combination of plane waves [133]

V»,(r) =  (2.31)
k

®In practice, for solids, the Perdew-Zunger approach over-corrects band gaps and other electronic 
properties of the system.

®The reader should be aware tha t the k vectors presented in equation (2.31) are not the mo­
mentum quantum  numbers arising from Bloch’s theorem for translationally invariant systems.
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where usually one sum s over as m any k  vectors as one deems necessary to  appro­

priately  describe Plane-w aves m ight seem a n a tu ra l since it is equivalent to  a

complex Fourier expansion of th e  real-space wavefunction. Due to  th is p roperty  the 

problem  can be trea ted  in reciprocal space using m any of the  p roperties of Fourier 

transform s [134], In add ition , th e  availability of the  fast Fourier transform  algo­

rithm  [100] m akes calculations ra th e r efficient in practice. M oreover, there  is only 

one p aram eter controlling th e  quality  of the basis set nam ely th e  m axim um  num ­

ber of k  vectors used. T his obviously depends on the  specific calculation and varies 

according to  th e  system  under study. T he larger the num ber of vectors th e  more 

accurate the  calculation, b u t also th e  more m em ory and num erically intensive it is.

A draw back of using plane-w*aves is its requirem ent of a large num ber of basis 

functions in order to  describe localised states. Moreover, plane-wave codes describe 

the vacuum  (a region where th e re  is no charge density) on the  sam e footing as the 

molecule. Hence, calculations of large scale m olecular system s is hindered in plane- 

wave num erical im plem entations of D FT.

A possible way around th is  problem  is th a t  of using a localised basis. These can 

be G aussian- or S la ter-type o rb ita ls  or they  can be m ade to  resem ble even m ore an 

atom ic character. T he KS o rb itals are expanded as

where (r)}  is a  set of functions w ith an atom ic character. For exam ple, for a  H2 

molecule we would choose our basis functions as the  solutions of th e  isolated atom  

centred on b o th  hydrogens.

T here are a  num ber of advantages in using a localised basis set. O ne of these 

is th a t  the  range of in teraction  is finite, consequently H am iltonian m atrix  elem ents 

go to  zero for o rb itals th a t  are far apart. Therefore th e  H am iltonian and overlap 

m atrix , 5’̂  =  becom e relatively sparse saving m em ory and com puter time.

A nother im p o rtan t po in t will be discussed in section (2.4). T he H am iltonian  and 

Overlap m atrices in a localised basis representation  are in a  tight-binding-like form, 

very m uch the  form needed by th e  N E G F form alism  presented in chap ter 1.

T his choice of basis set is exactly  th e  one m ade in SIESTA (Spanish In itia tive 

for Electronic S tru c tu re  C alcu lations w ith T housands of Atom s) [40, 135], our D FT  

program  of choice for electronic s tru c tu re  calculations.

(2.32)
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2.3 The SIESTA code

There are a number of robust packages ah’eady available for doing DFT calculations. 
It is not the scope of this project to produce a new package for DFT, but possibly to 
introduce changes to an existing one in order to allow us to perform non-equilibrium 
transport calculations. The SIESTA code [40] appears as a reasonable choice because 
it is based on a localised basis set and it is readily available. It is important to note, 
however, that the NEGF framework (and in particular our implementation of it) is 
more general, i. e., it does not depend on the choice of DFT package. In fact, the 
Hamiltonian used need not be the one originating from DFT, it could for example be 
a tight-binding Hamiltonian [70] or even a many-body one [?, ?]. On the other hand, 
the Kohn-Sham Hamiltonian seems like a natural choice because the total energy 
and the Hamiltonian are written in terms of the charge density and consequently the 
density matrix, a quantity that is readily available in the NEGF formalism (equa­
tion (1.43)). Furthermore, a DFT implementation based on an LCAO basis set is 
consistent with the derivation of NEGF described in chapter 1.

The basis set in SIESTA is a numerical basis obtained by solving the Schrodinger 
equation of the isolated atom immersed in a hard-wall potential. It reads

(r,  0, (p) =  Rn,l {t ) Yl,m. (̂ , (2.33)

where R^ i is the radial function for orbital n and Yi^m is the real spherical harmonic 
for the orbital angular momentum I and magnetic quantum number The radial
part of the wave function satisfies the normalisation relation

(2.34)

Most of the time, we are interested in the properties stemming only from the 
outermost electrons in the atom.^^ One possible approximation is to separate the 
core electrons (the electrons closest to the nucleus) from the valence electrons. In 
that case, the potential as seen from the valence electrons is that of the nucleus 
screened by the core electrons. The so called pseudopotential [136] is not only much 
smoother than the all-electron potential (it does go as 1 /r for r  —> 0), but it also 
enables us to focus on a reduced number of particles for our problem. Hence, the 
basis set {0^} where i =  {n , l ,m } ,  characterises only a subset of electrons in a given

^*^Both the radial and angular parts of the wavefunctions are real, hence so is the basis function

''O n e  can consider th a t the bonding, electronic and transport properties of materials are mostly 
influenced by valence electrons.



Smeagol: Density Functional Theory and N EG F’s 70

atom, for example 3d and 4s in Nickel. The remaining electrons are accounted for 
in the pseudopotential [136].

The pseudopontetial is initially written in semi-local form (a different radial po­
tential for each angular momentum) and then it is transform ed to its full non-local 
form as proposed by Kleinman and Bylander [137],

In order to achieve the necessary variational freedom, one can also include empty 
orbitals (say 4p in Ni). Moreover SIESTA also includes the possibility of using a 

multiple-^ basis set. Each (  orbital retains the same spherical harmonics as the 
original atomic orbital, bu t the radial form is given by a new function constructed 
with the split-valence m ethod [138], Using this method, the radial part of our second- 
(  retains the tail of the first-C outside a split-radius rf and has a polynomial form

The constants a/ and 6; are determined by matching the wavefunction and its first 
derivative.

The opposite is also possible. The radial function R  (r)^  ̂ remains unchanged 
while one takes the spherical harmonics with higher orbital angidar momentum. 
These are known as polarised orbitals.*^

freedom in the minimisation procedure and allow one to  construct basis functions 
with an angular m omentum larger than  the largest allowed by the pseudopotential. 
Usually, the dimension of the basis set is larger than the to tal number of electrons

inside:

(2.35)

4̂ n,V ,771 (2.36)

with —{l + l )  < m  < / 1. These extra basis functions enlarge the variational

( in the case the number of basis functions equals th a t of valence electrons we talk 
about the “minimal” basis function).

Figure (2.4) shows the radial part of different basis functions for a Ni atom. We 
can clearly see th a t the wavefunctions go to  zero for r > r^, the cutoff radius. T h i s  
property ensures the sparsity of the Hamiltonian.

The overlap m atrix  is defined as

(2.37)

'^The corrections to  th e  basis function  due to  a  constan t electric field in first order perturbation  
theory will on ly  have angular m om en tum  com ponents I'  =  I ± 1 .  T hese polarised  orb ita ls help to  
account for changes in the orb ita ls due to  bond form ation.

^^The cutoff radius Tc can be different for each orbital.
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r [ Bohr ]

Figure 2.4: Numerical localised atom ic orbital basis set for Ni generated by SIESTA. For 
r > Tr, the cutoff radiae, the basis fim ctions go to  zero.

with i =  {i', /} , j  =  { / ,  J}  and R / is the position of the I  — th  atom.

Using an initial charge density no (usually the charge density of the isolated 
atoms comprising the system), the potential is calculated in real space. The Hartree 
potential is calculated by solving the Poisson equation (2.20) in reciprocal space using 
a Fast Fourier Transform (FFT) algorithm. It requires the potential to  be periodic, 
but it can make use of very efficient optimised FFT methods. The exchange and 
correlation potential can be calculated using either (2.26) or (2.27), and (2.21).

Once the potential has been obtained, the Kohn-Sham Hamiltonian m atrix is 
computed by evaluating integrals of the form

dr Ri) VV, (f -  Rj) +

+  j  dr R /^  V e s  (f) 4>j -  R  j  j  . (2.38)

For periodic systems, one must also include the coupling to the periodic mirrors 
of the unit cell

(2.39)
I

where f; is the position vector between the 0-th and the /-th unit cells. An analogous 
equation can be written for the total overlap m atrix S.

The Hamiltonian is then diagonalised to obtain the coefficients c\ for the i — th  
eigenvector as defined in equation (2.32).
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Once the Kohn-Sham eigenvectors

A  ( 0  =  X I  (2.40)
I

have been calculated, the density m atrix can be obtained

N e p

^ = Y 1  , (2.41)
I I i j

where N ep is the number of occupied states up to the Fermi level.
Therefore the m atrix elements of the density m atrix expressed over the localised 

basis set are equal to

Dij =  X  c}ci*f (t; -  E f ) . (2.42)
I

The electron charge density is ju st the diagonal elements of the density m atrix 
in the real-space representation

(r |/:>| f)  =  n (f) =  X  <t>i (?) (?). (2.43)
i j

The steps presented above are iterated until a self-consistent solution for the 
charge density is obtained. In other words, we start with a initial charge density 
Ho which is used to calculate the effective potential (r). We then calculate the
Hamiltonian elements Hij. By diagonalising this Hamiltonian we find the KS eigen­
states I'tl’i) which provide a new density m atrix calculated using equation (2.41). This 
density m atrix is subsequently projected onto the basis set to calculate a new elec­
tron charge density rii. This procedure is repeated until the convergence criteria is 
satisfied

||n-’ — < (5, (2.44)

where (5 is a tolerance parameter.
Recently there have been a number of extensions to  SIESTA such as the inclusion 

of different approximations for the exchange-correlation potential (LDA t U [129] and 
SIC [86]) and Spin-Orbit interaction [108].

Although SIESTA is a state  of the art DFT package, it cannot trea t open systems, 
i. e., it can only treat finite or periodic Hamiltonians. If one wishes to calculate the 
transport properties of devices using density fimctional theory, a novel approach must 
be taken to evaluate the electronic structure of an infinite non-periodic system. Most 
importantly, one must avoid the problem of diagonalising the Kohn-Sham Hamilto­
nian, which in the case of an open system is infinite.
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2.4 Smeagol: electronic transport at the atom ic  
and m olecular scale

|^g=^ar we have presented two seemingly dissimilar theoretical frameworks. On 
the one hand the method presented in chapter fl) deals with the electronic transport 
problem for an open system. The method itself is very general and up to this point 
no assumption was made about the character of the single-particle Hamiltonian Ti 
appearing in equation (1.1) except that it is a function of the charge density.

On the other hand, we have just presented the DFT formalism where the elec­
tronic structure of extended periodic systems and finite molecules can be calculated. 
The limitations of present implementations include their inability of treating sys­
tems with no translational invariance and the effects of an external electric field; 
and consequently it is impossible to calculate the electronic transport properties, of 
devices.

Therefore it is natural to interface the two formalisms into a single tool. In other 
words, use density functional theory to calculate a single-particle tight-binding-like 
Hamiltonian and then use the NECF formalism for obtaining the associated non­
equilibrium density matrix which includes the effects of the semi-infinite leads as 
well as the external bias.

As we discussed in section (2.3) SIESTA is readily available as a DFT tool, it 
produces a single-particle Kohn-Sham Hamiltonian in a localised basis representation 
and it is capable of treating large scale systems ( > 100 atoms ). The same cannot 
be said about an implementation of NEGF; a numerical tool which is versatile and 
which can treat the transport properties of many classes of problems was not yet 
available.

Hence we set out to develop Smeagol [71, 72], a computer software which uses 
DFT-NEGF to accurately predict the electronic transport properties of molecular 
devices [87], heterostructures [139] and tunnelhng junctions [140] to name but a few.

In many cases we are interested in the magnetotransport properties, therefore

Non-equilibrium E lectronic Transport
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one must also be able to treat spin-polarised systems satisfactorily. This is also one 
of the main goals of Smeagol. One of its features is the calculation of the surface 
Green function using a semi-analytic approach and the solution of the Â i problem 
(section (1.6)).

While SIESTA provides the Kohn-Sham Hamiltonian, Smeagol has been made 
to interface with it and to calculate the non-equilibrium charge density of an open 
system via Green functions.

In order to interface SIESTA with our transport code we need to make three 
major changes. First, we must include in our calculations the fact that our system 
is connected to semi-infinite leads on either side instead of being periodic. This can 
be done by simply adding the self-energies described in equations (1.34) and (1.35) 
to the KS Hamiltonian. These self-energies are obtained by a separate calculation 
for an infinitely long system as sketched in figure (1.10) and described in subsection 
(1.6.1). The Hamiltonian and Overlap matrix elements for each PL and their respec­
tive coupling terms between each PL are saved and subsequently read - during the 
Smeagol calculation - to calculate the surface Green function and the self-energies 
for a given range of energies. These terms are stored either in memory or on disk 
for future use. This clearly assumes that the leads are not affected by changes of the 
electronic structure of the scattering region when bias is applied.

The second change has to do with the Hartree potential, the classical electrostatic 
part of the energ>" functional. We must introduce a linear external potential associ­
ated with the external bias. The solution of the Poisson equation (equation (2.20) 
is defined up to a linear term. This term is determined by the boundary conditions 
at the edges of the cell. In our case, we wish to set the potential on the left- and 
right-hand-side boundaries to match those of bulk (the electrodes) plus a shifted 
induced by the external potential.

where L is the length of the cell and <j)hu\k (0) is the Hartree potential of bulk at the 
edge of the PL. In this approximation the only effect of the external potential V  on 
the leads is a global shift of the electronic structure.

Since total Hartree potential can be separated into a periodic part plus the desired 
slope a constant slope can be added separately. The periodic part (/>// can be solved 
using the same FFT method used by SIESTA while the slope is added afterwards

T +  «̂ bulk (0) 2 =  0

— \  +  <̂ ulk (0) z = L
(2.45)
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resulting in the total Hartree potential for a bias V

V h  (x ) =  (x ) +  ^  ( z  -  a) +  6 (2.46)

where a corresponds to the centre of the cell and b sets the zero of V// (x).
Figure (2.5) shows a sketch of a general device described by Smeagol: the scat­

tering region is enclosed by the dashed line. In practice, the ram p is included in the 
form of a saw-like potential. The inclusion of the self-energies accounts for the break 
in translational symmetry.

V —

But in practice....

Figure 2.5: Real-space ramp added to the Hartree potential in SIESTA during the self- 
consistent cycle, a) The device described by Smeagol: one scattering region, two 
semi-infinite electrodes, and the bias across the extended molecule. Note that 
outside the interaction region the bias is constant, b) The way the electrostatic 
problem is solved in practice in SIESTA: a saw-like potential is added to Vu 
and the problem is solved using F F T ’s with periodic boundary conditions. 
Translational symmetry is broken by introducing the self-energies with the 
correct shift in the electronic structure.

Another change in the way the Hartree potential is handled is related to  the 
constant b. The solution via F F T ’s discards the k =  0 component of the Fourier 
transform  which set the total charge in the cell. This means th a t in principle two 
different calculations might give different values for the constant b (Vh  is obtained 
from the Poisson equation and can be rigidly shifted). This is not desirable because 
we need to match the potential a t the edges of the cell to th a t of bulk. This issue 
is illustrated in figure (2.6) for a parallel plate gold capacitor compared to th a t of 
bulk gold. Here two infinite gold plates are set a distance of ~  12 A apart. We
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can see that moving away from the vacuum (central) region the system converges 

(the peak-to-peak oscillations remain constant) quite quickly. At the edges of the 

cell (d =  0 and 45 A) the potential resembles that of bulk gold. However when we 

superimpose the two potential profiles we can clearly see a mismatch (indicated by 

the blue arrow in the graph). Because the total DFT potential is defined up to a 

constant we can, without loss of generality, impose a constant sliift to the Hartree 

potential across the entire cell. This way, the potential at the edges of the cell match 

that of the bulk electrodes and we can introduce the self-energies from a separate 
calculation.

'0 10 20 30 40

>

>>
- l a

o

Figure 2.6: Hartree potential for a parallel plate capacitor (black line) and Hartree po­
tential for one unit cell of bulk gold (red line). The blue arrow indicates the 
constant shift in the potential b which must be added to the calculation for 
the potential in electrodes and in the EM to match. Top and bottom panels 
represent the same figure with different scaling in the y axis.

In order to determine the constant 6, a plane inside the scattering region is 

selected. The position of this plane along 2  is denoted HartreeLeadsLeft in figure 

(2.6) (a similar plane is selected for the right-hand-side denoted HartreeLeasRight). 

The potential for the electrodes is obtained from a separate calculation and the value 

of the potential is a parameter of the NEGF calculation. During the self-consistent
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cycle the Hartree potential of the EM is calculated and the average value over the 
plane at HartreeLeadsLeft is compared to the one at an equivalent plane for the 
potential on the leads. The difference between these two values is deemed to be the 
value of b.

The third and final step consists in substituting the DFT procedure for calculat­
ing the density matrix with the NEGF technique. Once the Hamiltonians and over­
lap matrices are obtained, we can use our method to calculate the non-equilibriimi 
density matrix using equation (1.43).

(

The Smeagol Algorithm

/  I

I I
I s .

Kohn-Sham Hamiltonian
N

SIESTA

Leads' self-energies

^ k ~  h a S RM

S l . r —
Leads' surface 
Green function

\  ..
Scatterer*s Green Function

SMEAGOL i
Non-equilibrium density matrix

D = = l \ d E M G \ f , [ E - n , ] + ^ \ d E \ G r ^ C f \ f , [ E - n ^ -  f  , [ E - u ^ ] ]

Current

I=U dz\r,G*r,G\{n,[B-u;\-nXe-Û ]

Figure 2.7: Flow-chart of the Smeagol program, highlighting the interconnection between 
Smeagol and SIESTA. It is clear that the code has been developed to inter­
act with SIESTA in a modular fashion, making it portable to other ah initio  
computational tools.
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In summary, we can calculate the density m atrix for an open system within 
D PT and apply the m ethod to  a range of problems, for many different materials 
and geometries. Note tha t as far as the algorithm is constructed the specific form 
of the Hamiltonian is irrelevant, once it is written in a LCAO basis set and it is 
a functional of the charge density. Smeagol, in fact, is built in a m odular fashion 
which gives us the option of using a different DFT software a t the price of only minor 
changes. Hence interfacing Smeagol with other LCAO DFT codes or other Quantum  
Chem istry tools such as HF is relatively simple.

In figure (2.7) we show a general fluxogram of Smeagol and how it interfaces with 
SIESTA. We can clearly see th a t SIESTA provides the KS Hamiltonian and Smeagol 
introduces the self-energies turning the system from periodic to a central scattering 
region attached to semi-infinite electrodes. The codes exchange Hamiltonians and 
density matrices iteratively until self-consistency is achieved. Then Smeagol is used 
to  calculate the transport properties such as the transmission coefficients and the 
I  — V  characteristics.

2.4.1 Parallelising Smeagol

The systems we wish to deal with can be relatively large. Although SIESTA - and 
in general, other cod^"based on LCAOs - is generally less computationally intensive 
than  plane wave codes, there are limits to the size of systems we can tackle on a 
simple workstation. These lim itations can be either due to the memory needed or 
the time one is prepared to wait for a calculation to be performed.

Either way, a parallel approach to SIESTA might solve the problem. SIESTA has 
been parallelised using the Message Passing Protocol (MPI) [141], so it can be used 
in most distributed memory clusters. The parallel version of SIESTA provides two 
types of parallelism: over fc-points and over basis functions. In both cases the initial 
Hamiltonian in sparse form is distributed over all processors, improving memory 
usage.

For a periodic system we s ta rt by discretising the BZ into a set of fc-points {fcj}. 
W hen the number of points is relatively large each processor solves the eigenvalue 
problem for equation

'̂ '^With present computationai capabilities, one could treat a maximum of about 200 atom s on a 
single precessing unit.

(2.47)
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in series using a different /c-point. The resulting eigenvectors \ipf') and eigenvalues 
ef* are then regrouped to  perform the integral (sum) over fc-points in equation the 
equation for the density m atrix

r 1
D =  /  (2.48)

i k i

where N\. is the number of k-points used in discretising the reciprocal space (for 
solving the problem numerically) and is the volume of the Brillouin zone (BZ). 
This m ethod is known as parallel over k (POK). This form of parallehsm is highly 
scalable; the number of point-to-point comnumications is relatively small and the 
total number of CPUs^® can go up to a few hundred depending on the to tal number 
of k points. The main drawback of this m ethod is th a t it requires the number of 
/c-points to  be bigger than  the number of processors. For small systems, specially 
metals, the number of fc-points can reach a few thousand, bu t for larger unit cells 
or molecules, where we have only one /c-point, one m ust rely on a different kind of 
parallelism.

When the number of k points is smaller than the number of processors - for in­
stance, a r  point calculation - we perform the diagonalisation itself in parallel in what 
is known as the parallel over orbitals (POO) method. Unfortunately diagonalisation 
algorithms in parallel, in general, are not very efficient. The need for a large number 
of communication tags between CPUs leads to poor scalability specially in networks 
where the interconnects are slow, e.g. T P C /IP . At best, this type of parallelism, 
scales conveniently (around linear scaling) up to 6 CPUs for a T C P /IP  network and 
12-16 CPUs over Infiniband™ . Therefore, it is always preferable to use the POK 
whenever possible.

Diagrams of the two procedures are shown in figure (2.8). In the POK method 
the full Ham iltonian for each /c-point is sent to a number of CPUs which is subse­
quently diagonalised and regrouped to calculate the density matrix. In the POO the 
Hamiltonian is diagonlised using a parallel algorithm (Scalapack [142]).

As mentioned in section (2.4), Smeagol bypasses the diagonalisation procedure 
by performing the integrals of equations (1.57) and (1.58). The main computational 
bottleneck in Smeagol is performing these integrals. This includes performing the ma­
trix inversion in equation (1.33) for each energy. Numerically, an integral is nothing 
more than a sum. Therefore we can calculate each term  of such sum independently 
in parallel and collect the results a t the very end. This scheme is called parallel over 

energy (POE).

^®The central processing unit (CPU) is commonly known as the processor.
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For each 
k point
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Figure 2.8: Two choices of parallelism in SIESTA, a) Parallel over orbitals (POO): the total 
Hamiltonian is diagonalised in parallel and the density matrix is calculate, b) 
Parallel over fc-points (POK): the Hamiltonian for each /c-point is diagonalised 
in series, each in a different CPU. The eigenvectors are regrouped to calculate 
the density matrix.

In many ways, this scheme is similar to  the POK m ethod whereby the inversion 
at each energy is calculated over a different processor and Z?eq (Ei) + D\j [Ei) is 
subsequently computed. Finally, once all the energy points have been calculated all 
the processors sum the results (with the appropriate weighting factors) to obtain the 
total density matrix.

In tables (2.1) and (2.2) we show how Smeagol scales as a function of the number 
of processors for two different types of interconnect.^® We can clearly see how the to-

^®The calculations were performed, in both cases, on AMD-64bit-Opteron clusters with 4 Gb
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ta l C PU  time^^ rem ains relatively unchanged, an indication th a t  th e  com m unication 

overhead is small. Consequently, as the  num ber of processors increases th e  wall-time 

(the ac tua l real tim e taken  for the  calculation) decreases alm ost as 1/A^. T his is true 

for b o th  types of interconnects (only slight differences are observed) which ensures 

good scalability  (the slight increase in to ta l wall-tim e is observed due to  com m unica­

tion  overheads). M ost im portan tly  there is no significant difference betw een different 

types of com m unication switches (in fact we observe b e tte r  resu lts using T C P /IP  

over Infiniband).

A lthough we observe a  significant increase in th e  to ta l C PU  tim e ( ~  26 %), 

the  N E G F segm ent of th e  calculation only increases by approxim ately  10 %. This 

is m ostly  due to  th e  calculation of th e  po ten tia l in real space. Firstly, w ith the 

increase in th e  num ber of processors th e  N EG F p a rt of th e  calculation loses im­

p ortance (from approxim ately  70 % to  50 % of th e  to ta l tim e of the  calculation). 

Secondly, the  d istribu tion  of the  grid over the  processors can be controlled by the 

user. For consistency, the  default values were set th roughou t, b u t the  appropriate 

choice of param eters  can lead to  decreased com m unication betw'een com pute nodes 

and significant im provem ents in perform ance.

N um ber of 
CPU s 8 16 32 64

Tim e s ]
T otal C PU  

Tim e
33951.188 26094.441 28490.203 33923.216

C PU  Tim e 
N E G F 

subrou tine
25771.792 21587.093 22871.922 25728.925

Total
W all-tim e

4243.898 1630.902 890.318 530.050

W all-tim e
N E G F

subroutine
3221.474 1349.193 714.747 402.01

Table 2.1: Timing of Smeagol for fc-point (4 fc-points) calculation using 16, 32, 64 and 128 
processors at 0 bias for a 85 atom unit cell {N = 826) over T C P/IP .

T he Smeagol m ethod can be easily parallelised up to  100 processors using the 

sam e scheme as in th e  parallel over k  m ethod. A descrip tion  of a  m ore scalable

of RAM per node (2 C PUs per node) and 2.3 GHz clock-speed. We used the Pathscale [143] 
compiler with the following compilation flags in both cases: -m64 -mtune=opteron -mieee-fp -zerouv 
-O PT.O fast  - 0 2  -march=opteron -mcpu=opteron -ipa.

^^The CPU time corresponds to the sum over all processing units of the tim e taken for a set of 
operations
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N um ber of 
C PU s 8 16 32 64

Tim e s
Total C PU  
Tim e [ s ]

29575.384 31497.067 36839.019 46331.667

C PU  Tim e 
N E G F 

subrou tine
21074.052 21876.695 23434.525 26718.410

Total
W all-tim e

3696.9 1968.6 1151.2 723.9

W all-tim e
N E G F

subrou tine
2 6 3 4 .2 1367 .2 7 32 .3 4 1 7 .4

Table 2.2: Timing of Smeagol for fc-point (4 fc-points) calculation using 16, 32, 64 and 128 
processors at 0 bias for a 85 atom unit cell {N  =  826 ) over Inifiniband^*^'.

m ethod for parallelising Smeagol up to  4096 processors is p resented in the  appendix  

A.

2.4.2 A n overview  o f  Smeagol capabilities

As a tool for calculating accura te  m aterials specific tran sp o rt p roperties a t the  atom ic 

scale, Smeagol has a num ber of features including b u t no t lim ited to:

• T he use of ab in itio  H am iltonians expressed in a  LCAO basis and  th e  flexibility 

to  use bo th  D P T  and  H P m ethods.

•  Pull parallelisation  in energy (PO E ) up to  128 processors (see appendix  A for 

parallelisation up to  4096 processors - energy and o rb ital space).

•  Pully spin polarised including non-collinear spins.

•  A bility to  calculate b o th  molecules and surfaces; finite and periodic boundary  

conditions in th e  transverse direction (orthogonal to  th e  tran sp o rt) .

•  A bihty to  perform  large scale calculations up to  100 atom s per processor.

•  Inclusion of new exchange and correlation  functionals such as LD A + U  [85] and 

self-interaction corrected  LDA [86],

•  A bility to  calculate curren ts and transm ission coefficients w ith  a high degree 

of accuracy (some resu lts spam  over fiver orders of m agnitude; see chap te r (4) 

for details).
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2.5 Test C ases

This section is divided in five subsections, each one of them  devised to show one 
of Smeagol’s capabihties. In the first subsection we deal with a parallel-plate ca­
pacitor with vacuum as a dielectric medium. This simulation clarifies how Smeagol 
deals with the Hartree potential. In subsection (2.5.3) we show calculations for mag­
netic m aterials (one of Smeagol’s main capabilities) and in particular we show how 
it is possible to address systems with non-collinear spins. In subsections (2.5.4) and 
(2.5.5) we tu rn  to the more realistic problems of hydrogen-rich Platinum  point con­
tacts and organic molecules sandwiched by metallic electrodes. In both cases, there 
have been extensive experimental investigations and we show how Smeagol is capable 
of addressing some issues relating to  these systems.

2.5.1 A u capacitor: Hartree potential and bias ramp

One im portant test for Smeagol is to check tha t the self-consistent Hartree potential is 
correctly obtained. For tha t purpose, we performed calcxilations for two semi-infinite 
gold surfaces separated by 12.27 A, thus creating an ideal parallel plate capacitor.

The two gold surfaces are oriented along the (100) direction and the unit cell 
has only one atom  in the cross section. The extended molecule comprises seven 
atomic planes in the direction of the transport, which is enough for achieving a good 
convergence of the Hartree potential (the Thomas-Fermi screening length in gold is 
~0.6 A [144]). For the calculation we use 100 /c-points in the full Brillouin zone in the 
transverse direction, a single zeta basis set for the s, p and d orbitals and standard 
local density approximation (LDA) of the exchange and correlation potential.

In figure (2.9) we present the planar average of the Hartree (electrostatic) po­
tential Vh, the difference between the planar average of Hartree potential at finite 
bias and th a t at zero bias A V , and the difference A p  between the planar average of 
the charge density along the direction of the transport for a given bias and th a t at 
zero bias. The quantities shown in the picture are those expected from the classical 
physics of a parallel plate capacitor. In the leads the electrostatic potential shows 
oscillations with a period corresponding to th a t of the separation between the gold 
planes, bu t with a constant average. In contrast in the vacuum region the potential is 
much higher, since there are no contributions from the nuclei, bu t it is uniform. If we 
eliminate the oscillations, by subtracting the zero bias potential from th a t obtained 
a t finite bias (figure 2.9b), we obtain a constant potential profile in the leads and 
a linear drop in the vacuum region. Finally the macroscopic average of the charge
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0 10 0̂ 30
d(A)

Figure 2.9: a) Planar average of the Hartree potential V̂h for an infinite parallel-piate 
capacitor, b) Difference between the planar average of the Hartree potential 
at a given bias and that at zero biaa A V. c) Difference Ap  between the planar 
average of the charge density along the direction of the transport for a given 
bias and that at zero bias. The dots indicates the position of gold planes.

density sliows charge accumulation on the surfaces of the capacitor and local charge 
neutrality in the leads region as expected from a capacitor.

Similarly we can look at the equipotential surfaces in the vacuum region by plot­
ting the iso-surfaces of constant potential along the central part of the capacitor. The 
result in shown in figure (2.10). We can clearly see th a t they represent planes paral­
lel to the capacitor plates. Exactly as one would expect when the to ta l electrostatic 
potential in the vacuum region is

Vh {t) = V - z Vx,y. (2.49)

This result shows th a t the solution of the Hartree potential is consistent with 
the potential drop across a vacuum region of two infinite plates as described by 
classical electromagnetism [145], Furthermore, we have shown th a t Smeagol can 
efficiently perform k-point calculations highlighting its potential for transport calcu­
lations through - magnetic or not - interfaces, a field of great interest [139, 140].

2.5.2 Au atom ic chains

Metallic quantum  point contacts (PC) present conductance quantisation behaviour 
even at room tem perature [64, 146, 147, 148, 149]. While conductance quantisation
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(a) (b)

(c)

Figure 2.10: (a-d) Iso-surfaces of constant potential along the vacuum region of the ca-

in semiconductor point contacts can be observed in constrictions a few himdred 
Angstroms wide [150, 151], the same effect can achieved in metallic systems only at 
the atomic scale. The quantisation of conductance arises in one-dimensional systems 
due to the cancellation of the Fermi velocity and the density of states in the expression 
for the conductance [84]. This depends only on the number of bands available in the 
corLstriction (up to the number of valence electrons). A system is said to be ID when 
the width of the constricted region is comparable to the Fermi wavelength. In the 
case of semiconductors that would be 200 A for GaAs and in the case of metals a 
few Angstroms ( 5 A for Gold). Hence, we can cleaxly see that observing such an
effect in metallic systems entails measurements in atomically thin constrictions.

In break junction experiments [147], two metal surfaces are brought into con­
tact and subsequently separated. During the elongation process and just before the 
jimction ruptm e the conductance displays flat plateaus and abrupt jumps (step-like 
curves). The experiments are repeated a nvmiber of times and the results recorded. In 
order to show conductance quantisation in atomically thin PCs one uses histograms 
to obtain statistically representative data of transmission curves as a function of the 
elongation process [147], These histograms are obtained by simiming all the con­
ductance curves recorded in the course of an experiment. The steps observed in 
conductance curves are displayed as peaks in the histogram. Proof that An PCs 
present one quantum of conductance is given by a shai'p peak at 1 Go =  2e  ̂jh.

Recently, Rodrigues et al. have shown that the crystallographic orientation of 
the tips plays an important role in the determination of the transport properties of

pacitor for different positions perpendicular to the capacitor plates. For each 
panel we also present schematically the potential at which the iso-surface is 
calculated.
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these PCs [149]. The authors iised atomically resolved high resolution transmission 
electron microscopy (HRTEM) to image the elongation process of gold point contacts. 
It is clear from HRTEM images that the point contacts retain the crystallographic 
bulk structure (fee in the case of gold).

Hence, the theoretical description of electronic transport in atomic chains must 
take into consideration atomistic aspects of the system; the correct arrangement of 
the atoms and an accmate description of the electronic properties. As an example we 
have performed calculations for a [100]-oriented gold quantum point contact (see inset 
of figure (2.11)). A single gold atom is trapped at its equihbrium position between 
two [100] fee pyramids. This is the expected configuration for such a specific crystal 
orientation, and the configuration likely to form in breaking junction experiments 
[152] for small elongation of the junction. It has also been confirmed by atomic 
resolution TEM images [146, 149, 153]. In this case we have used LDA and a single 
zeta basis set for s, p and d orbitals. The unit cell of the extended molecule now 
contains 141 atoms (seven planes of the leads are included) and we consider periodic 
boimdary conditions with 16 /c-points in the 2-D Brillouin zone.

Figure 2.11: The transmission coefficient as a function of energy (upper panel) for a gold 
atomic point contact sandwiched between two gold tips oriented along the 
[100] direction. In the lower panel the band-structure for a monoatomic gold 
chain with lattice constant equal to the Au-Au separation in bulk gold. The 
inset shows a ball-and-stick representation of the atomic positions of the PC  
(the extended molecule).

In figure 2.11 we present the zero-bias transmission coefficient as a fimction of
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energy. Recalhng that the hnear response conductance is simply G =  GoT(Ep) 
(in this case we have complete spin-degeneracy) our calculation shows one quantum 
conductance for this point contact. Interestingly the transmission coefficient is a 
rather smooth fimction T  ~  1 for a rather broad energy range aroimd Ep. This 
means that the G = IGq result is stable against the fluctuations of the position of 
the Fermi level, which may be encountered experimentally.

The large plateau at T ~  1 (-0.5 eV < E  — Ep < 2 eV) indicates the presence 
of a single conductance channel for energies axoimd and above E^. This is expected 
from the band-structure of a straight monoatomic gold chain with lattice parameter 
equal to the Au-Au separation in bulk gold (see figure (2.11b)), which presents only 
one s band for such energy range. Therefore we conclude that the transport at the 
Fermi level is dominated by a single low-scattering s chaimel. Notably for energies 
1 eV below' Ey the transmission coefficient shows values exceeding one, which are due 
to contributions from d orbitals. In gold mono-atomic chains these are substantially 
closer to E^ than in bulk gold and participate to the transport. These results are 
in good agreement with previously reported calculations [92, 154] and experimental 
data [146, 147, 149]. Additional examples of SmeagoJ^s calculations for PCs carried 
out by the authors can be found in the next sections of this text and elsewhere in 
the literature [155, 156].

2.5.3 N ickel point contacts using non-collinecir spins

The transport properties of magnetic transition metal point contacts have been the 
subject of several recent investigations [11, 157, 158, 159, 160, 161]. Technologically 
these systems are attractive since they can be used as btiilding blocks for read heads 
in ultra-high density magnetic data storage devices. From a more fundamental point 
of view they offer the chance to investigate magnetotransport at the atomic level. 
Magnetic point contacts are effectively spin-valve-like devices, with the spacer now 
replaced by a narrow constriction where a sharp domain wall can nucleate [162],

A simple ai'gument based on the assumption that all the valence electrons can 
be transmitted with T ~  1 gives an upper bound for the GMR of the order of a few 
percent (250 % in the case of nickel). This however may be rather optimistic since one 
expects the d electrons to imdergo quite severe back-scattering. Indeed small values 
of GMR for Ni point contacts have been measured [159]. Surprisingly at the same 
time other groups have measured huge GMR for the same system [11, 157, 163, 164]. 
Although mechanical effects can be behind these large values [160], the question on 
whether or not a large GMR of electronic origin can be foimd in magnetic point
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contacts remains.

Therefore we investigate the zero bias conductance of a four atom long monoatoinic 
Ni chain sandwiched between two Ni (001) surfaces (see figure (2.12)). This is an 
extreme situation rarely found in actual break junctions [165]. However an abrupt 
domain wall (one atomic spacing long) in a monoatomic chain is the smallest do­
main wall possible, and it is expected to show the larger GMR. For this reason our 
calculations represent an upper bound on the GMR obtainable in Ni only devices, 
and they also serve as a test of the Smeagol capability for dealing with non-coUinear 
spins.

Figure 2.12: Schematic representation of the Ni point contact simulated. In the symmetric 
case the domain wall is located between the second and the third atom, while 
in the asymmetric it is placed between the third and the fourth. The direction 
of the current is from 1 to 4 for positive bias.

In this calculation we use a double zeta basis set for s, p and d orbitals and 
consider finite leads (no periodic boundaiy conditions are applied) with either four 
or five atoms in the cross section. We then investigate two possible situations. In 
the first one we place the domain wall symmetrically with respect to the leads, i.e. 
between the second and the third atom of the chain. In the second (asymmetric) the 
domain wall is positioned between the third and the fourth atom. Furthermore we 
perform spin-collinear and spin-non-collinear calculations for both cases. Interest­
ingly all our non-collinear calculations always converge to a final collinear solution. 
This confirms expectations based on simple s-d model [166], suggesting that the 
strong exchange coupling between the conduction electrons and those responsible for 
the ferromagnetism, stabilise the collinear state if the magnetisation vectors of the 
leads are collinear.

In figure (2.13) we present the transmission coefficient as a fxmction of the energy 
for both the symmetric and asymmetric case and the parallel state. For collinear cal­
culations the contributions from majority and minority spins are plotted separately, 
while we have only one transmission coefficient in the non-coUinear case. Clearly in
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all the cases the non-collinear solution agrees closely with the collinear one, i.e.

^ollinear ĉollinear ^non—collinear• (2.50)

This is expected since the final magnetic arrangement of the non-coUinear calculation 
is actually collineax, and it is a good test for oiu' computational scheme.
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Figure 2.13: Transmission coefficient as a function of energy for the nickel qiiantum point 
contacts of figure 2.12. The right-hand side panels (a) are for collinear calcu­
lations and the left-hand-side (b) axe for non-collinear; (1) parallel state, (2) 
antiparallel with symmetric domain wall, (3) aiitiparallel with asymmetric do­
main wall. Note that in the non-collinear case we do not distinguish between 
majority and minority spins. In panel (a2) majority and minority spins are 
degenerate.

Turning our attention to the features of the transmission coefficient it is evident 
that, at the Fermi level, T  in the parallel state is larger than that in the antiparallel. 
This difference however is not large and the GMR ratio is about 60% with little 
difference between the symmetric and asymmetric domain wall. This is mainly due 
to the much higher transmission of the un-polarised s electrons compared with that 
of the d. Note that the conductance approaches 2e^/h for energies approximately 
0.5 eV above the Fermi level. For such energies in fact no d electrons contribute to 
the density of states of both the spin sub-bands, and only s electrons are left. These 
are then transmitted with T ~  1 as in the case of An chains investigated previously.

We will come back to the issue of large MR in magnetic point contacts in chapter 
3 where we consider a nmiiber of magnetic configurations as well as impurities.
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2.5 .4  T he im portance o f k-point sam pling in P latinum  single  
atom  chains

The conductance of atomic metallic point contacts is an area of great interest. As 
we have discussed in the previous section, quantised conductance in metals was first 
observed in atomically thin gold nanowires. Since then a ntmiber of works have been 
performed over a number of different metals [167, 168].

Recently van Ruitenbeek et al [169] have performed experiments on Pt PCs in a 
hydrogen-rich environment. The authors observed a significant change in the trans­
port behaviom when compared to clean conditions (cryogenic vacuum). For clean 
Pt point contacts a peak at 1.5 Go in the conductance histograms is predominant, 
but in a hydrogen-rich atmosphere a sharp peak at 1 Gq appears instead. This is 
an indication that a H2  molecule is bridging the gap between the two tips and it 
becomes the bottleneck that defines the transport properties of the whole system.

Despite indications that H2 is bridging the point contact, it is impossible to ex­
perimentally probe the atomic arrangement of the moleciiles. Theoretical tools to 
model the molecule and calculate the transport properties come in hand for corrob­
orating the assiunption that the molecule actually lies between the two tips and for 
estabfishing the molecular orientation.

In order to adchess this issue we used Smeagol to perform calculations on Pt 
PCs. We used a double zeta basis set for both Pt and H. Our system consisted 
of two pyramidal tips cormected by a hydrogen molecule. Initially we performed 
relaxations on the system by fixing the edges of the unit cell and allowing central 
region to relax. The total energy curve was calculated as a function of the imit cell 
size. We considered two configurations, namely the axis of the hydrogen moleciile 
lying either along the axis of the tip - wliicli we shall call bridge configuration (BC) - 
or perpendicular to it - called perpendicular configiu'ation (PPC). Figure (2.14 shows 
the different atomic configurations in our calculations.

Figirre (2.15) shows the total energy curve for different configurations of the 
hydrogen molecule on the tip as a function of distance between the two pyramids. 
We can see that, at small tip separations the hydrogen molecules remain dissociated 
in the pjTamids instead of lying in between the two tips. That is clear from the lower 
energy for the CZ curve. As we simulate the pulling of the two tips - as we would 
expect in an STM or break jimction experiment - a crossing point in which the BC 
becomes more energetically favourable can be seen. This trend seems to suggest that 
the Hydrogen molecule, as the tips are separated, tends move from the pyramids to 
the tips eventually lying along the axis of the point contax t̂. This result, i. e. a



91 Chapter 2

^  (a) ^  ^
•  «  OBB

• • •  •  •  OB • • •

•  •  •  ( b )  «  • •

^  •  e ^
•  4M0ai«« •««a0Mkee

•• • • e*

Figure 2.14: Sketch of a Platinum point contact witli one hydrogen molecule in between the 
two tips. There are two possible configurations (a) bridge configuration (BC) 
and (b) perpendicular configuration (PC), c) We also consider the possibility 
that the H2 molecule is adsorbed onto one of the tips (CZ).

configuration favouring the BC has also been obtained by other theoretical works 
[170, 171, 172].

In order to obtain the correct electronic structure of the electrodes, it is imper­
ative to consider the boimdajy conditions along the transverse direction. Platimmi, 
albeit non-magnetic, has d states which are close to the Fermi level. Therefore the 
band structure of bulk P t has fiat bands close to E^r. In order to ensure the cor­
rect description of these states we must use a reasonable /c-point sampling in the 
transverse BZ. In figure (2.16) we show transmission curves for both the BC (fig.
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Figure 2.15: Total energy calculation for the relaxed system tip /H 2/tip . The solid (dashed) 
line represents the CZ (BC). The dotted-dashed line represents the PPC

(2,16al-3)) and PPC (fig. (2.16bl-3)) using different sets of A:-points. We can clearly 
see that as we introduce periodic boundary conditions and the number of A:-points 
increases, the transmission curves become smoother. Finally, for 12 A:-points the 
curves become sufficiently converged to the correct result.

For our calculations we use a double-^ polarised basis set for platinmn s, p and 
d orbital, a double zeta basis for the hydrogen s electrons and the LDA fimctional. 
As a first step we employ finite cross section leads along the transversal directions, 
composed of alternated planes containing 4 and 5 atoms each. The resulting trans­
mission coefficients show many peaks and gaps throughout all the energy range and 
particularly sharp variations around the Fermi energy, as can be seen in figures 2.16 
(al) and (bl). When thicker slabs composed of alternating planes of 9 and 12 atoms 
are employed the results do not improve and the large oscillations still remain, as 
shown in figures 2.16 (a2) and (b2). It is apparent from these figures that while T{E)  
shows a long plateau at positive energies, it presents strong oscillations at the Fermi 
energy and, therefore, it is uncertain to infer the conductance of the junction from 
T(Bp).

This is in stark contrast with the case of gold, where the d-levels lie below Ep, 
and T{E)  is smooth regardless of the size of the leads cross section. For platinum 
the presence of rf-states at the Fermi energy opens mini-bands and mini-gaps, which 
translate into strong oscillations in T { E  ~  Ep). These mini-bands and mini-gaps
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Figiire 2.16: Transmission coefficients for an H2 molecule sandwiched between fee platinum 
leads near the equilibrium distances (~  9.5 and 11 A).  The left hand side (a) 
corresponds to the configuration where the molecule Hes parallel to the current 
flow and the right hand side (b) to the configuration where the molecule lies 
perpendicular. The leads are made of alternating slabs of 4-5 atoms (1) and 
9-12 atoms (2) without periodic boundary conditions along the perpendicular 
directions {xy), and 9-9 atoms with periodic boundary conditions along xy 
(3). In the last case the dashed and continuous lines have been obtained with 
4 and 12 A: points, respectively.

arise from interference effects of the c?-states along the transverse direction. Conse­
quently, oscillations in T{ E)  should disappear when bulk electrodes are used. Indeed, 
this is what we find when slabs maxle of 3 x 3  atomic planes and periodic boundary 

conditions are employed, as shown in figures 2.16 (a3) and (b3). We moreover show 

how T{ E)  converges when the number of transverse k points is increased from 4 

to 12. Although some small variations and peaks still remain when 4 k points are 

used, the transmission at the Fermi level is essentially converged. Note that the 

parallel case has T  ~  1 for a long range of energies axoimd which remains essen­
tially unperturbed for small variations of the coordinates or the distance between the 

electrodes. This explains the sharp peak observed in the experimental conductance 

histograms [169].
As we can see, in materials where d states play a role in the electronic proper-
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ties, the correct calculation of the transmission coefficients involves using periodic 
boundaiy conditions. Moreover, we have shown that we can use Smeagol to solve 
experimental conundrums and provide useful insight into the world of metallic point 
contacts. Our point here was just to use an example of one possible Smeagol appli­
cation. A more detailed description of this work can be found elsewhere [155, 156].

2.5.5 1 ,4-benzene-d ith iolate on A u electrodes for m olecular  
electronics applications.

Figure 2.17: Ball-and-stick representation of a 1,4-benzene-dithiolate molecule attached to 
a a) [111] and b) [001] gold surface. Colour legend: C - black; H - light blue; 
S - red; Au - gold.

Recently there has been increasing interest in molecular electronics, i. e. in 
the ability to drive cmrent tlurough molecules and possibly their use as electronic 
devices. Integrating these devices could lead to applications ranging from sensors to 
new information data storage devices. The first experiments in molecular electronics 
were performed by Reed et al. [4], The authors used a gold break junction setup to 
create a gap where a single 1,4-benzene-dithiol molecule (BDT) is trapped. A ball- 
and-stick model of the BDT molecule is shown in figme (2.17). The sulphur atoms 
(tliiol groups) from both ends of the benzene ring bond strongly to the gold surface. 
The authors observed a strongly non-hnear I  — V  characteristics and a conductance 
gap of approximately 2 Volts.

After this seminal experiment many works in the field have followed, most of 
wliich use a similar set up with a choice of different organic molecules [27]. These 
experiments have shown interesting properties such as negative differential resistance 
[5], rectification [6] and transistor behaviour [7].

Partly due to the availability of experimental results, BDT attached to gold 
electrodes has become the benclunark for any transport calculation using ab initio 
methods [79, 98, 173]. AU theoretical predictions give currents much higher (usu­
ally two orders of magnitude) than experimental observations. So far, no code has
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been able to account for the differences in the conductance, but they all seem to 
give comparable results. This discrepancy has been so far attributed to our lack of 
knowledge about the atomic arrangement of the molecule and the tip. It has been 
argued that the position of the molecule on the gold surface has an effect on the 
transport properties.

We set out to perform our own calculations for benzene-dithiol using Smeagol. 
In particular, we wish to show how Smeagol can cope with the calculation of I  — V  
characteristics for different configurations of the electrodes. We have studied the 
effects of different surfaces, namely [111] and [001] on the I  — V  characteristics of 
this molecule. In all cases we have modelled gold using a single-^ s, p and d basis set 
whereas for both carbon and sulphur we used a double-^ basis (s, p and d as well) 
with polarisation orbitals. Finally for hydrogen, a single-C polarised s wavefunction. 
In all cases finite boundary conditions were used.

The first situation considered was the case of a molecule attached to the hollow 
site in the [111] gold surfax^e as our electrodes. Figure (2.17a) shows a ball-and-stick 
sketch of the system imder consideration. The sulphur atom was positioned on the 
hollow site of the [111] surface of gold at distances according to values obtained in 
the literature for ab initio moleculai- dynamics calculations [174, 175].

As we apply a bias (see fig. (2.18)) we observe a small gap of about 0.5V before 
the onset of relatively liigh currents ( 2 nA).

2e-06

le-06

<

0.5 V
-le-06

-2e-06
V [ Volts

Figure 2.18: I  — V  characteristics as a function of energy for different voltages for 1,4- 
benzene-dithiolate molecule attached to a [111] gold surface.

In figure (2.19) we present the transmission coefficients as a function of bias. We 
can clearly see that the transmission at zero bias (black curve) is quite small and 
there is a gap slightly bellow the Fermi level. Once we start to apply the bias the
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Figure 2.19; Transmission as a function of energy for different voltages for 1,4-benzene- 
dithiolate molecule attached to a [111] gold surface.

state positioned approximately -0.2 eV bellow the Fermi level starts to sliift. Once 
the bias is sufficiently large ( ~  250 meV ) that state lies within the bias window 
and the system starts to conduct.

In the case of the [001] surface we place the sulphur atom on top of a single gold 
atom. This arrangement simulates a break jimction experiment. While the two gold 
siufaces are being pulled apart gold atoms are removed from the siuface forming a 
wire (the gold-gold bond is weaker than the gold-sulphur bond). Hence one expects 
the coupling to be quite different. In fax:t, the I  — V  characteristics shown in figiue 
(2.20) presents a different profile compared to the [111] case. From the onset of bias, 
the system is conducting, and there is no conductance gap around zero bias.

The reason for the discrepancy is clear if we look at the transmission coefficients 
for different bias presented in figure (2.21). At zero bias, the Fermi level is pinned 
to a resonance and, as one starts to apply bias, this state becomes immediately 
conducting. The transmission coefficient for such resonance is close to 1 Go, the 
quantum of conductance, hence the currents for the [001] case are considerably larger 
than that in the previous case.

We can see that in both cases we have high conductance and in one particular case 
we see no gap at all. The explanation given earlier about the position of the atoms 
on the surface might seem likely at first, however, the experimental restdts seem 
quite robust. In particular, the typical gap observed in the experiments has also been 
measured in slightly different molecules [176]. One aspect not taken into accoimt here



97 Chapter 2

4e-06  

2e-06  

1  0 

-2e-06  

-4e-06

Figure 2.20: I  — V  characteristics for 1,4-benzene-dithiolate molecule attached to a [001] 
gold surface.
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Figure 2.21: Transmission as a function of energy for different voltages for 1,4-benzene- 
dithiolate molecule attached to a [HI] gold surface.

are the periodic boundary conditions, which might give rise to mini-gaps. However, 
other calculations including A:-point sampling show similar behaviour [177],

A final comment on this issue is required. A possible explanation for the large 
disagreement between the experimental and theoretical results was given by Toher 
et al. [178]. The authors proposed that charging effects are not correctly taken 
into consideration by LDA and GGA because neither approximation possess the 
derivative discontinuity of the potential [177]. This mainly originates from the fact 
that LDA and GGA are not self-interaction free. This is of particular importance
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in the case of weak coupUng. In further work - using Smeagol - the authors showed 
that the energy levels of the self-interaction-corrected BDT molecule are driven down 
with respect to the Au Fermi energy. This in turn decreases the current.

More recent experimental data obtained in a more controlled set of experiments 
[27] seem to suggest that the conductance is higher than obtained by Reed and 
coworkers although still one order of magnitude smaller than theoretically predicted 
values. Results by Toher et al. are in reasonable agreement with this new set of 
results.

2.6 Conclusion

In this chapter we have presented the formalism for solving the groimd state prop­
erties of a many-particle system using DFT. In particular, we have shown how DFT 
with an appropriate choice of exchange-correlation potential can give us an accurate 
description of the electronic structure of molecules and solids. Furthermore, we have 
shown how it is possible to take the Kolm-Sham Hamiltonian H  [n] - which is both 
a fimctional of the charge density and a single particle operator - and use it to cal­
culate the non-equilibrimn Green fmiction ajid consequontl}'^ the electronic transport 
properties of a nanoscopic system out of equilibrium (with an external bias applied).

The symbiotic relationsliip between DFT and NEGF has been realised within 
Smeagol our non-equilibrium electronic transijort tool. We have liighlighted SmeagoFs 
algoritlmi and main capabihties. We have presented how it interfaces with SIESTA, 
our choice of DFT code, and how it has been fully parallelised in order to cope with 
large scale computational problems in nanoscience.

As we have seen so far, Smeagol is a powerful tool. We can use it to perform 
calculations on a range of nanoscale systems. We have presented results on systems 
ranging from metalhc point contacts to molecular electronic devices. In all cases we 
are able to obtain quantitative results that can be closely related to experimental 
observations and previous calculations.

In the next chapters we will use Smeagol to its full, exploring issues such as 
magnetic point contacts, molecular electronics ming DNA and molecular spintronics. 
The latter is a field of particular interest to us because of our seminal work in the 
field [70, 88].
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Giant Magnetoresistance and I  — V 
Asymmetries in Nickel Magnetic 
Point Contacts

3.1 Introduction

The use of the GMR effect in industrial applications has already led to the construc­
tion of the present generation of magnetic data storage devices. However, in order to 
reach storage densities of the order of Terabit/in^ a substantial down-scaling of the 
read/write devices is needed. One possible avenue to this target is given by magnetic 
point contacts (MFC’s), where the lateral size of the typical contacts approaches the 
atomic scale.

Recent experiments have shown that nanoscaled magnetic point contacts may 
present huge magnetoresistance (HGMR) [11, 12, 157, 163, 179, 164] reaching up to 
a few hundred thousand percent (using the optimistic definition of MR). This result 
alone can be seen as a major leap toward nanoscopic magnetic memory read/write 
devices. In addition, it is important to report that electro-deposited nickel point con- 
tax̂ ts present highly asymmetric I-V  characteristics typical of a diode-like behaviour 
[179, 164]. A complete explanation of both these effects is still lax:king.

To date there is a large debate axoimd the origin of the large magnetoresistance 
effects in MFC’s. On the one hand, it has been argued that magnetic field-induced 
mechanical effects can produce a large GMR (LGMR) - ~  100 - 500 %. In fact, either 
magnetostriction, dipole-dipole interactions between the apexes [180] and magneti­
cally induced stress relief [181] may have the effect of compressing the nanocontact 
once a magnetic field is applied. This enlarges the cross section of the MFC and con­
sequently the resistance of the junction decreases. On the other hand, there are also 
strong indications that mechanical effects alone are not able to account for whole

99
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magnetoresistance. Specifically Garcia et. al. have shown that the behaviour of 
MFC’s does not comply Avith mechanical changes, in paiticular with magnetostric­
tion effects [11, 157].

In our opinion, three important works demonstrated that LGMR in magnetic 
point contgLcts can be attributed to an electronic origin. First van Hoof et. al. [182] 
showed that the resistance of an abrupt domain wall (DW) can be rather large, 
giving rise to a GMR of the order of 60%. The calculations were performed using 
realistic band-structure for Stoner ferromagnets (Fe, Ni and Co) and the current 
was calculated in linear response limit. Along the same lines Tatara et. al. [183] 
demonstrated that later confinement can enhance the GMR. In tliis work values of 
the order of 300% were obtained in ultra-small point contacts, in good agreement 
with experiments. Finally, Bruno [162] demonstrated that if the magnetic moments 
on the apexes of a magnetic constriction are not aligned parallel to each then a 
DW will be formed inside the constricted region. The main features of this DW are 
quite different from those of the well know Bloch [102, 184] and Neel [103] walls. In 
particular, the crucial point is that the length of the DW is predicted to be as long 
as the diameter of the constriction. This result suggests that the DW trapped in an 
atomic scale MFC may be very sharp, only a few atomic planes long. At this length 
scales a DW produces a rather strong spin-dependent scattering potential and large 
magneto-induced effects are somehow expected. In tliis context it is important to 
report that such an extreme confinement has been already achieved by contacting 
two magnetic grains with different orientation [163]. Unfortunately, these theoretical 
predictions are unable to account for HGMR. The MR values are usually two or 
three orders of magnitude lower even in the best case scenario (largest scattering).

Since these seminal works, a number of theoretical works on transport through 
magnetic domain walls have been presented [185, 186, 187]. These, as well as the two 
previously mentioned, consider equilibrium transport in the spirit of the Landauer- 
Biittiker formahsm [84]; current induced effects such as charging of the point contact 
and, quite possibly, movement of the domain wall have not been taken into con­
sideration. However, in low dimensional systems such as MFCs the introduction of 
small biases might cause charge accumulation inside the MFC, changing its transport 
properties [188].

The aim of tliis chapter is to provide a fully quantitative description of the origins 
of the reported LGMR and HGMR values and to understand whether they arise 
solely from electronic mechanisms. In order to do so one must consider an accurate 
description of the electronic structure of these MFCs which lead us into DFT-based
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Hamiltonians and ultimately to Smeagol. Smeagol was used to calculate the zero 
bias transmission probabilities of different atomic and magnetic configurations of 
our system.

Recently it has been suggested that the presence of oxygen in Ni MFCs could 
lead to HGMR [158]. This suggestion follows from the insulating ground state of 
bulk NiO. Therefore it is also interesting to address the issue of impurities in the 
MFCs and their effects on the transport properties.

In all cases we model the magnetoresistance in MFC using the typical spin-valve 
scheme: we assume that in the absence of a magnetic field, the magnetisation vectors 
of the two leads are aligned opposite to each other - antiparallel alignment (AA). 
Therefore in the zero field situation a sharp DW is formed inside the MFC. Then, 
when a magnetic field is applied, the magnetic moments of the leads align parallel 
to each other and the wall is eliminated - parallel alignment (FA).

Furthermore we only consider collinear spins. This is justified by a recent cal­
culation from Imaniura et. al. [185] who have used a Heisenberg model in a mean 
field approximation to show that, in the case of a domain wall pinned in a constric­
tion, there is no spin precession and minority and majority bands can be treated 
separately.

3.2 M agnetoresistance in N ickel point contacts:
an ab initio stu d y

Hence the question raised in section (3.1) of this chapter still remains: is it possible to 
obtain huge giant-magnetoresistance ( in excess of 100,000 % ) solely from electronic 
effects [11, 157, 163, 179] ?

In order to address this raised in section (3.1), we need to model our point 
contact using a realistic description of the electronic structvue while choosing an 
atomic arrangement that best describes the experimental conditions. Smeagol is the 
ideal tool for this task.

In the case of atomically thin Ni MFCs, Viret et al. have shown by molecu­
lar dynamics simulations that the last step in the stretching of a Ni break junction 
experiment forms two Ni pyramids joined at the neck by two atoms, without form­
ing a single atom chain [159]. This particular configm'ation is shown in Fig. (3.1). 
Transmission electron microscopy experiments have confirmed that metallic quantum 
point contacts retain their crystallograpliic arrangement even at the limit of atom­
ically thin junctions for a range of different metals [146, 149, 92, 152, 168]. Hence,
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the two pyramids maintain the bulk lattice structure.

3.2.1 Impurity-free M PCs: relaxation and transport I

Figure 3.1; Ball-and-stick representation of a nickel point contact formed by two pyramidal 
tips joined together, a) The pyramid are directly connected at the end points 
(MPC-2), b) the tips are bridged together by a single atom (MPC-3). The 
eleven atoms enclosed in the red rectangle correspond to the tip atoms (three 
atoms forming the atomic chain and four atoms on either side forming the 
apexes.

Our simulations are performed on atomic size point conteicts with an arrangement 
similar to those proposed by Viret et al. [159]. The structure of a Ni break jimction 
close to the rupture point is modelled as two Ni pyramids oriented along the [001] 
direction. At first, the geometry of the two tips follows the crystallographic structure 
of fee bulk Ni as obtained by DFT.^ We considered two possible cases: 1) the tips are 
directly bridged together (MPC-2 geometry) or 2) one nickel atom is place between 
the two pyramids to form a single-atom chain (MPC-3). These two arrangements are 
shown in figure (3.1). The structures consist of 55 and 56 nickel atoms respectively.

The equilibrium position of the Ni atoms are expected to change due to relax­
ations (specially for the atoms closest to and at the tip). Hence we performed struc­
ture relaxations of the MPCs using SIESTA to obtain the lowest energy arrangement 
for both configmations. The atoms are allowed to relax following standard conjugate 
gradient (CO) methods [40]. Two of the left-most and two of of the right-most planes 
were kept fixed at the Ni fee biilk positions, while the middle atoms are free to move. 
Once convergence for a particular arrangement is obtained we then increase the size

^Lattice constant a rv/ 3. 46 A.
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of the cell, d (the distance between the pyramids along the z direction) by slightly 
separating the planes. Then another reIa:xation if performed.

The ba^is set is chosen as a double-(^ (DZ) s with polarised orbitals and a double-^ 
p  and d.^ The resulting total energy cm've as a fmiction of the cell size is presented in 
figure (3.2).^ In both cases there we can see a clear energy minimum. Hereafter, all 
the calculations shown were performed using the relaxed coordinates at this energy 
minimum.

T

0.5
W 0.5

17 17.5 18 18.5 19 19.5 205 18
d | A |  d | A |

Figure 3.2: Total energy curves for different tip separations in the a) M PC-2 and b) MPC-3
structures shown in Fig. (3.1)). The atom s in the central region are allowed to 
relax while the last two slices to  the left and to the right are kept at fixed coor­
dinates. The positions of the atom s at the apexes are kept at their respective 
bulk fee arrangement. The tips are oriented along the [001] direction.

The projected density of states (PDOS) can provide some insight into the charac­
ter the states lying close to the Fermi level. In figure (3.3) we present the density of 
states projected onto the s and d orbitals of the entire MFC and the FDOS of the tip 
atoms. We can see that the density of states for the entire MFC is similar to the one 
of the apexes (four atoms to the left and to the right of the three-atom chain), but 
for a scaling factor (which account for the number of atoms in the relative region). It 
clearly resembles the density of states of bulk nickel. On the other hand, the FDOS 
for the three-atom chain (Fig. (3.3d)) clearly shows the effects of low-coordination, 
the density of states is much sharper than in the rest of the MFC (and in that of 
bulk). This in turn will result in some sharp features in the transmission probabilities 
of the point contact, specially for minority spins.

^Note that the p  orbitals used here are not semi-core states, but the 4p orbital of Ni (empty 
valence orbitals).

^Our relajcations are performed in a collinear ferromagnetic alignment. We have assumed that
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Figure 3.3: Projected density of states for the MPC-3 structure in figure (3.1b). a) Whole 
MPC, b) 11 atoms in the central region, three atoms forming the wire and four 
apex atoms on either side (shown inside the red box in Fig. (3.1b). c) Apex 
atoms on the left and on the right, d) The 3 Ni atoms in the monoatomic 
chain.

The low bias magnetoresistance values for these MFCs can be obtained by cal­
culating the zero-bias transmission coefficients. Figure (3.4) shows the energy- 
dependent transmission coefficients for the parallel (a) and anti-parallel (b) spin 
configurations of the MFC-2 arrangement.

We can clearly see that in the parallel configuration the conductance at the Fermi 
level is dominated by the minority spins (G ~  2.5 Go) whereas the conductance for 
the majority lies close to 1 G q . This behavioin: can be explained by the presence

magnetic contributions to the forces will not significantly influence the final structure.
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of partially empty d states at the Fermi level for the minority spins and completely 
filled states below the Fermi energy for the majority. At energies {E — Ep) > 0, 
the conductance is governed by the unpolarised s orbitals and it is quite similar for 
both up and down spins. For s orbitals one would expect a single channel for each 
spin component, but given the smaJl distance between the pyramids we also observe 
direct transmission across the apexes of the pyramids, hence a laxger conductance. 
In the anti-paxallel case the system the DW is positioned between the two tips, so 
we see a mirror symmetric system and the transmission coefficients for majority and 
minority spins are identical. The GMR ratio for the MCP-2 was calculated to be 
approximately -5 % . Note that the GMR is not only very small, but also negative. 
This means that the conductance in the anti-parallel case is higher than that in the 
parallel one.

— M ajority 
--  M inority

—  Majority
—  M inority2.5 2.5

^ 1.5

0.5 0.5

(E  -Ep) I eV 1 (E-Ej,) I eV I

Figure 3.4: Transmission coefficients as a function of energy for Ni point contacts for the 
MPC-2 structure in the (a) parallel and (b) anti-parallel configuration. The 
majority (minority) spins are represented by solid (dashed) lines.

For the single-atom chain the picture changes slightly. Figure (3.5) shows the 
transmission coefficients for the MPC-3 as a function of energy. In the PA con­
figuration we still see minority-dominated transmission, but with a slightly higher 
conductance. Most importantly, the introduction of an extra atom drastically re­
duces the conductance above the Fermi level corroborating our interpretation of 
direct transmission across the pyramids. In fact, we see a reasonably flat plateau 
aroimd 1 Gq for e > Ep,  a contribution from the impolarised s electrons. In the AA 
configuration we placed the DW between he first and the second atom of the chain, 
hence the symmetry is broken. The GMR for this case is shghtly higher ( ~  20 % ).

Unfortunately, in both cases presented here s electrons strongly contribute to the 
transmission coefficients for both majority and minority spins. The presence of nearly
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Figure 3.5; Transmission coefficients as a function of energy for Ni point contacts for a 
single atom chain in the (a) parallel and (b) anti-parallel configuration. The 
majority (minority) spins are represented by solid black (dashed red) lines.

impolarised s  orbitals set an inlierent limit to tlie GMR in magnetic multilayers too. 
Therefore, so far, om' results seem to indicate that huge magnetoresistance (or even 
just LGMR) effects are not possible in these systems.

3.2.2 Effects o f different exchange-correlation potentia ls ( V x c )  
in im purity-free N i point contacts

Although extremely useful in many cases, the LDA (and GGA) gives poor results for 
a variety of systems, specially tliose wliere strong correlation effects are importajit. 
Albeit bulk Ni does not figure in this class of problems (in fact, properties such as 
the magnetic moment are extremely well described by LDA), the same cannot be 
said about low-coordinated systems such as atomic-size chains.

In transition metals the d  orbitals figure close to or at the Fermi level. The bands 
formed by these atoms are liighly directional and in an one-dimensional system, one 
would expect a hft of the degeneracy. Let’s take an infinite Ni chain for example. In 
figure (3.6) we present a schematic representation of the d  orbitals in an mono-atomic 
wire. Wliile orbitals d ^ 2  ̂ d y ^  and d ^ z  are oriented along the chain, orbitals d ^ y  and 
d x 2 - y 2 are perpendictilar to it axis. Because d  orbitals are quite short the coupling 
between adjacent orbitals, in the case of d x y  and c?i2 _j,2 , is rather small which in turn 
will leaxi to locahsation and strong e — e intergiction.'*

Hence, in order to describe the electronic structure it is necessary to use exchange 
and correlation functionals which accoimt for strong correlation. Unfortimately, most

^Note that in noble metals such as gold and silver the valence orbitals have s character which do 
not have any angular dependence. One would expect in this case LDA to yield a good description 
of the atomic chains (see section (2.5.2)).
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Figure 3.6: Schematic representation of the atomic orbitals in an infinite Ni mono-atomic 
wire oriented along 2. a) d ^ 2 ,  b) d y z ,  c) d ^ z ,  d) d ^ 2 _ y 2  and e) d x y  The d ^ 2 _ y 2  

and d x y  are perpendicular to the axis of the wire and therefore weakly coupled.

functionals th a t correct over LDA tend to  over-correct metallic systems, where usu­
ally LDA gives good results. The problem then becomes th a t of finding a good 
functional for the low connectivity apex region which does not alter the electronic 
structure of the planes a t the edges of the cell which resemble bulk Ni.

The LDA+U is particularly suited for this purpose. Albeit based on empirical 
param eters one can choose to correct a set of d orbitals on a  pai’ticular group of atoms 
preserving the LDA description for the rest of the system. The LDA+U functional 
was implemented in SIESTA [129] and Smeagol [85].

In order to gauge the effect of the LDA+U approximation on the transport prop-
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erties we first performed calculations on an infinite one-dimensional nickel chain. 
This way we find the values of U and J  for which the band structm-e of our chain 
is correctly described. We consider a linear chain of Nickel atoms ~  2.24 A apart 
oriented along the z direction and in the ferromagnetic ahgnment. This lattice spac­
ing corresponds to the approximate interatomic distance between atoms in the three 
atom chain of the MPC. We then performed calculations using different types of 
exchange-correlation potentials namely: standard LSDA, LDA-I-U [129] and ASIC. 
The latter was implemented in SIESTA by Pemmaraju et al. [86].

(a) LSDA (b) ASIC (c) U = 6 eV , J = I eV

C 9

A rr A r AA r A r A r

Figure 3.7: Band structures around the Fermi level for a one-dimensional infinite nickel 
chain, a) LSDA, c) atomic self-interaction correction and c) LDA+U with U =6  
eV and J=1 eV. The black (red) curves correspond to majority (minority) spin 
hands.

Atomic SIC, which is fully ab initio (it does not require empirical parameters) was 
taken as our benchmark for LDA-I-U. In figure (3.7) we present the band structure 
along the chain axis and demonstrate the eflfects of low dimensionality on Nickel. 
When compared to standard LSDA, we can clearly see that the more localised filled 
d bands are shifted down in energy, away from the Fermi level; more prominently the 
minority d^y and dx2 -y 2 states which are perpendicular to chain axis and present a 
very loose interatomic coupling lie close to the Fermi level for LSDA and are shifted 
downwards in ASIC and LDA-I-U.

Comparing our calculations for LDA-I-U and ASIC we can settle on a set of values 
for U and J  which correctly describe the band structure of the infinite chain including 
corrections for the occupied orbitals,

C / - 6 e V  , J = l e V .  (3.1)

These values were used for all our calculations.
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We assume that the atomic arrangement is not significantly affected by the 
Hubbard-U correction over LDA, hence we have kept the same arrangement from 
the previous section (Fig. (3.1)). The transmission coefficients as a fiuiction of en­
ergy for the MPC-3 are shown in figure (3.8). From the figure we can we see that 
the total transmission in the PA close to the Fermi level is enhanced (particularly for 
minority spins) compared to the LSDA calculation presented in the previous section. 
We can also see that the transmission for the majority spins is close to unity for a 
wide range of energies indicating less hybridisation between s and d states. This is 
also clear when see that the conductance due to d orbitals starts to play a role at 
lower energies when compared to our LSDA calculations.

The results for the parallel case can be directly correlated to the band structures 
of figure (3.7). The majority spins present a single broad s band (the first d band 
is approximately 3 eV below). For the minority spins there is a doubly degenerate 
d state {dyz and dxz) and one hybridised s — d^ 2  state (note the anti-crossing at the 
Fermi level) which in turn results in a conductance of about 2.5 Go-

— M ajority  
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—  M ajority
- M inority2.5 2.5
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Figure 3.8: Transmission coefficients as a function of energy using LDA+U for Ni point 
contacts with using LDA+U. (a) Parallel and (b) anti-parallel cases for the 
single-long chain. The values of U and J  were set to 6 eV and 1 eV respectively.

We can also use Fig. (3.7) to imderstand the AA. Let us assume that the three 
atom chain caii be considered as two semi-infinite Ni wires separated by a DW. In 
that case the band structure on the right-hand-side is swapped (up spins ^  down 
spins) compared to the left-hand-side one. For Minority spins coming from the left 
have three open channels: one hybridised s — d^i band and the degenerate dyz and dxz 
orbitals. When they fiow across the domain wall they must propagate as majority 
states. For majority spins there is only a single sdz2 band. Hence the other two states 
Bloch states are completely backscattered and the transmission is approximately 1
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Go- Moreover, if electrons are coming from the left on the majority spin chaimel there 
is only one accessible band at the Fermi level which is also available for minority spins 
once the electrons flow across the DW. Hence, for both up and down spins this simple 
pictme gives a conductance of 1 Go-

The total GMR in this case goes up considerably to approximately 60 %, in agree­
ment with similar calculations using performed with alternative ab initio methods 
[189, 190]. However, this value is at least two orders of magnitude smaller than the 
ones observed in some of the experiments where HGMR was measured [11, 157, 163].

Although LDA+U significantly changes the electronic structure of the wire close 
to the Fermi level, the overall effect on the transmission coefficients is not enough 
to give rise to HGMR. This is mostly because the d^y and d^2 ^y2 bands which are 
removed from the Fermi level when we use LDA+U have little of no influence on the 
transport properties of the MFC.

On one hand, the GMR values obtained above show that it is possible to have 
useful nanoscale spintronics devices. We have observed that it is possible to obtain 
GMR in atomic point contacts with a magnetoresistance ratio at least similar to 
that of multilayer materials. This can lead to smaller technology preserving the 
same sensitivity of standard read/write heads in computer hard drives. On the 
other hand, despite laiger GMR ratios, the introduction of the LDA+U exchange- 
correlation fimctional to correct for localisation does not qualitatively change the 
picture. Most notably, we have been unable to account for HGMR from solely 
electronic arguments. This is mostly because the d^y and d^z-y^ bands which are 
removed from the Fermi level when we use LDA+U have little of no influence on the 
transport properties of the MFC.

Hence, one must conclude that impurity free MFCs do not present HGMR for 
the arrangements we have studied. Other mechanisms might be playing a role. One 
possibility is that impurities are present in the MFC.

3.2.3 Oxygen-rich M PCs: relatxation and transport II

Recently Garcia et al. [158] have proposed that the presence of impurities, in particu­
lar oxygen might be related to HGMR (values exceeding 1,000 %). These experiments 
are performed in air, but it is observed that even experiments in ultra high vacuiun 
conditions can become contaminated after a couple of hours [92]. Therefore, it is 
reasonable to speculate that impurity atoms may be lying close to the constricted 
region in MPCs. It is also very likely that at the atomic scale even a single impurity 
may have a large effect on the current flowing through the device.
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Figure 3.9: Ball-and-stick representation of the converged atomic arrangement of a nickel 
point contact with one oxygen atom bridging the gap between the two tips. 
Colour code: blue - Ni; red - O.

It is also well know that Ni is extremely reactive to oxygen and that bulk NiO 
is an insulator, if we position a single oxygen impurity bridging the two Ni [001] 
pyramids, the central region will resemble a one-dimensional NiO nanowire. If this 
system is insulating as its bulk counterpart it is possible that the contribution coming 
from the non-spin-polaxised s bands will be removed from the Fermi level. In turn, 
this could lead larger MR ratios. In many aspects this ID systems is the smallest 
conceivable tunnelling junction.

Tunnelling junctions are made of two magnetic layers intercalated with a non­
magnetic tunnel barrier. For Fe/MgO tunnelling junctions, Parkin et al. [191] and 
Yuasa et al. [192] have shown that GMR ratios can reach in excess of 300 %. 
Furthermore, theoretical calculations have shown that the conductance is highly 
sensitive to the position on the transverse Brillouin zone [140]. In particular, minority 
spins present high conductance in small regions away from the F point and low 
conductance everywhere else in the BZ.

The same argument used for molecules in the introduction can be applied here. 
That is, at such a small scale the BZ collapses into a single point. Hence, by appro­
priately tailoring the MFC, we can probe different points in the BZ and considerably 
increase the GMR (possibly reaching HGMR values).

Hence we must answer the question of whether the ID NiO wire is still insulating. 
If that is the case, then we also need to address the possibility of finding HGMR for 
this system.

We can start our analysis by using simple LSDA. As it was done with the 
irnpurity-free Ni MFC, we also need to find the most energetically favourable ar­
rangement for the device. Using the same method already discussed, ab initio atomic 
relaxations are performed on the system presented in figiire (3.9). Whilst the ba-
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Figure 3.10: Total energy curves using LSDA for different tip separations of a nickel point 
contact with one oxygen atom between the tips. We started from two different 
configurations, a straight configuration (black curve) in which the oxygen 
atom lies along the axis of the two pyramids and a zig-zag configuration ( red 
curve ) where the oxygen is initially displaced from the axis. Note that there 
is a single energy minimum independent of the starting configuration.

sis set for Ni is the same as the previoius calculation we use a double-!^ basis with 
polarisation for oxygen s and p  orbitals.

We performed ovu calculations with two different initial arrangements of the 
oxygen atom. In the first case we placed the oxygen atom along the axis of the two 
pyramids wliiie in the second it was displaced perpendicular to the axis. In both 
configurations the oxygen atom  as well as some of the Ni atoms were allowed to 
relax to  their preferred arrangement. The to tal energy curve as a  function of the 
elongation (distance d between the bases of the two pyramids) is shown in figme 
(3.10). Despite initially different, at the energy minimum (d =  17.04 A ), both 
arrangem ents have an energy minimiun for a straight configiu-ation. In contrast, at 
smaller separations (compressive strain), in order to obtain better bond distances, 
the oxygen atom prefers a  zig-zag arrangement.

By using the atomic positions a t the energy minimmn we proceed to calculate 
the zerob ias conductance which are shown in figure (3.11). The transmission coef­
ficients for the PA configmation show a high conductance for the minority and low 
conductance for the m ajority spins (approximately 0.5 Gq and 2.5 Go respectively). 
This is clearly an indication th a t we have suppressed part of the contribution to the 
conductance close to E p  which come from the s states.

In the AA the m ajority and minority spins are identical given the mirror-symmetric 
nature of the system ( see figiu'e (3.11b)). The conductance in tliis case is equal to 

= G^ = 1.75 Gq. The overall conductance is larger in the antiparallel case which 
in tiu'n yields a negative magnetoresistance ratio of approximately -6.3 % .

Straight 
Zig - Zag
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Figure 3.11: Zero bias transmission coefficients of Ni point contacts with oxygen in the LDA 
approximation for a) parallel and b) anti-parallel cases. The solid (dashed) 
lines represent the majority (minority spins). In the anti-paraJlel case, due to 
the miri’or symmetry of the MFC, the transmission coefficients for majority 
and minority spins are identical.

Although we have shown th a t the s orbitals seem to be partially removed from the 
region around Ep,  the desired insulating behaviour, specially for the AA case, seems 
to be still missing. At first, it might seem tha t the prospect of MPC-based tunnelling 
devices is dreaiy. However one must remember th a t LDA fails in describing bulk NiO 
correctly and one needs a different exchange and correlation functional.

3.2.4 Effects o f different exchange-correlation potentia ls (V x c )  
for oxygen-rich N i point contacts

We have shown earher (see section (2.2.1)) th a t the LDA+U is a much more ap­
propriate exchange and correlation functional to treat bulk NiO. It is only natural 
to use the same m ethod with a one-dimensional NiO chain. In this case correlation 
effects are very likely enhanced by low-coordination (2-fold instead of the 6-fold in 
bulk NiO).

We have also shown, in section (2.5.2), th a t the band structure of an infinite chain 
can give some insight into the character of the transport properties in quantum  point 
contacts (albeit the final transmission coefficients are given by a combination of fac­
tors including the alignment of the Fermi energy and the coupling to the electrodes). 
Therefore, we can start exploring the Ni-O-Ni tip  shown in figure (3.9) by looking 
at a one-dimensional infinite NiO chain.

We performed calculations using both LDA and LDA-I-U for an infinite NiO chain 
with a  fixed N i-0 distance of 1.8 A .  Let us fkst focus on the LDA. Our results for the 
band structure and PDOS for these two alignments are shown in figure (3.12). The
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total energy difference between these two configurations is small, i. e., the chain is 
not magnetic. FYu-thermore, in both  cases we see a metaUic behaviour corroborating 
the results obtained for the transmission coefficients of the MCP (Fig. (3.11)).
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Figure 3.12: Band structures (left panels) and projected density of states (right panels) for 
an infinite one-dimensional NiO wire using LDA in the (a) antiferromagnetic 
and (b) ferromagnetic alignments. Black (red) lines indicate majority (minor­
ity) spin bands. In the AA case majority and minority spin bands and the 
projected density of states are identical.
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Figure 3.13; Band structures (left hand-side panel) and projected density of states (right 
hand-side panel) for an infinite one-dimensional NiO wire using LDA+U in 
the ferromagnetic alignment. The values of U and J  are set to 6 eV and 1 eV 
respectively.

The electronic structm e of the nanowire changes significantly with LDA+U. For 
the ferromagnetic alignment the band structure shown in figure (3.13) is th a t of a 
half-metal, i.e., the m ajority spin states are completely filled and do not present 
DOS at E  — F. Therefore the band-structure is th a t of an insulator. In contrast the 
minority spin bands lie close to the Fermi level and are partially filled. Differently
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from the pure nickel chain there is no signature of the s band around Ep.  The Fermi 
surface is mostly due to oxygen p  and Ni d^z and dy^.
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Figure 3.14: Band structures (left hand-side panel) and projected density of states (right 
hand-side panel) for an non-magnetic infinite one-diinensional NiO wire using 
LDA-I-U. The values of U and J  are set to 6 eV and 1 eV respectively. Majority 
and minority spin bands are identical.

However, the lowest energy configuration (in LDA+U) for an infinite NiO chain 
is non-magnetic.^ This means th a t the occupation in each Ni atom  for up and down 
spins is identical. The band structure and PDOS for this solution are shown in figure 
(3.14) and it is clearly metallic.

Finally, if starting from the anti-ferromagnetic alignment, we will observe th a t 
the results are very sensitive to the initial choice of orbital occupation. The results 
which ai’e shown in figure (3.15) range from an insulator to a  conductor.® The 
band structure for the insulating AF nickel oxide wires is similar to  those obtained 
using all-electron density fimctional theory w ith the B3LYF exchange-correlation 
potential.^ It was not possible to converge the conducting system w ith this la tter 
functional.

When we attach the pyramids to the chain to  form the M FC we are imable to 
converge the non-magnetic solution. The much larger pyramids which resemble bulk 
Ni, and therefore magnetic, strongly influence the two Ni atoms forming the chain. 
Hence, the final configuration can only be either the PA or AA the configuration.

^The non-magnetic solution is the most favourable one for a range of values of U ranging from 
2 eV to 8 eV (J  wcis kept constant at 1 eV).

®For an ID system one would expect that a Peierls [193] distortion gives rise to a gap at the 
Fermi level and consequently prevents a conducting state to appear. Here we are only considering a 
hypothetical scenario in order to compare with the real transport calculations where the electrodes 
break translational symmetry and a conducting state becomes possible.

^The calculations were performed using CRYSTAL 2003 [194] and the all-electron basis sets 
provided in [195, 196].
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Figure 3.15: Band structures (left hand-side panel) and projected density of states (right 
hand-side panel) for an infinite one-dimensional NiO wire using LDA+U with 
anti-ferromagnetic alignment, a) Metallic and b) insulating solutions. The 
values of U and J  are set to 6 eV and 1 eV respectively. We have used 
different starting orbital occupations for these antiferromagnetic calculations.

The transmission coefficients calculated using LDA-t-U are shown in figure (3.16). 
For the PA configuration we caji see a qualitative agreement with the LDA case (fig- 
m e (3.11a)). The transmission for minority spins is shghtly higher and th a t for 
m ajority spins is lower (~  0.2 Gq). The m ajority d states are sliifted downw^ards 
compared to the LDA case and although the transmission coefficients a t Ep  are non­
zero, it does resemble the half-metal behaviom observed for the infinite chain. For 
the AA we have chosen to  work with the insulating state. In th a t case a completely 
difi^erent picture arises: the conductance for both parallel and antiparallel is approx­
imately 0.2 Go because the s states are driven away from the Fermi energy. The 
resulting magnetoresistance reaches the much higher value of 450 %.

Recently calculations using B3LYP [197] in oxygen-rich M FC’s have shown GMR 
ratios of approximately 600 % . The discrepajicy in the results are probably due to 
differences in the anti-parallel corffiguration. The authors of the aforementioned 
work use the B3LYP functional on all the atoms of the point contact although it 
has been shown to over-correct the properties of bulk Ni resrdting in a considerably 
larger magnetic moment when compared to  the experimental value. Furthermore, 
they also describe the electrodes using a model Hamiltonian which can lead to extra 
scattering processes when one tries to m atch the leads’ self-energies to the pyramids 
[82]. In metallic systems th a t is not so im portant, but in the timnelling regime small 
differences in the electronic structure might lead to  large changes in the conductance. 
Nevertheless, these results are within the same range as those from our calculations.
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Figure 3.16: Zero bias transmission coefficients of Ni point contacts with oxygen in the 
LDA+U approximation for a) parallel and b) anti-parallel cases. The solid 
(dashed) lines represent the majority (minority spins)

3.3 Conclusion

In summary, in this chapter we have studied different aspects of magnetic point 
contacts and their applications as possible electronic devices. We have investigated, 
using NEGF’s within a tight-binding approach, role of the position of the DW inside 
the junction and its effect on the I -V  curves. Our main result is that largely asym­
metric I -V  curves can be found when the DW is asymmetrically placed inside the 
point contact, although the whole structm’e does not present any structural asymme­
try. We have interpreted this result in terms of the charging properties of the junction 
and of spin-dependent HOMO/LUMO ahgnment. This asymmetric behaviour can 
only be obtained using a non-equilibriimi approach to transport.

We have also studied MFCs using a more accurate DFT approach. Using Smeagol 
we addressed the issue of LGMR and HGMR in atomically sharp MFCs. In the case 
of impurity-free Ni MFCs we observe higher MR ratios when we use the LDA-I-U 
exchange and correlation frmctional. These results are comparable to calculations 
performed on similar systems [189, 190]. However, the observed increase is not able 
to account for HGMR (MR in excess of 10,000 %). We have speculated about 
the presence of oxygen impurities in the constriction forming an atomic size NiO 
tunnel barrier. In this case the use of LDA-I-U considerably changes the picture. 
For the benchmark structure formed by a NiO infinite chain LDA gives a metallic 
state for both FA and AA, whereas this may become insulating with the inclusion 
of corrections to the exchange and correlation functional. The magnetoresistance 
increases considerably to values close to 500 %.

This result is still at least one order of magnitude smaller than experimentally
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observed values [189, 190]. Prom our calculations we must conclude, at least for the 
configmations that were studied here, that HGMR can not possibly originate solely 
fiom electronic means in contrast to what has been previously suggested [158].



Chapter 4

Giant M agnetoresistance in 
Organic Spin Valves

4.1 Introduction

Advances in nanoscale science are paving the way towards an entire new family of 
devices. It is now possible to envision systems where a single molecule comprising 
only a handful of atoms can perform the same type of task that is at present per­
formed by significantly lai'ger solid-state devices. We are now faced with endless 
possibilities.

As described before, the seminal work by Reed et al. [4] has shown one possible 
way to produce devices based on organic-molecule technology. Since then, other 
publications in the field have deUvered a series of exciting results [4, 25, 26, 198] 
that show a wide range of phenomena ranging from switching and memory [25, 199] 
to rectification [200]. Some of these recent developments present real potential for 
applications.

The use of organic moleciiles for electronics has recently found its way into the 
field of magnetotransport [88]. The use of the spin degree of freedom opens new 
and interesting possibilities. In this area, the spin valve is the model device: two 
magnetic materials sandwiching a non-magnetic one. The mechanism determining 
the spin-transport properties derives from the interplay between the orientation of 
the electrodes’ magnetic moments and the coupling of the different spin components 
to the spacer.

Recent work by Petta et al. [49] and Xiong et al. [50] has both shown magnetoresis­
tance effects in organic molecules sandwiched between magnetic current/ voltage elec­
trodes. In the former, the authors have studied spin transport through organic tim- 
nelling junctions formed by layering octane-dithiolate between nickel leads, whereas 
in the latter, aromatic molecules were intercalated in between cobalt and LaMn0 4 .

119
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In both cases the authors have shown that magnetoresistance is possible although 
perfect reproducibility of the results is still absent. In the case of Petta and cowork­
ers the authors found a maximum GMR ratio of approximately 18 % , with a large 
sample to sample variation of MR which also included negative values.

In this chapter Smeagol is used to throughly study magneto-transport in molec­
ular spin valves. We have considered two different families of molecules that present 
distinct transport mechanisms, namely coherent tunnelling and ballistic conductance. 
We give a detailed account of the states participating in the conductance. We also 
present the imderlying effects driving the magnetoresistance and propose a way of 
engineering new devices using different anchoring groups between molecules and elec­
trodes. Finally we use the idea of asymmetry-induced charging effects to simulate 
spin polarised STM-like experiments where an organic molecule is adsorbed on a 
surface and is probed by an STM tip, both of wliich magnetic.

In the following sections we present our ab initio transport calculations using 
the typical spin valve configuration. We consider two possible alignments of the 
leads’ magnetisation: antiparallel (AA) or parallel (PA). F’igure (4.1) shows a ball 
and stick sketch of one such molecule (1,4-benzene-dithiolate in this case) with the 
arrows pointing in the direction of the local magnetisation. The sulphm atom is used 
as the standard anchoring group due to strong bonding to gold [174, 175] and, in our 
case, nickel [201].

Figure 4.1: 1,4-benzene dithiolate (one benzene ring functionalised by two sulphur atoms 
at positions 1 and 4) attached via sulphur atoms to two [001]-oriented nickel 
electrodes. The orientation of the magnetic moments can be either a) parallel 
or b) anti-paraUel.

Going to the details of our calculations, we always construct the unit cell of the 
extended molecule including four nickel atomic planes on eax:h side. We use stan­
dard scalar relativistic pseudopotentials with the following reference configurations; 
H ls^2p^, C 2s^2p^3dP, S and Ni 4s^4p°3c?®. Furthermore, for good con­
vergence we need to consider a rather rich basis set. For both the molecules we have 
used a single zeta basis for H, C and S s orbitals, double zeta for Ni s, p  and d, and 
double zeta polarised for C and S p  orbitals [40]. This basis gives us a Hamiltonian
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with over a thousand degrees of freedom. The LSDA exchange-correlation functional 
is used throughout. Finally the charge density is obtained by integrating the non­
equilibrium Green function over 50 imaginary and 600 real energy points according 
to the scheme described in chapter (1) and references [70, 71].

4.2 Triphenyl-dithiolate: m etallic regim e

First we consider l,4-[3]-phenyl-dithiolate (tricene) consisting of three benzene rings 
functionalised by thiol groups at both ends. A description of the molecule is presented 
in figure (4.2a). The moleciile is attached to a Ni [001] surface terminated with a 
pyramid of nickel atoms. The molecule is connected to the hollow site of the nickel 
surfax^e by the thiolate group. Although a multitude of other anchoring situations 
may be present in actual samples, this seems to be the most stable for the thiolate 
group on [001] Ni [201]. We always relax the atomic coordinates of the molecule on 
the surface using a conjugate gradient method within DFT [40] with a tolerance on 
the forces of 0.01 eVA“ ^ The relaxations were performed taking a single surface of 
nickel and attaching the molecule via S-Ni bonds. These were then allowed to relax 
in a super cell with no periodic boundary conditions. The final relaxed distance 
between the Ni surface and the S atom was found to be 1.26 A. We then attached 
the other siuface to the remaining sulphur atom to form the actual jimction.

Before calculating the transport properties of this system it is interesting to un­
derstand the electronic configuration of the isolated molecule. The density of states 
and the charge-density iso-siu’faces of the highest occupied and lowest unoccupied 
molecular orbital (HOMO and LUMO) for the isolated molecule are presented in 
Fig (4.2b). We can see that the HOMO-LUMO gap is approximately 2.5 eV. More­
over the HOMO and LUMO states of tricene are delocahsed throughout the whole 
molecule with charge density concentrated both on the end-groups and on the central 
phenyl groups. We can clearly see from the iso-surface plots that all the states closes 
to E f consist of delocalised tt orbitals ( carbon 2pz and sulphur 3pz states). However 
the symmetry of these states is notably different as one can see from the position of 
the nodes and crests in the local charge density plots.

Figure (4.3) shows the current and zero-bias transmission coefficients for triphenyl- 
dithiolate. We can see that the transport is through extended states delocalised over 
the entire molecule and the typical transmission coefficients approach unity. The 
low-bias resistance of such a device is therefore in the 10 kO range. In the parallel 
case the zero-bias conductance is dominated at the Fermi level by majority spins.



Organic Spin valves 122

a)

y O O O (§) •••••• ®
•  •  •  • ( § )

( § )

( S )

Nickel O  Sulphur Carbon •  Hydrogen

20

E nergy [ eV  ]

3

Figure 4.2: Structural and electronic properties of a Ni[001]/tricene/Ni[001] spin-valve. a) 
Schematic structure of the molecule attached to [001] Ni surfaces, b) Density of 
states and charge-density iso-surface plots for the relevant molecular orbitals of 
the isolated tricene-dithiol molecule. The highest ’’circled” state is the LUMO 
while the state closest to the Fermi level is the HOMO. A third state is also 
highlighted (shown in yellow). Because isolated levels correspond to delta func­
tions in the DOS, for display purposes and to  aid comparison with Figs (4.3) 
and (4.5) we have artificially broadened the DOS by 0.1 eV.

with negligible contribution from the minority electrons. The minority spin conduc­
tion starts at about 0.1 eV above E f ’ and is dominant for energies up to 0.6 eV. At 
liigher energies the transmission coefficients become spin-independent because only 
the unpolarised s electrons are available in the leads. In the antiparallel case there 
is a general suppression of the transmission coefficients at any energy. For energies
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Figure 4.3: a) I-V characteristics for triceiie. b) Transmission coefficients at zero bias for 
majority (solid) and minority (dashed) spins. The inset shows the magnetore- 
sistance as a function of bias.

close to the Fermi level, this appears as a convolution of the transmission in the ma­
jority and minority spins in the parallel case. The conductance at the Fermi level is 
therefore small, and the current shows a tinj^ zero conductance plateau aiound zero 
bias with a consequent very large magnetoresistance ratio, exceeding 600 % close to 
zero-bias.

We have made additional calciilations for various l,4-[n]-phenyl-dithiolate molecides 
with different n (n =  1, 2, 3, 4). These curves are presented in figure (4.4) for the PA 
configuration. We can see that, in general, the features of the zero-bias transmission 
coefficients are similar and not strongly dependent on the length of the molecule. 
There is a reduction of the transmission with length, although the decay is certainly
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not exponential, and most importantly the liigh transmission peaks around the Fermi 
level remain. Therefore in tliis class of molecules the transport seems to be appro­
priately described by a coherent resonant tmmelling mechanism through extended 
molecular states.

In general one would expect the conductance to be dominated by resonant trans­
port either through the HOMO or the LUMO state of the molecule [173]. This results 
in peaks in the zero bias transmission coefficient as a function of energy, and usually 
one is able to identify those corresponding to the HOMO and LUMO gap. In the case 
of 1,4-phenyl-dithiolate with gold electrodes, the HOMO-LUMO peaks are clearly 
visible and well separated [173]. In contrast, for the 1,4-tricene-ditliiolate with nickel 
studied here the situation seems different. In fact the transmission coefficients for 
the parallel case show two peaks respectively for majority and minority spins with a 
separation of only 0.5 eV, not corresponding to the HOMO-LUMO gap. To identify 
these states we have followed the evolution of the orbital-resolved density of states 
(DOS) for a tricene molecule attached to nickel as a function of the Ni-S separation. 
In particular we have investigated the dependence of the carbon 2p and sulphur 3p 
DOS, because these are the relevant orbitals for the bonding to the nickel surface. 
This is presented in Fig. (4.5). Prom the figure one notices that the two sulphur p
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Figure 4.5: Orbital resolved density of states for tricene as a function of the distance be­
tween the sulphur end group and the plane of Ni atoms forming the leads. The
solid (dashed) line represents the p  orbital of carbon (sulphur).

HOMO states of the isola.ted tricene molecule steadily spin-spht and broaden as the 
Ni-S distance is decreased. At the equilibrium position (1.28 A) the broadening is 
lai'ge, although at the Fermi level one can still identify two sulphur p states for the 
majority spin (-0.5 eV and 0.1 eV from E^) and one for the minority (0.1 eV from 
E/r). We can then conclude that the transport is through a very broadened HOMO 
which also includes some contribution from the state 1 eV below the HOMO (shown 
as a yellow smface in Fig. (4.2)). Also, in tricene molecules, the sulphur atoms posses 
a tiny spin-polarisation, which is a further indication of strong coupling (~  0.05//b)- 

An interesting feature is that, in first approximation, the transmission coefficient 
at zero bias for the antiparallel state appears to be a convolution of those for the
majority and minority spin in the parallel case. Tliis finding can be qualitatively
miderstood in terms of transport through a single molecular state (see figiure 4.6). 
Let t^{E) be the majority spin hopping integral from one of the leads to the molecular 
state, and t^{E) the same quantity for the minority spins. Then, neglecting multiple 
scattering (i.e. all interference effects), the total transmission coefficients of the entire 
spin-valve in the parallel state can be written as

r ” (E) =  (iO^ and T^^{E) = {t^y, (4.1)

respectively for the majority and minority spins. The total spin in the parallel
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configuration is then
7 T l ,  =  r "  +  r “ . (4.2)

Similarly the transmission in the anti-parallel configuration is

T^^{E) = T ^ \ E )  = t H \  (4.3)

=  2T". (4.4)

Thus T^'^{E) is a convolution of the transmission coefficients for the parallel case

TtL \  =  oc 2 V r T T ^ .  (4 .5)

(a)

It
T

Figure 4.6: Scheme of the spin-transport mechanism through a single molecular state.
{E) {t^{E)) is the majority (minority) spin hopping integral from one of the 

leads to the molecular state. Neglecting quantum interference, in the parallel 
case (a) the total transmission coefficient is simply T =  {t )̂  ̂+  (t )̂ ,̂ while in 
the antiparallel (b) T =  2tHK Note that if either i'' or vanishes, the current 
in the antiparallel configuration will also vanish (infinite GMR).

To further corroborate this picture we can turn oiu: attention to the local charge 
density between energies Emin aJid Emaxi

^ m i n

A n (r) = E l'l/,(r)p . (4.6)
I

Let us first analyse the PA configvuration. Figiure (4.7Aa-b) shows the local charge 
density iso-surfaces for both minority and majority for single particle states with 
energies comprised in [—0.5,0.0] eV. We can see that for majority spins there is
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charge centred on the carbon atoms along the entire molecule whereas for minority 
spins the central part of the moleciile is essentially charge-free. This metallic state 
state for majority spins can be associated with the peak in the conductance seen 
in Fig. (4.3) slightly below Ejr. In the case of higher energies, the minority spins 
become conducting. In fact, the charge density for minority spins in the [0.0, 0.5] 
eV energy interval (see fig. (4.7Bb)) is strikingly similar to the one presented in fig. 
(4.7Aa), which leads us to conclude they correspond to the same molecular state 
with a spin polarisation induced by the leads.

Figure 4.7: Local charge density An, for 1,4-triphenyl-dithiolate attached to nickel leads 
in the parallel alignment of the electrodes. The top panels are for the (A) -0.5 
to 0.0 eV energy interval and bottom part for (B) 0.0 to 0.5 eV: (a) majority 
(blue iso-surface) and (b) minority (red iso-surface) spins. The iso-surfaces 
were taken for An =  0.004 \e\jBohr^.

Turning our attention to the anti-parallel case we can understand the reasons for 
the smaller conductance seen in fig. (4.3c). On the right hand-side lead, majority 
electrons turn into minority and vice-versa. Hence, we caxi think of the states in 
Fig. (4.8) as being formed by exchanging the majority (minority) spins from the left 
hand-side with the minority (majority) spins from the right hand-side. If we divide 
our system in two parts, we can clearly see that the left hand-side of the molecules 
in Fig. (4.8) are identical to the ones in Fig. (4.7) whereas a and b are interchanged 
for the right hand-side.

In essence the molecule can be split into two disjoint sides. The total transmission 
is determined by the interplay between the energy-dependent transmission probabil­
ities for each side separately as presented in figure (4.6). In the PA configuration it 
leads to Iiigh (low) conductance for the majority (minority) at Ep  while it results in 
a convolution in the A A alignment.
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Figure 4.8: Local charge density, A n for 1,4-triphenyl-dithiolate attached to nickel leads in 
the anti-parallel alignment of the electrodes. The top panels are for the (A) -0.5 
to 0.0 eV energy interval and bottom part for (B) 0.0 to 0.5 eV; (a) majority 
(blue iso-surface) and (b) minority (red iso-surface) spins. The iso-surfaces 
were taken for An =  0.004 \e\/Bohr^.

An extreme - and idealised - case is when only one spin couples to the molecular 
state. Then the total transmission in the antiparallel case is identically zero since 
either or vanishes. This is the most desirable situation in real devices since, 
in principle, an infinite R gmk can be obtained. Note that in this situation the 
system leads-l-molecule behaves as a half-metal although the two materials forming 
the device are not half-metaJs themselves. An even more extreme situation is when for 
a particular energy window the transport is through two distinct moleculax states, 
which are respectively coupled to the majority and minority spin only. This may 
happen for instance due a particular symmetry of the molecular anchoring groups. 
Then in this energy window (see figiu’e 4.9)

T » ( B ) # 0  , 7’f ( E ) ? ^ 0  (4.7)

tT I i = r t t + r ' t  t' O  (4,8)

but

T otal (4.9)

One possible way to achieve this situation (of infinite GMR) is to change the 
functional group that hnks the molecule to the surface, leading to different bond­
ing properties specially in materials with liiglily directional coupling. Transition 
metals where d orbitals play an important role are likely candidates as opposed to 
noble metaJs where the chemical bonding is dominated by s orbitals with no angular
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Figure 4.9; Scheme of the spin-transport mechanism through two energetically closely 
spaced molecular states. The first state (red) couples only to the majority 
spin band, while the minority spin couple only to the purple state. In the 
parallel case one finds T^^{E) ^  0 and T^^{E) ^  0 but in the antiparallel 
T^^(E) = 0. We then expect an infinite GMR for such an energy window.

dependence [173]. The other possibility is to change the electrode itself. This is 
somewhat more complicated, but one can use an STM tip positioned at different 
lateral positions to probe different coupUng configurations between the molecule and 
the tip itself. We will address these possibiUties further on in this chapter.

4.3 O ctane-dithiolate: tunnelling regime

The other family of molecules we have considered is the alkane family. Alkanes are 
single bond CH2 groups that form a zigzag structiue. Figure (4.10a) shows one such 
alkane with eight carbon atoms (octane) terminated with sulphur groups at both ends 
and cormected to nickel electrodes in a similar fashion to the tricene molecule. These 
molecules have been recently used in pioneering molecular spin valve experiments by 
Petta et al. [49] although a theoretical description is still lacking.

As a starting point we performed DFT atomic relaxations on this molecule at­
tached to nickel leads in the same way described in the previous section. The first 
difference from the tricene molecule presented in the previous section is the arrange­
ment on surface; the preferred configuration of octanes on a [001] Ni surface is at an 
angle of approximately 36° from the normal to the surface.

The two molecules also present rather different electronic properties. Figure 
(4.10b) shows the density of states and local charge density for octane-dithiol. The 
HOMO-LUMO gap is now approximately 5 eV, almost double than that of tricene-
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Figure 4.10: Structural and electronic properties of a Ni[001]/octane/Ni[001] spin-valve. a) 
Schematic structure of the octane molecule attached to [001] Ni surfaces, b) 
Density of states and charge-density iso-surface plots for the relevant molec­
ular states of the isolated octane-dithiol molecule. The highest (lowest) “cir­
cled” state is the LUMO (HOMO) for such an isolated molecule. Because 
isolated levels correspond to delta functions in the DOS, for display purposes 
and to aid comparison with Fig. (4.11) we have artificially broadened the 
DOS by 0.1 eV.

dithiolate. The local charge density shown in the same figure also present consider­
ably different behaviour. For the previous molecule the charge density was delocalised 
over the entire backbone whereas in octane the charge is concentrated mostly on the 
two sulphur atoms at either end of the molecule. The HOMO and LUMO also have 
significantly different orbital chaiacters. While tricene could be understood in term
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of bonding and anti-bonding states of the same tt orbitals, for octane the HOMO is 
dominated mostly by the S 3px (and some contribution from the outerm ost C atoms) 
and the LUMO is a  combination of sulphur and Py atomic orbitals.
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Figure 4.11: a) I-V characteristics for octane-dithiolate. b) Transmission coefficients at 
zero bias for majority (solid) and minority (dashed) spins. The inset shows 
the magnetoresistance as a function of bias.

The transport properties of octane-dithiolate are presented in Fig (4.11). At 
a more detailed level, it is clear th a t the two molecules possess rather different 
transport characteristics as well. In the case of octane the resistance is of the order 
of 10 Mfi with a current of about 150 n A  a t 1 V. This is in the same range as in recent 
experiments [49], although a direct comparison is difficult because the precise number 
of molecules bridging the two electrodes is unknown. However, the good agreement 
in terms of resistance gives us confidence in the ability of our m ethod to describe 
these devices. The largest contribution to the current comes from a sharp resonance 
of the transmission coefficient a t the Fermi level (see Fig. (4.11b)). This is mainly
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given by minority electrons and it is strongly suppressed in the antipaiallel case. 
Because in the antiparallel configuration the transmission coefficients are essentially 
zero a t any energy around the Fermi energy E/r, we can conclude tha t the suppression 
of the aforementioned peak is the main reason for the magnetoresistance.

Figure 4.12: Local charge density An in the [EF-0.25,Eir+0.25] eV region around the Fermi 
level for a) minority and b) majority spins in octane-dithiolate attached to a 
Ni [001] surface. We can clearly see that the minority spin spins dominate the 
Fermi energy and the backbone is devoid of charge. The iso-surfaces are cut 
at An=0.00015 \e\/Bohr^.

A closer look a t the orbital-resolved density of states of the conduction peak at 
Ef- reveals th a t this is mainly due to Ni 3c? and S 3p orbitals. The local charge 
density iso-surface plots which are shown in figme (4.12) also unambiguously prove 
th a t the charge density close to E^r is concentrated around the sulphur atoms and 
little density spreads over the carbon molecular backbone. The plots appear similar 
to those corresponding to the octane HOMO and LUMO states of Fig. (4.11b). This 
suggests th a t the transport is timneUing-like through a Ni-3(i/S-3j9 siurface state.

To further sustain this hypothesis we have calculated the transmission coefficients 
T(i?) a t zero bias for various n-alkane molecules as a  function of the number of carbon 
atoms n (n =  4, 6, 8 and 10). This reveals an exponential decay

T  DC (4.10)

with exponent =  0.88, which clearly demonstrates th a t we are in a  tumielling 
regime. It is interesting to  note th a t such an exponent is similar to  the one found for 
the same molecule attached to  gold [111] surfaces [202]. In addition we observe th a t 
the S atoms anchoring the octane molecule present an induced magnetic moment of 
~  0.07/Ub oriented in the same direction as the nickel magnetisation. The presence 
of charge density a t the sulphur atoms is also a feature foimd for 8-alkane-dithiolate
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Figure 4.13: Distance dependence of the zero-bias transmission coefficients of octane- 

dithiolate; calculations (sohd -|- filled circles) and linear regression (dashed).

on [111] gold siirfayces, and it is related to the fact that the Fermi level lies in the 
molecular HOMO-LUMO gap [202].

The GMR in this case is significantly smaller than tricene, between 40% and 
100%. This result is slightly larger than experimental results obtained for actual 
devices [49], however one expects that the geometry of the leads, orientation of the 
magnetisation and short circuiting through pin-holes might accoiuit for the discrep­
ancy.

4.4 l,4 -b en zene-(S , Se, Te): end-group engineer­
ing

In the previous two sections we have shown how two different molecules can give 
different magneto-transport properties and GMR. Following the idea of appropriately 
selecting the molecule to enhance the magnetoresistance, one interesting aspect that 
calls our attention is the possibility to tailor the GMR according to the anchor group 
(AG).

We have explored this avenue [71, 88] by replacing the standard thiol group on 
phenyl-type molecules with either a Se or a Te atom. We considered the shorter 
1,4-benzene molecules. As we can see from figure (4.4) the qualitative transport 
properties remain essentially imchanged independent of the number of phenyl rings 
even though the actual values of the transmission coefficients are different. This



134Organic Spin valves

-40816
Te

-408160.8 I . . S O  A

~  -40817
1.340.6

1.59 A00

§ 0.4
1.64A

1.77 A0.2 1.61 A ^ 8 1 8

-408ip^L
20.5 21.519.5 20.5

Figure 4.14: Total energy curve as a function super-cell size in a) 1,4-benzene-Selenium 
and b) 1,4-benzene-Tellurium.

result justifies our analyses of benzene-type molecules as a whole.
We considered three different anchoring groups, namely: sulphur (the standard 

AG in molecular electronics), Selenium and Tellurium. It is no coincidence that these 
tlu-ee atoms belong to the same family of the periodic table. One would expect they 
have similar chemical and bonding properties, but different atomic radius.

In order to study the effects of different end-groups we first performed atomic 
relaxations to determine the arrangement of these new molecules on the magnetic 
surface. The initial configvuration was similai- to the one presented in figure (4.1) upon 
substitution of the sulphur atom - represented by the red sphere - by either Selenium 
or Telluriimi. The CG relaxations were performed keeping the two outermost layers 
on either side of the super-cell fixed. The remaining central region was allowed to 
relax . We then vary the length of the cell d to minimise the total energy of the 
system. This method was apphed in similar fashion as in chapter 3.

The selenimn and tellm-ixmi atoms were modelled using respectively 3rf^°4s^4p‘̂ 
and 4d^^5s‘̂5p'̂  as the initial atomic configurations. In both cases we used a DZ basis 
set for s and d and DZP for the p orbitals to accom t for the bonding properties.

The total energy curves for 1,4-benzene-selenium and -tellurium as a function of 
the total super-ceU length are shown in figure (4.14). In the case of Tellurium the 
distance between the AG and the Ni surface is approximately 1.77 A compared to 
1.61 A for Selenium and 1.26 A for sulphur. Theoretical predictions of the transport 
properties of phenyl-tellurium and -selenium molecules attached to gold electrodes 
have been considered previously [203]. However the authors did not take into accomit 
the atomic relaxations due to changes in AG and the significant changes in the 
distance to the electrodes.
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Figure 4.15: Transport properties for a 1,4-phenyI molecule attached to Ni (100) surfaces 
through a S group. The top panel shows the I-V  characteristics for both the 
parallel and antiparallel alignment of the leads and the inset the corresponding 
GMR ratio. The lower panel is the transmission coefficient at zero bias as a 
function of energy. Because of spin-symmetry, in the antiparallel case we plot 
only the majority spin.

The transport properties of the three different molecules are presented in figures 
(4.9), (4.15) and (4.16). We can clearly see th a t the current as well as the trans­
mission decreases as we go from sulphur down to selenium and then tellurium. As 
the molecules become more loosely coupled, the GMR increases reaching in excess 
of 450 % (figures’ insets).

Albeit the higher GMR ratios the main trajisport properties are remarkably sim­
ilar. In the PA alignment the HOMO is spin-split with the m ajority spin below 
and the minority spin above the Fermi level. We observe an overall reduction of the 
transmission coefficients for both m ajority and minority spins. However, for majority 
spins, given the strong hybridisation, the quenching of the transmission coefficients 
is not as significant as for the minority spins. Transmission probabilities for minority 
spins close to E^r are mostly due to tunnelling through Ni d states which are fairly 
localised. When we consider the AA configuration the convolution between m ajority 
aiid minority spins leads to much lower conduction because minority spins set the

T

— Majority 
- -  Minority

T

P configuration 
AP Configuration



Organic Spin vaJves 136

40

S  0
l-H

-20

-40

1.5 
W 1 
H 0.5 

0

W 1 
H 0.5 

0

Figure 4.16: Transport properties for a 1,4-phenyl molecule attached to Ni [001] surfaces 
through a Se group. The top panel shows the I-V  characteristics for both the 
parallel and antiparallel alignment of the l(;ads and the inset the corresponding 
GMR ratio. The lower panel is the transmission coefficient at zero bias as a 
function of energy. Because of spiii-symmetry, in the antiparallel case we plot 
only the majority spin.

bottleneck.

Essentially, the overall increase in the R gmr is mainly due to an increase in the 
radius of the AG. Conduction through minority states which is mostly (/-dominated 
is reduced more drastically than majority spin states.

4.5 A sym m etric m olecules

In section (1.7) we used a simple one-energy-level model to show that charging elfects 
on molecular states combined with asymmetric coupling to the electrodes can lead 
to asymmetries in the I  — V  charax:teristics. This effect can be combined with a 
more realistic transport theory to design molecular devices wliich present highly 
asymmetrical characteristic curves. Ideally one can envisage a molecular substitute 
to standard solid-state diodes where current flows for forward bias, but is completely 
blocked for negative ones (or vice versa). In the case of spin-transport we can obtain
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Figure 4.17: Transport properties for a 1,4-phenyl molecule attached to Ni [001] surfaces 
through a Te group. The top panel shows the I-V  characteristics for both the 
parallel and antiparallel alignment of the leads and the inset the corresponding 
GMR ratio. The lower panel is the transmission coefficient at zero bias as a 
function of energy. Because of spin-symmetry, in the antiparallel case we plot 
only the majority spin.

devices for which one spin channel is completely blocked for forward bias, but not for 
negative voltages thus making a spin diode. We can then taJce the idea of end-group 
engineering one step further by using different AGs for either side.

The molecule we used is 1,4-benzene-tellurium-thiolate. It consists of a benzene 
ring terminated by a sulphur and a tellmium atom. The molecule is attached via 
sulphur and tellurium to two Ni [001] surfaces. Here we used periodic boundary 
conditions along the transverse direction with a 3x3 /c-point mesh. A sketch of our 
system is shown in figure (4.18). The introduction of periodic boundary conditions 
in the transverse direction provides the correct description of the surface, more im­
portantly we avoid mini-gaps in the band structure of the electrodes which can leaxi 
to spurious results. A possible drawback of this approach is that we are in fact 
modelling a monolayer of organic molecules between two Ni surfaces. In order to 
suppress inter-molecular interaction we make the lateral size of the super-cell rather 
big.
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Figure 4.18: Ball-and-stick representation of a 1,4-benzene-telluriuin-tliiolate molecule at­
tached to Ni [001] surfaces through the hollow site. The sulphur and tellurium 
atoms are attached to positions 1 and 4 respectively.
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Figure 4.19: I  — V characteristics of 1,4-benzene-tellurium-thiolate molecule sandwiched 
between two Ni [001] surfaces.a) Parallel and b) anti-parallel configurations.

In figure (4.19) we analyse the I —V  characteristics our device. As we can see both 
the PA and A A configurations are reasonably asymmetric (the current for forward 
bias is only 20-25 % higher). Besides, the polarisation, P  (defined in equation (3) 
for the antiparallel case is also significant reaching approximately -50 % at -0.5 V (in 
the case of backward bias the minority spin current is larger in absolute terms then 
majority spin one).

The GMR ratio for this molecule is presented in Fig. (4.20) and it also shows 
some interesting features. The spin-resolved magnetoresistance ratios are calculated
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Figure 4.20: Giant-magnetoresistance ratio as a function of applied bias for BDTT  
molecule. The spin resolved GMR is calculated according to equations (4.11) 
and (4.12).

using

rT _  rT
d T    P A  A A  / A  ^ ^ \

•^GM R ~  i '  ( 4 - 1 1 )
^AA ^AA

4 mr =  ~  . (4.12)
A A  +  - 'a A

so that

■̂ GMR =  -̂ GMR +  -̂ GMR- (4-13)

The total GMR oscillates between positive and negative values depending on 
the applied bias, but it does not exceed 20 %. The individual spin components of 
the GMR can in fact exceed that value. We can clear see from figure (4.20) that 
^GMR -̂ GMR opposite signs for the entire bias range considered here. For 
forward bias the minority spins dominate the transport whereas for backward bias 
the majority sets the final sign of the total GMR. Therefore we can conclude that 
the total GMR is a balancing act between the two spin components.

Finally figure (4.21) shows the zero-bias transmission coefficients as a function 
of energy. We can see that the molecule is conducting both for the PA and AA 
alignments of the electrodes. This metallic behaviour prevents the molecule from 
charging once bias is applied. In that case the asymmetries are not as large as one 
might wish.
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Figure 4.21: Transmission coefficients as a function of energy for 1,4-benzene-tellurium- 
thiolate sandwiched between Ni [001] surfaces: a) parallel and b) anti-parallel 
configurations.

4.6 M odelling scanning tunnelling m icroscopy w ith
Smeagol

Instead of changing the anchoring groups as we did in the previous section it is also 
possible to tune the transport properties of organic molecules by attaching them to 
different sites [204]. In gold and other noble metals the bonds have mostly s character 
and have no angular dependence. In transition metals, on the other hand, d orbitals 
play an important role and the coupling of the molecule to different orbitals might 
lead to significant changes in the transport properties of a molecular device

The perfect tool for probing these properties is a STM [1]. In an STM one uses a 
metallic tip to measure the tunnelling current between a surface and the metallic tip 
itself. These timnelling currents (usually ranging between nA and pA) can then be 
used to produce atomic resolution images of the surface and of molecules deposited 
on them [205]. The magnetic properties of surfaces can also be measured by using 
spin polarised STM [206, 207, 208]. Standard theory of STM’s uses a convolution of 
the local density of states of the tip and the surface to describe the imaging process. 
In essence, the images produced are a fingerprint of the local density of states of the 
smface. It is usually assumed that tip and surface do not interact an approximation 
that has recently been called into question [209, 210].
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Figure 4.22: Ball-and-stick configurations of a 1,4-benzene-thiol-thiolate molecule in an 
STM setup. (la) side view; the tip is in the plane of the molecule on top of 
the sulphur atom, ftip =  (0, 0,4) A. (Ib) top view for the same configuration 
as (la). (II) Side view; the tip is in the plane of the molecule on top of the 
hydrogen atom, rtip =  (1.18,0,4) A (III) side view; the tip is shifted upwards 
with respect to the molecular plane, ftip =  (0,1.18,4) A. In all cases we 
consider that positive bias is applied from the bottom - the surface. Legend: 
carbon - black, sulphur - green, hydrogen - light blue and nickel - brown.

More recently the STM has been used for measuring transport properties of 
nanoscale devices. Onislii and coworkers have used STM’s to produce monoatoniic 
metallic wires and to measure conductance quantisation [146].

In principle, an atomically sharp STM tip can be used to probe different orbitals 
of a single molecule. Hence, a theoretical description capable of describing the trans­
port properties of STM in contact mode as well including tip/surface interactions in 
standard STM experiments is potentially useful in the field of nanoscience.

As a proof-of-concept we performed calculations on a benzene-dithiol molecule 
adsorbed on a nickel [001] surface. As the molecule approaches the surface the 
hydrogen atom bonded to the sulphur is removed, thus becoming a thiolate group, 
whereas the free standing thiol group at position 4 remains unchanged. The resulting
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molecule is known as 1,4-benzene-dithiol-dithiolate (BDTT).
In order to model the magnetic STM tip we assumed a pyramid of Ni atoms 

along the [001] direction. The base of the pyramid consists of a nine-atom square 
cross section aiid the apex is represented by a single nickel atom. Our calculations 
correspond to three possible positions of the STM tip with respect to the BDTT 
molecule. The configurations are shown in figure (4.22) and are referred hereafter 
as 1, II and III. The planar distance between the sulphm- and the final atom on the 
tip was kept at 4 A (see Fig. (4.22a)).^ In other words, if we let rtip be the position 
vector between the sulphur atom and the apex atom of the tip, then f*tip =  (x, y, 4) A 
for every configm'ation.

Figure 4.23: Local charge density of a 1,4-beiizene-thiol-thiolate molecule attached a Nickel 
[001] surface probed by a Ni STM tip in configiu-ation III. a) Majority and b) 
minority spins in the parallel configuration.

In configuration I (Fig. (4.22Ia-Ib)) the apex of the tip is positioned along the axis 
of the molecule, over the sulphur atom: rtjp =  (0,0,4) A. In arrangement II the tip 
sliifts along the x  axis to probe the H atom. In this case rtjp =  (1.18, 0,4) A. Finally 
the tip is moved 1.18 A away from the plane of the molecule, flip =  (0,1.18,4) A.

The calculations were performed with periodic boundary conditions in the lateral 
directions with a A:-point sampling of 3 x 3 in the transverse Brillouin zone. The local 
charge density aroimd E f ( [E7r-0.25,Eir+0.25] eV ) for configiiration III is shown in 
figure (4.23). We can see that the molecular orbitals on BDTT around this energy 
range are mostly carbon and sulphur tt states. The local charge on the nickel surface 
and tip is higher in minority spin as expected. Changing the position of the tip does 
not significantly change the local chaj-ge density neither on the molecule nor on the 
tip.

In figure (4.24) we present the I  — V  charax^teristics for aU the tip configurations. 
We adopt the substrate as our reference electrode. In other words, positive bias 
means we shift the potential on the substrate upwards hy V/2 and the potential on 
the tip downwards hy V/2  (current from the substrate to the tip).

^We also performed calculations with distances of 2.5 A and 3.0 A with qualitatively similar
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Figure 4.24: I  — V characteristics of BDTT attached to a Ni [001] surface through the 
hollow site and for different configiu'ations of the STM tip. (a) arrangements 
I, II and III. (b) Focusing on arrangements I and II.

Although the absolute values of the I  — V  characteristics are significantly dif­
ferent, we see a general trend in all curves, most notably the sign changes in the 
rnagiietoresistance ratios (when the current for the PA and AA configurations swap) 
occur at similar voltages. This is an indication that independently of the position of 
the tip, the states responsible for the transport properties are the same. Most no­
tably in configm'ations I and II the transmission coefficients are very similar (see Fig. 
(4.25)). One notes that there is an overall reduction of the transmission coefficients, 
but the main features are the same.

The GMR ratio as a function of the applied bias is shown in figure (4.26). We 
can clearly see that the giant magnetoresistance ratio varies from approximately 80 
to -50 % depending on bias and tip position.

The I  — V  for configuration III deserves greater attention. Notably the current for 
this configuration is around twice as large as the other two arrangements, even though 
the distance between tip and molecule has effectively increased; rj?p =  rjjp > rjjp.

Tliis effect can be explained using the simple picture presented in figure (2). In 
essence the STM probes the tt orbitals of the BDTT shown in Fig. (4.23). When the 
tip lies along the axis the coupling is smaller due to symmetry compared to the case 
where the tip is at an angle ( above the plane of the molecule ), consequently we see 
an enhancement of the conduction. The GMR for this device reaches approximately 
60 %. Furthermore, it presents potential for rectification. Up to 0.4 Volts the current 
for negative voltages is approximately twice as large as the current for positive ones. 
On the other hand for higher negative bias the I  — V  characteristics reaches a plateau

results.
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Figure 4.25: Transmission coefficients as a function of energy for the parallel configuration 
and different positions of the STM tip on the molecule. Note that the scales 
on the two graphs are different.
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Figure 4.26: Giant magnetoresistance ratio as function of bias for different arrangements 
of the STM tip.

around and remains unchanged up to 1 Volt.
In order to analyse this curve we turn to the bias-dependent tranmission coeffi­

cients. For positive bias the results are shown in Fig. (4.27).
At zero bias we caii clearly see two crests slightly below the Ferini level for 

majority spins and one above and another below the Ep for minority spins. The 
nattnre of these crests can be understood by looking at the projected of states of the 
entire system - Ni-surfax;e/molecule/Ni-STM. We can see in figiure (4.28) that there
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Figure 4.27: Transmission as a  function of energy for B D TT attached to  a  Ni [001] surface 
for forward bias in configuration III.

axe two states - for both majority and minority spins - which are close in energy to 
the zero-bias conductance peaks. The first state corresponds to a surface state on the 
nickel substrate which hybridises with the sulphur atom adsorbed on it. The second 
state is slightly lower in energy and is localised on the low-coordinated atoms of the 
tip. The existence of surface states lusually lead sharp but high conductance peaks, 
but because the two contacts with the molecule present different electronic properties, 
these states lie at different energies in the PDOS: the system is off-resonance.^

6
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Figure 4.28: Projected density of sta tes of the combined system  su rface/B D T T /tip . The 
sta tes accounted for the tran spo rt in the surface and tip  are circled in blue 
and red respectively. The bias window is indicated by vertical dashed blue 
lines.

^Resonant surface states have been observed in theoretical studies of point contacts [211] and 
tunnelling junctions [140] where both electrodes are similar. Usually impurities and the introduction 
of bias lead to a quenching of these states in experiments.
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As we apply a positive bias the surface state, which is liigher in energy (orange 
circle in Fig. (4.28)), moves upwards and the tip state moves downwards. This 
means they never overlap and the cmrent monotonically increases as we open the 
bias window. When we apply a negative electric field the opposite occurs, we can see 
from figure (4.29) that these states move within range of each other at around -0.4 
Volts creating a resonant state represented by a peak in the transmission coefficients. 
Most notably, for minority spins, this resonant state lies within the bias window thus 
leading to liigher cmrents.

As we keep increasing the bias, the states come off resonance again. Although 
the integration range for the current increases the conductance peaks shrink wliich 
in tm n results in the cmrent plateau of figure (4.24a).
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Figure 4.29: Transmission a.s a function of energy for BDTT attached to a Ni [001] surface 
for backward bias in configuration III. The bias window is indicated by vertical 
dashed blue lines.

Tliis plateau will remain imchanged imtil we reach the LUMO of the molecule 
( around 1 eV above the Fermi level) whereas for forward bias the cmrent keeps 
increasing monotonically. This leads to a swap in the rectification process. Hence, 
by appropriately selecting the voltage one can time the rectification properties of the 
molecule.

In the AA alignment there is never a resonant state, nevertheless the degree of 
rectification is also large. At 1 Volt it is approximately 30 %.

Hence we have shown that by changing the position of the spin polarised STM tip 
with respect to an organic molecule we can obtain an enhancement of the current by 
probing different molecular orbitals as well as higlily asymmetric I —V  charax;teristics. 
The correct description of the bias ramp results in interesting phenomena such as 
resonance states and cm-rent rectification.
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Figure 4.30: Theoretically calculated STM image of a benzene-thiol-thiolate molecule at­
tached to a Ni surface probed by a Ni STM tip. a) Majority spin current, 
b) minority spin current and c) total current. The molecule lies along the 
diagonal depicted by the red line.

We can go one step further an calculate an STM image using the NEGF approach. 
By calculating the non-equilibrium steady current at different lateral positions of the 
tip (keeping the distance between the apex Ni atom and the sulphur at 4 A) we can 
reproduce the image of an STM experiment including the interaction between sample 
and tip, an effect usually neglected in simulations of this type [210]. In figure (4.30) 
we show a surface plot resulting from calculating the current at an apphed bias of 
500 mV between sample and tip. We considered here only the AA configmation. 
The plane of the benzene molecule lies along the diagonal (the red hne). Hence, 
we observe higher currents above and below the plane of the molecule. This is an 
indication that we are imaging the delocalised tt orbitals of the benzene molecule. 
Most notably there is no signature of the hydrogen atom even though it lies closer
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to the Ni tip.

4.7 Conclusion

In this chapter we have shown that molecules can give rise to large GMR when 
sandwiched between magnetic electrodes. We have shown that conducting molecules 
such as triphenyl-dithiol can show much larger GMR than insulating ones such as 
alkane-dithiol molecules. The GMR ratios can vary up to 650% in some cases.

We have also explored the possibility to engineer the end-groups to acliieve opti­
mal magnetoresistance. In that case we used other end-group atoms such as seleniiun 
and tellurimn, belonging to the same family of sulphur in the periodic table. The in­
crease in atomic number and atomic radius is the main cause in the increase in GMR. 
This shows how we can engineer the magnetoresistance by making an appropriate 
choice of molecule and end-group.

Finally we explored the idea of diode-like magnetic devices by using charging 
effects combined with asymmetric coupling to the electrodes. In the case of a phenyl- 
telluriimn-thiolate molecule we obtain large polarisation of current, but relatively 
small rectification due to the metalhc nature of the device.

In the case of STM-like devices the rectification can be much large and we also 
showed how change the I  — V  characteristics by probing different states of the 
molecule.
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Transport through DNA: where 
physics and biology meet

5.1 Introduction

hi chapter 4 we have discussed the possibility of using organic molecules as spacers 
for GMR devices. We have shown that it is possible to obtain large GMR ratios as 
well as asymmetries in the I  — V  characteristics that might lead to a diode-effect. 
In iTiany aspects tliis is an attem pt to reproduce at the nanoscale effects already 
observed in metallic multilayers or in microscaled devices.

An interesting possibility is to produce all-molecular devices. Based on this idea 
Bandaru et al. [212] have recently shown that it is possible to create logic gates 
using carbon nanotubes without the need of an external metallic gate. Another 
interesting idea is that of Cobaltocene molecules as both spin injector and spin 
detector in molecular spin valves [213]. Finally the transport properties of molecular 
magnets [214] have been shown to be intrinsically coupled to the internal degrees of 
freedom of the molecule, most notably to its spin state [215, 216].

A tantalising prospect for nanoscale electronics lies in a seemingly mirelated field: 
genetics, and in particular DNA research [18, 217].

In all cases described above, be it magnetic molecules or DNA, numerical simula­
tions of electronic transport play an important role in predicting their properties and 
suitability for possible applications. Most of the systems described above fall into 
the category of macro-molecules. In other words we must move away from systems 
comprising only a handful of atoms towards larger organic molecules (still at the 
nanoscale) which are made of a few hundred constituent particles.

For that reason working with DNA as a possible building block for nanoscale 
electronics is both exciting and challenging. A computational tool for dealing with 
these large systems with a high degree of accuracy is necessary.

149
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5.1.1 What is DNA?

Deoxyribonucleic Acid (DNA) is a polymeric chain of nucleotides.^ Each nucleotide 
has three constituent parts; a phosphorous bax:kbone, a sugar molecule (a pentose 
in the case of DNA)^ and a nitrogenated base. The first two are the same for 
every nucleotide while the nitrogenated base is one of four possible choices: Adenine, 
Guanine, Thymine and Cytosine. Their structural formulas are shown in figure (5.1). 
These are aromatic compoimds with delocalised tt bonds.

(a) (b)

H H

(C) H (ci) H
I

H

Figure 5.1: Sketch o f the four nitrogenated basis that form DNA: (a) Adenine, (b) Timine, 
(c) Guanine and (d) Citosine.

The final structural formula of a nucleotide is shown in Fig. (5.2). Nucleotides 
bond together via hydrogen bonds between the basis to form pairs. Interestingly, 
although there are four basis, each one can only bond to a single complimentary 
counterpait.^ As we can see from figme (5.3) each base pair is coupled through

^Nucleotides are also the building blocks of other important biological molecules such as ribonu­
cleic acid (RNA) and molecules associated with energy production and signalling inside a living 
cell.

^A five-carbon sugar.
^There are interesting new structures as G4-DNA which can be derived from single strands of 

DNA. In G4-DNA four Guanine molecules bond in-plane and the subsequent stacking forms a four 
stranded DNA-like structure (tetra-helix structure). In this work we will only concern ourselves 
with DNA itself, we refer the reader to the relevant references to G4-DNA [218].
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hydrogen bonds; Guanine to Cytosine, Adenine to Thymine. Pairs of nucleotides 
aie subsequently stacked to form a double stranded structure bonded through the 
phosphate backbone.

o
I I

0 - P - O

o
Phosphate

- C H
Base

c
\ / Hc—c.

Pentose

Figure 5.2: Structural formula for a nucleotide showing the phosphate backbone and the 
pentose. The base is one of (a-d) in figure (5.1).

G -C  A -T

Figure 5.3: The molecular selectivity properties of DNA nitrogenated basis’; the hydrogen 
bond coupling of (a) Adenine to Timine and (b) Guanine with Citosine. Colour 
code: white - hydrogen, grey - carbon, red - oxygen, blue - nitrogen and dark 
blue - phosphorus.

Furthermore, because strands of the bax:kbone are aligned anti-parallel to each 
other the planar stacking of these aromatic compounds is at an angle. Tliis leads to 
a helical structme. Such an arrangement was first proposed by Watson and Crick 
[219] based largely on x-ray data by Franklin [220] and Wilkins [221]. Their work was 
considered so important that Watson, Crick and Wilkins were awarded the Nobel 
prize in Physiology or Medicine in 1962 [222].'̂  The structure shown as a ball-and- 
stick model in Fig. (5.4) - the structure of DNA - is probably the most recognisable 
image in the biological sciences today.

■*Untii Watson and Crick’s proposal the structure of DNA was one of the most sought after 
results in crystcillography and the biological sciences. Models had been proposed by Pauling and 
Corey [223, 224] as well as others. For an interesting yet highly personal and one-sided account of 
the discovery of the DNA structure one should refer to Ref. [225]
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Figure 5.4: (a) Side and (b) top views of one full turn (10 base pairs) for B-DNA. Red 
spheres following the backbone denote possible counter-ions. Colour code: 
white - hydrogen, grey - carbon, red - oxygen, blue - nitrogen and cyan - 
phosphorus.

The arrangement of the atoms in a DNA molecule can be done in different ways 
while retaining the double helix structure (the main signatiu’e of a DNA molecule). 
The two main forms of DNA we are interested in are known as A-DNA and B-DNA 
[226, 227, 18]. B-DNA is foimd mider physiological conditions, i. e., in the presence 
of water molecules and when hxmiidity levels are above 90 % [18]. When humidity 
levels drop below 75 % we have dry DNA and the structure of the molecule changes 
into the A form. In figure (5.4a-b) we show side and top views for one full turn of 
B-DNA and in Fig. (5.5a-b) we have the same for A-DNA.

We can note that the atomic arrangements are significantly different. Firstly, the 
stacked nitrogenated basis are aligned perpendicular to axis of the helical structure in 
B-DNA and at an angle in the case of A-DNA. Secondly, the twisting angle has also 
changed. In the case of B-DNA the angle between stacked base-pairs is 36° whereas 
in A-DNA it is 32.7°. This means that we need ten base pairs in the former case 
and eleven in the latter in order to have one full tm n of the double helix structure 
(a periodic cell) in the solid state sense.

The interest in DNA from a biological perspective arises became it contains the 
complete information about each living being, i.e. it regulates the transcription of
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Figure 5.5: (a) Side and (b) top views of one full turn (11 base pairs) for A-DNA. The 

water molecules and counter-ions have not been included. Colour code: white 
- hydrogen, grey - carbon, red - oxygen, blue - nitrogen and cyan - phosphorus. 
The yellow spheres denote the sulphur atoms which anchor the molecule to a 
metal. In infinite strands it is not present.

proteins which are responsible for our metabolism. It also determines our physical 
appearance and many aspects of our health. In essence DNA can be considered as the 
ultimate memory device. Understanding the structural and fimctional aspects of this 
molecule has led to a number medical breakthroughs and a deeper understanding of 
living organisms as a whole [228]. Although a great deal has been done in that aspect 
an insurmoimtable amoimt of work still remains and there many exciting questions 
remain unanswered [228].

5.1.2 Is D N A  a conductor?

But why are physicists and materials’ scientists interested in DNA for electronics 
applications? One of the reasons is due to its molecular recognition properties. In 
other words its ability to bond with specific molecules (Guanine to Citosine and 
Timine and Adenine) can lead to self-assembled devices at the molecular level.

Braun et al. [19] explored this idea by attaching different types of nucleotide 
sequences to two separate gold electrodes. These single stranded oligonucleotides
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work as hooks, while in mean time, A-DNA^ is deposited in solution onto the sample. 
The 16-/xm-long A-DNA then hybridises with specific nucleotides; only those which 
provide a specific matching combination. Subsequently the authors coat the DNA 
molecule which has attached to the electrodes with Ag clusters, using the DNA 
strands as a template for metallic interconnects.

One can clearly see the amazing possibilities. Integrated circuits can be designed 
by marking electrodes with a specific (or combination of) basis. The desired con­
nections are immediately made once DNA in aqueous solution is deposited onto the 
sample.

More interestingly still is whether it would possible to use DNA itself as the device 
instead of merely as a template. This in turn leads to the issue of DNA conductivity. 
Tliis is no doubt a contentious one.

The first proposal in favour of DNA conductivity was made as eaxly as 1962 
by Eley and Spivey [229]. The authors proposed that the tt — tt bonds between 
stacked basis could create a delocalised state along the double helix that would lead 
to conducting behaviour. Indeed, other similar stacked aromatic crystals present 
metallic chaxac^ter [230], although some crucial differences with DNA are evident. 
Most notably DNA is not, strictly speaking, a polymer because the arrangement of 
the stacked basis is not necessarily periodic. Tlais can possibly lead to localisation 
eff^ects which might hinder the conduction.

Unfortunately, experimental results so far seem imable to answer this question 
unambiguously. Braun et al [19] in their work on DNA-templated metallic wires mea­
sured the conductance of ll-//m-long DNA molecules deposited on a glass substrate 
and sulphiu--bound to gold electrodes. They show that DNA in solution (B-DNA) 
is insulating up to 10 Volts of externally applied bias; no conductance is seen over 
this bias range. This result seems to suggest that DNA is insulating. Experiments 
performed by de Pablo et al. [231] also show no conductance (resistances of at least 
10^  ̂ fi) on l-/im-long A-DNA double strands deposited on mica surfaces.

In contrast, Fink et al. [21] used a low-energy electron point source (LEEPS) 
to image bmidles of DNA molecules approximately 600 nm long. These ropes were 
deposited on a conducting sample holder with holes. The measurements were then 
performed using a manipiilating tip that approaches the bundles until contact is 
made. The I  — V  characteristics suggest that DNA conducts as efficiently as a good 
semiconductor (its behaviour is Ohmic). However, these results have been challenged

®A-DNA is simply the genetic material of the bacteriophage virus Enterobacteria phage X. It can 
be easily isolated in the laboratory and therefore is a good candidate in experiments. In our work, 
for practical purposes we consider A-DNA simply as a random sequence of nucleotides.
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by de Pablo et al. [231]. It has been argued that even the low-energy electrons used 
in the imaging process can cause damage to the DNA structure and lead to higher 
conductivity.

Kasumov et al. [232] obtained some striking results. They suggested that DNA 
deposited on Re/C electrodes on a mica substrates is metallic down to IK - of the 
order of one resistance quantum. Below such temperature the Re/C contacts undergo 
a superconducting transition and the DNA molecules become superconducting as well 
due to proximity effect. Since these results have never been reproduced, we should 
consider them the least reliable ones and we shall not address them here.

This brings us to the last set of resvilts for conductivity in DNA. Experiments 
on short DNA strands (between 26-30 base pairs) were performed by Porath et 
al. [20] and subsequently by Cohen et al. [233, 234]. In both cases, the authors 
performed conduction experiments on short suspended DNA strands - between 26 
and 30 base pairs. Porath and collaborators used a suspended Platinum bridge with 
an 8 nrn gap where a 10.4-nm-long poly(G)-poly(C) DNA oligomer was deposited. 
The corresponding I  — V̂ ’s present a voltage gap that varies from sample to sample 
from about 1.5 up to 2.5 Volts and the cvu’rents obtained were about 1.5 nA  at 4 
Volts. Cohen et al. took tliis experiment further by depositing a thin film of DNA 
short strands 5'-thiolated on both ends on a single gold substrate. Subsequently a 
gold nanopaxticle is allowed to bond to the remaining sulphur at the other end of the 
strand. The authors then use a conducting AFM tip to measure the conductance of, 
what the authors claim is, a single DNA molecule. The results show the same voltage 
gap from the previous experiment, but much higher currents: of the order of 100 nA  
even in the case of complex nucleotide combinations. Besides double stranded DNA 
(dsDNA) the authors also considered single stranded (ssDNA) and systems where 
the sulphur anchoring group was removed. In all cases except for dsDNA bonded 
through S groups no conducting behaviour was observed. Finally, in both articles, 
the authors suggest that transport is mediated by molecular energy bands and that 
DNA behaves as a wide-gap semiconductor.

More recently Xu and coworkers [23] performed break junction experiments on 
DNA molecules in aqueous solution (the molecules were shorter, containing only 8 
base pairs). Their results show no conductance gap and also high currents.

Other experiments deal with charge transfer in free standing (in the absence of 
electrodes) DNA molecules in solution . For these experiments, an electron is photo­
excited and allowed to relax. It is usually accepted that the excited electrons move 
towards guanine nucleotides which are regarded as acceptors [235, 236]. In these
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experiments a number of mechanisms have been proposed for the observed charge 
transfer depending on the energetics of the of the base sequence [237, 238, 239, 240]. 
These experiments are conceptually different to direct conductance measurements 
where the molecule is contacted between two electrodes (a source and a drain) and 
an external bias is applied. According to Porath et al. [20] none of the mechanisms 
for these setups can account for the results in direct conductance measurements.

At first it appears that the plethora of results shed no light on om- initial question. 
But if we take a closer look, we will see a general picture arising from these seemingly 
conflicting conclusions. The experiments that show low conduction or insulating 
behaviour were performed on mica or glass siufaces. It has been shown that the 
interaction with the substrate leads to significant changes in the DNA molecule 
[241]. Most importantly, results showing semiconductor behaviour were obtained 
in short DNA strands (between 8-30 base pairs). These observations suggest that 
at these length scales the electronic transport is coherent, whereas for laxger length 
scales (the micrometre range) inelastic effects may dominate.

Some theoretical work has been performed on DNA molecules. Taniguchi and 
Kawai [242] performed DFT calculations on A- and B-Poly(dA)-Poly(dT) and A- 
and B-Poly(dG)-Poly(dC) molecules.® The authors showed that the HOMO in both 
A and B forms is largely adenine- (for Poly(dA)-Poly(dT)) or guanine-dominated 
(for Poly(dG)-Poly(dC)). De Pablo et al. [231] also performed DFT calculations 
on a periodic Poly(dG)-Poly(dC) A-DNA molecule. In this case the authors also 
considered base swaps at a concentration of one per every 11 pairs to show the effects 
of Anderson localisation and to argue that random DNA sequences are insulating.

Endres et al [243] have performed DFT calculation to show that the effective 
coupling between stacked basis is close to zero in the case of A-DNA and up to 0.1 
meV for B-DNA. Firstly, this resiilts show that the twisting angle has an influence 
on the inter-base coupling along the helix. Secondly, in principle, one should expect 
little or no conductance even in the case of a periodic double strand because the state 
at the Fermi level can be considered as a collection of isolated molecular orbitals for 
the base pairs.

All these calculations were performed using standard equilibrium DFT. The ef­
fects of the electrodes have been completely neglected and the conductivity can only 
be inferred by looking at the band structure. Transmission cvuves or I  — V  charax;- 
teristics thus far have only been calculated with model Hamiltonians [244].

®A periodic sequence of adenine-thymiiie (Poly(dA)-Poly(dT)) or guanine-cytosine (Poly(dG)- 
Poly(dC)) base pairs.
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One important issue that has been neglected in all previous DFT calculations is 
the role of the electrodes. The alignment of the molecular orbitals with the Fermi 
level of the semi-infinite leads will greatly influence the transport properties of these 
systems.

5.2 Calculations

Fully ab initio transport calculations on DNA, although computationally demand­
ing, seem to be the only way of unambiguously assessing the conductivity of DNA 
molecules. Smeagol is the perfect tool for this task, being fully parallelised and 
capable of treating systems in excess of 1000 atoms (see section 2.4.1).

In all our calciilations the DNA molecule was modelled using the following basis
set

Atom s P d

H Is^ DZ _ _

C 2s^ DZ 2p2 DZ -

N 2fi2 DZ 2p^ DZ -

O 2s2 DZ 2p^ DZ -

P 3s2 DZ 3p^ DZP -

s 3s2 DZ 3p^ DZP 3(f SZ
H' Is^ DZP - -

0 ' 2fi2 DZ 2p  ̂ DZP -

N' 2s2 DZ 2p^ DZP -

Table 5.1: Initial atomic configurations and their respective basis sets for each element 
in the DNA calculation. Elements denoted by prime are involved in hydrogen 
bonds.

For those atoms where H-bonds are involved we use extra polarisation orbitals: 
s orbitals in hydrogen and p orbitals in nitrogen and oxygen. This basis is the same 
used in previous calculations [231, 245] with satisfactory results.

We considered two DNA molecules both in the A form, namely a molecule con­
taining 2 base pairs and another one containing 11 base pairs (one full turn of the 
double helix structure). The molecules are attached on the hoUow site of two gold 
[001] surfaces via thiolate end-groups. Figure (5.6) shows ball-and-stick models of the 
these two arrangements. The gold electrodes were modelled as 10x5x4 finite clusters 
(the introduction of self-energies turn them into semi-infinite quasi-ID wires). For 
the gold atoms bonded to the S end-groups we used s, p and d in the valence with
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a double-C basis and soft-confinement potentials [40]. For the remaining gold atoms 
we use a single 5s orbital and we placed the filled d orbitals in the core.

Figure 5.6: Ball-and-stick model of a) a two-base-pair, and b) an eleven-base-pair A-DNA  
arrangements. Color code: Au - gold; C - grey; H - white; O - red; N - blue; P 
- cyan; S - green

5.2.1 Describing Au in D FT with s orbitals only

In the case of bulk gold, LDA gives a good description of the electronic properties if 
we include the filled 5c?̂ ° and half filled 6s^ states in the valence and the remaining 
filled orbitals in the core (described by the pseudopotential).^

Figure (5.7a) shows the band structure along symmetry fines for a fully converged 
calculation of bulk gold at the DFT equilibrium lattice constant (4.09 A) with a rich 
basis set (double-C with soft-confinement potentials). We can see that the Fermi 
level, as it would be expected, is largely dominated by a broad s bajid. The d and p 
orbitals start to play a role at energies 3 eV below and 3 eV above E;? respectively.

The inclusion of 5c? and 6p orbitals in the gold electrodes of our DNA transport 
calculation would make the problem intractable since the total number of basis func- 

^The atomic configuration of Au is [Xe] 4/^“* 6s^.
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tions will exceed the amount of memory available. Fortunately the description of 
the leads in the transport problem depends largely on the band structure which are 
much more resilient basis set choice than total energy calculations. In other words, 
the band structure of the electrodes can be satisfactorily described by a simpler basis 
set without sacrificing the overall precision.

-  , V O  eriap - SZ 6s*

a) D Z P 5 d '» 6 .'6 p “ b) C) D Z P5d">6s ' 6p"

0 0

-20
NT

Figure 5.7: Band structures obtained using SIESTA with different types of basis sets and 
pseudopotentials for gold, a) double-^ spd with polarisation orbitals, b) single 
zeta s with core correction and c) graphs (a) - red - and (b) - black - have been 
superimposed to show the similarity.

In fax;t, we performed band structure calculations (shown in Fig. (5.7b-c)) where 
the 5rf orbitals were included in the core. We can clearly see that the band structures 
for this simpler case is very similar to the more precise calculation in the region ±  3 
eV around E^. Therefore, for voltages within this window we can expect adequate 
results.^ On the other hand, the description of the DNA molecule itself whose trans­
port properties we are calculating is done in an accurate way, i. e. with a much richer 
basis set.

5.2.2 Infinite D N A  strands

Before we a<;tually start looking at the transport properties of double stranded DNA 
molecules attached to external leads it is interesting to consider the isolated molecule 
(without the effects of the electrodes). In figure (5.8) we show the total density of 
states and the PDOS projected onto the Guanine and the Cytosine basis. We can see

*It is important to notice here that the total energy and forces calculated using this configuration 
cannot be considered accurate.
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that the HOMO (A in figure (5.8)) is clearly dominated by the Guanine states 1 eV 
below Ep)- One caxi notice that the broad occupied molecular orbital (BOMO) 
identified as (B) in the figure includes some contribution from the backbone and the 
pentose. Finally the LUMO is mostly dominated by Cytosine and the HOMO-LUMO 
gap is approximately 2 eV.

300

250 — P
— Guanine
— Cytosine3 200

d
^ 1 5 0
O
§ 100

50 -J

(e -E J  [ eV  1

Figure 5.8: Total and partial density of states for infinite double-stranded Poly-(dC)-Poly- 
(dG) A-DNA. The partial density of states has been projected on either the 
Guanine or the Cytosine basis. Three states have been indicated: A) the 
HOMO, B) broad occupied molecular orbital (BOMO), and C) the LUMO.

This can be further corroborated by looking at the charge density projected onto 
these states. These are plotted in figure (5.9). Notably the delocalised tt states over 
the Guanine are accountable for the HOMO wliile we see some charge density on the 
pentose and the phosphate backbone for the BOMO.

These results axe similar to those obtained by Taniguchi and Tomoji [242] for 
infinite DNA double strands.

5.2.3 T w obase-pair D N A

We start our transport calculations per se by considering the small DNA complex. 
We performed extensive atomic conjugate gradient relaxations to obtain the opti­
mised structure. In paxticular we are interested in obtaining the correct position 
of the siilphm- atoms on the gold sturface. We foimd that the distance between the 
S atoms and the surface is 2.5 A, similar' to those obtained for simpler tliiolated
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Figure 5.9: Iso-surfaces for local charge density for the (A) HOMO and (B) BOMO as 
highlighted in figure (5.8). For display purposes we have include one extra 
base pair totalling 12 base pairs.

compounds [174, 175].^
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Figure 5.10; (a-b) Projected density of states of a thiolated two-base-pair structure at­
tached to gold electrodes. Top and bottom panels represent the same PDOS 
with different energy ranges. The vertical red line indicates the position of 
the Fermi level, Eir =  -6.24 eV.

From the projected density of states (Fig. (5.10)) we can clearly see the pres­
ence of broad states around the Fermi level. We also note the presence of a broad

®For the atomic relaxations we included the 5d and empty 6p orbitals of gold in the valence for 
all the atoms in the leads.
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sulphur state within the molecular gap. By further looking at the charge density 
projected around (Fig. (5.11)) we can notice that the charge spreads over the 
entire molecule. Moreover there is considerable charge around the S end-groups. 
From this analysis one would to expect large conductance, however one cannot say 
so for sure unless transport calculations are performed.

Figure 5.11: Projected charge density around the Fermi level for a two-base-pair DNA  
molecule attaiched to gold electrodes. Legend: Au - yellow, C - black, H - 
light blue, N - blue, O - red, P - orange, S - green.
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Figure 5.12: Current as a function of bias for a two-base-pair DNA strand. The I  — V  is 
quite asymmetric and the current reaches 10 /xA at 1 Volt.

The current as a function of bias for this short DNA strand is shown in figure
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(5.12). We can see that the current is close to -10 jiA. at - 1 V (and ~  7 /^A at 1 V) 
and is highly asymmetric. Moreover there is no gap in the I  — V . This behaviour 
can be miderstood from inspecting the transmission coefficients as a hmction of 
energy for zero bias (Fig. (5.13)). There are two broad resonances close to E^’ and 
the transmission for these resonances is close to unity. These two resonances can 
be associated with the pinning of the HOMO to the Fermi level. As we can see 
from the projected density of states for the entire system, tliis state is broadened 
by the interaction with the electrodes. In the presence of an external electric field 
these resonances will immediately contribute towards the conductance which in turn 
results in an absence of conduction gaps around zero bias.

B

0.5

Figure 5.13: Transmission as a function o f energy for a two-base-pair attac'hed to  gold 
electrodes.

Since the molecule is so short this behaviour can be associated to direct tun­
nelling between sulphur surface states. We consider this possibility by performing 
a calculation where the two-base-pair molecule was entirely removed from the con­
tact region. In order to correctly model the vacuum region where we removed the 
molecule from we introduced ghost atoms [40].^° The results for the transmission 
coefficients at zero bias are shown in figure (5.14). From the figure we can note the 
presence of a peak slightly below the Fermi level associated to a gold-sulphur surface 
state. Hence we can conclude that the transport is mainly through sulphur and the 
molecule merely acts as a medium that effectively lowers the dielectric constant of

^°The charge density in the vacuum region is usually poorly described by localised-basis-set 
approaches to DFT because these are usually atom centred. By introducing ghost atoms we include 
in the calculation extra basis functions in the vacuum region. These extra empty states have the 
same symmetry of the LCAO’s used for the real atoms without including the pseudopotential.
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Figure 5.14: Energy dependent transmission coefficients between two [001] gold surfaces 
with sulphxir atoms attached to the hollow sites. The DNA molecule has been 
removed but we have introduced ghost atoms to model the vacuum region.

the region between the two siu'faces.

5.2.4 Transport through A -D N A  m olecules

For the longer A-Poly(dG)-Poly(dC) DNA molecule attac^hed to gold, the fully re­
laxed atomic arrangement of the isolated molecule w'as considered. Those positions 
were kept fixed while S atoms were attached to the 5’ and 3’ sites at both ends 
of the molecule. This arrangement was then allowed to relax in a super cell with 
no boundary conditions. Subsequently the sulphur end-groups were attached to the 
hollow site of the [001] Au surface using the sulphur/smface distance obtained in the 
previous calculations of section (5.2.3).

The projected density of states of the eleven-base-pair A-DNA molecule is shown 
in figure (5.15). The picture shows features reminiscent of the isolated moleciile. 
Most notably signatures of the HOMO, the LUMO and the gap remain largely imaf- 
fected after attaclunent to the electrodes. While we saw a broad sulphur state across 
the entire gap in section (5.2.3), here region identified as the HOMO-LUMO gap of 
the isolated molecule ( [-5.14,-2.8] eV ) is practically devoid of states.

As it was the case with the two-base pair molecule the Fermi level is pinned to 
the HOMO of the isolated molecule. However, we can clearly see that that state is 
now much sharper. In other words, not as strongly coupled. The PDOS starts to 
broaden ~  1.5 Volts below the Fermi level where oxygen states become important.
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Figure 5.15: Projected density of states of a thiolated A-DNA structure attached to gold 
electrodes. Top and bottom panels correspond to the same system with dif­
ferent energy range.

By projecting the charge density around the Fermi level we can clearly see that 
most of the contribution to this energy region comes from the HOMO of the isolated 
molecule with some effect from the anchoring sulphm atoms.

The total transmission coefficients show some interesting behaviom-. While the 
PDOS shows that the Fermi level is pinned to the HOMO we find very little conduc­
tance around Eir.

The HOMO is almost completely decoupled. In other words, although the HOMO 
is mostly due to the Guanine tt states, the coupling between planes is close to zero as 
suggested by [233]. We can see that the transmission starts to be significant around 
1.5 eV below the Fermi level. In the Landauer-Biittiker approach this would mean 
that an external applied bias of approximately 3 Volts would lead to coherent band 
conduction.

Hence, while calculations for the isolated molecule give some indication of the 
transport properties of these systems, only fully ab initio transport calculations 
where the elTects of the electrodes are taken into consideration can elucidate the 
full quantum mechanical transport properties of these macromolecules.
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Figure 5.16: Iso-surface plot of the local density around the Fermi level, a) Side view and 
b) top view. The charge axoimd the Fermi level is concentrated in the Guanine 
basis. Legend: Au - yellow, H - light blue, C - black, N - blue, O - red, P - 
orange, S - green.

(£-Ep) I eV  J

Figure 5.17: Transmission as a function of energy for a 11-base pair DNA strand attached 
to  gold electrodes.

5.3 Conclusions

As we have seen, for both the short and long DNA molecules, the Fermi level is 
pinned to the HOMO as soon as we attach the electrodes. However, wliile in the short 
DNA the HOMO is broadened by coupling to the electrodes, the largely Guanine-
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dominated HOMO level in the long DNA molecule is very localised. In that case, the 
HOMO is represented by a series of uncoupled states siting in each of the Guanine 
bases.

Previous calculations [243] have shown that this effect would be present due to 
symmetry in A-DNA corroborating our results.

The broadened states in the short DNA molecule leads to high conductance even 
at zero bias, so once the bias is increased we see a large current response. On the 
other hand, the transmission coefficients of the long DNA show a clear gap up to 
1.5 eV around the Fermi level. The gap leads to a flat I  — V  characteristics up to 
3 Volts. After that we clearly see conductance. This result is in agreement with a 
band transport mechanism through a wide band-gap semiconductor.

This result is completely consistent with experimental results in dry short DNA 
double strands performed by Cohen et. al. We can clearly see that the states 
responsible are not the HOMO neither they correspond to the LUMO. The broader 
states responsible for the conductance lie bellow the HOMO in the so called BOMO 
state. This is related to the backbone instead of the basis. This leads us to believe 
that the transport properties of DNA are largely independent of oirr basis choice. In 
that case, it is also very robust with respect to localisation effects.
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Conclusion

In sum m ary, we have presented th e  theoretical fram ew ork of th e  non-equilibrium  

Green function  form ahsm  coupled to  the  K ohn-Sham  H am iltonian provided by D FT. 

This sym biosis can yield accura te  tran sp o rt p roperties of nanoscale devices, from 

surfaces to  m olecular spin valves. The non-equilibrium  tran sp o rt formalism  can be 

understood  in term s energy and  bias-dependent tranm ission  coefficients in a m anner 

analogous to  the  L andauer-B iittiker scattering  form alism  for the  linear regime [84]. 

We have also showed, using a single energy level m odel, th a t  th e  steady  s ta te  current 

th rough a  one dim ensional device can be though t of as a balancing act between 

curren t flowing from (into) th e  left electrode into (out of) a molecule or into (from) 

the  right electrode and out of (into) the  molecule. These two descriptions have been 

shown to  be p a r t  of a more general formalism for tra n sp o r t (the N E G F formalism) 

which can be com bined w ith the D FT-K S H am iltonian to  form Smeagol [71, 72]. 

Smeagol is our s ta te  of the  a r t electronic tran sp o rt code for nanoscale devices. It was 

specially designed for m agnetic m aterials. It includes a  procedure for regularising 

the  self-energies in order to  remove singularities b rough t ab o u t th e  localised sta tes 

(specially d o rb itals).

In chap ter 2 we present how Smeagol can be efficiently parallelised up to  128 

processors and  we showed a num ber of tests  which provide some insight into Smeagol’s 

capabilities. M ost im portan tly  we show how it can tre a t  th e  tran sp o rt properties of 

a variety  of nanoscale system s under bias, from surfaces to  m olecular electronics 

devices, from system s w ith simple gold electrodes to  m ore com plicated ones where 

m agnetism  is present - for exam ple Ni - and even non-collinear spins.

In term s of applications, we have analysed th e  possible existence of large OM R in 

m agnetic po in t contacts using bo th  a  simple tigh t-b ind ing  H am iltonian w ith  N EG F 

and our m ore accura te  Smeagol code. In th e  case of our sim ple tigh t-b inding  model we 

found the  possibility  of asym m etric I  — V  characteristics arising from an asym m etric 

DW , b u t w ith  no s tru c tu ra l asym m etry  in the  electrodes. This shows the  possibility 

of purely electronic asym m etries driven by charging effects. T his is an effect th a t  

cannot be accounted for in the  linear regime. Using Smeagol we also investigated the

169
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possible occurrence of LG M R  and HGRM  (in excess of 10,000 % [11, 157, 163]) in 

m agnetic poin t contacts. O ur calculations showed no sign of such high values even 

after in troducing corrections to  th e  LDA exchange-correlation functional and oxygen 

im purities. T his led us to  conclude th a t  the  observed values cannot be accounted 

for from a  purely electronic m echanism  and other effects such as m agnetostriction  

m ight be playing a  role [159].

Still in th e  field of m agnetism  we in troduced th e  concept of organic spin valves [87, 

88], I.e. the  idea of using th e  spin degree of freedom as the  inform ation carrier. We 

showed th a t  it is possible to  select th e  type of molecule (m etallic or insulting) to  

maxim ise the  M R ra tio  as well as engineer the  anchoring groups connecting the 

molecule to the  nickel electrodes. We have also used different anchoring groups 

to  design asym m etric m olecules which present spin-diode characteristics. F inally  

we also showed th e  possib ility  of accurately  calculating tunnelling  curren ts in spin- 

polarised STM -like experim ents. Here a m agnetic tip  probes an organic molecule 

over a surface which is also m agnetic. It was noted th a t  the  position  of th e  tip  

w ith respect to  the  m olecule can lead to  current enhancem ent as one probes different 

orbitals. T he presence of surface s ta tes  in these devices was also shown. Due to  the 

asym m etry  of the  electrodes these s ta tes  are off-resonance. T hey are bias-dependent 

and only come into resonance for negative bias (current flowing from the  tip  to  the 

substra te). T his leads to  large asym m etries in the  curren t as well.

F inally  we have showed th a t DNA molecules present sem iconducting behaviour 

by calculating  the  tra n sp o r t p roperties of A-DNA molecules a ttach ed  to  gold. O ur 

calculations reveal th a t  th e  m ain s ta te  responsible for tran sp o rt is neither th e  HOM O 

nor the LUM O as it is usually  assum ed in organic molecules [173]. In fact, the 

m ain contribu tion  to  tra n sp o r t comes from a broad s ta te  lower in energy th an  the 

HOM O which contains som e contribu tion  from the m olecular backbone. W hile the 

HOM O which is p inned  to  th e  Ferm i level is formed by G uanine s ta te s  th a t  follow 

the  double helix, b u t are decoupled, the  BOM O is largely basis-independent and 

lies approxim ately  1.5 eV below E p .  This results in band  conduction  w ith  a gap of 

approxim ately  3.0 Volts co rroborating  the  wide band-gap sem iconductor picture.

Future work

Using th e  work presented  here as a  stepping stone a num ber of issues deserve greater 

a tten tio n  in th e  fu ture.

Firstly, th e  inclusion of spin  o rb it (SO) [53, 108] effects can lead to  in teresting
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phenom ena, from  the  correct trea tm en t of the  tran sp o rt p roperties  in G aA s/A lG aA s 

h e tero junctions w ith  ab in itio  technicjues to  th e  assessm ent of th e  tran sp o rt mech­

anism s in ce rta in  classes of organic molecules where it has been claim ed SO effects 

play an  im p o rtan t role [58, 246], R ecently a m ethod  has been proposed using LCAOs 

which in troduces an  on-site correction to  th e  LSDA H am ilton ian  to  account for spin 

o rb it effects [108]. T his approach gives accurate results for a  range of sem iconductors 

and is justified  by th e  short range n a tu re  of th e  SO in teraction  which is largely an 

atom ic effect [53],

Furtherm ore, inelastic effects m ight play an im p o rtan t role a t th e  nanoscale [247]. 

A fully non-equilibrium  inelastic approach to  tra n sp o r t m ight be needed in m any 

cases. In fact, in m etallic gold nanowires Agrai't and coworkers observe d istinct drops 

in th e  conductance which th e  au thors associate w ith  sca tte ring  due to  atom ic vibra­

tions [248], M oreover, Sm it et al. [169] used inelastic electron tunnelling  spectroscopy 

(lET S) [247] to  m easure th e  phonon m odes of a H2 m olecule betw een P t  electrodes 

(see section (2.5.4)) and to  determ ine the  relative o rien ta tion  of th e  molecule bridg­

ing th e  contacts. Hence, innelastic effects can be used to  probe m olecular properties. 

Finally, in long polym er chains there is evidence for phonon-assisted  tran sp o rt [?]. 

Inelastic eflFects have been neglected in this thesis. A few m ethods have been pro­

posed in th is  direction [249, 250, 251, 252] and im plem enting th em  in Smeagol m ight 

be in order [253].

It is also becom ing increasingly clear, th a t  local exchange-correlation potentials 

are not enough for calcu lating  the  electronic tran sp o rt p roperties  of certa in  molecu­

lar electronic devices [178, 254]. In this thesis we have presen ted  some results where 

we correct for LDA using th e  Coulomb U term  from th e  H ubbard  m odel [127, 128]. 

A tom ic SIC [131, 86] has also been im plem ented in Smeagol and  will be the scope 

of fu tu re  work [255]. T he so called th ird  generation exchange-correlation function­

als [256] are becom ing increasingly popular in solid s ta te  physics and  m ateria ls science 

as com puters become ever faster and th e  num erical overheads for these corrections 

s ta r t  to  be acceptab le for sm all-to-m edium  sized system s. T hus far these m ethods are 

orb ital-dependen t. In o ther words, one m ust sto re the  KS-eigenvectors as well as the 

charge density. T his proves to  be a  problem  for the  N E G F  approach  where the  cal­

culation of th e  KS s ta tes  is bypassed in favour of th e  G reen function for the  system . 

In order to  im plem ent these th ird  generation exchange and correlation  functionals 

a new m eth o d  needs to  be devised either by recasting these functionals in term s of 

Green functions or possibly by calculating the  orbital-resolved G reen function.

It is also been argued th a t  a fully tim e-dependent approach  is necessary [257,
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258, 259], Density functional theory is only valid for ground-state properties and 
the current does fit into this category. A possible approach to transport based on 
time-dependent density functional theory was proposed by K urth et al. [258], bu t no 
robust package is available as of yet.

Finally a new technique m ust be devised to treat large scale problems. The m eth­
ods presented in section (2.4.1) and appendix A can lead to parallelisation up to  128 
and 4096 CPUs respectively. However for modelling solid-state devices such as tran ­
sistors a t the boundary between micro and nanoscale one would require numerical 
simulation packages capable of dealing with hundreds of thousands of atoms. Macro­
molecules such as DNA and magnetic molecules (e.g. M ni20i2(C H 3C 00)i6(H 20)4  
[214, 215, 216]) are already testing the limit of present numerical tools for both 
standard D FT and more im portantly  for NEGF-f-DFT methods. Real life devices 
in a future rnolecular-electronics-based society will most likely not be made of small 
benzene thiolated molecules. These simpler molecules are im portant to enhance 
our understanding of phenomena at the molecular scale. Macromolecules which 
perform complex tasks combining self-assembly, molecular recognition and perhaps 
magnetism will dom inate molecular electronics. For numerical simulations of these 
devices, new tools are necessary.

To conclude, it is clear th a t a lot of work has been done in the field of nanoscience, 
and of molecular electronics in particular, over the past ten years. However, this is 
a field much in its infancy. The experiments performed by Reed et al. [4] in 1997 
were among the first and many questions remain unanswered ten years on. There is 
still a lack of control over experimental set ups and full scale production of working 
devices remains a dream. Yet, the challenges posed by this new field are extremely 
exciting and the possibilities endless.
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A ppendix A

E xtensions to Smeagol: scaling to  
large system s and high  
perform ance com puting

In section (2.4.1) we presented the  m ain features of th e  parallel version of Smeagol. 

In Smeagol, one needs to  perform  an integral over th e  energy (see equations (1.57) 

and (1.58). Numerically, this integral is discretised and becomes a  sum  over energy 

points weighted using G auss-Legendre polynom ials [100]. T he G reen function for a 

subset of energies (obtained by inverting equation (1.33)) is calculated  in serial in 

each processor (P O E  m ethod). Subsequently th e  p artia l sum s for are gathered  to  

obtain  th e  full density  m atrix . T his m ethod is very efficient since the  num ber of 

com m unication betw een CPU s is ra th e r small - the  H am iltonian a t the  beginning of 

each self-consistent cycle is d istribu ted  over all the  CPU s. Each C PU  then  works 

independently  to  calculate p arts  of the integrals and finally all the segm ents are 

added to  ob ta in  th e  to ta l density m atrix .

A lthough th e  scalability  is good for the  P O E  m ethod, the  equilibrium  p a rt of 

th e  density  m atrix  (equation (1.57)) can be perform ed w ith  a  reasonably sm all num ­

ber of po in ts (betw een 50-150 depending on the  system)^ and  w ith  good precision. 

Therefore increasing th e  num ber of C PU s would no t increase th e  overall speed up of 

th e  code (we could only increase th e  to ta l num ber of energy po in ts in the integral 

despite the  need for more points) and  we still need to  perform  th e  calculation of the 

G reen function - a m atrix  inversion - in series for each energy point.

Hence the P O E  m ethod only allows for parallelism  up to  approxim ately  128 

processors. A lbeit respectable for sm all clusters, th e  present form of parallelism  

im plem ented in Smeagol is not scalable to  a higher num ber of processors. More

^he num ber of poin ts for equation  (1.57) is usually  sm aller th a n  th e  one of (1.58) and therefore 
it defines the bo ttleneck  of ou r calcualtion.
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importantly, until recently great effort was placcd in increasing the speed of individual 
processing units, bu t there has been a shift towards distributed architectures where 
the overall tim e for a calculation decreases by increasing the actual number of CPUs. 
In other words, instead of improving the performance of a single processor (a task 
hindered by technological barriers), computer companies are increasing the number 
of CPUs performing the same task. This change in paradigm is not only the realm 
of high performance computing, bu t has also made its way into desktops and laptops 
with the advent Duo Core technology.

Furthermore Smeagol needs to store in memory the Green function (and other 
auxiliary matrices). In DNA molecules attached to Au electrodes (see chapter 5) the 
number of degrees of freedom is in excess of 5,000 (5,000 x 5,000 matrices). At its 
present state  we are reaching the limit of available memory per single compute node 
in state-of-the-art facilities for high performance computing.^

N

N N -1
Nodes Node

Figure A.l: Schematic represtation of redistribution of the Hamiltonian into groups of 
communicators. The Hamiltonian is innitially distributed over TV̂Nodes proces­
sors. It is then regrouped and redistributed Â Comm times over groups of CPUs 
comprising Â NComm processors each.

Facilities where a few thousand processors can be accessed a t a time are becoming 
increasingly available to  the scientific community. Numerical tools th a t can be used 
in such systems, however, rem ain relatively few, specially within the m aterials science 
community. Im portantly, no electronic transport code as far as we know, has been

^Blue G ene arch itectures deserve specia l atten tion , h i favour of low power consu m ption  and  
sca lab ility  th e  m em ory available per C P U  is approxim ately 500 M b, i .e.,  rather sm all. T herefore  
one m ust ensure th a t m em ory usage is sm all as possible w hile ensuring scalability.
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designed to  run in such facihties and no way of accurately treating the transport 
properties of large systems (in excess of 10,000 atoms) is yet available.

Charge transport in macromolecules for example present exciting pontential for 
future applications in molecular electronic devices. Furthermore, with the present 
computing hardware we can s ta rt to  calculate electronic transport properties of quan­
tum  dots and the new generation of transistors from first principles. The numerical 
tools for such tasks, however, as mentioned eaerlier are still lacking.

A new approach is needed to  deal with these two issues: 1) scalability up to 
thousands of CPUs and 2) memory storage of large matrices. One possible way to  
deal with this problem is to have a mixed scheme. In other words use the POE 
scheme already implemented in Smeagol together with the POO approach (discussed 
in section (2.4.1). In the latter case the orbitals are distributed over the processors 
without the need to  store the entire matrices in one single processor. This can ensure 
better memory usage.

The way to do this is by using sets of communicators [141]. A communicator is 
nothing more than  a subset of CPUs within a parallel task. Let iVjModes be the number 
of CPUs available. Initially SIESTA distributes the Hamiltonian (the overlap matrix 
and the density m atrix) over all processors. We then set Â comm groups of CPUs, 
each group comprising

(A .l)

compute nodes.^ The to ta l Hamiltonian is then redistributed using the POO scheme 

over A^n Co mm •

Figure (A .l) shows a schematic representation of this procedure. To increase 
performance even further we split each group into a two-dimensional grid [142],

N ^ C o m m  =  X  N y  (A.2)

instead of the one-dimensional strips used by SIESTA. This ensures better scallability 
for parallel inversion algorithms specially if

A . -  Ny.^ (A.3)

This approach ensures better memory management overall. On average, we can 
increase memory availability (and system size) by approximately a factor ANComm-

^We m ust ensure th a t  A^Nodes is a  m ultip le of A^comm-
■^The one dim ensional grid is a special case w ith  Ny =  I. As th e  num ber of processors increases 

Nj: ^  Ny  and scalab ility  becom es poor.
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SCoinm NComm NComm

• • • +  . . . -KD,v5' +
R'iW ‘‘If-'

hr .it - ' .-■fli.JJ.'-i jS

Nodes

Figure A .2: Schematic represtation of the calculation of the density matrix. Each group 
of communicators calculates the inversion of the Green fimction in parallel for 
a different set of energies. The partial density matrices are then summed and 
collected to form the final density matrix which is subsequently redistributed 
over the initial Â Nodes processors.

Once this is done we can consider each set of communicators as a separate entity. 
Each group performs the inversion of equation (1.33) for a set of energies. Note 
tha t within each group the inversion is performed in parallel instead of in series as 
the standard PO E method. But if we take the subset collectively the operations 
performed resemble the PO E method. For th a t reason we call our new approach the 
mixed parallel over energy m ethod (MPOE).

Because we work with groups of communicators each inversion is performed 
within A'̂ NComm processors. Usually ANComm < 32 processors which ensures good 
scalability of the inversion subroutine if we have good interconnects. Moreover, we 
can use the power of the PO E m ethod to scale up to 128 processors/communicators.

Therefore using the M POE approach we can not perform calculations over

A ^N o d es  =  N c o m m  X - ^ N C o m m  ~  128 X  32 — 4,096 CPUs, (A.4)
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while increasing memory availability by a factor of

Nmornrn ~  32. (A.5)

This means th a t while previously we could do calculations with 1,000 atoms, the 
M POE m ethod allows us to  break the 10,000 atom  barrier. Furthermore, with more 
efficient inversion algorithms one can increase Â NComm even more and consequently 
so can the system size.

The M POE m ethod has been implemented in Smeagol and tests have been per­
formed on a 1024-processor BlueGene solution located at HPCC Edingburgh. While 
it is hard to compare these results with other benchmarks for Smeagol (see section 
(2.4.1)) given the peculiarities of the BlueGene architecture, the results look promis­
ing.
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1 INTRODUCTION

T h is is a  com prehensive user’s guide to  the quantum  electronic transport code  SM EA G O L  
(Sp in  and M olccular E lectron ics A lgorithm  on  a G eneralized atom ic O rbital L andscape) [1, 2]. 
SM E A G O L  is based on the non-equilibrium  G reen’s function (N E G F ) form alism  for one-particle  
H am iltonian. In its  present form  it uses density  functional theory (D F T ) w ith  th e  num erical 
im plem entation  conta ined  in  th e  code  SIE ST A  [3, 4). However, SM E A G O L ’s com putational 
schem e is very general and can  be im plem ented together w ith  any electronic structure m ethods  
based on localized basis sets. A ltern ative  im plem entations are currently im der investigation .

In the n ex t section s we w ill exp la in  how to set up a typical calculation  and we will describe  
the various options. T h e  reader of th is user guide is supposed to have fam iliarity w ith  the  
non-equilibrium  G reen’s function  form alism  [5, 6, 7, 8, 9, 10, 11, 12] and w ith density  functional 
theory [13], In add ition  a good  know ledge of SIESTA and the SIE ST A ’s input files is necessary  
since only the SM E A G O L ’s co im n ands are described here, although  a com plete  input file needs 
the se ttin g  o f flags proper of SIE ST A . For these we refer to  the SIESTA user’s guide [4],

2 THE SYSTEM SET UP

SM E A G O L  is designed for ca lcu la tin g  two probe I - V  characteristics. T he typical system  in­
vestigated  is described in figure 1. It com prises two sem i-in fin ite leads (left and right) and an  
exten ded  m olecule, w hich includes the region of interest and a few  atom ic layers o f th e  leads. 
T h e electronic structure o f th e  leads is not affected by the poten tia l drop and it is com puted  
o n ly  once at th e  beginn ing o f th e  calculation.

EM

Hn H .  Ha H .  H .  / / ,

z
\^^=E^+V/2

(a)

(b )

\^ v rE f -V /2  (c)

Figure 1: (a) Schematic two terminal device. Two leads arc kept at the chemical potentials and 
/2 r  and the transport is through the extended molecule EM. (b) The Hamiltonian is an infinite matrix 
comprising two block diagonal parts describing the leads and a part (finite) describing the extended 
molecule H-e u - (c) Typical potential profile.

T here are two fundam ental step s in se ttin g  up a  SM E A G O L ’s calculation: 1) ca lcu lating  the  
electronic structure for the leads, and 2) ca lcu lating  the I - V  curve for a given system . T h e  evalu-
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ation of the electronic structure of the leads is essential and must be performed before attem pting 
the calculation of the I -V .  The files: System label.H SL, Systemlabel.DM , bu lk lft.D A T  and 
b u lk rg t  .DAT are generated during the evaluation of the electronic structure of the leads. These 
are necessary for calculating the 1-V  characteristic.

3 THE LEADS CALCULATION

Here SMEAGOL evaluates the Hamiltonian 7i, the overlap S  and the density p matrices of 
the current/voltage probes (the leads). The self-energies for the semi-infinite electrodes can be 
obtained from the knowledge of the Hamiltonian and the overlap matrices of an infinite system, 
and therefore only a DFT calculation for a bulk system is needed. 'H and S  should be w ritten 
in the tridiagonal form described by Sanvito et al. [1, 14]. Figure (2) shows the typical setup 
for the clcctrodes.

n, H, H,
s. S„ S. s„ s. s„ s, s„ S,

Figure 2: Periodic structure of the leads. Hq and Sq are the Hamiltonian and overlap matrix describing 
the interaction within one unit cell and H\ and S\ are the coupling and overlap matrix describing the 
interaction between adjacent unit cells. The arrow shows the direction of tran.sport (2 direction)

The same procedure is used for calculating the m atrix elements of the Hamiltonian and overlap 
m atrix in the ease of fc-points calculation (along the direction orthogonal to transport).

3.1 Input files

There are no additional input files than those used by SIESTA for an ordinary DFT calculation 
(input file, pseudopotentials ...). For these we refer to the SIESTA user’s guide.

3.2 Input flags

The following input flags must be supplied to the in p u t . f d f  file in order to perform the bulk 
calculation.

B u lk T ra n s p o r t  {Boolean):

When this flag is set to true the leads Hamiltonian and overlap m atrix will be w ritten to 
the file SystemLabel.HSL. Moreover the files bu lk lft.D A T  or bulkrgt.D A T (or both) will 
be created. These contain information about the system (Fermi energy, System label, unit 
cell, non-zero elements of the Hamiltonian and information about the super cell).

3



Default value: F

B u lk L e a d s  [String):

Define w hether th e  ca lcu la ted  electronic s tru c tu re  should be iised for th e  left-hand side 
lead, for th e  righ t-hand  side lead of for bo th . In p ractise  it define,s th e  nam es and  the 
extensions of th e  o u tp u t files. T here  are th ree possible options

•  LR or RL (the  sam e o u tp u t files will be used for b o th  left- and  righ t-hand  side lead)

•  R (the  o u tp u t files will be used for th e  right-hand side lead only)

•  L (the  o u tp u t files will be used for th e  left-hand side lead only)

Default value: LR

3 .3  O u t p u t  f i le s  

b u lk lf t .D A T  :

File contain ing in form ation  ab o u t th e  left-hand  side lead (num ber of sta tes , Ferm i energy, 
m nnber of /c-points, etc)

b u lk r g t .D A T  :

File con tain ing  in form ation  abou t th e  righ t-hand  side lead (num ber of s ta tes , Fenni en­
ergy, num ber of Appoints, etc)

S y s te m la b e l .H S L  :

File contain ing  th e  H am ilton ian  and  overlap m atrices of th e  leads. T he s tring  S y s te m la b e l 
is read from either b u lk lf t .D A T  or bu lk rg t.D A T . If th e  two leads are  th e  sam e one can 
use th e  sam e System label.H SL  file to  read the inform ation for botli the  left and righ t leads 
(set th e  flag B u lkL eads to  LR). If th e  two system s are  different, then  two files w ith  different 
nam es nm st be provided from  two different leads calculations (set th e  flag B ulkL eads to  
e ither L or R).

S y s te m la b e l .D M  :

File con tain ing  the  density  m atrix  of th e  leads. I t is needed for ca lcu lating  th e  / - V .  The 
string  S y s te m la b e l is read  from either b u lk lf t .D A T  or bu lk rg t.D A T . If th e  two leads 
are m ade from  th e  sam e m ateria ls  and  have th e  sam e geom etrical arrangem ent one can 
use th e  sam e S ystem labe l.D M  file to  read  the inform ation ab o u t b o th  th e  left- and  right- 
hand  side lead  (set th e  flag B ulkL eads to  LR). If th e  two leads are different, th en  two files 
w ith different nam es m ust be provided from two independent leads calculations (set the 
flag B ulkL eads to  e ither L or R). T he  System label.D M  file is used to  set th e  boundary  
condition  a t th e  in terface betw een the  sca ttering  region and th e  electrodes.
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4 I-V CALCULATION

Once the initial calculation for the leads has been performed we can proceed with com puting 
the non-equilibriimi trans^x>rt 7)roperties of oiir system.

a )
Scattering RegUin

b) Scattering Region

Figure 3: a) Sketch of a typical system simulated using SMEAGOL: two semi-infinite electrodes con­
nected to a central scattering region, b) The typical unit cell for a SMEAGOL calculation. The reader 
must note that we include at least one layer of the leads both to the left- and to the right-hand side of 
the Kcatteriug region. 'I'lie order of the atoiiis in the input file is only iniportatit in these two layers. 'I'he 
first atoms of the list (see AtomicCoordinatesAndAtomicSpecies in the SIESTA user’s guide) must be 
tho.se contained in tlie left,-hand side lead unit cell, and they should be input with the same order than 
in the bulk leads calculation, Tn an analogous way. the last atoms of the list must conform with the 
input file for the right-hand side lead, c) An example of a system setup for two semi-infinite zig-zag wires 
separated by a vacuum region. The numbers for each atom have been indicated as well as the two atoms 
on either side corresponding to the the unit cells for the left- and right-hand side lead.

4.1 Input files

Several files generated during the construction of tlie leads must be used. The.se are; 
bulk lft.D A T . bulkrgt.DAT, System label.H SL and S y s te m la b e l. DM.
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4.2 Input Hags

The following input flags must be supplied to the file in p u t . f  d f in order to perform the trans­
port (J-V)  calculation, if any of these values is not supplied, the default value will be assumed. 
Special care should be taken for the variables tha t control the real and contour integrals, when 
calculating the non-equilibrium density matrix.

E M 'lY an sp o rt (Boolean):

When EMTransport is set to T, SMEAGOL will perform an NEGF calculation (transport). 
Otherwi.se, the code will perform a standard SIESTA equilibrium gromid state calculation 
for either a periodic system or a molecule.

Default value: F

1

EjMrgLoweslBouad Re(E)

Figure 4: Sketches for the Green tUncHon integration leading to the non-eqiiiiibriuin charge den.sity 
[1, 2], a) The non-equilibrium part must be pertbrmed along the real energy axis, but is bound by the 
left- and right-hand side Fermi distributions functions, / I  and /« . b) The equilibrium component is 
performed over a semicircular path in the complex energy plane. Here we show the starting position 
EnergLowestBound, the energy mesh along the two segments of the cune and the poles of the l-'ermi 
distrih\itioii.

N E n e rg R e a l (Intet/er)-.

Number or energy' points along the real axis for the integration of the non-equihbrium 
part of the Green’s function. The number of points is extremely sensitive to the type of 
calculation performed. The points are distributed between — ( ^  +  30.0 k y T )  and (-ij- -i-
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30.0 kijT).  The number of points determines how fine the mesh is. Since the Green’s 
function on the real axis can be ill-behaving (large num ber of singularities), a very fine 
mesh might be necessary. For equilibrium calculations, NEnergReal can be set to zero. In 
Fig. (4a) the real axis energy points are sketched as orange circles and NEnergReal= 15.

Default value: 0

N E n e rg lm C irc le  (Integer):

Number of energy points along the semi-circle in the complcx plane (equilibrium part of the 
Green’s function integral). The circle sta rts at the energy EnergLouesBound and finishes 
at the complcx point energy point {Ep — 30.0 k s T ,  2 NpoiesTf kjjT).  The values for the 
energy points are calculated using a Gauss-Legendre algorithm along a semicircle. Fig. 
(4b) shows a sketch of the points along the contour in the complex energy plane. In this 
example, the points along the circle are repre.sented by blue circles and N EnergIm Circle= 
13.

Default value: 15

N E n e rg lm L in e  {Integer):

Number of energy points along the line in the complex plane where the integral of the 
equilibrium contribution to the density m atrix is performed. This straight line starts at the 
point {E — 30.0 kijT, 2Npoies7rfc/3T) and finishes a t point {Ep- +  30.0 keT ,  2Npoies^^fi2^) 
(green squares in Fig. (4b), NEnergImLine= 5). The position of the energy points is 
determined by a Gauss-Legendre algorithm.

Default value: 20 

N P o les  {Integer):

Number of poles in the Fermi distribution used to compute the contribution to the equi­
librium charge density. The Fermi distribution is given by:

/ ( 0  =  -iE Z -----
- I -  1

The poles of /  (e) all lay on the complex plane with + {2 * n + l ) i n  being the n-th
pole. The number of poles specifics how far from the real axis the contour integral will 
be performed. The furthest away from the real axis the more well-behaving the G reen’s 
fimction is.

In Fig. (4b) the position of the poles are represented by grey diamonds (NPoles= 3). 

Default value: 5

V In i tia l  (Physical):

Value of the initial bias for the I -V  calculation.

Default value: 0.0 eV

V F in a l (Physical):
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Value of the final bias for the I -V  calculation.

Default value: 0.0 eV

N IV P o in ts  (Integer):

Number of bias steps considered between the two limits ^initial and The current will
be calculated only for these biases.

Default value: 0

D e lta  (Double precision):

Small imaginary part <5 tha t accounts for the broadening of the localized energy levels of 
Green Function, G — \e + iS — Hs —

Default value: 10“ "̂

E n e rg L o w es tB o u n d  (Physical):

Energy th a t specifies the beginning of the conto\ir integral in the complex plane for the 
equilibrium contribution to the charge density. EnergLowestBound must be below both 
the lowest band of the leads and the lowest energy level of the scattering region. Red dot 
in Fig. (4b).

Default value: -5.0 Ry 

N Slices (Integer):

Number of slices of the bulk Hamiltonian substituted into the left- and right-hand side part 
of scattering region. The Hamiltonian of these slices is not recalculated self-consistently 
and these “buffer” layers help the convergence, in particular when the two leads are dif­
ferent.

Default value: 1

A to m L e ftV C te  (Integer):

Number of the atom used to  determine the onset of the bias ram p on the left-hand side. 
The number of the atom  is taken from the order in which the atoms are specified in the 
SIESTA block A tom icCoordinatesA ndA tom icSpecies (refer to the SIESTA manual for a 
description of this block).

Default value: 1

A to m R ig h tV C te  (Integer-):

Number of the atom  th a t is used to  determine the onset of the bias ram p on the right-hand 
side. The nrmiber of the atom  is taken from the order in which the atoms are specified in 
the SIESTA block A tom icCoordinatesA ndA tom icSpecies (refer to the SIESTA manual 
for a description of this block).

For ?  < 2 A to m L eftV C te  and z  > Z A to m R ig h tv c te i the potential added to the Hartree potential 
is a constant equal to - f - j  and respectively. For Z A tom L eftvcte  < « <  ^A to m R ig h tv c te



a bias ramp V  ( z  —  z q )  is introdiiced, where z q  is the midpoint between 2AtomLeftvcte find
-2^AtomRightVCte-

Default value: Last Atom

T rC o efflc ie n ts  {Boolean)-.

If set to true the transmission coefficients as a fmiction of energy T  (e, V) will be calcu­
lated and printed to the file System Label. TRC (sec section 4.3 below) for any bias point. 
Although the current is defined as

we can calculate the T'rarismission coefficients for a wider range of energy values 
and a different immber of energy points by using the variables InitTransm Range, 
FinalTransm Range and NTransmPoints which arc defined below.

Default, valne: F

I iiitT ra n s ir iR a iig e  (Physical):

Initial energy for the calculation of the transmission coefficients 

Default value: -5.0 Ry

F in a lT ra n s m R a n g e  [Physical)-.

Final energy for the calculation of the transmission coefficients 

Default value: 5.0 Ry

N T ra n s m P o in ts  [Integer)-.

Number of energy points uniformly distributed between InitTransm R ange and 
FinalTransm Range for which the transmission coefficients are calculated. If 
T rC oeff i c i e n t s  is set to false, this flag is ignored.

Default value: 100

P e r io d ic T ra n s p  [Boolean):

If the two electrodes are equal one may use periodic boundary conditions over the s\ipercell. 
This procedure improves convergence and decreases the size of the unit cell. If the two 
leads are different then P erio d ic T ran sp  must be set to F.

Default value: T

S av eB ia sS te p s  [data block):

Block containing information for printing the Hartree potential (System label.VH), 
the charge density (Systemlabel.RHO), the difference between the self-consistent 
and the atomic charge densities (Systemlabel.DRHO) and the to ta l DFT potential

(2 )
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(System label.V T) a t a specified bias step. The arguments in the block are integers indi­
cating the bias steps at which to  print these files. They range from from 0 up to NIVpoints. 
The appropriate SIESTA flag for printing any of these files must also be set to true.

Example :

'/, b lo c k  S aveB iasS teps 
0 2 3
*/, endblock S aveB iasS teps

SMEAGOL will print the requested file (for instance System label.V T  if the SIESTA flag 
S a v e E le c t ro s ta t ic P o te n t ia l  is set to true) at the bias steps 0, 2 and 3.

Default value: No Default 

4.2.1 M a tc h in g  o f  th e  H a r t r e e  P o te n tia l

One im portant inform ation needed from the leads calculation is the average value of the Hartrcc 
Potential. SMEAGOL uses a Fast Fourier Transform (FFT) algorithm to solve the Poison 
equation in reciprocal space (refer to  the SIESTA manual for more details). The k = 0 term  
is ignored resulting in a Hartree Potential tha t is defined up to a constant. This might lead to 
a mismatch between the Hartree potential of the leads and tha t at the edges of the scattering 
region. This mismatch is better illustrated in Fig. 5 where we have plotted the average Hartree 
potential on the plane orthogonal to transport for the electrodes and two semi-infinite wires 
separated by 12 A (our scattering region; see Fig. (3c)) using the post-processing tool P o t.e x e  
(included in the Utils directory).

In order to com pensate for the arbitrary  zero of the potential we shift the Hartree Potential 
of the scattering region by a constant (see variables H artreeL ead sL eft, H artreeL eadsR igh t 
and H artreeLeadsB ottom  described below). In this way we force the m atch of the potential at 
the scattering region/leads interface.

H a r tre e L e a d sL e f t {Physical):

Position in space in the left-hand side lead where the H artree potential of the scattering 
region should m atch th a t of the bulk.

Default value: 0.0 Ang

H a r tre e L e a d s R ig h t {Physical}:

Position in space of the right-hand side lead where the Hartree potential in the scattering 
region should m atch th a t of the bulk.

Default value: 0.0 Ang

H a r tre e L e a d s B o tto m  {Physical):

Average value of the Hartree potential in the leads over a plane perpendicular to  the 
transport direction. This param eter should be evaluated from the bulk leads calculation.
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Figure 5: Shift of the Hartree potential between two SIESTA calculations: bulk gold (the leads) 
with two atoms in the unit cell (red line) and the parallel plate capacitor (scattering region) 
depicted in Fig. (3c). Note th a t the Hartree potential of the scattering region has converged to 
the bulk value after the first atomic layer except for a constant.

The fast Fourier Transform algorithm used in SMEAGOL to solve the Poisson’s equation 
disposes the k = 0 term. This defines the Hartree potential up to an arbitrary  constant. 
By defining H artreeLeadsB ottom  we shift the Hartree potential in the scattering region 
in order to  match tha t of the leads.

Default value: 0.0 eV (no shift)

4.2 .2  F lags sp ecific  o f  fc-point ca lcu lations

These flags are used only when periodic boundary conditions in the direction orthogonal to the 
transport are considered.

S a v e M e m T ra n sp K  {Boolean):

By default, SMEAGOL calculates the self-energies during the first iteration and stores 
them in memory. There are two self-energies (one for the left- and one for right-hand 
side contact) for each energy point and each fc-point. If the number of fc-points and the 
size of the unit cell of the leads are large, large memory might be needed. In th a t case, 
SaveMemTranspK should be set to  T, and the self-energies will be re-calculated after each 
iteration w ithout the need for storing them  in memory. Use with caution; this specification 
might increase considerably the time of the calculation.

Default value: F

T ra n sm iss io n O v e rk  {Boolean):

Allow to print the transmission coefficient as a function of both  the fc-vector in the trans­
verse Brillouin zone and the energy. Note th a t the flag TrC oeff i c i e n t s  provide only the

11



integral of the transmission coefficients over the fc-points. TrC oeff i c i e n t s  must be set to 
true. The file System Label.TRC .k.up (down) contains the results (see section 4.3 below).

Default value: F

4 .2 .3  F lag s  specific  o f  F p o in t  ca lc u la tio n s

U se L e a d sG F  {Boolean):

If true the file System Label .LGF is read from disk (see description of ou tput files below). 
I t is particularly useful when one wants to perform numerous calculations with the same 
set of leads and the same number of real energy points.

Default value: T

4.3 O utput files

S y s te m L a b e l.C U R  :

Four column vector containing the I -V  characteristics. The first colunm corresponds to 
the bias in Rydberg, the second cohmni corresponds to  the totiil current and the third 
and fourth columns (in the case of a spin-dependent calculation) correspond to the spin- 
decomposed current.

S y s te m L a b e l.T R C  :

Transmission coefficients as a function of energy for different biases. The first column 
corresponds to  the energy, the second to the total transmission for both the spin direction 
and the following n sp in  columns are the spin-decomposed transmission coefficients.

S y s te m L a b e l .T R C .k .u p  (dow n) :

If T ransm issionO verk is .set to  T, System Label.TRC.k.up contains the transmission co­
efficients for each k  point and energy for either up or down spins. The first two columns 
contain the perpendicular components of each k  point, the third column contains the spin 
dependent transm ission coefficient and the fourth column contains the energy.

S y s te m L a b e l.L G F  :

For a F point serial calculation, this file contains the NEnergReal self-energies for both 
the right and left hand-side leads for all the energies lying on the real axis. This file might 
be useful when restarting a calculation. The user should note that, in this case, both 
V I n i t ia l ,  V Final and NEnergReal must be the same as in a  previous calculation.

S y s te m L a b e l .C H R  :

File containing the total charge inside the scattering region after each iteration. The first 
column contains the iteration number, the second column contains the charge in units of 
e (the electron charge), the third colunm contains the bias in Rydberg and the fourth 
column contains the tem perature also in Rydberg.
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IV .System Label.V H
If S a v e E le c tro s ta tic P o te n tia l is set to true (see SIESTA user’s guide) and the block 
SaveBiasSteps is present, the file IV.SystemLabel.VH containing the Hartree potential 
for the biases specified in SaveBiasSteps will be generated.

IV .System Label.V T :
If WriteVT is set to true (see SIESTA user’s guide) and the block SaveBiasSteps is present, 
the file IV.SystemLabel.VT containing the total DFT potential for the biases specified in 
SaveBiasSteps will be generated.

IV .System Label.R H O  :
If WriteRHO is set to true (see SIESTA user’s guide) and the block SaveBiasSteps is 
present, the file IV.SystemLabel.RHO containing the self-consistent charge density for the 
biases specified in SaveBiasSteps will be generated.

IV .System Label.D R H O  :
If WriteDRHO is set to true (see SIESTA user’s guide) and the block SaveBiasSteps 
is present, the file IV.SystemLabel.DRHO containing the difference between the self- 
consistent and the atomic charge densities for the biases specified in SaveBiasSteps will 
be generated.

IV .System Label.D M T :
If SaveDMT is set to true and the block SaveBiasSteps is present, tlie file 
IV. SystemLabel.DM containing the converged density matrix at each bias specified in 
SaveBiasSteps will be written.

5 HOW TO RUN SMEAGOL

Assuming that the user has already compiled SMEAGOL successfully and saved it as an exe­
cutable (say smeagol.1.0), then we are ready to start a calculation. Initially the user must setup 
the input file for the left- and right-hand side leads. The input file nmst include the appropriate 
SIESTA and SMEAGOL flags as discussed in section (3.2) and in tlie SIESTA Manual. Let 
us assume, as a simple example, that the two leads are equivalent and the leads file is called 
le a d s .fd f . In the same directory where this file is, there must also be the pseudopotential files 
- either in .p sf or .vps format. Then the user should type:

$ smeagol.1.0 < le a d s .fd f  > le a d s .o u t
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The calculation will yield the files bulklft.DAT, bulkrgt.DAT, Systemlabel. HSL and 
Systemlabel. DM. These should be moved to the directory containing the inpiit file for the 
scattering region - say scattering.fd f. This directory must also contain pseudopotential files 
for all the atomic species involved in the calculation. It is important to note that the user must 
be consistent with regards to pseudopotentials, they should be identical to the ones used for the 
leads calculation.

Before starting the I-V  calculation we must obtain HartreeLeadsBottom. For that we use the 
poSt-processing tool P o t.ex e  contained in the U t i ls  directory of the SMEAGOL distribution. 
The file P o te n t ia l .d a t  should bo edited in order to process the file System Label. VH (for the 
leads). The resulting output SystemLabel.VHJ)AT can be viewed using a plotting tool such as 
gntiplot or xmgrace.

We are interested in the first two columns of this data file. They contain the planar average 
of the Hartree potential as a function of the 2  direction. A value for the Hartree Potential 
(HartreeLeadsBottom) should be chosen (usually the edges of the unit cell) and the position 
in the unit cell should be recorded and matched with the equivalent position in the scattering 

'-region (HartreeLeadsLeft and HartreeLeadsRight). Oncc this is done, we are ready to cal­
culate the I-V  characteristics:

$ sraeagol.1.0 < s c a t t e r in g .f d f  > s c a tte r in g ,o u t

The resulting files can be processed using a variety of plotting programs such as gnuplot and 
xmgrace for 2D-plots and OpenDX for 3D-plots and isosurfaces.

6 PROBLEM HANDLING

The users are encouraged to report problems and bugs to the SMEAGOL’s developers at 
smeagol@tcd.ie. Patches and fixes will be uploaded to the web-site http://www.smeagol.tcd.ie/
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