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Summary

In recent years, two dimensional (2D) molybdenum disulfide (MoS2) has

attracted wide a range of interest due to its interesting physics properties, such

as valley electronics and quantum spin Hall effect, and its potential applica-

tions for the semiconductor industry such as in field-effect transistors (FETs)

and photodetectors.

Chapters 1 to 4 contain background knowledge related to this work, in-

cluding the crystal structures of MoS2, plasma engineering, density functional

theory (DFT) and the transfer matrix method (TMM).

In Chapter 5, we introduce the experimental instruments used in this work,

including mechanical exfoliation, electron beam lithography (EBL), Atomic

Force Microscopy (AFM), Raman and photoluminescene (PL) spectroscopy,

and an electrical measurement system.

In Chapter 6, we utilize radio-frequency oxygen plasma to treat 2D MoS2

FET to enhance the performance of the device. We study the surface morphol-

ogy of the same device before and after a two-second rapid plasma treatment.

We find that the surface thickness to be doubled after treatment by using

AFM. We find that both Raman E and A peaks are attenuated. An A exciton

peak is quenched and broadened from PL spectroscopy. We further conduct

electrical measurements to evaluate the device performance. We find that pho-

toresponsivity and mobility are enhanced after 2s of oxygen plasma exposure.

The threshold voltage of the device shifts to a more negative value, indicating

the FET becomes more easily switched on. Moreover, we also utilize polymer

encapsulation technique to modify the device. We find that polymer pro-

tection can improve the device mobility and significantly enhance the device

stability. The polymer protection technique can further be utilized to realize

site-specific modification on MoS2. This Chapter gives insight into surface

modification and mobility engineering of 2D MoS2 nano devices.

In Chapter 7, based on the experimental observations in Chapter 6, we

apply DFT to study the electronic and magnetic properties of oxygen-plasma-

treated monolayer MoS2. We consider three types of unit cells, which are

proposed based on our experimental observation in the Chapter 6. We firstly
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optimize the lattice parameters of the studied unit cells. We further combine

the three types of unit cell to make various 2×2 super cells. By calculating their

band structures, we find that sulphur vacancies can cause significant quench-

ing of band gap and that oxygen adatoms can make the direct band gap of

pristine MoS2 to indirect band gap. Moreover, from the spin-dependent DOS,

we also find that neither sulphur vacancies nor oxygen adatoms can introduce

a ferromagnetic phase in to ML MoS2, which is consistent with previous work.

Regarding spin-orbit coupling, our calculate SOC strength of pristine MoS2 is

consistent with previous work. Oxygen adatoms can cause the location of band

splitting to change, which is attributed to the modification of band structure

by oxygen adatoms. This Chapter gives insights into band-structure engineer-

ing and valley electronics of 2D materials.

In Chapter 8, we firstly show how to fabricate MoS2/MoOx heterostruc-

tures using a plasma. Then, we study the electron transport in it by TMM. We

analyse the tunneling process in a double-well structure and step-well struc-

tures under the condition of electric field and no electric field. Our work shows

that the increasing of transverse momentum will result in the red shift of the

resonant peak. We also show that low electric fields (±0.3 V ) can enhance

the magnitude of peaks and intensify the coupling between longitudinal and

transverse momentums. However, it can’t optimize the resonant tunnelling

condition due to the heavier electron effective mass of MoS2/MoOx heterostruc-

tures than that in traditional semiconductor superlattices. Thus, a higher bias

is applied and ideal resonant tunnelling peaks are obtained, indicating that

negative differential resistance (NDR) effect can be observed. Moreover, a

step-well structure shows a better performance regarding resonant tunnelling

than a double-well structure, due to the absence of well separation, which

can alter the phase of electrons to affect resonant tunnelling condition. This

Chapter gives insights into the physics of resonant tunnelling effect and NDR

in 2D-materials nano devices, and also sheds light on the design of quantum

electronic devices.
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Chapter 1

Introduction

Conventional integrated circuits (ICs) are based on Si metal-oxide-semiconductor

field-effect transistors (Si MOSFET ).
[1, 2]

The fabrication and integration

techniques of the device have evolved rapidly, and processors with five billion

MOSFETs have been commercialized. However, the gate length of the most

advanced Si MOSFET is 20 nm, beyond which quantum tunnelling effect will

play an important role. This applies a fundamental barrier to Moore’s law and

research in the field, resulting in the conception of More Than Moore.
[1]

More than Moore is not primarily targeted on increasing circuit complexity

but rather on enhancing functionalities of individual devices. The emergence

of graphene and other two-dimensional (2D) materials that exhibit abundant

new properties enables novel types of nano devices.
[3, 4]

Extensive research ef-

fort has been concentrated on 2D field-effect transistors (2D FETs) whose

channel materials are 2D materials. These novel devices reveal great potential

to meet the requirements of More Than Moore.

Graphene FETs used to be the first candidate for post-silicon electronics

due to their incredible mobility.
[5]

However, in graphene, the lack of bandgap

and poor power gain make graphene FETs impractical to logical applications -

the device cannot be properly turned off.
[6, 7]

The emergence of thin-film MoS2

brought new vitality to the study of 2D FETs. Monolayer MoS2 with direct

bandgap 1.9 eV and electron effective mass 0.39 me not only meets the require-

ment of an effective off state but also overcomes the difficulty of the short-

channel effect, a major challenge in the FET miniaturization.
[2, 4]

Moreover,
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monolayer MoS2 also has great photoresponsivity to a broad range of wave-

lengths, which makes them a good candidate for nanoscale photoelectronics.
[8, 9]

The most important issue of 2D MoS2 FETs is its relatively low mobil-

ity. For pristine MoS2, the theoretical mobility value at room temperature is

about 410 cm2 V −1 s−1.
[10]

However, the mobility of 2D MoS2 FETs is several

hundred centimeters squared per volt-second lower than Si MOSFETs and the

existing experimental extracted mobilities from MoS2 MOSFET structures are

between 1 ∼ 300 cm2 V −1 s−1.
[11, 12, 13, 14]

It is crucial to understand the effects

that degrade the mobility and to seek a practical approach to enhance it. In

addition to low mobility, other problems also exist, such as contact resistance,

fabrication method, etc.

Plasma treatment is one of the backbones of modern semiconductor in-

dustry. Regarding the microfabrication of an IC, one-third of the tens to

hundreds of fabrication steps are typically plasma based.
[15]

Reasons for which

one utilizes plasma to conduct massive production of ICs are anisotropy and

manageable parameters.
[15]

It is indubitable that plasma has been a powerful

tool in materials treatment.

Moreover, monolayer MoS2 has also attracted a wide range of interest in

terms of the study of fundamental physics. In the first Brillouin zone, the K

and −K valleys are related to one another by time reversal.
[16]

The band edges

of the conduction and valence bands are located at ±K valleys.
[17]

If we study

the electronic behaviour at the ±K valleys to first order, we find electrons are

described by massive Dirac Fermion.
[18]

However in graphene, it is well known

that the linear dispersion relation leads a massless Dirac Fermion behaviour.

Moreover, the coupled spin and valley indices can cause a more complex in-

terband selection mechanism during the photoexcitation process,
[18]

which has

been observed by polarization-resolved photoluminescene.
[19, 20]

The spin-orbit

coupling effect in MoS2 has also been studied. Tight-binding method, DFT

and k · p method give the same result that the band splitting between spin up

and down electrons at K and −K valleys are opposite.
[17, 21, 22]

This interesting

spin-orbit coupling effect also gives insight into spintronics, like valley- and

spin-dependent spin filters.
[23, 24]
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Chapter 2

Two-dimensional Molybdenum

disulfide and plasma engineering

2.1 Molybdenum disulfide

Crystal structure

Molybdenum disulfide is the main ingredient of molybdenite. Its chemical

formula is MoS2. It belongs to the family of transition metal dichalcogenides.

Its melting point is 1185 oC. In ambient conditions, it is chemically stable

and starts being oxidised into MoO3 when temperatures increase to 315 oC.

Molybdenum disulfide has been commercialized as a solid lubricant, especially

under high temperature and pressure.

(a) (b)

Figure 2.1: Crystal structures of monolayer MoS2. (a) is the top-view image

showing two dimensional hexagonal geometry, (b) is the cross section image

showing a sandwich structure with molybdenum atoms sandwiched by sulphur

atoms.
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In this work, we focus on two dimensional MoS2. In Fig. 2.1, for each layer,

it is a sandwich structure, with a hexagonal coordination from the top view.

Van der Waals interaction connects two different layers together, similarly to

bilayer graphene. The typical thickness of single layer MoS2 is 0.6 nm. A

few-layer MoS2 flake can exist in three different phases. They are 1T, 2H and

3R, indicating different ways of stacking of layers. The phases of bulk MoS2

found in nature are usually 2H and 3R, with H and R referring to hexagonal

and rhombohedral symmetry. For 1T phase (T stands for Trigonal), it can be

obtained by intercalating 2H MoS2 with alkali metals.
[25]

Band structure

The lattice structure of monolayer MoS2 is hexagonal. So, its reciprocal

space also has a hexagonal geometry (Fig. 2.2). By choosing the path Γ −
M −K−Γ in the first Brillouin zone, the band structure is shown in Fig .3.

[26]

Figure 2.2: First Brillouin zone of monolayer MoS2 with high symmetry points

shown (Γ, M and K). Graphic reproduced from [27] by P. Avouris et al.

In Fig. 2.3, it can be seen that the bulk MoS2 crystal is an indirect-gap

semiconductor with a band gap of 1.29 eV .
[28]

With thickness of the MoS2 flake

reducing to a single layer, not only does the gap increase to 1.84 eV , but also

the indirect gap transforms to a direct gap. Due to its direct band gap, mono-

layer MoS2 has good photoresponsivity and photoluminescence. Moreover, by

calculating the second derivative of the band energy with respect to reduced

momentum, the electron effective mass in monolayer MoS2 is 0.39 me (me is

the rest mass of an electron).
[26]
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Figure 2.3: Band structures of (a) bulk MoS2, (b) quadrilayer MoS2, (c) bilayer

MoS2, and (d) monolayer MoS2. Graphic reproduced from [28] by Splendiani

et al.

2.2 2D field-effect transistors

Threshold voltage

The threshold voltage Vth is one of the most important parameters in FETs.

A simple definition of Vth is the voltage where the channel current starts to

increase exponentially. A strict definition is that gate voltage for which the

surface potential φs in the semiconductor below the gate oxide is given by
[29]

φs = 2φF =
2kT

q
ln(

nh
ne

) (2.1)

for an n-channel MOSEFT. This equation is based on equating the surface

minority carrier density to the majority carrier density in the neutral bulk.

Here, φF is the Fermi level of semiconductor. nh and ne are surface minority

carrier density and bulk majority carrier density, respectively.

The Vth can be extracted from the transfer curve. Based on established

knowledge, there are several ways to extract Vth. In this work, we introduce

four commonly used methods. They are constant-current method (CC), ex-

trapolation in the linear region method (ELR), transconductance extrapolation

in the linear region method (GELR) and ratio method (RM).
[29, 30]

CC method evaluates the Vth by choosing an arbitrary constant drain cur-

rent, for example Ids = 10−7 A. It is widely used in the well-established Si

MOSFET industry due to its simplicity. However, the severe disadvantage of
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CC method is an incomparability resulting from the arbitrarily chosen drain

current.

ELR and GELR methods both aim at calculating the x-axis (gate voltage)

intercept to obtain Vth. The difference is that ELR uses x-axis intercept from

the transfer curve, while GELR uses that from the curve of transconductance

vs. gate voltage. Both of them can be strongly influenced by parasitic series

resistances and mobility degradation effects.

The Ratio method (also called Y method) was developed to avoid the de-

pendence of parasitic resistance and mobility degradation. By dividing source-

drain current by the square root of transconductance, the mobility degradation

factor can be eliminated. The gate dependent source current is commonly de-

fined as
[29]

Id =
WCox
L

µ0

[1 + θ(Vg − Vth)]
· (Vg − Vth) · Vd (2.2)

Differentiation of Eq. 2.2 with respect to Vg gives the transconductance gm,

gm =
WCox
L

µ0

[1 + θ(Vg − Vth)]2
· Vd (2.3)

Here, W and L are the channel width and length. Cox is the gate oxide ca-

pacitance. µ0 is the low-field mobility and θ is mobility reduction factor. Vg,

Vth and Vd are the gate voltage, threshold voltage and source-drain voltage,

respectively. Equation 2.2 shows that the intercept of x-axis equals the thresh-

old voltage. However, the slope contains a term θ which involves both mobility

reduction factor θ0 and parasitic resistance Rsd.

θ = θ0 +RsdCoxµW/L (2.4)

Thus, the mentioned methods, such as ELR and GMLE, are sensitive to par-

asitic resistance and mobility degradation. However, by dividing the source

current by the square root of the transconductance, an expression with slope

not containing the factor θ can be obtained,
[31]

Id

g
1/2
m

= (
WCox
L

µ0Vd)
1/2(Vg − Vth) (2.5)

In Eq. 2.5, the factor θ is eliminated, suggesting that extraction of Vth can

exclude effects caused by parasitic resistance and mobility degradation.
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Mobility

The carrier mobility plays an important role in determining the device per-

formance. In a low electric field, the carrier velocity is proportional to the

electric field strength. Thus, materials with a higher mobility lead to higher

frequency response. Especially in radio frequency circuits, how fast an electron

can response to an electric field mainly determines the device performance. In

a semiconductor, there are two types of charge carriers (electrons and holes).

Both of them have mobilities. Usually, the mobility of a hole is larger than

that of electron since it has larger effective mass. In this project, we focus on

the electron mobility because MoS2 FETs are typically n-type.

The general electron mobility is defined by µ =
ve
E

. ve and E are elec-

tron speed and electric field strength. The commonly used unit of mobility is

cm2 V −1 s−1. The electron mobility of a pristine material is determined by its

effective mass whose value is proportional to the second derivative of the band

structure (Energy vs. reduced momentum). Electron mobility is significantly

affected by other factors, such as impurity scattering, phonon scattering, lat-

tice defects scattering and etc. All these factors causing mobility reducing are

called mobility degradation effect. Each scattering mechanism corresponds to

a mobility. According to Mathiessen’s rule,
[29]

the net mobility µ is,

1

µ
=

1

µ1

+
1

µ2

+ · · · (2.6)

To be specific, in the case of an FET, the electric field is applied perpendic-

ular to the planar device by either back or top gating. The mobility is named

field-effect mobility (µfe), referring to how fast an electron can response to the

gate field. The expression of µfe is,

µfe =
L

WCoxVds

∂Ids
∂Vg

(2.7)

Where Cox is oxide capacitance, with Cox = ε0εr/dox. ε0 is vacuum dielectric

constant with value 8.85× 10−12 F ·m−1. εr is the dielectric constant of SiO2,

which is a back gate material, with value εr ∼ 3.9. L and W are channel length

and width, respectively. Vds is the source drain voltage, which is usually set

below one volt to help carriers drifting. ∂Ids/∂Vg can be extracted from the
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transfer curve, which is also called transconductance.

Conductivity

In a 2D FET, the current flow is in the plane of the sheet, without a perpen-

dicular component. In a normal three-dimensional conductor, the resistance

can be written as R = ρL/S. ρ is the resistivity, L and S are length and

cross-section area. For a bulk conductor, resistivity is in units of Ω ·cm. When

the thickness thins to thin films with negligible thickness, the unit of sheet re-

sistivity will change to Ω ·cm/cm = Ω, which is same as the bulk resistance. In

order to distinguish the sheet resistivity from bulk resistance, one uses ”Ohms

square (Ω/sq)” as the unit for sheet resistivity.
[11, 32]

The sheet conductivity of a 2D FET is the reciprocal of its resistivity, and

can be extracted from the output characteristics,
[11]

σsheet =
L

W

Id
Vd
, (2.8)

where L and W are channel length and width, while Vd and Id are source-drain

voltage and current.

2.3 Plasma engineering

Plasma state

Plasma state is the fourth state of matter, along with solid, liquid and

gas. For a system composed of gas, if the temperature further increases, then

the atoms decompose into freely moving charged particles, and the substance

enters the plasma state. This state is characterized by a common charged

particle density ne ≈ ni. In equilibrium, the temperature is characterised as

Te = Ti. Here, Te and Ti refer to electron and ion temperatures respectively.

Plasma widely exists in both nature and our daily life. In the nature, sun-

light is generated by nuclear fusion of the plasma state within the sun. Sixty

kilometers above the ground, the ionosphere is also a plasma state ionized by
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the solar radiation and cosmic rays. In our daily life, the most common plasma

is energy-saving bulb where a filament is heated to about 1000K to generate

electrons to ionize Ar plasma. Plasma has also been widely employed to treat

the materials surface and modify its functions, such as integrated circuit mass

production, welding and sterilization.

In this work, we utilize plasma to treat and modify 2D materials (MoS2) in

order to enhance their performance for the interests of electronics applications.

Thus, we focus on controllable artificial plasma rather than natural plasma.

Plasma sheath

If a plasma exists between two walls with width l, the electric potential φ

and the electric field E are zero in the bulk, since e(ni−ne) = 0, indicating the

bulk region is quasi-neutral. Hence, the fast-moving electrons are not confined

and will rapidly be lost on the wall on a very short timescale. The net positive

charge ρ within the sheaths leads to a potential profile Φ(x) that is positive

within the plasma and falls sharply to zero near both walls. The region where

the electric potential falls sharply from the bulk to the wall is called the plasma

sheath. Obviously, ions in the sheath can be accelerated due to the presence of

large potential gradient, leading the potential applications for surface science.

Indeed, the semiconductor industry utilizes the ions within the sheath to etch

silicon wafers mounted on substrates connected to RF (radio frequency) sup-

plies (see Fig. 2.4).

Plasma discharges

The principle of direct current (DC) glow discharge is to utilize a high volt-

age to break down the neutral gas and maintain it using electrons generated

at the cathode. The normal operating pressure ranges from 10 mTorr to 10

Torr. Several kilovolts are needed to ignite the plasma and a few hundred

volts are needed to maintain the plasma. In order to have a clear physics im-

age of DC discharge, the relationship between breakdown voltage and related

19



Figure 2.4: Sketch of RF plasma etching silicon wafer. Graphic reproduced

from [15] by A. Michael et al.

(a) (b)

(c)

Figure 2.5: (a) and (b) are Paschen curves of breakdown voltage for plane-

parallel electrodes at 20 0C for noble gases and molecular gases. (c) is an

illustration of DC discharge. Graphics reproduced from [15] by A. Michael et

al.
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parameters is needed, which is called Paschen’s Law. Paschen’s Law (Fig. 2.5

(a) and (b)) describes how pressure and distance between two electrodes affect

the breakdown voltage.

Capacitive discharges are plasmas generated within a parallel-plate capac-

itor and driven by radio-frequency power supply (Fig. 2.6). A clear physics

image of capacitive discharges can be understood by analogy to the relationship

between resistance and capacitor. For a DC power supply, current can pass

through a resistance, but it is not able to pass through a capacitor. The same

circumstance holds for DC plasma discharges, both electrodes and plasma are

conductive to allow current to pass through. However, if we mount silicon

wafers onto one electrode (Fig. 2.4), the region between the two electrodes

will become an insulator for a DC power supply. Hence, we can introduce

an AC power supply to maintain the system since the geometry of electrode-

insulator-electrode can be regarded as a capacitor. In order to maintain the

plasma discharges with a high efficiency, one prefers to utilize high-frequency

power supply to avoid charging the insulator. The reason to define 13.56 MHz

as the commonly used discharge frequency is to avoid interfering the radio

communications.

Figure 2.6: Illustration of a capacitive plasma driven by RF source for silicon

wafer etching. Graphic reproduced from [15] by A. Michael et al.
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Figure 2.7 is a common setup for inductively-coupled plasma (ICP). As can

be seen, several turns of coils are wrapped onto a cylindrical chamber. Coils

connected with RF power supply are utilized to generate vortex electric field

inside the chamber to heat up and ignite the plasma. The commonly driven

frequency is also 13.56 MHz. The advantage of ICP is that it can avoid sput-

tering on the cathode caused by ions, compared with the direct connection

between electrodes and plasma in capacitively-coupled plasma (CCP).

One combines ICP and a mass spectrograph together, utilizing charged

particles in ICP to atomise the specimen. Then, the highly atomised specimen

can be analysed by mass spectrograph. Thus, ICP has been widely used for

trace analysis, including materials science, geoscience and crime analysis.

Figure 2.7: Configuration of an inductively coupled plasma driven by RF power

supply. Graphic reproduced from [15] by A. Michael et al.

Plasma and materials processing

Plasma has been widely used to treat and modify materials. The process

of treatment involves different reactions, making the mechanism of treatment

complicated. As can be seen in Fig. 2.8, it includes thin film deposition,

cleaning, etching, modification and activation. Among them, the knowledge of

cleaning and etching have already been well established, and commercialized

for more than a decade. In this work, we focus on the modification section in

order to make contributions to achieving the goal of More than Moore.
[1]

The physics image of plasma-surface interaction is clear. Assuming that

we can zoom in to the scale of microscopic world, and we can watch the inter-
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actions between particles in a plasma and particles on a surface (see Fig. 2.8).

Thus, we can gain some insights into which parameters will affect the inter-

action, such as pressure, plasma power, gas composition, flow rate, exposure

time, exposure location and surface materials, etc.

Figure 2.8: Different interactions between plasma and surface. Graphic repro-

duced from [33] by Von Woedtke et al.

In terms of plasma treatment of MoS2, most researchers focus on oxygen

and argon plasma. Oxygen plasma can introduce the effect of photolumines-

cence quenching in monolayer MoS2. The corresponding experimental param-

eters are a gas composition with oxygen (20%) and argon (80%), input power

of 100 W with driving frequency 50 kHz, under pressure 250 mTorr and a flow

rate 15 sccm.
[34]

The flow unit sccm is defined as standard cubic centimeters per

minute (cm3/min). MoO3 can be obtained based on remote-oxygen-plasma

treatment on MoS2 after 5 min or longer.
[35]

Samples were placed far away

from the plasma zone (52 cm).
[35]

Zhu et al tried different treatment times, 1,

5 and 20 mins.
[35]

They also controlled the substrate temperature under three

different values 100, 200 and 400 0C.
[35]

Their plasma power was 2500W with

RF frequency 1.9-3.2 MHz, and oxygen flow rate 130 sccm.
[35]

The pressure

during treatment was 6 mbar.
[35]

Brown reported that oxygen plasma can intro-

duce oxidation and cause the loss of sulphur.
[36]

Their operation pressure was

1× 10−6 mbar.
[36]

Their samples were placed at the bottom of the chamber.
[36]

Additional self-bias was used to accelerate the ions onto samples.
[36]

Regarding

pure argon plasma, Inoue et al reported that concave surface defects can be

generated in MoS2 via Ar+ ions.
[37]

Their ion density was 2.75×10−3 ions/nm2

and ion energy was 500 eV .
[37]

Their operation pressure was 2× 10−8 pa.
[37]

Plasma treatment on graphene and carbon nanotube has also been widely

studied. Ye et al reported that N2 : He = 1 : 49 plasma can generate a clear
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written area in graphene and introduce disorder and defects in the lattice.
[38]

Their total flow rate was 50 sccm. Ref [38] also showed that the density of

the jet has an order of 1012 cm−3 including various reactive species. Their

energy of ions was kept at a very low level (below 0.1 eV ).
[38]

A nozzle with a

diameter of 2 µm was shown to generate a 10 µm width written area under

a moving speed 0.5 mm/min.
[38]

The distance between the nozzle and sample

was 3 mm.
[38]

Concerning CNT, consistent conductance CNT FETs can be

obtained by oxygen plasma treatment with such experimental parameters as

plasma power 100 W , flow rate 90 sccm, and pressure 300 mTorr.
[39]

More-

over, oxygen-plasma treatment can remove amorphous carbon and generate

defects with such experimental parameters as vacuum value 100 mTorr and

RF frequency 13.56 MHz.
[40]

Yeo et al reported that the sensitivity of carbon

nanotube based sensors can be enhanced 74 times through surface modification

by oxygen plasmas.
[41]

Their plasma setup was an inductively coupled plasma

with an operating pressure of 270 mTorr.
[41]

Their plasma power was 10 W .
[41]

The flow rate was 15 sccm.
[41]

The exposure time was set at 0, 5 and 20 s.
[41]

The plasma was generated 8 cm away from the samples.
[41]

Furthermore, plasma treatment on metal surface has also been investi-

gated. Timko et al reported that plasma arcs can generate craters on the

surface even in materials such as Cu.
[42]

Their experiment was carried out

in an UHV chamber.
[42]

A direct current arc with 10 kV was generated be-

tween a Cu cathode and anode.
[42]

For the metal niobium, Upadhyay et al

reported that surface modification of niobium can be altered by plasma by

different experimental parameters.
[43]

Their set up was a capacitively coupled

RF plasma.
[43]

The driven frequency was 13.56 MHz.
[43]

The operating pressure

was about 20 mTorr.
[43]

They studied how driven-electrode diameter, pressure,

RF power and gas concentration affected the etching rate of niobium.
[43]

Above all, plasma has been utilized in a wide range of surface treatments.

Researchers carried out experiments with different plasma parameters based

on their different requirements. However, the common point among different

publications is the key parameters for plasmas, such as pressure, flow rate,

input power, gas composition, exposure time and sample location.
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Plasma classification

 

Plasma 

Ionization 

degree 
Temperature 

Thermo 

equilibrium 
Pressure 

β = 1 β < 0.01 
𝐓 > 2000𝐊 𝐓 < 2000𝐊 

0.01 < β < 1 
Non equilibrium equilibrium 

1 𝐦𝐓𝐨𝐫𝐫~𝟏 𝐓𝐨𝐫𝐫 > 𝟏 𝐓𝐨𝐫𝐫 

Figure 2.9: Classification of the three different plasma sources in our group.

The left setup is the inductively-coupled plasma chamber. In the middle, it

is the FISCHIONE 1020 plasma cleaner. The right setup is the inductively-

coupled atmospheric plasma jet.

Fig. 2.9 classifies the three plasma sources used in this work. For the

plasma chamber, the operating pressure is from 20 to 70 mTorr. For the com-

mercial plasma cleaner, the operating pressure ranges from 40-50 mTorr. For

the plasma jet, the operating pressure is atmospheric. All of them are non-

equilibrium since they are all low temperature plasmas where electrons have

higher energy than ions.

In Chapter 6, plasma treatments were conducted in the FISCHIONE 1020

plasma cleaner. It generates a standard radio frequency (RF) plasma with

a 13.56 MHz oscillating field system coupled to a quartz and stainless steel

chamber. The gas source is 25% oxygen and 75% argon mixture gas. Inside

the plasma cleaner, the ion energy at the sample location is about 12 eV when
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the chamber pressure is 46 mTorr.
[44]
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Chapter 3

Transfer matrix method for

electron transport

Transfer matrix method (TMM) is a common tool to deal with second-

order differential equations. In a quantum system such as a quantum well and

barrier, by solving the Schrödinger equation which is a typical second-order dif-

ferential equation, electron transmission can be obtained. A typical quantum

well (barrier) is a semiconductor superlattice (for example GaAs/Ga1−xAlxAs)

which can be fabricated by the molecular beam epitaxy technique. In this

Chapter, we are going to introduce the basic knowledge of the transfer ma-

trix method. And we will apply the TMM to study the electron transport in

oxygen-plasma-treated monolayer MoS2 in Chapter 8. Moreover, in Chapter

10, we will discuss the application of TMM in valley electronics and spintronics.

3.1 Scattering matrix

Before introducing the TMM, we need to introduce the concept of the

scattering matrix first, because the derivation of the transfer matrix is based

on the scattering matrix. The scattering matrix describes the relation between

incoming and outcoming waves of the system. The scattering matrix S is
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defined as
[45] ψ−zl

ψ+
zr

 = S

ψ+
zl

ψ−zr

 (3.1)

As shown in Fig. 3.1, the quantum well (barrier) is located in the mid-

dle. ψ stands for an electron wave function. Subscripts z mean that it is a

one-dimensional problem and the wave propagates in the longitudinal direc-

tion z. Subscripts l and r clarify the region where electron wave functions

are. Superscripts + and - stand for the moving directions of wave functions.

For example, ψ+
zr represents an electron wave function on the right side of the

quantum well (barrier) moving to the right.

Figure 3.1: Illustration of transfer matrix method. In the middle is the quan-

tum barrier/well. On the left and rights are wavefunctions entering and leaving

the barrier/well region.

The next step is to determine the elements of the scattering matrix. Two

conditions are applied in this step. The first condition is the conservation law

of the current density, and the second is time-reversal symmetry. The current

density j(z) is commonly defined as,

j(z) =
h̄i

2m

[
ψ(z)

∂ψ∗(z)

∂z
− ψ∗(z)

∂ψ(z)

∂z

]
(3.2)

The expression for the current density of a plane wave is commonly defined as

j = (h̄q/m)|Ψ|2. Inserting this into Eq 3.2, we obtain the current density in

the left and right region.

jL =
h̄q

m

(
|ψ+
zl|2 − |ψ−zl|2

)
=
h̄q

m

(
|ψ+
zr|2 − |ψ−zr|2

)
= jR (3.3)

Equation 3.3 can be written in a more compact way, |ψ+
zl|2 + |ψ−zr|2 = |ψ−zl|2 +

|ψ+
zr|2. Now transforming it into vector notation, we have

[ψ−∗zl ψ
+∗
zr ]

ψ−zl
ψ+
zr

 = [ψ+∗
zl ψ

−∗
zr ]

ψ+
zl

ψ−zr

 (3.4)
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Conjugating Eq 3.1, we obtain [ψ−∗zl ψ+∗
zr ] = [ψ+∗

zl ψ−∗zr ]S†. By inserting it and

Eq 3.1 into Eq 3.4, we obtain an important property of scattering matrix from

current density conservation,

SS† = 1 (3.5)

It means the scattering matrix is unitary, namely |det S| = 1. We further apply

time-reversal symmetry to the scattering matrix. If the system possesses time-

reversal symmetry and ψz is the solution of Schrödinger equation, then its

complex conjugate ψ∗z is also a solution. Thus, after time reversal, the relation

between incoming and outcoming waves becomes,ψ+∗
zl

ψ−∗zr

 = S

ψ−∗zl
ψ+∗
zr

 (3.6)

Then complex conjugating Eq 3.1, we have,ψ−∗zl
ψ+∗
zr

 = S∗

ψ+∗
zl

ψ−∗zr

 (3.7)

By inserting Eq 3.7 into Eq 3.6, we obtain another important property of the

scattering matrix,

SS∗ = 1 (3.8)

The obtained properties in Eqs 3.5 and 3.8 tell us the scattering matrix is not

only orthogonal but also symmetric.

3.2 Transfer matrix

Unlike the scattering matrix, the transfer matrix describes the relationship

between wavefunctions from the left side and right side of the quantum well

(barrier). The relation between wavefunctions can be described as
[45]

ψ+
zr

ψ−zr

 = M

ψ+
zl

ψ−zl

 (3.9)

where M is the transfer matrix. Then we are going to apply current density

conservation and time reversal to the transfer matrix M . We rewrite |ψ+
zl|2 +
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|ψ−zr|2 = |ψ−zl|2 + |ψ+
zr|2 into the form |ψ+

zl|2−|ψ−zl|2 = |ψ+
zr|2−|ψ−zr|2, and express

it in the vector notation,

[ψ+∗
zl ψ

−∗
zl ]

1 0

0 −1

ψ+
zl

ψ−zl

 = [ψ+∗
zr ψ

−∗
zr ]

1 0

0 −1

ψ+
zr

ψ−zr

 (3.10)

We also need the conjugated expression of Eq 3.9, [ψ+∗
zr ψ−∗zr ] = [ψ+∗

zl ψ−∗zl ]M †.

Inserting the conjugated expression into Eq 3.10, we obtain,

[ψ+∗
zl ψ

−∗
zl ]

1 0

0 −1

ψ+
zl

ψ−zl

 = [ψ+∗
zl ψ

−∗
zl ]M †

1 0

0 −1

M
ψ+

zl

ψ−zl

 (3.11)

This expression tells us the relation between transfer matrix M and its Her-

mitian conjugation M †,

M †

1 0

0 −1

M =

1 0

0 −1

 (3.12)

Moreover, time-reversal symmetry can also be applied to the transfer matrix.

The process is similar as that of the scattering matrix. The transfer matrix of

the time reversed system is,0 1

1 0

ψ+∗
zr

ψ−∗zr

 = M

0 1

1 0

ψ+∗
zl

ψ−∗zl

 (3.13)

The complex conjugation of Eq 3.9 readsψ+∗
zr

ψ−∗zr

 = M∗

ψ+∗
zl

ψ−∗zl

 (3.14)

Then, inserting Eq 3.14 into Eq 3.13, we obtain,0 1

1 0

M
0 1

1 0

 = M∗ (3.15)

Equation 3.15 is the property of transfer matrix when the time-reversal

symmetry is applied. Then we need to study the relation between the transfer

matrix and scattering matrix. It can be easily obtained by comparing the

coefficients of Eqs 3.1 and 3.9 to give,

M =

M11 M12

M12 M11

 =

S21 −
S11S22

S12

S22

S12−S11

S12

1

S12

 (3.16)
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Now, let’s go back to Fig. 3.1. Consider an electron approaching the

quantum well (barrier) from the right, with no electrons coming from the

left, we have ψ+
zl = 0. Based on the definition of scattering matrix, we have

ψ−zl = S12ψ
−
zr and ψ+

zr = S22ψ
−
zr. We call S12 the transmission amplitude t and

S22 the reflection amplitude r. In the same way, we can consider electrons

only coming from the left side of the system. We obtain r′ = S11 and t′ = S21.

Thus the scattering matrix has the form,

S =

r′ t

t′ r

 (3.17)

Then, using the relation between transfer and scattering matrix in Eq 3.16, we

have

M =

t′ − rt−1r′ rt−1

−t−1r′ t−1

 (3.18)

Thus, it can be seen that the transmission T is

T =
1

|M22|
=

1

1 + |M12|2
(3.19)

The above is the basic derivation of TMM. Once it is applied to a real quan-

tum system (such as semiconductor superlattices or nonmagnetic/ferromagnetic

heterostructures), the above expressions are still correct. However, the Hamil-

tonians of the particle are different and the corresponding Schrödinger equa-

tions need to be solved, which depends on the properties of the system. In this

section, we only introduce the one-dimensional TMM, where movement of the

electron is contrained along the longitudinal direction (z axis). In Chapter 8,

we are going to discuss the electron transport in a 2D oxygen-plasma-treated

MoS2 nanosheet. We will show the derivation of 2D TMM where the trans-

mission is coupled with two degrees of freedom (kx and ky).

3.3 Resonant tunneling

An important physics phenomenon deduced from the TMM is the resonant

tunneling effect. Resonant tunneling is a quantum-mechanical phenomenon
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caused by energy-dependent transmission. In Fig. 3.1, the solution to the

Schrödinger equation reads,

Ψ(x) =


ΨL(x) = Aeikx +Be−ikx, left region

Ψi(x) = Feik
′x +Ge−ik

′x, barrier/well

ΨR(x) = Ceikx +De−ikx, right region

(3.20)

where k and k′ are the wave vectors in regions without/with a potential. They

are defined as k =
√

2mE/h̄ and k′ =
√

2m(E − V0)/h̄. By applying the

TMM, the elements of transfer matrix can be obtained, yielding

M11 = cos2k′a+
i

2
(
k

k′
+
k′

k
)sin(2k′a) (3.21)

M12 =
i

2
(
k

k′
− k′

k
)sin(2k′a) (3.22)

M22 = cos2k′a− i

2
(
k

k′
+
k′

k
)sin(2k′a) (3.23)

M21 = − i
2

(
k

k′
− k′

k
)sin(2k′a) (3.24)

Here, a is the half length of the quantum barrier/well. Thus, the transmission

T can be obtained, and is given by

T =
1

1 +
1

4

(
k

k′
− k′

k

)
sin2(2k′a)

(3.25)

The visualization of Eq. 3.25 is shown in Fig. 3.2. In order to study the

evolution of transmission with respect to the ratio of incident electron energy

to potential, Fig. 3.2 is plotted in dimensionless units. Its x axis is defined by

the ratio of incident electron energy to the magnitude of the potential. When

the transmission reaches the value of 1, it indicates that resonant tunnelling

happens. Resonant tunnelling is the origin of negative-resistance effect, which

is the foundation of resonant tunnelling diodes.
[46]

Another important appli-

cation of the transfer matrix method and resonant tunnelling is to quantum

well electro-absorption modulators, which have been widely used in high-speed

optical communication.
[47]

Moreover, the physics interpretation of resonant tunnelling is that the

length of the quantum barrier/well is an integer multiple of the half wave-

length of the electron wave function inside the barrier. The mathematics in-

terpretation of it is that both magnitude of the potential and barrier length
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are small enough, leading the second term in the denominator of Eq. 3.25 to

be negligible.

Fig. 3.2 can also be found in Ref. [45]. The homemade MATLAB code to

generate Fig. 3.2 is shown in Appendix B.

2 1 0 1 2 3
Ez/V0 (Dimensionless)

0.0

0.2

0.4

0.6

0.8

1.0

Tr
an

sm
is

si
on Resonant Tunneling

 E > 0

V0 < 0 

0 < E < V0 E > V0

V0 > 0

Figure 3.2: For the case of a single barrier/well, the relation between trans-

mission and incident electron energy is shown. MATLAB code to generate the

figure is in Appendix B.

33



34



Chapter 4

Density functional theory and

self-consistent field algorithm

In modern condensed matter physics, density functional theory (DFT) is

the most powerful and flexible tool to simulate the electronic properties of

materials. Aside from DFT, tight-binding model and k · p method are also

popular options to analyse the electronic properties of the material. Thus, we

firstly need to answer the question why we choose DFT to study the oxygen-

plasma-treated MoS2 rather than these other two methods.

In the tight-binding model, the basis consists of the Fourier transform

of atomic orbitals. The nonzero Hamiltonian matrix contains Slater-Koster

coefficients.
[48]

The Slater-Koster coefficients originate from molecular orbital

hybridization theory, where each atomic orbital has a specific spatial orienta-

tion leading to non-orthogonality between atomic orbitals from different atoms

in the molecule. One usually fits the band structure calculated by DFT to de-

termine the Slater-Koster coefficients. Thus, tight-binding theory is also called

semi-empirical tight-binding theory. The drawback of the tight-binding model

is the difficulty to calculate a super cell. It is very difficult to determine how

atomic orbitals hybridize to form molecular orbitals in the presence of a va-

cancy, which causes a difficulty in determining the Slater-Koster coefficients.

k · p theory is mainly based on the Luttinger-Kohn model.
[49]

k · p theory

is a powerful tool to study the band structure at high symmetry points. An-

dor et al successfully applied k · p theory to 2D TMD systems to reproduce
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the results calculated by DFT and tight-binding theory.
[22]

It is clear that the

disadvantage of k · p theory is the lack of global view of the materials band

structure.

Thus, due to the feasibility of studying defective systems and super cells, we

apply DFT to study the electronic properties of pristine and oxygen-plasma-

treated monolayer MoS2. The results of calculation will be discussed in Chap-

ter 7.

4.1 Hartree-Fock formalism

The Hartree-Fock (HF) formalism was firstly proposed by D. R. Hartree in

1927, which is the prototype self-consistent field algorithm.
[50]

It is also a pio-

neering work applying variational principle in many-body quantum mechanics.

I would like to introduce HF formalism at first to show my respect to the pio-

neers although we don’t solve HF equations in this work.

Firstly, I would like to emphasize that the algorithm used in this work is

under the framework of Kohn-Sham (KS) DFT rather than Hatree-Fock (HF)

DFT. KS DFT considers correlation effects and is much easier to solve as it

only involve local potentials, while the exchange interaction in HF involves a

convolution with a non-local kernel.

The many-body Hamiltonian in the HF theory is

H =
N∑
i=1

[
− h̄2

2m
∇2
i + u(xi)

]
+

1

2

N∑
i 6=j

v(xi, xi) (4.1)

where u(xi) is the interaction between a nuclei and its electrons,

u(xi) =
∑
α

Zαe

|ri −Rα|
(4.2)

and where v(xi, xj2) is the electron-electron interaction, which is also called

Hatree term,

v(xi, xj) =
e2

|ri − rj|
(4.3)

We construct the total energy as the expectation value of the Hamiltonian,

< Φ|H|Φ >. Here Φ is the wave-function of HF theory. It is defined as
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the Slater determinant, which is a common expression of a many-body wave

function,

Φ(x1, ..., xN) =
1√
N !

∣∣∣∣∣∣∣∣∣
φ1(x1) . . . φ1(xN)

...
...

φN(x1) . . . φN(xN)

∣∣∣∣∣∣∣∣∣ (4.4)

By inserting Eq 4.4 into the Hamiltonian in Eq 4.1, we obtain,

< Φ|H|Φ > =
1

N !

∑
µν

sign(µ)sign(ν)

∫
dx1 . . . xNφ

∗
µ1(x1) . . . φ

∗
µN(xN){

N∑
i=1

[
− h̄2

2m
∇2
i + u(xi)

]
+

1

2

N∑
i 6=j

v(xi, xi)

}
φν1(x1) . . . φνN(xN)

(4.5)

By applying Lagrangian-multiplier method and the variational principle

with the constrain
∑N

i=1

∫
dyφi(y)φ∗i (y) = N to Eq 4.5, we have,

δ

δφ∗α(x)

[
< Φ|H|Φ > −

N∑
i=1

εi

∫
dyφi(y)φ∗i (y)

]
= 0 (4.6)

By inserting Eq 4.5 into Eq 4.6, we obtain the Hatree-Fock equation,[
− h̄2

2m
∇2 + u(x) +

∑
j 6=α

∫
dyv(x, y)φ∗j(y)φj(y)

]
φα(x)−

∑
j 6=α

∫
dyv(x, y)φ∗j(y)φj(x)φα(y) = εαφα(x)

(4.7)

The final step is to organize Eq 4.7 into a more compact expression by

dropping the j 6= α terms in the sums, whereupon we obtain[
− h̄2

2m
∇2 + u(x) +

∫
ρ(x′)dx′

|r− r′|

]
φα(x)−

∫
ρ(x, x′)φα(x′)

|r− r′| dx′ = εαφα(x) (4.8)

In Eq 4.8, we can see that on the left side of the Schrödinger equation,

the electron density ρ(x) or ρ(x′) appears. And the electron density is defined

as ρ(x) =
∑N

i=1 |φi(x)|2 in the coordinate representation. Thus, we can see

that the self-consistent method can be applied to Eq 4.8, because the electron

density is determined by the calculated wave functions. And after obtaining

the electron density, one has to insert the electron density back to the new

Schrödinger equation again to calculate a new wave function. This repeating

process is the idea of a self-consistent field (SCF) calculation. The HF method

sets up the foundation of SCF calculation in condensed matter physics. Later,

37



we are going to introduce Kohn-Sham theory, which is also based on the SCF

theory.

4.2 Hohenberg-Kohn Theorem

The Hohenberg-Kohn (HK) theorem is the heart of DFT. However, be-

fore introducing HK theorem, I have to introduce Thomas-Fermi (TF) model,

which is an important pioneer work in closely related to the HK theorem.

The Thomas-Fermi model was proposed by Llewellyn Thomas and Enrico

Fermi in 1927. The idea of the TF model is in expressing the Hamiltonian

in terms of electron density. Mathematically speaking, the Hamiltonian is a

functional of electron density. Here we only show the expression of TF model

rather than deriving it, since it can be found in any condensed matter physics

textbook.
[50]

The TF Hamiltonian has the form

Etotal = Ck

∫
[ρ(x)]5/3dx+ e

∫
ρ(x)Vext(x)dx+

1

2
e2
∫
ρ(x)ρ(x′)

|x− x′| dxdx
′ (4.9)

where Ck is 3h2

10me
( 3
8π

)2/3, and h is Plank’s constant. The first term is kinetic

term. The second and third terms are electron potential in external field and

electron-electron interaction. It is clear that in the TF model the Hamiltonian

is a functional of the electron density ρ(x).

Based on the idea of the TF model, it is easier to understand HK theorem.

The HK theorem claims that the ground-state energy is not only a functional of

the electron density, but also is minimized at the ground-state electron density,

such that

EGS = EGS[ρ(x)] =< Φ(x)|Ĥ|Φ(x) > (4.10)

The HK theorem also claims that for any observable Ô in the ground state,

its expectation value is a functional of electron density ρ(x), or more precisely

OGS = OGS[ρ(x)] =< Φ(x)|Ô|Φ(x) > (4.11)

The HK theorem was proposed by P. Hohenberg and W. Kohn in 1964.
[51]

It successfully builds the bridge between physical observables and the electron
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density.

4.3 The Kohn-Sham equation

One year after the paper proposing HK theorem published, W. Kohn and L.

J. Sham published another significant paper to construct the Kohn-Sham (KS)

equation, and to claim that the KS equation can be solved self-consistently like

HF equations.
[52]

The KS equation has the form, in atomic units,
[52][

−1

2
∇2 +

∫
dx′

ρ(x′)

|x− x′| + V (x) + εxc(x)

]
φi(x) = εiφi(x) (4.12)

where the first to the fourth terms are the kinetic energy, electron-electron

interaction, external potential and exchange-correlation potential. The KS

equation also has a more compact form[
− h̄2

2m
∇2 + Veff (x)

]
φi(x) = εiφi(x) (4.13)

In the next section, we are going to show how to numerically solve the KS

equations.

4.4 Practical implementation of DFT

In Quantum Espresso, we are going to solve the KS equations shown in Eqs

4.12 and 4.13. To solve the KS equations, a basis set should be chosen properly.

A plane-wave basis and atom-centered basis are two popular options. However,

the one that should be chosen depends on the situation. For example, in non-

periodic systems like macromolecules or clusters, one prefers an atom-centered

basis. Here, the atom-centered basis refers to the k-space Bloch sums, which

are the building blocks for the Slater-Koster coefficients in the tight-binding

model.
[48]

The Bloch sums has the form

|φj; k >=
1√
N

∑
j

|φj > eik·R (4.14)

where |φj > refers to coordination-representation atom-centered wave func-

tions which are the combinations of spherical harmonics, such as s and p atomic

39



orbitals, and j stands for unit cells. Mathematically speaking, the Bloch sums

are the discrete Fourier transform of the real-space atomic orbitals.

In our case, the research object is 2D materials with periodic lattices. In

periodic systems with Born-von Karman boundary conditions applied, a plane-

wave basis is a common choice. It has three significant advantages. The first

is the convenience of accuracy evaluation. The accuracy of the simulation de-

pends on the plane-wave cutoff determined by the largest wave vector. The

second is simple manipulation in terms of operators like derivatives. The third

is that momentum and kinetic energy operators are diagonal in the plane-wave

basis, because plane waves are the eigenvectors of translation operator, namely

the momentum operator.

However, a plane-wave basis also has two main limitations. The first limit

is the rapid growth of the size of the plane-wave basis with the increasing of

the number of atoms in the system, resulting in an excessive time cost when

simulating supercells. The second is the difficulty of describing the real nu-

clei potential analytically, because, near a nuclei, the electric potential changes

rapidly, which requires a large amount of plane waves and slows down the speed

of convergence. Therefore, pseudopotential method is introduced to overcome

the above difficulties.

Pseudopotential

A pseudopotential (PP) can be understood as an effective potential con-

sidering contributions from both the nuclear and core-electron potential. The

aim of introducing a PP is to make the atomic potential “soft” (the most

popular PP is called an ultrasoft pseudopotential), mathematically resulting

in the lower cut-off energy of the plane-wave basis compared with the real

potential.
[50]

In the pseudopotential method, electron wave functions on an atom can be

classified into core states or valence states. Because spherical harmonics are

the solutions to the Schrödinger equation in a centripetal force field, valence

wave functions are orthogonal to core-state wave functions. Mathematically,
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valence-electron wave functions in coordinate representation have nodes in the

atomic region to ensure the orthogonality of the basis. Moreover, it can be

concluded that they require a higher cut-off energy of the plane waves when

there are more nodes in the valence electron wave functions.

Precisely speaking, the pseudopotential is a projection operator.
[50]

To see

this, we firstly define a valence electron wave function H|φv >= εv|φv > and

core electron wave function H|φc >= εc|φc >. They satisfy the orthogo-

nal condition < φc|φv >= 0. We further construct the pseudofunction as

|φPSv >= |φv > +
∑
ac|φc >.

[50]
Then multiply both sides by < φc| to obtain,

|φPSv >= |φv > +
∑
c

|φc >< φc|φPSv > (4.15)

Then, we use the operator (H − εv) to act on it, we can obtain,[
H −

∑
c

(εc − εv)|φc >< φc|
]
|φPSv >= εv|φPSv > (4.16)

Equation 4.16 is an equivalent Schrödinger equation for valence electrons. We

define the second term
∑

(εc − εv)|φc >< φc| in the bracket as Ṽ . It is clear

that Ṽ is a projection operator. Then, we replace the V (x) in Eq. 4.12 with

Ṽ to obtain the Phillips Kleinman pseudopotential,
[53]

V PK(x) ≡ Ṽ (x) + u(x) +
e2

2

∫
dx′

ρ(x)ρ(x′)

|x− x′| + εxc(x) (4.17)

The most important point should be emphasized is that although the pseu-

dopotential is pseudo its eigenvalues are real. “Real” means that the eigenval-

ues are same as the eigenvalues of real valence electrons.
[50]

So far, we have introduced the pseudopotentials. Next, we show the flow

chart of the self-consistent field DFT algorithm in Fig. 4.1. It shows a stan-

dard algorithm of modern DFT calculations. In Quantum Espresso, the core

algorithm of SCF calculation is same as Fig. 4.1.

In this Chapter, we have introduced the basic knowledge of density func-

tional theory. We will apply DFT to calculate the electronic and magnetic

properties of oxygen-plasma-treated monolayer MoS2 in Chapter 7.
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Figure 4.1: The flow chart of the self-consistent field DFT algorithm. The

algorithm utilizes SCF calculation to solve KS equations. Graphic reproduced

from [54] and copyright hold by Nakamachi et al.
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Chapter 5

Experimental method

In this Chapter, we are going to firstly introduce the fabrication technique

used to obtain 2D MoS2 field-effect transistors. Then, we introduce the sur-

face characterization techniques including atomic force microscopy, Raman

microscopy and photoluminescene microscopy. Finally, we introduce the setup

of our electrical measurements.

5.1 Fabrication of 2D MoS2 FETs

In this work, MoS2 flakes are obtained by mechanical exfoliation and chem-

ical vapour deposition (CVD). We only introduce mechanical exfoliation tech-

nique in this Chapter, because CVD samples were provided by Niall McEvoy’s

group at Trinity College Dublin, and I don’t have any training on the chemical

vapour deposition technique.

5.1.1 Micromechanical exfoliation

The micromechanical exfoliation technique was first used by Noroselov et.

al to obtain graphene.
[3]

The principle of micromechanical exfoliation is to

overcome the weak interlayer van der Waals’ interaction to thin the bulk ma-

terial into thin flakes. Because molybdenum disulfide is a layered material with

van-der-Waals interlayer force, the micromechanical exfoliation technique can
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be applied to isolate 2D MoS2 from the bulk material.

Shown in Fig. 5.1 (a) is the first step preparing MoS2 bulk material and

scotch tape. Then, we choose a small piece of MoS2 crystal and put it in the

middle of scotch tape (Fig. 5.1 (b)). Then, we fold the tape to let the clean

part of the tape adhere to the material and unfold the tape slowly. As shown

in Fig. 5.1 (d), by doing the folding and unfolding process for about fifteen

times, the bulk material will be uniformly exfoliated on the tape.

(a) (c)(b)

(e) (d)

Figure 5.1: The process of the micromechanical exfoliation method. In (a),

the material in silver color is MoS2 bulk and the strip is one piece of scotch

tape. (b) One small piece of bulk MoS2 (area : 1 cm × 1 cm) is place in the

center of the scotch tape. (c) and (d) The scotch tape is folded and unfolded

in order to peel off the bulk MoS2 using the viscosity of the rest part of the

tape. (e) After several times repeating (c) and (d), we use scissors to cut a

region from the tape, where the MoS2 flakes uniformly distributed, and press

it onto a silicon substrate.

The next step is to transfer flakes onto a certain substrate. In our case,

the substrate is a p-doped silicon wafer with 285 nm thermally grown SiO2.

Substrates were cleaned with acetone and isopropyl alcohol (IPA). We cut one

part of the tape and pressed it onto the cleaned substrate (Fig. 5.1 (e)), then

peeled off the tape slowly. Thin flakes were obtained (Fig. 5.2 (a) and (b)).

The thickness of a flake can be identified under an optical microscope by
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calculating its contrast (C),

C =
IS − IF
IS

× 100% (5.1)

where IS is the average red green blue (RGB) intensity value of the SiO2 sub-

strate, and IF is the RGB intensity of the flake. As can be seen in Fig. 5.2 (c)

and (d), by calculating the contrast value and comparing it with an established

contrast table, the number of layers of a MoS2 flake can be obtained.
[55]

Figure

5.2 shows the optical image and contrast of a typical bilayer MoS2 flake on a

285 nm SiO2 substrate. The reason that contrast evaluation can be used to

tell the number of layers of a MoS2 flake is based on the principle of thin-film

interference. The optical path difference (OPD) between light reflected by the

upper surface and lower surface of the flake determines the intensity of light

received by the camera. Different OPDs caused by different numbers of layers

of flakes results in the different contrasts that one observes under an optical

microscope.

Red Green Blue

45 12 -3

(b)

(a)

(c)

(d)

Figure 5.2: (a) and (b) are optical images of an exfoliated bilayer MoS2 flake on

285 nm SiO2 under 20 and 50 magnification, respectively. (c) is the calculated

RGB intensity of the flake. (d) is the contrast table for MoS2 flakes on a 285

nm SiO2 substrate.
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5.1.2 Electron beam lithography

After obtaining MoS2 flakes from the above mechanical exfoliation tech-

nique, we design patterns on the flake by electron beam lithography (EBL).

Patterns refer to the areas where metal will be deposited in order to fabricate

electrodes.

Patterns are designed in the software Draftsight and Raith shown in Fig.

5.3.

(a) (b)

Figure 5.3: (a) is the screenshot of software Draftsight. It shows the same flake

as shown in Fig. 5.2. The file is exported as .dxf format for further processing.

(b) is the screenshot of the software Raith, showing the pattern of electrodes.

The input file of Raith is the exported .dxf file from Draftsight.

After drawing patterns by using the software shown in Fig. 5.3, we do spin

coating to cover the flake with photoresist. EBL utilizes an electron beam to

irradiate areas (designed patterns shown in Fig. 5.3) coved by photoresist in

order to produce custom patterns. Areas irradiated by e-beams can be re-

moved by developer, leaving the patterns made by unirradiated areas. The

photoresist used in this work is polymethyl methacrylate (PMMA) A3 950k.

Here A3 means that the PMMA is formulated in anisole solvent with mass

concentration 3%, and 950k means that the molecular weight (MW) of the

PMMA is 950,000 g/mol. Our developer is methyl isobutyl ketone:isopropyl

alcohol (1:3), and the developing duration is 60 s.

46



Table 5.1: Recipe for spin coating. Step 1 is to accelerate the stage and step

2 is to spread out the PMMA uniformly.

time(s) Ramp(rpm/s) Turn(rpm)

step 1 5 500 1000

step 2 45 3000 3000

Table.5.1 shows the recipe for the spin coating, with a 5-second accelera-

tion process and 45-second uniform speed (3000 rpm/s) spinning. After spin

coating, chips were transfered onto a hot plate to bake for 3 mins at 180 0C

in order to remove the solvent. According to the technique report provided by

Micro Chem company,
[56]

the thickness of the PMMA film is about 200 nm.

After spin coating, chips were loaded into a scanning electron microscope

(Zeiss Supra) chamber to proceed EBL. During the EBL session, the gun volt-

age was set at 20 kV , the aperture size is 30 µm and the work distance is

5.5 mm. Since we use PMMA A3 950k, the optimal e-beam area dose is 200

µAs/cm2. The expression of dose is,

De =
Iet

U × V (5.2)

where Ie is the beam current, which can be measured through the Faraday

hole on the stage. The Faraday hole is shown in Fig. 5.4. Here, t is the dwell

time of the beam at each area unit, U × V is the size of the area unit.

In Fig. 5.4, the first image in the third row shows patterns made by above

process based on the flake in Fig. 5.2. The green area is PMMA (photoresist)

and the pattern area is in dark blue which is the original color of the 285 nm

SiO2 substrate. The depth of patterns is equal to the thickness of the PMMA

with a value 200 nm. Ti (10 nm) / Au (40 nm) contacts were deposited into

the pattern area using an e-beam evaporation tool, followed by lift off in ace-

tone for 8 hours at room temperature. The fabricated MoS2 FET and a SEM

image are also shown in Fig. 5.4.

Figure 5.4 is the summary of the whole device fabrication process.
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Figure 5.4: Flow chart of a MoS2 FET fabrication process. The first row

shows mechanical exfoliation, spin coat and baking processes. The second row

shows the setup of the SEM and EBL system. In the third row, the first image

demonstrates patterns made by EBL on the flake shown in Fig. 5.2, followed

by a image showing Au electrodes made by film deposition in the corresponding

patterned areas. The third image is a SEM image of fabricated Au electrodes.

The author has finished training on the SEM and has been authorised to use

the SEM and EBL system.

mechanical exfoliation

spin coatbake at 180 degrees for 3 mins

stage control panel

EBL control system

SEM chamber

EBL control software 
SEM control software

patterns made by EBL electrodes made by �lm deposition

SEM image of electrodes

SEM control panel

stage
Faraday hole

EBL process

sample
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5.2 Device characterization and evaluation

In this section, we are going to introduce how we characterize and eval-

uate field-effect transistors. Surface characterization techniques used in this

work include atomic force microscopy (AFM), Raman and PL spectroscopy.

Electronics evaluation is based on a three-terminal source meter in which two

terminals are connected with source and drain electrodes and the third ter-

minal acts as back gate. The above techniques will be applied to analyse

surface morphology and evaluate electronic performance of devices before and

after oxygen-plasma treatment. Corresponding experimental results will be

provided in the next Chapter.

5.2.1 Atomic force microscopy

In this work, the model of atomic force microscope used is the Oxford Asy-

lum MFP-3D.

Atomic force microscopy (AFM) utilizes the weak interaction between the

surface of the material and the force sensor to study the surface topography of

the sample. The detector system of an AFM consists of a cantilever, a tip and

photodetectors. The tip is mounted at one end of the cantilever. Another end

of the cantilever is connected with a vibration system. A laser is located over

the cantilever and it emits a beam onto the backside of the cantilever which

will be collected by photodectors. Data collected by photodetectors can reflect

the changes of surface topography. During the mapping, the distance between

the sample and tip is controlled around one nanometer by a feedback system,

since a larger distance will lose information and a shorter distance will damage

the sample. In our case, the material of the tip is silicon. And the calibrated

vibration frequency of the tip is 140 kHz.

Figure 5.5 shows the setup of Oxford Asylum MFP-3D AFM instrument.

MoS2 samples are mounted at the sample stage shown in (a). (b) shows the

MFP-3D head. The MFP-3D head is the most important part of the system,

because it integrates the force sensor, mechanical adjustment, piezo electronic
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system and sensitive laser system together. In (c), the cantilever holder is

shown. (d) highlights the cantilever holder with an illustration of each com-

ponent.

engagement thumbwheel

laser 
adjustment

camera focus

de�ection 
adjustment

optical microscope

sample 
stage

stage 
micrometers

cantilever slot

glass
facet

cantilever clip

MFP-3D head (front)

MFP-3D head (back)

cantilever box

(b) (a)

(c)

(e)(d)

Figure 5.5: Images of the Oxford Asylum MFP-3D AFM system. (a) shows a

global view the the AFM instrument. (b) is the front view of the MFP-3D head.

(c) is the back view of the MFP-3D head. (d) illustrates the components of the

cantilever holder. (e) is the cantilever box. The author has finished training

on the AFM and has been authorised to use the system.

5.2.2 Raman and PL spectroscopy

Raman and photoluminescene spectra are acquired using a WITec Alpha

300 R confocal Raman microscope with an excitation wavelength of 532 nm.

Raman spectra are acquired using a spectral grating with 1800 lines/mm, and a

lower resolution grating 600 lines/mm is used for detecting photoluminescene.

A low laser power (<100 µW ) is used to minimize laser-induced damage or

heating of the sample.

Both Raman and photoluminescence (PL) spectroscopy are based on a laser
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and spectrometer. Raman spectra is based on Raman scattering effect discov-

ered by the Indian scientist C. V. Raman.
[57]

Molecules can absorb energy from

an incoming laser beam and transit into a higher energy state, a so-called vir-

tual state. Then, it will transit back to a lower energy state again by emitting

photons. The emitted beam may have the same frequency as the incoming

beam. If they are equal, the spectra are called Rayleigh spectra. If not, the

spectra are called Raman spectra. In the case of PL, an electron absorbs the

energy from the incoming beam and transits onto the conduction band with a

hole left on the valence band. Then the electron and the hole will recombine

to emit a photon. The photon energy is equal to the value of the band gap.

In monolayer MoS2, the band gap is 1.84 eV , corresponding to a wave length

of 676 nm. That’s the reason that, in the study of photoresponsivity of mono-

layer MoS2 FET in the next Chapter, the chosen wavelengths of laser are 488

and 632 nm, which have higher energy than the band gap of monolayer MoS2.

Figure 5.6: Characteristic peaks for bulk, few-layer and monolayer MoS2. For

monolayer MoS2, E
1
2g and A1g peaks are located at 383 cm−1 and 407 cm−1.

The characteristic Raman peaks in monolayer MoS2 are E1
2g at 383 cm−1

and A1g at 407 cm−1. E1
2g is caused by in-plane motion of Mo and S atoms

moving against each other. A1g originates from out-of-plane motion of S atoms.

In Fig. 5.6, with thickness decreasing, the distance between two peaks shows

a quenching effect. This phenomenon can be attributed to an increase of

the dielectric screening which reduces the long-range Coulomb interaction be-

tween the effective charges and thus reduces the overall restoring force on the
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atoms.
[58]

5.2.3 Electrical measurement

Figure 5.7 demonstrates the electrical measurement setup. In our experi-

ment, the model of the probe station is miBoTTM platforms. For each probe,

it can move in four freedoms, including X, Y, Z direction and self rotation with

motion resolution at the micro-meter scale. The material of the tip is Tungsten

and the resistance between the tip and the cable is 3.5 Ω. The probe system

can work in both ambient and vacuum conditions. There are four channels on

the probe station. In this project, we use two of them for source and drain

terminals, and another channel for the back gate.

(a)

(c)(b)

(d)

Figure 5.7: Illustration for electrical measurement. (a) Optical image of the

device with source and drain probes contacted. (b) Image of the probe station

under manipulation. (c) Image of the source meter. (d) User interface of data

collection software.

Fig. 5.7 (a) shows the fabricated device (yellow squares are gold electrodes)

and probes (black needles). In Fig. 5.7 (b), the probes are manipulated under

optical microscope to locate the device. As shown in Fig. 5.7 (c), the probe

station is connected to a source meter (model Agilent B2912A) with a current
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resolution of 10−13 A. Then, the source meter is further connected to a com-

puter for data collection. Fig. 5.7 (d) is the user interface of the software for

data collection.

Using the software, the minimum and maximum applied voltages are -80

and 80 volts. When gating the device, we usually set the range of gate voltage

from -60 to 60 V . Moreover, different sweep modes can be achieved by altering

the software parameters. For example, sweep rate can be changed in order to

achieve a fast sweep or slow sweep. And single sweep and loop sweep can also

be conducted in order to study the hysteresis phenomenon.
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Chapter 6

Experimental results on

monolayer MoS2 obtained by

rapid O2:Ar plasma treatment

In Chapter 2 Fig. 2.9, we have shown the system parameters of the FIS-

CHIONE 1020 inductively-coupled plasma chamber. In this Chapter, the ex-

perimental results are mainly based on monolayer MoS2 being exposed in O2:Ar

plasma with a 2s duration in the FISCHIONE 1020 inductively-coupled plasma

chamber. The gas source used is oxygen/argon mixed gas with stoichiometric

ratio O2 25% and Ar 75%. Samples are placed in the center of the plasma

chamber to directly interact with plasma species whose ion energy is 12 eV .

In this Chapter, we firstly study the morphology of samples before and af-

ter plasma irradiation from AFM, TEM, Raman and PL. We find that plasma

can not only introduce vacancies into the system, but also cause the formation

of a amorphous overlayer which increases the thickness of the flake. Then we

compare the electronic performance of the monolayer MoS2 field-effect tran-

sistors before and after treatment from threshold voltage, field-effect mobility

and photoresponsivity. We find that both µfe and Rh are improved after

treatment. Vth also drops, causing the device to be switched on more easily.

Moreover, we also utilize the polymer encapsulation technique to improve the

device performance, since water vapour in the air can significantly attenuate

the device mobility and cause undesirable hysteresis in transfer characteristics.
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Finally, we try to utilize the inductively-coupled atmospheric plasma jet to

modify devices. However, due to the bombardment effect, samples are severely

damaged after treatment.

6.1 Inductively-coupled plasma cleaner

6.1.1 Morphology modification

Figure 6.1 shows the AFM height images of a monolayer CVD MoS2 flake

with a typical triangle shape. We measured the same flake before and after

2s plasma treatment. The height profiles before and after the treatment were

extracted along the blue lines in Figure 6.1. As shown in Figure 6.2, the height

of the chosen area doubled from 0.56 nm to 1.19 nm after the plasma treat-

ment, indicating a significant plasma-caused amorphous overlayer within the

system.
[35, 59]

Thickness increasing has also been observed by Zhu et al and Jakub et

al.
[35, 59]

In Zhu’s work, a RF plasma bas been generated with plasma power

2500 W . The pressure in their plasma chamber is 260 mbar, which is five

times larger than ours, and which means they have larger reaction rate due to

more chemical species. Another difference is their samples are placed 52 cm

away from the plasma to avoid severe physical damage. However, our samples

are placed in the center of the plasma. That’s the reason that their treatment

duration can be up to 20 mins, but ours is 2 seconds.

Jakub et al also observe that the edge heights double after five-second oxy-

gen plasma treatment. A longer exposure duration (28 seconds) in the plasma

will cause visible voids in the sample, specifically the sample is physically dam-

aged after 28s of plasma irradiation.
[59]

Another notable work was done by Liu et al. They utilized RF Argon plas-

mas to thin multilayer MoS2 to fabricate monolayer flakes, which gives an in-

sight into large-scale synthesis of 2D TMDs for future industrial production.
[60]

The differences between their work and ours are mainly at plasma species,

chamber pressure and exposure duration. They don’t have oxygen in the
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plasma, namely no chemical reaction happens during the exposure. Their

chamber pressure is 40 pa (0.3 Torr), which is ten times larger than ours (40

mTorr). Their exposure duration can be up to 6 mins, because the multi-

layer MoS2 flakes are so thick that they can endure such a long duration. Our

plasma is generated from a mix gas with 25% oxygen and 75% argon. The

physical damage from argon should be aware, since we have learned that argon

plays an important role in physical etching from Liu’s work.
[60]

(a) (b)

Figure 6.1: AFM height images for a CVD monolayer MoS2 flake. (a) and

(b) are before and after treatment images. Blue lines correspond to the area

where height profiles were extracted in Figure 16. White lines are scale bars

with value of 5 µm.

Moreover, another informative work done by Kim et al should be highlighted.
[61]

Kim’s work is closely related to ours, because their plasma configuration is

nearly the same as ours. They use an inductively-coupled plasma source with

a standard RF frequency of 13.56 MHz. More importantly, their working

pressure is 18 mTorr, which is comparable with ours (40 mTorr), indicating a

similar concentration of plasma species as in our work. Although their samples

are polyimide, which is used for flexible electronics devices, the observation is

similar as Jakub’s work
[59]

and ours. They discover that the root mean square

roughness of the polyimide surface increases significantly after oxygen-plasma

irradiation.
[61]

Furthermore, Ruoff et al utilize Ar+ ion beam to treat polyimide

surface and their observation is taht the surface is being physically etched due

to the ion bombardment.
[62]

So far, we have the impression that reactive species
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like oxygen can cause an increasing of surface thickness and roughness. How-

ever, noble gas and its ionized species mainly physically etch the surface and

cause damage.
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Figure 6.2: (a) and (b) show height profiles along the blue lines in Fig. 6.1 for

0s and 2s-plasma treatment. The height of the chosen area changes from 0.56

to 1.19 nm after 2s exposure.

Figures. 6.3 (a), (b) present TEM images of a monolayer MoS2 flakes

before and after plasma treatment, respectively. The monolayer MoS2 sample

was obtained by micromechanical exfoliation, and transferred onto a TEM grid

by the wet polymer stamp method.
[63]

Corresponding Fast Fourier Transforms

(FFTs) are included as insets. From real space images, it can be seen that a

large change in contrast on some flake areas can be noted after 2 seconds of

exposure to the plasma. This can be attributed to plasma-introduced vacan-

cies and inevitable physical etching. Insets are corresponding discrete Fourier

transform images based on each real space image. In 2D Fourier transforms

of a grayscale image, the center of the frequency domain represents how fre-

quently black pixels appear in the original image. In (a), the reciprocal lattice

shows a typical hexagonal shape, indicating that the lattice pattern in real

space is well-arranged and hexagonal. However, after 2s exposure to plasma,

a ring appears around the center of the FFT image, suggesting disorder of

the atom arrangement in the real space. There is a simple analogy to help

understanding this. In 1D Fourier transforms, the frequency domain of a reg-

ular pattern like sine or cosine is trivial. However, with a pattern losing its
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symmetry and becoming non-periodic, its Fourier transform will become more

complicated. Thus, based on the evolution of (a) to (b), we can conclude that

plasma treatment breaks the translational symmetry of the real space lattice

by introducing vacancies.

2 nm

0 s 2 s

2 nm

a) b)

Figure 6.3: Characterisation of the plasma-oxidised MoS2 CVD monolayers:

(a) TEM micrograph of a pristine monolayer of CVD MoS2. Inset shows the

FFT. (b) TEM image of the same MoS2 flake after undergoing 2 seconds of

plasma treatment. Note the change in crystallinity as indicated by the disperse

FFT in the inset.

Figures. 6.4 (a),(b) show the spatially-resolved Raman maps of the CVD-

grown MoS2 centered at 385 cm−1, which corresponds to the in-plane vibra-

tional mode (E1
2g), before and after plasma treatment. It can be seen that 2s

of plasma exposure causes a drastic change in the E1
2g intensity. The detailed

intensity change from (a) to (b) is described in (c). Green (red) line in fig.

6.4 (c) shows the average intensity of the whole image from (a) (or (b)). It is

clear that both E1
2g and A1g peaks reduce remarkably after 2s of plasma. This

phenomenon has also been found by other researchers.
[34, 35, 59, 60]

Liu et al and Zhu et al both discovered that intensities of E and A peaks

of a monolayer MoS2 flake decrease after plasma treatment.
[35, 60]

Jakub et al

find, in a four-layer MoS2 flake, that both E and A peaks are attenuated by

the plasma exposure.
[59]

Kang et al demonstrate a quantitative analysis on

Raman spectra of a monolayer MoS2 flake before and after oxygen-plasma

treatment.
[34]

They claim not only the intensity of E and A peaks decrease

but also their full-width half-maxima (FWHM) broaden nearly ten times after

59



the treatment. We also find the similar phenomenon which is summarised in

Table. 6.1. In our case, the FWHM of E (A) peak increases significantly from

3.18 (5.18) to 13.18 (37.7) eV . Moreover, the E1
2g peak shifts from 384.8 cm−1

to 374.5 cm−1 but the A1g peak shifts from 405.3 cm−1 to 411.0 cm−1 after

treatment. This observation is also consistent with Liu and Jakub.
[59, 60]

It can

be attributed to the change of force constant and variation in the dielectric

screening environment.
[58, 64]

Figure 6.4: Spectroscopic mapping of the plasma-oxidised MoS2 CVD mono-

layers: Raman maps of a monolayer flake before (a) and after (b) plasma

treatment, filtered for the in-plane E1
2g mode at 385 cm−1. (c) Raman spec-

trum average from the flake area demonstrating the intensity quenching and

peak shifts of the MoS2 modes. PL maps of the same flake before (d) and after

(e) treatment, tracking the emission corresponding to the direct recombination

an A exciton. (f) Averaged PL spectra demonstrate the direct recombination

quenching in the monolayer MoS2 after plasma exposure.

Figure. 6.4 (d) shows the pristine photoluminescene (PL) map of the same

flake centered at 1.835 eV (energy of an A exciton). It tells, in real-space,

that the lattice is well-arranged due to the uniform distribution of intensity.

However, after 2s of plasma treatment, in (e) the intensity of A exciton drops

from 15.7 to 2.18 a.u. This significant quenching of the A exciton intensity
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has also been observed by other researchers.
[34, 59, 60, 65]

In the above references,

the PL quenching appears in monolayer MoS2 to 4L MoS2. And it is due to

the distortion of the MoS2 lattice caused by plasma bombardment.

Table. 6.1 is a quantitative analysis on Raman and PL spectra reflected in

Fig. 6.4. In Table. 6.1, fitting functions for both Raman and PL spectra are

Gaussian functions.

Table 6.1: Summary of spectroscopic fits before and after plasma treatment.

Pos and Amp stand for peak position and amplitude. The units for Pos and

FWHM are cm−1. The unit for FWHM in PL A exciton is eV. The unit for

Amp is arbitrary.

E1
2g peak A1g peak PL A exciton

Plasma exposure time Pos FWHM Amp Pos FWHM Amp Pos FWHM Amplitude

0 seconds 384.8 3.18 5.71 405.3 5.18 5.77 1.83 0.202 15.7

2 seconds 374.5 13.18 1.45 411.0 37.7 0.84 1.90 0.362 2.18

6.1.2 Photoresponsivity

In this section, we describe how our probe station shown in Fig. 5.7 (in

Chapter 5) is integrated with a laser system. All the electrical measurement

done with laser illumination is carried out under ambient conditions. The laser

system has two wavelengths, 488 and 632 nm, which can be operated indepen-

dently. Both of them can be tuned under five levels of power (shown in Table.

6.2). In order to guide the laser beam onto the MoS2 phototransistors, a con-

denser lens is used. The configuration of the condenser lens is an OLYMPUS

LMPlanFL N with magnification 20× and numerical aperture (NA) 0.4. The

NA value is an important parameter because the calculation of the laser spot

size depends on it, which is shown as below,

D =
1.22λ

NA
(6.1)
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where λ is the wavelength of the laser and NA is the numerical aperture of

the consender lens. D is the diameter of the laser spot size. It can be seen

that the laser spot size depends on the incident laser wavelength. With spot

size calculated, the power density can be obtained. Table. 6.2 summaries the

detailed information of the laser parameters.

Figure. 6.5 (a) shows a false-color helium-ion image of a CVD monolayer

MoS2 phototransistor where two electrodes (source and drain) are fabricated

with 40 nm Au and 10 nm Ti. We can clearly identify that the area of the

device is larger than the laser spot size (3 µm2). Thus, the laser spot avoids

the Au electrodes during illumination and all of the collected photocurrent

originates in the MoS2. However, in some of the published works, researchers

apply global laser illumination in which impinging on the gold electrodes can

not be avoided,
[8, 66, 67]

implying that the measured current contains a contri-

bution from thermal effect of the gold electrodes. Hence, our results and theirs

are uncomparable due to different ways of illumination. Wi et al demonstrate

an enhancement of photovoltaic response in multilayer MoS2 transistors by

plasma treatment using various gas sources,
[68]

but they don’t show their laser

spot size or other detailed information about their laser configuration, leading

to an incomparability with our work. Gough et al demonstrate photocurrent

enhancement in MoS2 phototransistors by introducing quantum dots.
[69]

In

their work, they clarify that their spot diameter and channel length are 3 µm

and 5 µm, respectively, which makes their work and ours comparable.
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Table 6.2: Summary of the laser spot size, power and power density for both

wavelengths (488 and 632 nm). Laser power can be tuned to five different

levels.

Wavelength (nm) Diameter (µm) Area (µm2)

488 1.488 1.739

632 1.928 2.920

Power (µW)

488 0.0072 3.6 7.2 36 72

632 0.006 3.0 6.0 30 60

Power density (µW · µm−2)
488 0.0041 2.1 4.1 20.7 41.4

632 0.0021 1.0 2.1 10.3 20.6

Figure. 6.5 (b) and (c) show the output characteristics of the device shown

in (a), with and without plasma treatment. In (b), the device shows a typical

Ohmic contact, because the current is symmetric with respect to the origin. It

is also clear from (b) that output current increases with the increasing of laser

power. When the laser power reaches 72 µW , the corresponding photocurrent

Ids achieves ±10 µA at Vds = ±5 V . After treated by plasma for 2s, the device

demonstrates a doubled photocurrent with more than 25 µA at the maximum

laser power. Curves have the same trends under 632 nm laser irradiation. To

avoid redundance, we only show the extracted information from 632 nm laser

experiment in Tables. 6.3 and 6.4.
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(a)

(c)

(b)

Figure 6.5: FET output characteristics under 488 nm laser illumination: (a)

False colored helium-ion micrograph of a monolayer MoS2 phototransistor de-

vice with two gold electrodes contacted. The blue area is the SiO2 substrate.

The scale bar is 5 µm. (b) Output curves of the untreated monolayer MoS2

device, demonstrating a good Ohmic contact between the material and the

metal electrode. Output current increases with laser power increasing. (c)

Post-plasma treatment IV curves show a similar trend with increasing laser

power, and the output current has increased substantially for the same device.

Moreover, the photoresponsivity Rph can be extracted from Fig. 6.5 (b) and

(c) and is summarised in Table. 6.3. Rph is defined by the ratio of photocurrent

to laser power. Thus, the calculated Rphs under 488 nm laser for pre and post

treatments are 3.7×10−2 and 7.3×10−2 A/W, respectively. It can be seen that

Rph is doubled after plasma treatment. This phenomenon can be attributed to

the formation of a MoOx overlayer or oxygen atoms physically being adsorbed

onto the MoS2 surface. The formation of MoOx can be regarded as chemical

adsorption
[34, 35, 59]

and surface adhesion of oxygen atoms can be respected as

physical adsorption.
[70, 71, 72]

The chemical-adsorption caused photoresponsivity

can be explained by the charge trap effect in the MoS2/MoOx,
[73]

because, at

the interface between MoS2 and MoOx, a conduction band offset will form, re-

sulting from different Fermi levels of MoS2 and MoOx. Due to the conduction

band offset, a built-in electric field pointing from MoS2 to MoOx is generated

at the interface. The built-in electric field can trap holes and avoid electron-

hole recombination, leading the enhancement of photocurrent.
[73]

The above is the mechanism for photocurrent improvement caused by chem-
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ical adsorption. However, based on our observation in Fig. 6.2, the interaction

between MoS2 and oxygen plasma is mainly due to physical adsorption of oxy-

gen atoms. Because chemical adsorption will decrease the thickness, which

contradicts our experimental observation in Fig. 6.2. But physical adsorption

can cause thickness and surface roughness increase,
[70, 71, 74, 72]

which match our

observation well. A detailed calculation and comparison between chemical- or

physical- adsorption caused surface-thickness changes are shown in Chapter 7.

Photocurrent enhancement caused by physical adsorption can be under-

stood as a charge transfer or energy transfer effect.
[75]

The charge transfer

effect is mainly used to describe the optical-electronics property of a hybrid

system. The principle of a charge transfer effect is that electron-hole pairs are

generated in the active component (like physical adsorbent, quantum dot, or

dopant) under laser illumination, and one type of carrier can be transferred to

the channel, resulting in enhancement of current.
[75]

In Gough’s work,
[69]

, the

active components are CdSeS/ZnS quantum dots, which are introduced into

MoS2 devices by spin coating. They observe photocurrent enhancement and

attribute it to the charge transfer effect. They further conduct PL mapping

in which they find PL peaks of the quantum dots are quenched significantly

because carriers are transferred into MoS2 channel, avoiding exciton recombi-

nation emitting photons.
[69]

Since their device dimension, laser wavelength and

illumination area (only channel materials rather than the whole device) are

similar as ours, we can compare the results. After QD sensitizing, their mono-

layer MoS2 devices show a maximum Rph of 2.1×10−2 A/W .
[69]

Our maximum

Rph is 7.9× 10−2 A/W . It can be seen that our rapid-plasma-treatment tech-

nique not only provides a promising way to improve the device performance

but also an easier way to fabricate devices compared with the spin-coating

based QD sensitizing technique.
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Table 6.3: Photoresponsivity Rph of the device shown in Fig. 6.5 (a) before

and after plasma treatment. The unit of Rph is A ·W−1.

488 nm 632 nm

Plasma exposure time Rph Rph

0 seconds 4.3× 10−2 3.7× 10−2

2 seconds 7.9× 10−2 7.3× 10−2

Furthermore, we study the temporal response of the same monolayer MoS2

phototransistor shown in Fig.6.5 before and after plasma treatment. As can

be seen in Fig. 6.6 (a), the photocurrent has been improved two times when

the 488 nm laser irradiation is modulated through 5 sec ON/5 sec OFF cy-

cles at a power of 36 µW and Vds = 5 V . After treatment, the fall and rise

times are extracted from single exponential fits in (b) and (c) respectively. The

time-resolved photoresponses compare favourably with the evaporated MoOx

overlayer devices.
[73]

Figure 6.6: Time response of the device before and after plasma treatment, Vds

is set at 5V. (a) Comparison of photocurrent response over laser irradiation

cycles lasting 5 seconds. (b) Exponential fit of the fall component of the

photoresponse for the treated device. (c) Exponential fit of the rise component

of the from the next cycle.

Importantly, Fig. 6.6 provides another angle to study the optoelectroni
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properties of the system. The speed of the photoresponse decays after plasma

exposure, which can be explained by the charge transfer effect and is con-

sistency with other published works.
[75, 76, 77, 78, 79]

As mentioned above, our

system is a hybrid system where oxygen atoms are physically adsorbed onto

the MoS2 surface. Based on the charge transfer effect, the adsorbed oxygen

atoms are the active component. Thus, under laser illumination, one type of

carriers in photo-generated excitons reside in the layer of active component,

causing the reduction of electron-hole recombination rate and increase of the

carrier lifetime.
[75]

Thus, the speed of photoresponse will drop due to the in-

creasing of carrier lifetime, which is clearly reflected in Fig. 6.6 (a). It can

be seen that the untreated device (green line) shows an instant response and

jumps to a plateau when the laser is switched on, namely its response function

is a step function. However, the post-treated device needs a longer response

time to reach the maximum. The decayed speed of photoresponse in a hybrid

2D system has also been observed by other researchers, as we now summarise.

Kufer et al demonstrate photocurrent enhancement in few-layer MoS2/colloidal

PbS quantum dots hybrid system. Their temporal response shows a similar

trend and comparable decay time to ours.
[76]

Yu et al fabricate a single-layer

MoS2 transistor with rhodamine 6G organic dye solution drop-cast on. They

find photoresponsivity has been improved but response speed has dropped,

which is consistent with our observation.
[77]

Moreover, the attenuated photore-

sponse speed has also been found in graphene/QD hybrid system.
[78, 79]

Liu

et al report that pristine graphene transistors responsed to laser illumination

rapidly.
[78]

However, after being fabricated in a hybrid system with PbS quan-

tum dots, the response speed drops.
[79]

From the above references, it can be seen that the fabrication of 2D-

materials/QD hybrid systems are based on drop-cast, which is a physical pro-

cess. Thus, in our case, the physical adsorption process of oxygen atoms onto

the MoS2 surface is similar to the formation of 2D-material/QD systems, be-

cause the two techniques realize the adhesion of an active component onto the

surface of the device. This suggests that the charge transfer theory can be

applied to our system. Furthermore, a theoretical elucidation of the charge

67



transfer effect in MoS2/QD hybrid system has been reported by Raja et al.

They claim that dielectric screening originated from increasing thickness of

MoS2 layer and charge transfer effect are two mechanisms competing in the

electron transport during laser illumination, by studying the relation between

nonradiative energy transfer and number of layers.
[80]

In our case, the dielectric

screening effect doesn’t exist since the studied samples are monolayers, and the

charge transfer effect plays an important role in electron transport under laser

irradiation.
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6.1.3 Mobility

Figure 6.7: Gate characteristics, field effect mobility and photocurrent com-

parison before and after plasma treatment: (a) Transfer characteristics of the

same untreated device, demonstrating standard n-type FET behaviour and

increasing of photocurrent in the channel at higher laser powers. (b) Similarly

to the IV curves in Fig. 6.5, the level of current in the transfer curves of the

plasma-exposed device has increased, in this case by one order of magnitude

at higher laser powers. (c) Mobility comparison before and after plasma treat-

ment as a function of laser power. (d) Photocurrent comparison before and

after plasma exposure as a function of laser power. The laser wavelength is

488 nm.

Figure. 6.7 tracks the MoS2 channel field effect mobility before (a) and

after (b) plasma exposure under 488 nm laser irradiation. Vds is set at 1 V

in all the transfer curves. From Fig. 6.7 (c), when the device is exposed to

the plasma for 2 seconds, the field-effect mobility increases 10-fold (0.95 to

13.5 cm2 · V −1 · s−1) at the maximum laser power. In dark, the µfe nearly

remains the same level, with µfe ∼ 0.34 cm2 · V −1 · s−1 for pre-treatment and

µfe ∼ 0.40 cm2 ·V −1 ·s−1 for post-treatment. The enhancement of µfe is consis-

tent with the improvement of photocurrent and photoresponsivity. Based on

the charge transfer effect, it is clear that the retention of one type of carriers in
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the active component can improve the electron mobility due to the attenuated

electron-hole recombination rate. Mobility enhancement is summarised for the

two wavelengths in Table. 6.4.

Table 6.4: Mobility at maximum laser power for different illumination wave-

lengths before and after plasma treatment. The unit of µfe is cm2 · V −1 · s−1.

488 nm 632 nm

Plasma exposure time µfe µfe

0 seconds 0.95 0.63

2 seconds 13.5 13.3

6.1.4 Threshold voltage

By applying ratio method (RM) (mentioned in Chapter 2) to Fig. 6.7 (a)

and (b), Vths can be extracted. After transferring Fig. 6.7 (a) into a linear

plot, we find that the device is already in the on state at Vg = −60 V when

the laser power exceeds 3.0 nW . Thus, it is impossible to extract Vth from it.

Referring to Fig. 6.7 (b), which shows transfer curves for the post-treatment

device, corresponding linear plot is shown in Fig. 6.8 (a).

In Fig. 6.8 (b), we extracted Vths by using RM. With laser power increas-

ing, Vth shows a dramatic shift towards the negative region. As mentioned, RM

shows the intrinsic Vth of a device. Thus, oxygen-plasma treatment changes

the intrinsic properties of the device. As mentioned above, we believe that the

adhered oxygen atoms increase the surface thickness and causes the electronic

properties of the device to be changed. It is known that laser illumination on

a semiconductor can generate electron-hole pairs (excitons) when the photon

energy is comparable to the semiconductor band gap. In our case, the device

still shows an n-type FET behaviour after plasma exposure, as seen in Fig.

6.7 (b), suggesting that the majority carrier in the system is still the electron.

Then, based on the observation of enhanced photocurrent, we conclude that

holes reside in the active component (adhered oxygen atoms), leading the elec-
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tron concentration to be increased. Hence, the post-treated n-type 2D FET

becomes easier to switch on with a lower threshold voltage. This is the reason

why Vth shifts to lower voltage with the increasing laser power, as shown in

Fig. 6.8 (b).

(a) (b)

Figure 6.8: (a) Linear plot for the transfer curves under 488 nm laser with

different power level in Fig. 6.7 (b). (b) Extracted Vths by using RM. Vds is

set at 1 V in all the transfer curves.

6.1.5 Polymer encapsulation

(Measured devices are not treated by plasma in this section.)

In this section, we study the device performance under polymer encapsu-

lation. There are two reasons to study how polymer protection affects the de-

vice performance. Firstly, impurity scattering introduced by dirty surface and

gaseous molecules can significantly attenuate the device mobility.
[81]

Devices

protected by polymers can effectively avoid mobility degradation from impu-

rity scattering. Secondly, in the previous section, we discussed the electronic

performance of a monolayer MoS2 FET globally treated by oxygen plasma.

By combining the polymer-encapsulation technique and electron-beam lithog-

raphy together, we can locally treat devices and fabricate 2D heterostructure

based on monolayer MoS2. The 2D heterostructure can be further designed

to realize 2D semiconductor superlattices, which is a promising architecture

for neuromorphic electronics and spin filters, which will be discussed in the

Outlook Chapter.
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Figure 6.9: The transfer curve of a five-layer MoS2 device measured in air. The

information of device dimension, transconductance and sub-threshold swing is

included. Vds is set at 1 V. Channel length and width are 2.5 µm and 3.3 µm

respectively.

In Fig. 6.9, the channel material is five-layer MoS2 prepared by mechanical

exfoliation. The device performs as a typical n-type field-effect transistor with

on-off ratio of 105, transconductance 23.1 nA / V , and sub-threshold swing

121.2 mV dec−1 under ambient conditions. The transconductance g reflects

the performance of a FET when it plays a role of an amplifier in a circuit.

Larger g values indicate better amplification ability. The sub-threshold swing

S evaluates the performance of a FET working as a logic device. A smaller S

indicates better stability of the device at off state. The expressions for both g

and S are shown in Fig. 6.9.

The threshold voltage is a key parameter in a transistor. It evaluates how

easily a FET can be switched on and off. Several methods were invented to

extract it based on transfer curves. Here, we employed four different methods

mentioned in Chapter 2 to extract threshold voltages based on Fig. 6.9. Vths

from different methods are summarised in Table. 6.5.
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Table 6.5: Vths extracted from Fig. 6.9 with four calculation methods in

Chapter 2.

Methods CC ELR GELR RM

Vth (V ) 3.92 21.9 11.9 -1.41
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Figure 6.10: Different methods of threshold voltage extraction.(a) CC. (b)

ELR. (c) BMLE. (d) RM. Results are summarised in Table. 6.5.

In Fig. 6.10 and Table. 6.5, it can be seen that threshold voltages extracted

through different methods vary significantly compared with MOSFETs, whose

threshold voltages change slightly under these methods.
[30]

Several factors are

responsible for the phenomenon. Firstly, the dimension of a MOSFET is much

smaller than our devices. In our case, the channel length is 2.5 µm, nearly

one hundred times larger than a MOSFET. Secondly, the gate in our case

is a back gate geometry which has a less efficient gating effect due to the

285 nm SiO2. However, high efficiency top gating holds in the case of a

MOSFET. Other factors, such as parasitic resistance, gate-source capacitance
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and mobility degradation effects are more complicated and need to be stud-

ied in detail.
[30, 31, 82, 83, 84, 85]

Because Vth extracted by RM reflects the intrinsic

threshold voltage, the significant difference in extracted Vths between other

three methods and RM indicates a mobility degradation effect and parasitic

resistance.
[30, 31]

Parasitic resistance can’t be eliminated after the device fab-

rication, but mobility degradation can be optimized by polymer encapsulation.

(a) (b)

Figure 6.11: Transfer characteristics of the same device as in Fig. 6.9. (a)

Threshold voltages extracted from the ELR method. (b) Vths extracted from

RM with fitting functions shown. The orange curve is measured in air and the

blue curve is measured under polymer protection.

The polymer used in this section is the same as the polymer used in the

EBL section. The polymer is polymethyl methacrylate (PMMA) with a molec-

ular weight 950k, formulated in anisole with mass concentration 3%.

Figure 6.11 (a) measures the transfer characteristics of the same device as

in Fig. 6.9 in air and polymer, respectively. It is clear that the magnitude

of the channel current measured in polymer is about 3 times larger than that

measured in air. The reason responsible for the increasing current is that

the PMMA layer protects the channel from the gaseous molecules in the air.

Gaseous molecules play the role of impurity scattering centers, which attenu-

ate both current and mobility of the device.
[32, 81, 82]

Vths are extracted based

on the ELR method. As can be seen, Vth is 21.9 V in air and it slightly shifts

towards the negative region to 19.7 V in polymer, showing a difference of 2.2

V .
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In Fig. 6.11 (b), we continue to study the Vth by using the RM. Vth in air is

-1.31 V and -1.13 V in polymer. The difference between measuring in air and

polymer is -0.18 V , which is much smaller than the 2.2 V extracted from ELR

method. The small Vth difference calculated by RM tells that polymer encapsu-

lation doesn’t change the intrinsic performance of the device, namely it doesn’t

introduce any chemical or physical reaction to change the lattice structure of

MoS2. This guarantees the feasibility of the polymer-encapsulation technique,

because it is undesirable to improve the device performance by sacrificing the

intrinsic merits of the materials.

So far, we have evaluated how the polymer-encapsulation technique opti-

mizes the threshold voltage and weakens the mobility-degradation effect. In

the following, we are going to present that polymer encapsulation can signifi-

cantly improve the stability of MoS2 FETs. We measure the transfer charac-

teristics under both ambient and encapsulation conditions, under three sweep

rates (1, 2 and 10 V/s) of back-gate voltage. As mentioned in Chapter 5, loop

sweep and various sweep rates can be achieved by changing the software setup.
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Figure 6.12: Gate loop sweep under ambient conditions. (a), (b) and (c) are

transfer characteristics under back-gate sweep rate 10, 2 and 1 V/s, respec-

tively. (d), (e) and (f) are the corresponding zoomed areas to show Vths. (g)

summarises the threshold voltage shifts. Vds is set at 1 V for all the transfer

curves.

In Fig. 6.12 (a), (b) and (c), it can be seen that forward sweeps show

higher current magnitudes than backward sweeps, which is same as in repoted

works.
[86, 87]

This phenomenon is due to charge trapping and detrapping in the

Schottky barrier in the MoS2/metal contact.
[87]

(d), (e) and (f) are zoomed-in

areas to show Vths under each sweep rate. We define the threshold-voltage shift

as the Vth difference between forward and backward sweep. In (g), threshold

voltage shift decreases with sweep rate increasing. Threshold voltage shift

drops from 25 V at a rate 1 V/s to 10 V at 10 V/s. It can be attributed

that a faster sweep speed will suppress the molecular absorption on the sur-

face, because the hysteresis is mainly caused by water vapor absorption on the

surface.
[86]
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Figure 6.13: Gate loop sweep under polymer protection. (a), (b) and (c) are

transfer characteristics under back-gate sweep rate 10, 2 and 1 V/s, respec-

tively. (d), (e) and (f) are the corresponding zoomed areas to show Vths. (g)

summarises the threshold voltage shifts. Vds is set at 1 V for all the transfer

curves.

Figure. 6.13 is measured under encapsulation conditions. In (a), (b) and

(c), we get the impression that the threshold-voltage shift becomes smaller

compared with Fig. 6.12. From (d) to (f), the threshold-voltage shift drops

with an increase of sweep rate, which shows a similar trend to that measured

in air. In (g), it can be seen that threshold-voltage shift is 6.5 V at 1 V/s,

which is already smaller than 9 V at 10 V/s measured in air. Hence, polymer

protection can significantly enhance the stability of the device. Since stability

is a crucial parameter of a field-effect transistor when it works as a logic unit,

our polymer-encapsulation technique gives new insights into enhancing perfor-

mance of two-dimensional field-effect transistors and future integrated circuit

based on 2D FETs.
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Mobility

In this section, we are going to discuss the difference in mobility when the

device is measured in air or in polymer. Mobilities are extracted based on the

the data shown in Fig. 6.9. Extracted mobilities are shown in Fig. 6.14.
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Figure 6.14: Mobility comparison between encapsulated and un-encapsulated

measurements. Both field-effect mobility and low-field mobility are in the unit

of cm2 V −1 s−1.

Fig. 6.14 shows that both the low-field mobility µ0 and field-effect mobility

µfe are enhanced about by three times after encapsulation (low-field mobility

is the mobility of the device in the presence of a low electric field
[29, 31]

). One

reason is that the polymer protects the MoS2 from impurity scattering caused

by gaseous molecules. Due to the lower possibility of being scattered and a

reduction of energy loss, electron mobility is enhanced. In order to further

study the effects of encapsulation on mobility, we consider the model of a

small-signal equivalent FET circuit.
[5, 88]

The small-signal equivalent FET cir-

cuit is a successful model to describe silicon-based MOSFETs. It has also

been successfully applied to describe graphene FETs.
[5]

In Fig. 6.15, Rs and

Rd are the contact resistances at the source and drain electrodes, respectively.

After encapsulation, the value of Rs (or Rd) is same as the pristine contact

resistance. The reason is that the fabrication technique, contact dimension,
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contact materials and temperature are not changed when we measure the same

device after encapsulation. The above parameters mainly determine the con-

tact resistance.
[81]

After polymer encapsulation, the capacitance between gate and polymer

Cgp, and source and drain Cpolymer will be introduced. Equation 2.7 shows

µfe ∝ C−1ox . In the case of encapsulation, Cequivalent = (C−1BG +C−1gp +C−1polyer)
−1,

which means that the total capacitance becomes smaller, which resembles the

situation where the total resistance is smaller than the resistance on each

branch in the parallel circuit. Thus, the mobility is enhanced due to the in-

verse proportional relationship between µfe and Cequivalent in Eq. 2.7.

Cgd

Source

Rs

Rd

Rd

Rs
Drain

Gate

Gate

Source Drain

Cgs

Cgs Cgd

Cgp

Cpolymer

Encapsulation

Ids

Ids

Figure 6.15: Small-signal equivalent FET circuits for pristine and encapsulated

devices.
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6.2 Atmospheric plasma jet

6.2.1 Damage evaluation

Untreated 4cm 20s

2cm 10s

2cm 40s

(a)

(d)(c)

(b)

(e)

Figure 6.16: Substrates (SiO2) treated under different conditions with an

inductively-coupled atmospheric plasma jet. (a) is the untreated substrate.

(b) is the same area as (a) with 4cm-distance and 20s-duration plasma expo-

sure. (c) and (d) are treated areas on another chip (same substrate material

as (a) and (b)) with 2 cm, 10 s and 40 s plasma, respectively. (e) Photo of the

atmospheric plasma jet.

There are two reasons to conduct experiments based on atmospheric plasma

jets. Firstly, the cost of an atmospheric plasma jet is much lower than that

of the inductively-coupled plasma chamber, since it doesn’t require the vac-

uum condition. Secondly, it can be used to conduct site-specific and mask-

free modification on a sample. Ye et al successfully demonstrate site-specific

and mask-free modification on graphene by using an atmospheric plasma jet

with N2:He (1:49) mixed gas.
[38]

In their case, a micro-plasma jet is generated

through a glass tube nozzle whose diameter is 30 µm and smallest moving step

size is 10µm.

A photograph of the inductively-coupled atmospheric plasma jet is shown

in Fig. 6.16 (e). We identified the threshold distance for the plasma jet in

terms of plasma introduced damage. In Fig. 6.16, the distance (4 cm or 2

cm) is defined as the distance between the outlet of the plasma jet and the
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surface of the sample. As can be seen in Figs. 6.16 (a) and (b), there is no

damage with the distance set at 4 cm and duration set as 20 s. Both (c) and

(d) clearly show damage as depicted by red circles. In (c), 2 cm and 10 s

treatment introduces a medium level of damage, and with duration increasing,

severe damage happens, nearly causing the whole chip destroyed in (d).

We can conclude that 4 cm is the safe distance for sample treatment with

our plasma jet. However, the bombardment effect caused by the plasma jet is

so strong that it can even severely damage the substrate, which is out of our

expectation. When using an inductively-coupled plasma chamber, we never

observe any physical damage on the substrate. Due to the severe damage

caused by the bombardment effect, in order to treat samples by the inductively-

coupled atmospheric plasma jet, further optimization needs to be done to de-

crease the ion energy or the voltage in the coupled coils.
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Chapter 7

First principles study of

oxygen-plasma-treated

monolayer MoS2

Based on Chapter 6 and published work,
[35, 36, 59, 89]

after plasma treatment,

vacancies have been observed through TEM (Fig. 6.3) and surface thickness

increasing has been discovered by AFM (Fig. 6.2). Both vacancies and increas-

ing of thickness cause the MoS2 lattice structure to be changed. In Chapter 6,

we study how plasma modifies the monolayer MoS2 at the device level. In this

Chapter, we are going to zoom into the molecular level to study the electronic

properties of oxygen-plasma-treated MoS2.

Based on the experimental study in Chapter 6, from both pre- and post-

treat devices, we only observed a semiconductor phase from transfer charac-

teristics. Precisely speaking, after oxygen plasma exposure, devices still show

n-type semiconductor behaviour, even though the Vth and µfe change. By ap-

plying in situ scanning transmission electron microscopy, Lin et al have proved

that the phase transition from 2H to 1T in monolayer MoS2 requires a temper-

ature of T = 600 oC with a duration of at least 100 seconds.
[90]

The monolayer

1T structure can be understood as a collective displacement of S atoms in the

bottom layer.
[90]

Then, Muharrem et al shows that the 1T MoS2 nanosheet be-

haves as a typical metallic phase through electrochemical characterization.
[91]

Due to the energy required to convert from 2H to 1T,
[90, 92, 93]

it can be con-
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cluded that the 2H phase is a more common and stable existence for MoS2

than 1T under ambient conditions.

In the following discussion, MoS2 specifically refers to MoS2 with a 2H

crystal structure.

Moreover, before the discussion of calculations, the configuration of the

calculation should be mentioned. CPU is an Intel(R) Core(TM) i7-6700HQ

CPU @ 2.60GHz with 16 processor cores. Parallel computing is based on MPI

& OpenMP with 4 MPI processes and 4 OpenMP Threads.

The calculation in this Chapter is based on the software QUANTUM ESPRESSO

which is an open-source package that is freely available.
[94]

7.1 Band structure and density of states

(The reason that we conduct band structure calculation through DFT rather

than tight-binding model or k·p method has been clarified in beginning of Chap-

ter 4).

In order to execute accurate band structure calculations, we need to choose

the lattice constants carefully. Thus, we collected information about the 2D

MoS2 lattice structure from both experimental and theoretical publications.

The lattice structure of MoS2 is a typical hexagonal Bravais lattice. Lat-

tice constants measured by experiment are a = 3.15 ± 0.02 and c = 12.30

angstroms at room temperature.
[95, 96]

Theoretical values of the lattice struc-

ture are a = 3.16 and c = 12.28 angstroms,
[97, 98, 17, 21, 99]

where c is the distance

between two neighbouring layers. The distance between neighboring Mo and

S atoms is dMo−S = 2.40 angstroms, and the angle between the Mo− S bond

and the Mo plane is θ = 40.6o.
[97, 98, 17, 21, 99]

An Illustration of the above pa-

rameters are shown in Fig. 7.1.

Followed by the determination of the lattice parameters, we need to find

out a proper vacuum size for the monolayer unit cell. This is because the

QUANTUM ESPRESSO (QE) can’t model an ideal 2D system. The only ap-

proach to model a 2D system is to increase the interlayer distance until the
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interlayer Van der Waals’ force can be ignored. Thus, we define the final in-

terlayer distance as the vacuum size cv. This value will be reflected in the QE

input files. Due to c = 12.30 angstroms, we tuned the vacuum size from 15

to 40 angstroms and studied the evolution of the total energy, band gap and

calculation time. The band gap is defined by the difference between the high-

est occupied molecular orbital (HOMO) and the lowest unoccupied molecular

orbital (LUMO),

Eg = EHOMO − ELUMO (7.1)

(a) (b)

(c)

a

θ

dMo-S

Figure 7.1: Lattice structure of monolayer MoS2. (a) The top view shows a

typical hexagonal Bravais lattice of monolayer MoS2. (b) Front view shows a

sandwich structure of monolayer MoS2 where the plane of Mo atoms is sand-

wiched by two S-atom planes. (c) The unit cell of monolayer MoS2 with bond

length and angle depicted. (a = 3.15 angstroms, dMo−S = 2.40 angstroms,

θ = 40.6o)

In the self-consistent field (scf) calculation, the number of bands needs to

be determined in order to calculate the band gap. We define the number of

bands for the single unit cell as 32, due to the 6 valence electrons in a S atom

and 14 valence electrons in a Mo atom. Thus, the number of bands should be
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larger than 26 to calculate the LUMO energy. The corresponding electronic

configurations for S and Mo atoms are shown as below,

S [Ne]3s23p4

Mo [Ar]4s24p64d55s1

In the Mo atom, the electronic configuration is 4d55s1 rather than 4d45s2,

which is based on the Hund’s third rule. The Hund’s third rule claims that the

system occupies the lowest energy when outermost subshell is empty, half-filled

or full-filled.

cv
(a) (b)

(c)

(d)

Figure 7.2: (a) Illustration of the vacuum size cv which is larger than the

pristine interlayer distance c. (b) Band gap Eg vs. cv. (c) Total energy Etotal

vs. cv. (d) Total CPU time t vs. cv. K-points are 12 × 12 × 1. PPs are US

with the PBE XC functional. Wave-function cutoff and charge cutoff are 200

Ry and 800 Ry, respectively.

As shown in Fig. 7.2, cv has been tuned from 15 to 40 angstroms with a

step size 5 angstroms. PPs for both S and Mo atoms are USPPs with Perdew-

Burke-Ernzerhof (PBE) GGA functional.
[100]

The pseudization method is that

of Rappe-Rabe-Kaxiras-Joannopoulos (RRKJ).
[101]

In Fig. 7.2 (b) and (c), it

can be seen that both Eg and Etotal remain at a steady level with respect to the

increase of cv. Precisely, Etotal ranges from −181.581160 to −181.581161 Ry

with accuracy to 6 decimals. In 7.2 (b), the y axis has been taken absolute

values in order to be plotted in the logarithmic scale. Eg keeps the value of

1.7296eV in each calculation (the QUANTUM ESPRESSO output file only

has four-decimal accuracy for Fermi energy, HUMO and LUMO). In Fig. 7.2
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(d), it is clear that the calculation time increases linearly with respect to cv,

resulting from the increasing size of the unit cell (cv is the height of the unit

cell).

The most important information revealed in Fig. 7.2 is that Eg and Etotal

keep steady with increasing of cv, suggesting the threshold of interlayer distance

where the interlayer Van der Waals’ force can be neglected can be set at cv = 15

angstroms. Also considering the time cost of calculation, we finally set the

dimension of the unit cell and corresponding atomic positions as follows (they

will be reflected in the QUANTUM ESPRESSO input files),

a=3.169, c=20.000

Mo -0.000158 1.829714 3.081000

S 1.584342 0.914720 1.515852

S 1.584342 0.914720 4.646148

With lattice parameter determined, we then calculate the electronic band

structure of monolayer MoS2, and show it in Fig. 7.3 (a) and (b). The PP,

XC functional and K-points are same as for Fig. 7.2. The first Brillouin zone

(BZ) of monolayer MoS2 is hexagonal due to its hexagonal lattice in real space,

which is depicted in Fig. 7.3 (a). The path with high symmetry points in the

first BZ is chosen along Γ − K −M − Γ. b1 and b2 are basis vectors in the

reciprocal lattice. The coordination of high-symmetry points and basis vectors

in Fig. 7.3 (a) is shown as,

b1 =
4π√
3a

(

√
3

2
,−1

2
, 0)

b2 =
4π√
3a

(0, 1, 0)

Γ = (0, 0, 0) K = (
2π

3a
,
−2π√

3a
, 0)

M = (
π

a
,
−π√

3a
, 0) −K = (

4π

3a
, 0, 0)

where a is the lattice parameter with value 3.169 angstroms. The calcu-

lated band structure based on the above coordination is shown in Fig. 7.3

(c). It shows a direct band gap of 1.73 eV at the K valley, which is smaller
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than the value measured by photoluminescence (PL). The phenomenon that

PBE functional underestimates the band gap of monolayer MoS2 has also been

observed by other researchers.
[22, 97, 102]

The corresponding reported band gap

values are 1.59 eV ,
[22]

1.68 eV ,
[97]

and 1.7 eV ,
[102]

respectively.

Firstly, the PBE functional itself is an approximate analytic expression.

Perdew et al elucidated how to construct a simple GGA functional by adding

three extra conditions to correlation energy and four conditions to exchange

energy respectively.
[100]

They also discussed the evolution of the gradient con-

tribution in terms of density variation under both slowly and rapidly varying

limits and compared it with LDA approximation.
[100]

As shown in Perdew’s

original paper, the PBE XC functional underestimated or overestimated the

molecular atomization energies with a mean abs. error of 7.9 kcal/mol.
[100]
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（b）
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（a）
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Figure 7.3: (a) Illustration of the first BZ of monolayer MoS2 with high sym-

metry points and reciprocal basis vectors shown. (b) Comparison of the to-

tal energy among three different PPs. For all of them, k-points sampling is

8 × 8 × 1. The x axis is the iteration number, and the subfigure on the

right compares the final total energy at the 9th iteration. (c) Band structure

of monolayer MoS2 shows a band gap value 1.73 eV with USPP and PBE

functional. The cutoff for WF and charge are 120 and 480 Ry, respectively.

(d) and (e) show typical trends of Etotal and t with the increasing of Ecut. (f)

and (g) show how Etotal and t change when k-point density increases. In (d)

to (g), PPs are US with PBE functional.

Secondly, due to the peculiar spatial localization of d orbitals, strong spin-

orbit coupling effect and spin polarization effect in transition metals,
[16]

the

physics of transition metals and their compounds is not trivial. The most
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famous example is the Mott insulators, such as NiO and CoO, which are pre-

dicted to be conductors by band theory, are insulators measured in experiments.
[103]

The contradiction between theory and experiment lead to the development of

the Hubbard model, which describes the strongly correlated electron gas and

can be understood as adding a correlation potential into the tight-binding

Hamiltonian.
[104]

The Hubbard term has also been included in modern DFT

calculations, where it is called DFT+U. Thus, we believe that the underesti-

mation in the band gap is also due to the above localization properties of the

d orbital electrons on the Mo atom.

In Fig. 7.3 (b), we compare the total energy from three different PPs. For

all of them, the calculation converges within nine iterations. It can be seen

that the total energy from the NCPP is about 3 Ry lower than that of the

USPP. Within the NC scheme, the PBE and LDA functionals give rather close

results with -184.9 and -185.2 Ry. In Fig. 7.3 (d) (US PBE), we study the

relation between Etotal and Ecut. It is clear that Etotal converges rapidly to

-181.582 Ry after Ecut is larger than 120 Ry, suggesting Ecut = 120 Ry can

be set in the following calculations to help saving time, and a larger Ecut is

not necessary. In Fig. 7.3 (f), Etotal also converges to -181.581 Ry when the

k-point sampling is larger than 8 × 8 × 1 . Hence, the same conclusion can

be made that the BZ mesh grid can be chosen as 8 × 8 × 1 in the following

calculations. Fig. 7.3 (e) and (g) show the same and reasonable trend that

the calculation time is proportional to the Ecut or k-point sampling. This is

because the larger the Ecut, the more plane waves are needed. The more sam-

pling points in the BZ, the more calculation is needed also.

Incidentally, the mixing beta (β) is set at 0.3 for all the calculations in

this chapter to ensure the consistency of calculation cost. β is a damping

parameter to prevent the instability of the charge density by considering old

charge densities from previous iterations.
[50]

C(n) is the charge density in the

nth iteration.

C(n+1) = βC(n) + (1− β)C(n−1) (7.2)

In Table. 7.1, we compare the band gap values from various works. From

the experimental point of view, the most common way to measure the band
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gap is using photoluminescene (PL). In Chapter 6, the measured PL peak of

monolayer MoS2 is located at 1.84 eV in Fig. 6.4. In published works, the

measured band gap ranges from 1.79 to 1.89 eV .
[28, 105, 70, 106]

Another approach

to measure the band gap is Scanning tunneling spectroscopy (STS), in which

the measured value is the sum of the optical band gap and exciton binding

energy. Thus, in ref [107], the measured gap is 2.15 eV that is larger than

values measured by PL. Regarding theoretical works, the most used XC func-

tionals are LDA, PBE and HSE06. In refs [97, 108], HSE06 has been used.

The HSE06 functional is a typical hybrid functional, which has a common

expression, EXC = aEHF
x +(1−a)EPBE

x +EPBE
c . The idea of the hybrid func-

tional is to mix various functionals together to remove the error, since some

functionals underestimate the energy and some overestimate it. The hybrid

functional plays an important role in the DFT Jacob’s Ladder, and it does

give better results than LDA or GGA in some cases.
[109]

Some other popular

hybrid functionals are B3LYP and OLYP.
[110, 111]

.

(This paragraph is the caption for Table 7.1. Due to the size of Table 7.1, we

arrange an entire page to show it.)

Table 7.1:Summary of the band gap values from both experimental and theo-

retical publications. All band-gap values are in the unit of eV . The unit of cv is

angstrom. WF stands for wave function. The k-points refers to the mesh grid

for Brillouin zone sampling. β is the mixing factor for self-consistency. HSE06

is a hybrid functional.
[112]

Areas highlighted in yellow are results calculated by

the author. In ref [108] and [22], the researchers applied different XC function-

als, thus they are isolated out by gridlines in order to avoid formatting disorder.
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Table 7.1: Summary of band gap values from publications and our work.

Experiment

Method Value(eV) Note

Photoluminescene (PL) 1.84 Chapter 6, Fig. 6.4

PL 1.85 ref
[28]

PL 1.89 ref
[105]

PL 1.79 ref
[70]

PL 1.85 ref
[106]

Scanning tunneling

spectroscopy

(STS)

2.15

ref
[107]

Optical band gap (1.93) +

exciton binding energy (0.22)

Theoretical claculation

Method PP Value(eV) Note

DFT-PBE US 1.86

DFT-PBE NC 1.89

DFT-LDA NC 1.90

This work

Cutoff WF=30 Ry, cutoff charge=150 Ry,

k-points 12× 12× 1

cv=20,beta=0.3

DFT-PBE US 1.72

DFT-PBE NC 1.73

DFT-LDA NC 1.73

This work

Cutoff WF=200 Ry, cutoff charge=800 Ry,

k-points 12× 12× 1

DFT-LDA 1.86 ref
[113]

DFT-LDA 1.89 ref
[114]

DFT-PBE 1.70 ref
[102]

DFT-PBE 1.93 ref
[115]

DFT-PBE 1.65

DFT-HSE06 2.12
ref

[108]

DFT-LDA 1.87 ref
[116]

DFT-LDA 1.67

DFT-PBE 1.59
ref

[22]

DFT-GGA 1.75 ref
[17]

DFT-PBE 1.80 ref
[21]

DFT-HSE06 2.23 ref
[97]

GW 2.84 ref
[117]
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Figure 7.4: Band structure and PDOS of monolayer MoS2. The total DOS is

placed on the left, followed by PDOS of orbitals from Mo and S atoms. The

PDOS of S 3s (or 3p) orbital is the sum of 3s (or 3p) orbitals from two S

atoms in the same unit cell. The x axis in the PDOS plot is the range of DOS

for each orbital. For example, the total DOS ranges from 0 to 7.5 states/eV ,

and Mo 4s ranges from 0 to 0.025 states/eV .

In Fig. 7.4, we calculated the total density of states (DOS) and projected

density of states (PDOS) of pristine monolayer MoS2 by using the dos.exe and

projwfc.exe packages in the QUANTUM ESPRESSO. The figure filled in blue

is the total DOS, showing a clear band gap of 1.73 eV . The following figures

arranged in sequence are PDOS plots which include four valence orbitals from

one Mo atom and two valence orbitals from two S atoms. In the last two

subfigures, we add the contribution of 3s and 3p PDOS from the two S atoms

together, because there are two S atoms in one unit cell. The x axis represents

the value for each orbital. For example, the total DOS ranges from 0 to 7.5

states/eV . It can be seen that Mo 4d and S 3p have a significant contribution

to the total DOS, because their PDOS ranges are much larger than those of

other orbitals. This result is also consistent with Eugene’s work.
[118]

If we com-

pare the sum of four orbitals in the conduction band from Mo and the sum

from S atoms, it can be found that one Mo atom occupies a great portion of
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the total DOS than the two S atoms, which has also been observed by Cao et

al.
[119]

It is reasonable that Mo 4s and 4p have a small percentage in the total

DOS in this energy range, because they are inner shell orbitals compared with

5s and 4d orbitals.

Moreover, the large portion of Mo 4d orbital in the total DOS is exactly

what we expect. Because the larger PDOS the d orbital has, the more sig-

nificant spin-orbit coupling it shows. The spin-orbit coupling originated from

Mo 4d orbitals in monolayer MoS2 leads to new physics that graphene doesn’t

have. For example, the spin-orbit coupling in monolayer MoS2 further causes

the coupling between spin and valley degrees of freedom, which introduces

more possible combinations of valley and spin indices in the photoexcitation

process.
[18]

h=1
k=1
l=0
d=1.583

(a) (b)

Figure 7.5: Charge density illustration of a monolayer MoS2 unit cell with

lattice parameters determined in the previous discussion. (a) shows the lattice

plane where all three atoms are. (b) depicts the bird’s-eye view of the charge

density. hkl are Miller indices and d is the distance between the plane and

origin.

In Fig. 7.5, we study the charge density of monolayer MoS2 with the chosen

unit cell in the previous discussion. In (a), the lattice plane is determined with

Miller indices h = 1, k = 1 and l = 0, and the distance between the plane and
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origin is d = 1.583 angstroms. In (b), it is clear that the charge density of a

Mo atom is significantly higher than that of S atoms. This result is within

our expectation, because in Fig. 7.4, we already see that Mo atom occupies

a greater percentage in the total DOS, leading to the intuition that Mo atom

also has larger charge density than S atoms. A better explanation is that the

number of valence electrons in a Mo atom (14) is more than double that of

a S atom (6). Please note that the charge density and DOS are two different

ways to analyse an electron system.

So far, we have discussed the electronic properties of monolayer MoS2 from

lattice parameters, band structure, DOS, PDOS and charge density. Now we

are going to dig out the same information from the oxygen-plasma-treated

MoS2 system. The first job is to construct the unit cell of the system. The

idea of the construction should be built on the experimental observation in

Chapter 6, especially Figs. 6.2 and 6.3. More information from the literature

is also necessary.

In ref [70], the authors propose two possible interactions between oxy-

gen plasma and monolayer MoS2. One is physical absorption of O atoms on

the MoS2 surface. Another one is the chemical bonding between O and Mo

atoms, namely the filling of S vacancies by O atoms. They further prove that

the chemical bonding between O and Mo is strong and can introduce heavy p

doping in MoS2. However, the authors didn’t show AFM height profiles of the

samples before and after plasma irradiation.
[70]

In this work, we have shown

that the sample becomes thicker after 2s of O2 plasma irradiation in Fig. 6.2.

The same phenomenon has also been observed by Zhu et al. They find that

the surface roughness increases with increasing exposure duration in the RF

O2 plasma.
[35]

Azcatl et al have shown that ultraviolet-ozone can remove the

carbon contamination from the MoS2 surface and cause a formation of weak

bonding between S and O atoms.
[71]

This surface adsorption can be regarded

as a doping strategy to functionalize MoS2.
[74]

Various adsorption configura-

tions with adatoms from Group 1st to 7th have been studied to show that sur-

face adsorption can modulate the electronic properties of MoS2 significantly.
[74]

Moreover, Qi et al also systematically study the role of chemisorption and ph-
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ysisorption separately from in-situ electrical measurements. However, their

chemical species is oxygen gas rather than oxygen plasma.
[72]

Based on the above discussion, three possible interactions between oxygen

atoms and monolayer MoS2 have been shown in Fig. 7.6. (a) shows a pristine

MoS2 unit cell. (b) and (c) depict chemisorption and physisorption respec-

tively. (d) illustrates a typical sulphur vacancy.

（a） （b） （c） （d）

Figure 7.6: Unit cells under different adsorption configurations of oxygen-

plasma-treated monolayer MoS2. (a) Unit cell of pristine monolayer MoS2.

(b) An oxygen atom fills a sulphur vacancy. The formation of the chemical

bond between O and Mo is called chemisorption. (c) Physisorption of an O

atom. (d) A typical sulphur vacancy. Mo atoms are in green, S atoms are in

yellow and O atoms are in red. The color style of atoms is same in the rest of

figures.

We attribute the thickness increasing observed in Fig. 6.2 to physisorp-

tion. To exclude the possibility of chemisorption, we used DFT to calculate

the bond length between O and Mo under relax calculation scheme. Corre-

sponding results are shown in Fig. 7.7. PPs for oxygen, sulphur and molyb-

denum atoms are all USPP based on RRKJ pseudization method with PBE

XC functionals.
[101]

Cutoffs for wave function and charge are 120 and 480 Ry,

respectively.

In Fig. 7.7 (b), it can be seen that relax calculation converges at 9th itera-

tion in the case of physisorption where four atoms are in the unit cell. In (e),

seven iterations are required to reach convergence in the case of chemisorption.

Total energy Et for two situations are shown in (c) and (f). Ets for physisorp-

tion and chemisorption are -213.865 Ry and -192.986 Ry respectively. It is
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reasonable that Ephy
t is lower than Eche

t due to there are more atoms in the

unit cell of physisorption.

In the output files of relax calculation, atomic positions can be read. The

atomic positions are extracted from the final iteration, which minimizes the

total force in the unit cell.

(a) (c)(b)

(d) (e) (f )

Figure 7.7: Relax calculation for two types of unit cells. (a) and (d) are unit

cells for physisorption and chemisorption. (b) and (d) are calculated forces on

atoms in the unit cells at each iteration. (c) and (f) show total energies Ets

converge with respect to the number of iterations.

In Table. 7.2 and Fig. 7.7, Hellman-Feyman force threshold is set at 10−4

Ry/Bohr. From the atom positions shown as below, the Mo−O bond length

is 2.138 angstroms in the case of chemisorption, which is shorter than the

Mo− S bond length in the pristine monolayer MoS2. Thus, we can conclude

that the chemisorption can’t cause thickness to be increased. And it is clear

that in the right column of Table. 7.2 that physisorption can cause thickness

increase due to the formation of bonds between O and S atoms. Moreover,

Fig. 7.7 and Table. 7.2 set up the foundation for further super-cell calculation

for post-treated MoS2. In the following discussion, atomic positions in Table.
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7.2 will be used to do calculations.

So far, we already have three types of unit cells to construct a super cell.

As shown in Fig. 7.6, (a), (c) and (d) (pristine MoS2, physisorption and va-

cancy) are three types of building block in super cells. Let’s start from a 2× 2

super cell.

Table 7.2: Optimized atom positions in two types of unit cell. Chemisorption

is on the left and physisorption is on the right.

Chemisorption Physisorption

Mo -0.000158 1.829592 3.240155 Mo -0.000158 1.829578 3.140954

S 1.584342 0.914793 1.656471 S 1.584342 0.914768 1.574874

O 1.584342 0.914769 4.346374 S 1.584342 0.914764 4.674063

O 1.584342 0.914764 6.152884

In Fig. 7.8, we illustrate a typical 2× 2 oxygen-plasma-treated monolayer

MoS2 supercell. (a) demonstrates a simplified schematic of the supercell with

unit cells labelled by different colors. Unit cells of physisorption, pristine MoS2

and sulphur vacancy are labelled in red, yellow and gray. (b) shows the super-

cell in ball-and-stick model. There are 4 unit cells in the supercell, and all of

them are also labelled by numbers. Labelled numbers tell the location of the

unit cells in the supercell. For example, the 3rd unit cell (vacancy) is located

at southwest in (b), and it also appears in the bottom left corner in (a). The

simplified schematic with color notation will be used in the following discussion.
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(a)

(b)

1 2

3 4

Figure 7.8: A 2× 2 oxygen-plasma-treated monolayer MoS2 supercell. (a) is a

simplified schematic of the supercell. Red, yellow and gray squares represent

physisorption, pristine MoS2 and sulphur vacancy respectively. (b) shows a

2× 2 supercell with a combination of physorption, pristine MoS2 and sulphur

vacancy. Numbers (from 1 to 4) are used to label unit cells. Spacial distribution

of labelled unit cells are consistent in (a) and (b).
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Eg=0.47 eV

Eg=1.58 eV
Eg=1.41 eV

Eg=1.45 eV

Eg=0.28 eV

(b)

(c)

(d)

(e)

(f )

(g)

More physisorption 
of oxygen atoms

More sulphur 
vacancies

Figure 7.9: Band structures of 2 × 2 supercells with different combinations

of pristine MoS2, sulphur vacancy and physisorption. Totally, seven types of

combination are shown. The upper (lower) three figures show evolution of band

structure with the increasing of portion of physisorption (sulphur vacancy). In

the middle, it is a combination including all three types of unit cell.
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In Fig. 7.9, we discuss the evolution of the band structure with respect to

the portion of physisorption or sulphur vacancy. In the upper (lower) three

figures, the portion of physisorption (sulphur vacancy) increases along the

clockwise direction. The color notation used here is defined in Fig. 7.8.

In the upper three figures, firstly, it can be seen that the direct band gap

becomes indirect band gap when the percentage of physisorption is over 50%.

It is also known that the pristine monolayer MoS2 is a direct band gap semi-

conductor. In Fig. 7.9 (a), the sample still has a direct band gap when 25% of

the supercell is transformed into physisorption after plasam treatment. How-

ever, the band gap quenches to 1.58 eV which is 0.15 eV smaller than the

calculated band gap of pristine monolayer MoS2 in Fig. 7.3. Moreover, in (b)

and (c), the band gap value keeps dropping to 1.41 and 1.45 eV when 50%

and 75% percent of the supercell are covered by oxygen atoms. So far, the

adhered oxygen atoms cause two effects (direct band gap to indirect band gap

and quenching of band gap value).

In the lower three figures (d), (e) and (f), combination of only two types of

unit cell are discussed. In (d), when there is one S vacancy in the supercell, the

band gap significantly quenches to 0.28 eV but still remains a direct band gap.

In (e), when one more S vacancy is added in, there is nearly no band gap in

the system. Until 75% of the system is defective shown in (f), the conduction

and valence band already overlap, namely the system is a conductor rather

than a semiconductor. This evolution is reasonable. Because when more and

more top-layer S atoms are removed by plasma, molybdenum atoms start to

dominate the system. Due to the conductivity of Mo, the system gradually

transforms into the conductor phase with more and more S atoms removed.

(One point needs to be emphasised: Results above need to be tested using

larger supercells, including relaxation.)

We don’t calculate the band structure of the system where all four squares

are physisorption (red) or vacancy (gray), because that circumstance is unre-

alistic. One can’t ideally cover the pristine ML MoS2 with oxygen atoms on

the surface or remove all top-layer S atoms by plasma treatment. At least,

from Figs. 6.2 and 6.3, what we have observed is the existence of both ph-
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ysisorption and vacancy. Technically speaking, both bombardment effect and

physisorption play important roles in the plasma irradiation, which leads to

the combination of squares in (g).

Figure 7.9 (g) is a more general yield of ML MoS2 treated by oxygen plasma.

We design two yellow squares (pristine) in it due to the fact of most areas of the

sample not being modified in the 2s rapid plasma treatment. In (g), it shows

an indirect band gap with Eg = 0.47 eV , which is within our expectation.

Because from (b) and (c), we already observe that O adatom can cause the

formation of an indirect band gap. From (d) to (f), we already infer that the

elimination of top-layer S atoms results in better conductivity. Thus, (g) tells

that the combination of physisorption and sulphur vacancy integrates effects

from both of them.

More importantly, the curvatures of band edges (CB or VB) are different

in different combinations. The curvature of the band edge reflects the effective

electron (hole) mass due to m∗e = h̄2(∂2E/∂k2)−1. In (a) to (c), it can be

observed that the curvatures of conduction band edges are more flat compared

with Fig. 7.3, suggesting heavier effective electron mass caused by adhered

oxygen atoms. On the other hand, in (d) to (f), curvatures of valence band

edges are also more flat than Fig. 7.3, indicating heavier effective hole mass

caused by sulphur vacancies. Finally, both of effects that effective masses of

electron and hole increase are reflected in (g).

The observation in (g) is important, because it gives insight into how

to design band-structures based on 2D MoS2. Band-structure engineering

is an important topic in semiconductor industry. The most common band-

structure engineering technique in modern silicon-based semiconductor indus-

try is doping.
[29]

For example, by doping silicon with boron or phosphorus, we

can obtain p-type or n-type silicon which can be used to fabricate CMOS.

Finally, I would like to combine the site-specific modification technique
[38]

(mentioned in Chapter 6.2) and results obtained in Fig. 7.9 together. In Figs.

6.3 (the TEM image) and 7.9, patterns containing three types of unit cell will

appear in the real system randomly because the sample is globally treated

by oxygen plasma. And the fluctuation in plasma will also cause non-uniform
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treatment on the sample surface leading to a less-controllable yield. If the site-

specific modification with an accurate prediction of plasma energy distribution

can be utilized to locally treat 2D MoS2, the yield of physisorption or sulphur

vacancy can be highly controlled due to their different energy requirements.

Once the two types of yield can be controlled, the band structure engineering

for 2D MoS2 can be significantly optimized.
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7.2 Magnetism and density of states

In the last section, we mainly discuss electronic properties of pristine and

oxygen-plasma-treated ML MoS2. In this section, we are going to study their

magnetic properties by DFT.

Cao et al find that Mo adatoms can introduce local magnetic moments

and strong spin polarization near the Fermi energy.
[119]

They also find that

neither Mo nor S vacancies can introduce magnetism.
[119]

The phenomenon

that defects can’t introduce magnetism or spin-polarized state has also been

found by Wang et al.
[120]

They apply GGA+U calculation to study the defec-

tive system, and no splitting is observed in the DOS results. Since MoS2 is not

a strongly-correlated electron system, GGA+U method doesn’t provide much

difference from the GGA method.
[120]

Two-dimensional TMDs with adatoms have also been studied. He et al

report magnetic properties of ML MoS2 with nonmetal-atom adsorption.
[121]

They find that oxygen adatoms on the ML MoS2 surface can’t introduce mag-

netism. Ma et al study various 2D-TMD systems such as MoSe2, MoTe2 and

WS2. They find that adding oxygen adatoms can’t introduce magnetism into

these systems.
[122]

Moreover, Yan et al study the magnetism of pristine MoS2 powder, ex-

foliated 2H MoS2 nanosheet and Li-MoS2 hybrid systems experimentally and

theoretically.
[123]

They show that pristine MoS2 powder exhibits a diamagnetic

behaviour at a temperature of T = 2 K when the magnetic field ranges from -6

to +6 ×104 Oe. However, after exfoliation, 2H MoS2 nanosheet presents para-

magnetism under the same measurement conditions. They also apply DFT

method to calculate the PDOS of Mo 4d orbitals,
[123]

and their results are con-

sistent with those of Cao, Wang, and Ma et al.
[119, 120, 122]

In Fig. 7.10, calculated results concerning magnetism are shown. PPs are

same as those PPs used in the last section. The k-point grid is set to 8×8×1.

The cutoffs for wavefunction and charge are 100 and 500 Ry, respectively. Spin

polarization is set as collinear. Both (a) and (b) are consistent with results

from other works.
[119, 120, 122, 123]

In (a) and (b), it can be seen that the densities

of states of spin up and down are symmetric with respect to the x axis, indicat-
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ing the system is not ferromagnetic (some papers use the term nonmagnetic).

(b)

(a)

Figure 7.10: (a) is the spin-dependent DOS of pristine monolayer MoS2. (b)

is the spin-dependent DOS of physisorption-type unit cell. Each calculation is

based on the unit cell (1× 1) shown by color notation.

To further classify whether the system is antiferromagnetic or paramag-

netic, one can analyse in two ways. One way is experimental measurement

in magnetic field, paramagnetic materials will show a positive magnetization

in a magnetic field with a rather small susceptibility about 10−5. However,

antiferromagnetic materials will show negative susceptibility in an external

magnetic field.
[124]

Yan et al already show that exfoliated MoS2 is paramag-

netic by experimental measurement.
[123]

Another convenient way is based on

the electronic configurations of the material. The electronic configurations of

Mo and S are shown in the last section. If there are unpaired electrons in

the unit cell, and their spins are parallel, then the material is paramagnetic.

In a Mo atom, there are 6 unpaired electrons due to the Hund’s third law.

And there are 2 unpaired electrons in a S or O atom. Thus, it is clear that

monolayer MoS2 or physisorption-type unit cell is paramagnetic.

Moreover, Fig. 7.10 is also consistent with Fig. 7.4 and other works
[119, 120, 122, 123]

in terms of the magnitude of each orbital. It can be seen that in (a) and (b),

the Mo 4d orbital occupies a large portion of the total DOS in the conduction

band. It is reasonable because Mo 4d orbital has more d orbital electrons than
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S or O atoms and a larger spatial distribution. In (b), it can be seen that O

2p orbital has a small contribution to the CB, but a significant contribution

to the VB. This is because electrons of an O atom are highly localized due to

the small atomic radius.

Figure 7.11: Spin-dependent DOS for a 2 × 2 super cell, denoted by color

notation shown on the left. Spin up and down DOS for Mo 4d, S 3p and O

2p are shown on the right.

Figure 7.11 shows the calculated spin-dependent DOS for a 2 × 2 super

cell containing three types of unit cell. The result is within our expectation,

because from the calculation shown in Fig. 7.10 and other works
[119, 120, 122, 123]

,

we already know that neither vacancy nor oxygen adatoms can introduce a

ferromagnetic phase. Thus, it is reasonable that their combination can nei-

ther introduce magnetism. In Fig. 7.11, it also shows that the Mo 4d orbital

make a significant contribution to the conduction band, and the valence band

is mainly dominated by S and O atoms.

7.3 Spin-orbit coupling effect

We further study the spin-orbit coupling effect in pristine ML MoS2 and

oxygen-plasma-treated ML MoS2. In the spin-orbit calculation, full-relativistic

norm conserving PPs with the PBE XC functional for Mo, S and O atoms are

used.
[125]

K-points is set to 8× 8× 1. The cutoff for wavefunction and charge

are 100 and 500 Ry, respectively. Spin polarization is set as non-collinear.

Theoretically speaking, we may ask how does SOC affect the system? Be-
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fore considering SOC, the Hamiltonian is diagonal in the energy representation.

And after adding the SOC term into the total Hamiltonian, Htotal becomes

block diagonal which can be easily seen from the tight-binding Hamiltonian.

The SOC strength can be defined by the difference of eigenvalues of the two

blocks. The spin-orbit coupling Hamiltonian is

HSOC =
∑
α

λα

h̄2
Lα · Sα (7.3)

where λα/h̄
2 is atomic spin-orbit coupling strength in the unit of eV/h̄2. Lα

and Sα are the atomic orbital angular momentum operator and spin operator

respectively. The subscript α indicates each atom in the calculated unit cell.

(a)

| ↑>
| ↓>

VB

CB

CB+2

VB→CB VB→CB+2

∆v
SOC

K

(b) (c)

| ↑>
| ↓>

VB

CB

CB+1

VB→CB VB→CB+1

∆v
SOC

K

(d)

Figure 7.12: (a) and (c) are band structures considering SOC for a pristine ML

MoS2 unit cell and physisorption-type unit cell, respectively. (b) and (d) are

the optical transitions with SOC caused band splitting at the K valley. Red

dashed lines refer to spin-up bands and blue solid lines are spin-down bands.

CB+1 or CB+2 stands for the second- or third- conduction band.

Figure 7.12 shows the results of band-structure calculation considering

SOC. In (a), we can see the band splitting happens in both the VB and CB.

The spin-up band has a higher energy than that spin-down band at the K val-

ley at the valence-band edge. However, in the conduction-band edge (CB) and
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the third conducton band (CB), the spin-up electron has lower energy than

the spin-down electron at the K valley. This phenomenon is consistent with

other researchers’ work.
[17, 22, 23, 126]

(b) is a simplified illustration corresponding

to (a). The band splitting caused by SOC is highlighted in (b). Red dashed

lines refer to spin-up bands and blue solid lines are spin-down bands. The

energy split in the valence band at K valley is denoted by ∆v
SOC .

In Fig. 7.12 (c), we calculate the band structure based on the physisorption-

type unit cell. The band splitting in the VB still appears at the K valley.

However, compared with (a), the band splitting in CB happens at the second

conduction band (CB+1) rather than CB. Thus, the order of the band which

is splitted can be changed by O adatom. It is mainly because O adatom can

cause the band structure to change, which has been found in Fig. 7.9. Here

the order refers to CB, CB+1 or CB+2.

Table 7.3: Calculated SOC strength of pristine and physisorption-type MoS2

are shown on the left. Results from published work is shown on the right.
[127]

This work λSOC (meV) Ref [127] λSOC (meV)

Pristine MoS2 73 Pristine MoS2 (PT) 87

Treated MoS2 67 Pristine MoS2 (TB+SOC) 86

We further quantitatively study the SOC strength λSOC . The SOC strength

is defined as λSOC = ∆v
SOC/2.

[17]
∆v
SOC is extracted at the K valley.

As shown in Table. 7.3, our results (73 meV ) are consistent with those

of Kosmider et al (87 meV ) in terms of pristine ML MoS2.
[127]

Two methods

(perturbation theory and tight binding + SOC) are used in Kosmider’s work

and give a consistent result. In the physisorption-type unit cell, λSOC becomes

67 meV , that is 6 meV smaller than the untreated unit cell. It is a rather

small change, indicating that O atom doesn’t play an important role in the

SOC effect. And it is known that in the 2D-TMD system the transition metal

plays an important role in SOC due to the large orbital quantum number in

the d orbital.
[17]

The results in this section give insights into the potential for 2D-TMD based
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valley electronics and spin filters. We observe that oxygen adatoms introduced

by oxygen-plasma treatment can modify the band structure, leading the order

of the splitted band to be changed. Regarding valley electronics, a changed

order of the splitted bands cause a more complex selection rule for photoex-

citation, leading to a more complex spectrum of emitted circularly polarized

light.
[18]

In terms of spin filters, in a 2D-TMD system, the electron transmis-

sion in a magnetic heterostructure depends on the potential barrier, valley and

spin indices.
[45, 23, 24]

Thus, a changed band structure caused by plasma treat-

ment can modulate the transmission. A more detailed discussion is provided

in Chapter 10.

In this Chapter, we applied DFT to study the electronic and magnetic

properties of oxygen-plasma-treated monolayer MoS2. After treatment, lattice

parameters of physisorption-type unit cell are optimized by a relax calculation.

We consider three types of unit cell, which are proposed based on our exper-

imental observation shown in the Chapter 6. We further combine the three

types of unit cell to make various 2× 2 super cells. By calculating their band

structures, we find that sulphur vacancy can cause significant quenching of the

band gap and that oxygen adatoms can make the direct band gap an indirect

band gap. Moreover, from the spin-dependent DOS, we also find that neither

sulphur vacancy nor oxygen adatom can introduce a ferromagnetic phase in

to ML MoS2, which is consistent with others’ work. Regarding spin-orbit cou-

pling, our calculated SOC strength of pristine MoS2 is consistent with others’

work. An oxygen adatom can cause the location of band splitting to change,

which is attributed to the modification of band structures by oxygen adatoms.
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Chapter 8

Transfer matrix method for

electron transport in

MoS2/MoOx heterostructures

Plasma modification has attracted interest and been widely employed to

treat 2D materials in order to extract new physics properties and develop po-

tential applications due to its feature.
[34, 68, 89, 128, 129]

In Chapter 6 and 7, we have

discussed the physisorption-type surface modification of ML MoS2 by oxygen-

plasma treatment. In this section, we are going to study the chemisorption-

type modification, namely the chemical interaction between MoS2 and oxygen

plasma and how it causes a new phase to be generated in the system.

8.1 Device structure

Figure. 8.1 (a) shows the fabrication method used to obtain MoS2/MoOx

heterostructure nano devices. The subscript x ranges from 2 to 3. The reason

that we define the proportion of oxygen atoms as x is due to the difficulty of

conducting isotropic plasma treatment on the surface. Monolayer MoS2 sam-

ples can be obtained by mechanical exfoliation or chemical vapor deposition.

After doing spin coating, a polymethylmethacrylate film will cover the sam-

ple. Then, we use electron beam lithography (EBL) to make patterns on the
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sample, and develop the sample to get two open windows. Then, we utilize

an oxygen plasma to treat the sample to get MoO3.
[35, 89]

We then expose the

sample in H2 to transform MoO3 into MoO2.
[89]

It is necessary to do the spin

coat again to protect one of the two windows from being exposed in H2. For

simplicity, we just sketch the spin coat and EBL once in Fig. 8.1.
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MoS2

MoO3

MoO2

Electrodes
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Figure 8.1: (a) The flow chart of the fabrication method based on e-beam

lithography. (b) An illustration of the band structures of MoS2, MoO2 and

MoO3 and the conduction band offset in their heterostructures.

Since the analysis of electron transport in a finite superlattice was done by

Tsu and Esaki,
[130]

the resonant tunneling diode has been intensively studied

both experimentally and theoretically.
[131, 132, 133, 134, 135]

Regarding its theoretical

framework, the commonly used method is the transfer matrix method, which

is a general method to deal with second-order differential equations.
[136]

Here,

the conservation of momentum along a certain direction causes the breakdown

of the conservation of the kinetic energy component due to the variation of ef-

fective mass of electron, suggesting that the coupling between transverse and

longitudinal components needs to be considered.
[134]

There are three similarities between traditional semiconductor superlattices

and MoS2/MoOx heterostructures, which build the bridge between them. (1)

The similarity of their geometries. For both of them, each region contacts with

its adjacent regions closely. (2) The effective mass of electron changes spatially

in both systems. (3) The parabolic-band effective-mass approximation can be

112



applied in both systems. Thus, we can employ the transfer matrix method to

analyse the electron transport in MoS2/MoOx heterostructures.

We are going to study the electron transport in MoS2/MoOx heterostruc-

tures under the condition of finite electric field and zero electric field, and

compare the results with those for a GaAs/Ga1−xAlxAs superlattice. By dis-

cussing the results, we not only give insights to help understand the negative

differential resistance (NDR) discovered in 2D materials,
[137, 138, 139]

but also

shed light on the possible design of nanoscale electronics devices.

After the described chemical treatment, a conduction band offest will form

in the system. It is known that the electron affinity of MoS2 is 4.3 eV .
[4, 140]

The band structures of MoO2 and MoO3 have also been studied theoretically

and experimently. The electron affinities of MoO2 and MoO3 are 9 eV and 6.7

eV , respectively.
[141, 142, 143, 144, 145, 146, 147]

As shown in Fig. 8.1 (b), the depths of

quantum wells are 4.7 eV in MoO2 and 2.4 eV in MoO3. l1 and l2 correspond

to the widths of MoO2 well and MoO3 well. d is the width of MoS2 in the

middle. In the following calculation, we set l1 = 40 nm, l2 = 40 nm and

d = 40 nm, which are the feasible parameters in EBL.
[148, 149]

For one electron, one-band, parabolic-band effective-mass approximation,

the Schrödinger equation in the presence of electric field is given by

[
1

2m∗(z)
p̂2xy + p̂z

1

2m∗(z)
p̂z + Û(z)− eF · z]Ψα(x, y, z) = EΨα(x, y, z) (8.1)

Here, the z axis points to the direction of tunnelling, m∗z is the space dependent

effective mass, and U(z) is the potential-energy function. p̂2xy and p̂2z stand for

the momentum operators perpendicular and parallel to the z axis. F is the

electric field strength. α denotes the index of the well.

Since the effective mass of an electron changes spatially in the heterostruc-

ture, the conservation of the momentum along a certain direction causes the

breakdown of the kinetic-energy conservation along that direction. Thus, the

coupling between transverse momentum and longitudinal momentum needs to

be considered. In order to study how the coupling affects the tunneling pro-

cess, the wave function of an electron should be separated with respect to its

transverse and longitudinal momentum, to give

Ψ(x, y, z) = eikxyρψ(z) (8.2)
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where kxy is the transverse momentum and ρ is the transverse-plane coordinate.

At the same time, the Schrödinger equation can be written as,

[− h̄2

2m∗(z)

d2

dz2
+ Ûα(z)− eFzz]ψα(z) = Ezψα(z) (8.3)

where Ez is the longitudinal component of total kinetic energy, and the sub-

script α denotes the region (MoS2, MoO3 or MoO2 region) shown in Fig. 8.1.

To study the influence of coupling between transverse and longitudinal mo-

menta, an effective barrier height U(kxy) needs to be introduced,
[134]

specifi-

cally

Ûα(kxy) = Ûα(z)− (1− γα)(h̄2k2xy/2m
∗
α) (8.4)

where γα = m∗MoS2
/m∗α. Thus, the wave functions without the presence of

electric field in different regions can be written as

− h̄2

2m∗MoS2

d2

dz2
ψ(z) = Ezψ(z) (8.5)

− h̄2

2m∗α

d2

dz2
ψα(z) + U(kxy)ψα(z) = Ezψα(z) (8.6)

Here, Ez = E − Exy is the longitudinal energy of the incident electron, and

Exy = h̄2k2xy/2m
∗
MoS2

is the transverse kinetic energy of the incident electron.

The detailed derivation from Eqs. 8.3 to 8.5 can be found in [134].

In the presence of an electric field, the Schrödinger equation in the well

becomes,
d2

dZ2
ψ(Z)− Zψ(Z) = 0 (8.7)

where Z is the dimensionless coordinate which is a common method to deal

with Schrödinger equations in the presence of an electric field,
[150]

and

Zα = −[2m∗α/(eh̄Fz)
2]1/3(Ez − Uα(kxy) + eFzz) (8.8)

The solutions to this equation are

ψ(Z) = aAi(Z) + bBi(Z) (8.9)

where Ai(Z) and Bi(Z) are the Airy functions.
[131, 135]

In GaAs, the effective mass of electron is m∗e = 0.067me (me = 9.109 ×
10−31kg is the mass of free electron). In the monolayer MoS2, the effective
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mass of electron is 0.37me.
[151]

For MoO3 and MoO2, the effective masses are

0.31me.
[146]

and 0.85me
[141]

respectively. It is obvious that effective mass of the

electron in a MoS2/MoOx heterostructure is at least five times heavier than

that in a GaAs/Ga1−xAlxAs superlattice.

In order to calculate the transmission amplitude, the continuity condition

is needed. Without electric field, the continuity condition is,

ψα(zα) = ψβ(zα) (8.10)

1

m∗α
· d
dx
ψα(zα) =

1

m∗β
· d
dx
ψβ(zα) (8.11)

In the presence of external electric field, the continuity condition is, Ai(Z+
α ) Bi(Z+

α )

m
∗−2/3
α Ai

′
(Z+

α ) m
∗−2/3
α Bi

′
(Z+

α )

 aα

bα


=

 Ai(Z−β ) Bi(Z−β )

m
∗−2/3
β Ai

′
(Z−β ) m

∗−2/3
β Bi

′
(Z−β )

 aβ

bβ

 (8.12)

Here, Z+
α and Z−β represent the coordinates Z in the αth and βth region.

By using continuity condition, the transmission coefficient can be obtained.

The expression for a global transfer matrix is
[45]

Mg =

(t
′
)∗−1 rt−1

−t−1r′ t−1

 (8.13)

where t and r are the transmission and reflection coefficient. t
′
and r

′
are the

time inversed transmission and reflection coefficients. When the scattering

process is symmetric with respect to time reversal, we have t = t
′

and r = r
′
.

In this work, the global transfer matrix consists of three parts for the case

of a double-well structure (well MoO2 with width l1, well MoO3 with width

l2 and the MoS2 in the middle with width d) and two parts for the situation

of a step-well structure (well MoO2 with width l1 and well MoO3 with width

l2). Then, the global transfer matrix can be expressed as the cascading of the

wells,

Mg = M3

eik0d 0

0 e−ik0d

M1 (8.14)
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Where M3 and M1 refer to the transfer matrices of the MoO3 single well and

MoO2 single well (see Fig. 8.1). The transmission amplitude T is

T =
1

|Mg22|2
=

1

1 + |Mg12|2
(8.15)

8.2 Step- and double-well structures
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Figure 8.2: Transmission amplitudes for the step-well structure. (a) 3D plot

of transmission T for the step-well structure. (b) Projections of T on Ez and

kxy planes based on (a). (c) Z-axis projection of T , the brighter the color is,

the larger the T value (color bar). (d) 2D plot of T vs Ez with four different

transverse momentums.

As can be seen in Fig. 8.2 (a), the step-well structure shows resonant peaks

with Ez locating at 0.025, 0.05 and 0.08 eV . From (b) and (c), for the above

three Ez regions, all the peaks shift towards the low energy region globally

when kxy increases, which is similar to what was found in previous research on

the GaAs/Ga1−xAlxAs double barrier.
[134]

In Fig. 8.2 (d), for each kxy, high

peaks have magnitude 0.8 ∼ 0.9 rather than 1, resulting in imperfect reso-

nant tunnelling effect. However, small peaks show rather low T values, which
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should not appear in a tunnelling diode. Thus, the step-well structure needs

an external electric field to optimize the resonant tunnelling condition.
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Figure 8.3: Transmission amplitudes for the asymmetric double-well structure.

(a) 3D plot of transmission T . (b) Projections of T on Ez and kxy planes based

on (a). (c) Z-axis projection of T . (d) 2D plot of T vs Ez with four different

transverse momentums.

Figure 8.3 describes transmission curves in an asymmetric double-well

structure. In Fig. 8.3 (a), we can see more peaks with comparison to Fig.

8.2. However, from Fig. 8.3 (b) and (c), the distribution of peaks becomes

much less concentrated compared with the case in the step-well structure. This

is due to the distance between two wells, which alters the phase of electrons,

attenuating the resonant tunnelling effect. When the distance shrinks to zero,

the double-well structure will transforms into a step-well structure and show

a better resonant tunnelling performance. In Fig. 8.3 (d), for each kxy, many

small peaks can be seen. Moreover, with kxy increasing, the peak distribution

doesn’t show a regular transition. Concerning both the peak distribution and

peak height, the double-well structure shows poor resonant tunnelling perfor-
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mance.

Based on the previous discussion, an external electric field is needed to

optimize the resonant tunnelling condition. In the following discussion, we

show the transmissions for both two structures in the presence of an external

electric field along the longitudinal direction. Since a tunnelling diode is a

two-terminal device, the longitudinal electric filed can be realized by applying

a voltage bias between the two terminals.
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Figure 8.4: In the presence of external electric field (Vb = 0.3 V ), T vs. Ez

and kxy of the step-well structure. (a) 3D plot of T . (b) Projections of T on

Ez and kxy planes based on (a). (c) Z-axis projection of T . (d) 2D plot of

T vs Ez.

In both Figs. 8.4 and 8.5, the applied voltage bias is 0.3 V . Compared

with Fig. 8.2 (a) and (b), it is hard to tell the evolution of T in Fig. 8.4 (a)

and (b). However, Fig. 8.4 (c) shows a slight enhancement of the magnitude

of peaks under a weak electric field because it has a more bright area than

Fig. 8.2 (c). More peaks appear within the energy region of 0.3 ∼ 0.5 eV

and 0.5 ∼ 0.8 eV , where as nearly no peaks appear in the case of Fig. 8.2
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(c). Since more peaks emerge, we can conclude electric field can optimize the

tunnelling condition to a certain extent. However, in Fig. 8.4 (d), small peaks

still exist and high peaks don’t reach one to become resonant peaks, indicating

the external electric field still needs to be optimized.

In the case of the double-well structure, the electric field plays the same

role as in the step-well case, enhancing the magnitude of peaks and introducing

more peaks from Fig. 8.5 (c). However, in Fig. 8.5 (d), the evolution of T

with respect to kxy is still not regular, resulting from the distance between the

two wells.

Generally speaking, an external electric field plays two roles in the MoS2/MoOx

heterostructures. Firstly, it enhances the magnitude of existing peaks. Sec-

ondly, it intensifies the coupling between longitudinal and transverse momen-

tums. Figure. 8.4 (c) shows that peaks only appear in the three isolated

energy regions (0 ∼ 0.3 eV , 0.5 ∼ 0.6 eV and 0.8 ∼ 1.0 eV ), but more peaks

are generated in the connecting area of the three energy regions (0.5 ∼ 0.6 eV

and 0.6 ∼ 0.8 eV ).
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Figure 8.5: In the presence of an external electric field (Vb = 0.3 V ), T vs. Ez

and kxy of the double-well structure. (a) 3D plot of T . (b) Projections of T

on Ez and kxy planes based on (a). (c) Z-axis projection of T . (d) 2D plot of

T vs Ez.

To fully study the how low electric filed affects the transmission, Fig. 8.6 is

presented. Fig. 8.6 illustrates the evolution of T under different positive and

negative biases. In (a), for each bias, it shows a large peak within the energy

range of 0 ∼ 0.1 eV . Under −0.15 V , the large peaks appears at 0.02 eV .

Under 0, 0.15 and 0.3 V , peaks show up at Ez = 0.06 eV . However, no peak

shows up for a −0.3 V bias. In (b), resonant peaks don’t emerge and many

small peaks show up over the whole energy range. With bias increasing, the

peak distribution doesn’t show any regular evolution. From Fig. 8.6, we can

conclude that higher bias conditions are needed due to the heavier electron

effective mass in MoS2/MoOx heterostructures. Thus, we increase the bias

value up to 1, 2 and 4 V .
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Figure 8.6: Transmission under low electric field, kxy is set at zero, for (a) a

step-well structure, and (b) a double-well structure.

8.3 Optimization of resonant tunnelling

Figure 8.7 shows the transmissions under Vb = 1, 2 and 4 V , that is ten-

times larger than in Fig. 8.4, 8.5 and 8.6. For each structure, within the whole

energy range, only one peak emerges with an energy value of Ez = 0.055 V .

In Fig. 8.7 (a), 2 V bias shows a perfect resonant peak, 1 V and 4 V show

a slightly lower magnitude of peak value. However, this doesn’t influence the

resonant tunnelling performance since the peak distribution is quite uniform

over the whole energy range. Compared with (a), Fig. 8.7 (b) demonstrates a

worse resonant tunnelling performance. Although the resonant peak is quite

sharp for a 2 V bias, undesirable oscillation happens in both the 1 V and 4 V

cases. This phenomenon is due to the presence of separation between the two

wells. After optimizing the bias condition, resonant tunnelling performance

has been improved significantly, because a sharp resonant peak has been gen-

erated, indicating the negative differential resistance effect can be observed in

the MoS2/MoOx heterostructures.
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Figure 8.7: Transmission under higher bias condition with Vb = 1, 2 and 4 V .

(a) Step-well structure. (b) Double-well structure.

In conclusion, we have shown the fabrication method used to obtain the

MoS2/MoOx heterostructure nano device. We have also analysed the tunnel-

ing process in doule-well and step-well structures under the condition of finite

electric field and zero electric field. Our analysis shows that the increasing

of transverse momentum will result in the red shift of resonant peaks. We

also show that low electric field (±0.3 V ) can enhance the magnitude of peaks

and intensify the coupling between longitudinal and transverse momentums.

However, it can’t optimize the resonant tunnelling condition due to the heavier

electron effective mass of MoS2/MoOx heterostructures than that of traditional

semiconductor superlattices. Thus, a higher bias is applied and ideal resonant

tunnelling peaks are obtained, indicating that a negative differential resistance

effect can be observed. Moreover, the step-well structure shows a better per-

formance regarding resonant tunnelling than double-well structure, due to the

absence of well separation which can alter the phase of electrons and affect the

resonant tunnelling condition. This section gives insight on the physics of the

resonant tunnelling effect and NDR in 2D-materials nano devices, also sheds

light on the design of quantum electronic devices.
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Chapter 9

Conclusion

In Chapter 6, we utilize radio-frequency oxygen plasma to treat 2D MoS2

FET to enhance the performance of the device. We study the surface morphol-

ogy of the same device before and after two-second rapid plasma treatment.

We find that the surface thickness doubled after treatment by using AFM.

We find that both the Raman E and A peaks are attenuated, and that the

A exciton peak is quenched and broadened in PL spectroscopy. We further

conduct electric measurements to evaluate the device performance. We find

that photoresponsivity and mobility are enhanced after 2s of plasma exposure,

and that the threshold voltage of the device shifts to a more negative value,

indicating that the FET becomes more easily switched on. Moreover, we also

utilize the polymer encapsulation technique to modify the device. We find that

polymer protection can improve the device mobility and significantly enhance

the device stability. The polymer protection technique can further be utilized

to realize site-specific modification on MoS2. This Chapter gives insights into

surface modification and mobility engineering of 2D MoS2 nano devices.

In Chapter 7, based on the experimental observation in Chapter 6, we apply

DFT to study the electronic and magnetic properties of oxygen-plasma-treated

monolayer MoS2. We consider three types of unit cells, which are proposed

based on our experimental observation in the Chapter 6. We firstly optimize

the lattice parameters of the studied unit cells. We further combine the three

types of unit cell to make various 2× 2 super cells. By calculating their band

structures, we find that sulphur vacancy can cause significant quenching of the
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band gap and that oxygen adatoms can make the direct band gap of pristine

MoS2 indirect band gap. Moreover, from the spin-dependent DOS, we also

find that neither sulphur vacancy nor oxygen adatom can introduce a ferro-

magnetic phase in ML MoS2, which is consistent with others’ work. Regarding

spin-orbit coupling, our calculated SOC strength in pristine MoS2 is consis-

tent with others’ work. An oxygen adatom can change the location of band

splitting changed, which is attributed to the modification of band structure by

oxygen adatoms. This Chapter gives insight into band-structure engineering

and the potential for valley electronics of 2D materials.

In Chapter 8, we firstly show how to fabricate MoS2/MoOx heterostructures

using plasmas. Then we study the electron transport in them by TMM. We

analyse the tunneling process in double-well structures and step-well structures

under the condition of finite electric field and zero electric field. We show that

the increasing of transverse momentum will result in the red shift of resonant

peak. We also show that a low electric field (±0.3 V ) can enhance the magni-

tude of peaks and intensify the coupling between longitudinal and transverse

momentums. However, it can’t optimize the resonant tunnelling condition

due to the heavier electron effective mass of MoS2/MoOx heterostructures

than that in traditional semiconductor superlattices. Thus, a higher bias is

applied and ideal resonant tunnelling peaks are obtained, indicating that neg-

ative differential resistance (NDR) effect can be observed. Moreover, step-well

structure shows a better performance in terms of resonant tunnelling than

double-well structure, due to the absence of well separation which can alter

the phase of electrons and affect resonant tunnelling condition. This Chapter

gives insights into the physics of the resonant tunnelling effect and NDR in

2D-materials nano devices, also sheds light on the design of quantum electronic

devices.

In conclusion, we have studied the oxygen-plasma-treated 2D MoS2 ex-

perimentally and theoretically. This project gives insights into the physics

of 2D materials including various topics such as 2D field-effect transistors,

nano-device modification by plasma engineering, band-structure engineering,

materials simulation, electron transport and negative differential resistance ef-
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fect.

In the next Chapter, we are going to introduce the Outlook based on the

results that we obtained in previous Chapters.
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Chapter 10

Outlook

10.1 Mobility engineering of 2D FETs

(This section is based on Chapter 6.)

In Chapter 6, we have already discussed the merits of polymer encap-

sulation (protection). It can improve the device mobility and stability by

protecting the device from impurity scattering coming from the environment,

suggesting it can be utilized in the mobility engineering for 2D FETs. Polymer

protection is one angle to study the mobility engineering of 2D FETs.

Actually, mobility engineering is a big topic in the field of 2D materials.

The beginning of the story traces back to Moore’s law. However, Moore’s

law is confronted with a fundamental barrier. Because the gate length of

the most advanced Si MOSFET is 20 nm beyond that at which the quantum

tunnelling effect will play an important role, namely, conventional electron

transport model (like small-signal equivalent FET circuit in Fig. 6.15) will fail

when the gate length becomes shorter and shorter. Thus, the framework of

More Than Moore is conceived.
[1]

More than Moore is not primarily targeted

on increasing circuit complexity but rather on enhancing functionalities of in-

dividual devices. The emergence of graphene and other two-dimensional (2D)

materials which exhibit abundant new properties enabling novel types of nano

devices.
[3, 4]

Extensive research effort has been concentrated on 2D field-effect

transistors (2D FETs) whose channel materials are 2D materials. These novel

devices reveal great potential to meet the requirements of More Than Moore.
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Graphene FETs used to be the first candidate for post-silicon electronics

due to its incredible mobility.
[5]

However, the lack of a bandgap and poor power

gain make graphene FETs impractical to logic applications because the device

cannot be properly turned off.
[6, 7]

The emergence of thin-film MoS2 brought

new vitality to the study of 2D FETs. Monolayer MoS2, with a direct bandgap

1.9 eV and electron effective mass 0.39 me, not only meets the requirement

of an effective off state but also overcomes the difficulty of the short-channel

effect, a major challenge in the FET miniaturization.
[2, 4]

Moreover, monolayer

MoS2 also has great photoresponsivity to a broad range of waves, which makes

them a good candidate for nanoscale photoelectronics.
[8, 9]

The most important issue of 2D MoS2 FETs is a relatively low mobility.

For pristine MoS2, the theoretical mobility value is about 410 cm2 V −1 s−1

at room temperature.
[10]

However, the experimental-extracted mobilities from

MoS2 MOSFET structures are between 1 ∼ 300 cm2 V −1 s−1.
[11, 12, 13, 14]

It is

crucial to understand the effects of mobility degradation and to seek a practi-

cal approach to enhance it.

Approach Mobility engineering aims at enhancing the mobility of 2D MoS2

FETs. The first problem that needs to be solved is contact resistance. Cur-

rently, the most common used method is thermal annealing. The most used

contact materials are Au and Ti, whose work function matches the MoS2 elec-

tron affinity. Recently, graphene was utilized to optimize contact resistance

due to its work function tunable by back gating.
[152, 153]

The most significant problem that needs to be solved is charge scatter-

ing. Generally, there are two main types scattering mechanisms. They are

impurity scattering introduced by dirty surfaces and gaseous molecules in the

environment, and phonon scattering which is governed by temperature since

the number of phonons obeys the Bose-Einstein distribution.
[81]

Hence, it is quite clear that figuring out the underlying physics of impu-

rity scattering and phonon scattering is one of the main purposes of mobility

engineering. However, phonon scattering cannot be eliminated since it always

exists if the temperature is not zero. The mechanism of phonon scattering
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and relevant effects (such as deformation potential, Frohlich and piezoelectric

interactions) are not totally understood and are still being studied.
[32, 58, 85, 154]

Thus, reducing the impurity Coulomb scattering becomes the most impor-

tant topic. D. Jena claims that coating nanostructures with high-κ dielec-

tric can screen Coulomb impurities.
[155]

Some papers reported that dielectric

coating can enhance mobility,
[12, 156, 157]

but other papers showed that dielec-

tric coating will cause remote interface phonon (RIP) effect leading to mo-

bility degradation.
[158, 159]

Th contradiction between dielectric screening and

RIP needs to be solved. We also find that polymer protection can enhance

the device mobility in Chapter 6. However, its drawbacks and how we can

optimize the polymer encapsulation technique to further improve the device

performance still needs to be studied.
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10.2 Memristors and neuromorphic electron-

ics

(This section is based on Chapter 6 and 8.)

Artificial neural networks have been an important research topic due to its

wide range of applications, such as pattern recognition,
[160]

control system,
[161]

and deep learning like AlphaGo.
[162]

However, the computation process of Al-

phaGo is based on conventional computational structure also called the Von

Neumann architecture, resulting in a highly complex system with 1202 CPUs

and 176 GPUs, and high-power consumption.
[162]

To overcome the complexity

and high-power consumption of Von-Neumann based neural networks, three

types of hardware towards neuromorphic systems are being studied. They

are very large scale integration (VLSI),
[163, 164]

optical neural networks,
[163, 165]

and electronic neuron networks.
[163]

In terms of electronic neuron networks,

two main types of architectures are being studied, including the crossbar

array,
[166, 167, 168, 169, 170]

and multiple-channel planar nanodevices.
[171, 172, 173, 174]

In the case of the crossbar array, only two terminals can be fabricated corre-

sponding to the top crossbar and the bottom crossbar. However, in a biological

synapse, multiple input terminals are required. Thus, in terms of inputting

multiple signals simultaneously to emulate a biological synapse, crossbar ar-

chitecture is no longer effective. The emergence of multiple-terminal planar

devices in recent years can effectively solve this problem.
[171, 172, 173, 174]

In recent studies, a high switching ratio up to 200 has been achieved in

multiple-channel planar devices.
[173]

Moreover, the retention characteristics of

the high resistance state (HRS) or low resistance state (LRS) is over 24 hours,

indicating a non-volatile state of memory. The success in retention character-

istics suggests that long-term potentiation (depression) that is regarded as one

main effect in the mechanism of human learning and memory can be emulated

in electronics devices.
[175, 176]

Another important feature of a biological synapse

is synaptic plasticity. In a planar device, synaptic plasticity can be achieved

by either gating or external planar electrode.
[173, 174]

Moreover, gating can also

enhance the switching ratio up to ten times.
[173]

So far, both long-term poten-
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tiation and synaptic plasticity can be achieved in a planar resistive switching

memristor (PRSM), indicating that PRSMs have already become the candi-

date for neuromorphic electronics.

Sangwan et al has successfully realized heterosynaptic plasticity in poly-

crystalline monolayer MoS2.
[173]

Their PRSM geometry is a typical FET with 6

terminals (electrodes). The terminology ‘polycrystalline’ in their case specifi-

cally refers to the grain boundary. Generally speaking, a grain boundary is one

type of heterostructure, because it reflects the nonuniform spatial distribution

of materials in the system. As mentioned in Chapter 6 and 8, our oxygen-

plasma treatment can also introduce heterostructures into MoS2, suggesting

that plasma treatment can introduce memristive behaviour into MoS2.

In Chapter 8, we already prove that MoS2/MoOx heterostructures can

introduce negative differential resistance (NDR). In both Strukov and Kvatin-

sky’s work,
[177, 178]

they indicate that any nonlinear I−V characteristics can be

regarded as a general memristive behaviour, such as Josephson junctions and

neon bulbs. Thus, in a ML MoS2 FET, the NDR introduced by plasma can

be regarded as a general memristor. Thus, ML MoS2 is a promising candidate

for memristive systems from the point of view of both PRSMs and general

memristors.

(a) (b)

Figure 10.1: (a) Different pulse modes in our system to realize synaptic plastic-

ity. (b) Illustration of the electrical system with three terminals. This electric

system is the same system as shown in Fig. 5.7.

Figure 10.1 (a) shows how we achieve synaptic plasticity in our system.

This system has a similar setup as that of Sangwan et al.
[173]

Two terminals

can be thought of as pre and post synapse, and the third terminal stands for
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the modulatory synapse. Various pulse modes are shown in (b).
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10.3 Valley electronics and spin filters based

on 2D TMDs

(This section is based on Chapter 7 and 8.)

Based on our calculation in Chapter 7 and others’ work,
[17, 21, 22]

it is clear

that the band gap appears at the K valley in ML MoS2. Due to the time-

reversal symmetry, another band gap should be at the −K valley. It is known

that in graphene electrons at ±K valleys are massless Dirac Fermions due to

the linear dispersion relation. The similar situation also happens in ML MoS2

where electrons are described by massive Dirac Fermions to the first order,
[18]

Ĥ = at(τkxσ̂x + kyσ̂y) +
∆

2
σ̂z (10.1)

where τ = ±1 is the valley index. a is the lattice parameter which can be ob-

tained either by first principles calculation or experimental characterization. t

is the hopping parameter, which is described by the Slater-Koster coefficients

which we have introduced in Chapter 4. σx and σy are Pauli matrices. Thus,

we summarize the coupled spin and valley in Table. 10.1.

Table 10.1: Coupled spin and valley indices for an electron in ML MoS2. The

valley indices of K and K are +1 and -1.

K -K

| ↑> (1, 1) (1, -1)

| ↓> (-1, 1) (-1, -1)

The modified Dirac Hamiltonian has the form
[179, 180]

Ĥ = vF (σ̂τ · p̂) +
∆

2
σz + λsτ(

1− σz
2

) +
p̂2

4m0

(α + βσz) (10.2)

λ is spin-orbit coupling strength whose value is about 70 meV as calculated

in Chapter 7. vF is the Fermi velocity for ML MoS2 with a value of 0.53 ×
106 m/s. The vF of ML MoS2 is half of the vF of graphene. s = ±1 and τ = ±1

are spin and valley indices, respectively. ∆ is band gap value. α = 0.43 and

β = 2.21 can be regarded as correction terms.
[24, 151, 179]
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In Chapter 8, we have shown that the TMM is a powerful tool to study

electron transport in 2D systems. The TMM method can also be applied to

analyse electron transport with the Hamiltonian shown in Eq 10.2. Majidi et al

apply the TMM to study the spin- and valley- dependent electron transmission

in a normal/ferromagnetic/normal MoS2 heterostructure.
[24]

In their case, due

to the exchange bias generated at the interface between a ferromagnetic phase

(such as high κ dielectric EuO) and nonmagnetic phase (MoS2),
[181, 182]

the

Hamiltonian in Eq 10.2 changes to
ˆ̃
H = Ĥ − hs, where h is the exchange-field

strength. They find the electron transmission highly depends on the coupled

spin and valley indices.
[24]

Majidi’s work gives good insight into the spintronics and 2D spin filters.
[24]

Now, we would like to compare our structure shown in Chapter 8 with theirs.

In our case, we don’t have the ferromagnetic phase over the ML MoS2. It is

known that the fabrication of overlayer ferromagnetic phase is based on atomic

layer deposition (ALD). Thus, our rapid plasma treatment is a more convenient

technique in terms of device fabrication. Then, regarding transmission T ,

Majidi et al tune T by introducing an exchange bias, which later appears

in the Hamiltonian with the form hs. In their case, the band gap ∆ is a

constant in the whole transport process. However, in our case, we don’t have

the exchange-field introduced term in the Hamiltonian. What we have is the

conduction-band offset in the MoS2/MoOx heterostructure as shown in Fig.

8.1. Thus, what we can tune is the ∆ in Eq 10.2. In Chapter 8, we have

already shown that the quantum well generated by the conduction band offset

can realize resonant tunneling effect and NDR. Thus, the next step would

be studying the spin-dependent transmission with the ±K-valley Hamiltonian

shown in Eq 10.2.

Moreover, the device conductance G (observable) can also be modified. G

is defined as,
[24, 133]

G = G0

∫ π/2

−pi/2
T (EF , s, τ)cosθdθ (10.3)

Here, θ is the angle between incident electrons and quantum wells/barriers.

Majidi et al study the chemical-potential dependent conductance. In our case

the chemical potential of the materials can be easily tuned by back gating.
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10.4 Relativistic band structure for 2D TMDs

(This section is based on Chapter 7.)

(The main reference of this section is Ref [183].)

In Chapter 7, we have studied the spin-orbit coupling (SOC) effect in pris-

tine and oxygen-plasma-treated ML MoS2. It is known that the SOC is a rela-

tivistic correction, because SOC is caused by the interaction between electron

spin and electron magnetic moment. The interaction is described by Thomas

precession. The SOC Hamiltonian has the form ĤSOC = 1
2µ2c2r

dV
dr
L̂ · ŝ. It is

proportional to (v
c
)2, indicating that it is a relativistic correction. Moreover,

a more strightforward way to show it is to solve the Dirac equation for a hy-

drogen atom. The solved eigenvalues will directly show the energy splitting

caused by SOC.

However, except for the SOC, there are other three types of relativistic

correction to the electrons moving around a nuclei. They are Lamb shift, rel-

ativistic mass correction, and Darwin term.

W. E. Lamb and J. C. Retherford applied a microwave-based method to

prove the existence of an energy shift of 2S1/2 and 2P1/2 in a hydrogen atom,

resulting in 2S1/2 having a higher energy than 2P1/2.
[184]

The Lamb shift is

an important effect in nuclear physics. It mainly happens in the core energy

level. The uncertainty principle in the core levels, where electrons are tightly

bounded to the nuclei, causes a large uncertainty of momentum. Thus, elec-

trons at d or f orbitals don’t show an observable Lamb shift. Regarding band

structure calculations, we can neglect the energy contribution from the Lamb

shift.

The relativistic mass correction and Darwin term can both be dealt with us-

ing perturbation theory. Let’s consider the relativistic-mass correction Hamil-

tonian Hrel first. Expanding the relativistic kinetic energy to third order, we

have,

T̂ =
√
m2c4 + p2c2 −mc2 = mc2(1 +

p2

2m2c2
− p4

8m4c4
)−mc2 + . . . (10.4)

Where m is the electron rest mass. The second term in the bracket is the

traditional kinetic energy. The third term Hrel = − p4

m3c2
is the relativistic-
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mass correction Hamiltonian. Thus, the new Hamiltonian is Ĥ = Ĥ0 + Ĥrel.

To calculate the eigenvalue of Ĥrel is to calculate < p̂4 >. It would be much

easier to solve the eigen equation of < p̂4 > in atomic and dimensionless units.

We directly show the calculated results,

< p̂4 >= − 3

n4
+

4

n3(l + 1
2
)

(10.5)

where n and l are the principal and angular momentum quantum number.

Then, the calculated dimensionless energy would be,

< Ĥrel >= (|E0|
α2

n
)(

3

4n
− 1

l + 1
2

) (10.6)

Here, α is fine structure constant. E0 = ε0/n
2 is dimensionless ground state

energy. The illustration of the relativistic-mass correction caused energy shift

is shown in Fig. 10.2. In Fig. 10.2, the y axis is energy shift δE. The principal

and angular momentum quantum numbers are n = 2 and l = 0, 1 respectively.

On the right side, three dashed lines show the energy shift of each orbital.

δE
2s1/2, 2p1/2, 2p3/2

2p3/2

2p1/2

2s1/2

Ĥ0

Ĥ0 + Ĥrel

n = 2

l = 0, 1

Figure 10.2: Energy shift caused by relativistic mass correction. The y axis is

energy shift δE.

We further study the Darwin term, and integrate the Darwin term with

Ĥrel. The Darwin term was first derived by C. G. Darwin. It has the form,
[185]

ĤD =
1

8
(
h̄2

mc
)2∇2V (10.7)
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where ∇2 1
r

= −4πδ(x). The process of dealing with ĤD is same as Ĥrel. The

calculated dimensionless eigenvalues of ĤD are,

< ĤD >= πα2 < δ(x) > (10.8)

The < δ(x) > doesn’t vanish only at x = 0. Only s orbital electrons with l = 0

have a contribution to the Darwin term. In Fig. 10.3, it can be seen how ĤD

the energy splitting.

δE 2s1/2, 2p1/2, 2p3/2 2p1/2, 2p3/2

2s1/2

Ĥ0

Ĥ0 + ĤD

n = 2

l = 0, 1

Figure 10.3: Energy shift caused by Darwin term. The y axis is energy shift

δE.

Let’s compare Figs. 10.2 and 10.3. It can be found that the relativistic-

mass correction has a negative energy shift. The Darwin term provides a

positive energy shift. Thus, the final effect of energy splitting would not be

significant.

The full Hamiltonian Ĥ = Ĥ0+ĤSOC+Ĥrel+ĤD has a significant influence

on heavy elements like tungsten (W), platinum (Pt) and plumbum (Pb).
[186]

Lent et al show that Ĥrel and ĤD causes a significant band splitting around

the Fermi level in PbTe.
[187]

Moreover, Herman et al apply the relativistic or-

thogonalized plane wave method to explain the band structure of GeTe and

PbTe.
[188]

Christensen also apply relativistic augmented plane wave method to

show the energy shift in the band structure of tungsten.
[189]

The relativistic cor-

rection (the relativistic mass correction or the Darwin term) is not significant

in MoS2. However, whether it is important in heavy-element TMDs like WS2

or WSe2 hasn’t been studied. We believe that the study of the full-relativistic
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correction on heavy-element 2D TMDs will give us a better understanding of

the physics of TMDs.
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Appendix A

Quantum Espresso input files

(A template of QE input file is shown. By changing the input parameters, fig-

ures in Chapter 7 can be repeated.)

& CONTROL

calculation = ”scf”

restart mode = ”from scratch”

prefix=”mos2”

pseudo dir = ”...”

outdir=”...”

/

& SYSTEM

a=6.33800e+00

c=1.50000e+01

ecutrho=5.00000e+02

ecutwfc=1.00000e+02

ibrav= 4

lspinorb= .FALSE.

nat= 12

noncolin= .FALSE.

nosym= .FALSE.

ntyp= 3

occupations= ”fixed”
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/

& ELECTRONS

conv thr=1.00000e-06

electron maxstep=200

mixing beta=3.00000e-01

mixing mode=”plain”

startingpot=”atomic”

startingwfc=”atomic+random”

/

K POINTS {automatic}
8 8 1 0 0 0

ATOMIC SPECIES

Mo 95.94000 Mo.pbe-spn-rrkjus psl.1.0.0.UPF

S 32.06600 S.pbe-nl-rrkjus psl.1.0.0.UPF

O 15.99940 O.pbe-nl-rrkjus psl.1.0.0.UPF

ATOMIC POSITIONS {angstrom}
Mo -0.000158 1.829578 3.140954

S 1.584342 0.914768 1.574874

S 1.584342 0.914764 4.674063

Mo -1.584658 4.574013 3.140954

S -0.000158 3.659203 1.574874

Mo 3.168842 1.829578 3.140954

S 4.753342 0.914768 1.574874

S 4.753342 0.914764 4.674063

Mo 1.584342 4.574013 3.140954

S 3.168842 3.659203 1.574874

S 3.168842 3.659199 4.674063

O 3.168842 3.659199 6.152884
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Appendix B

MATLAB code for transfer

matrix method

(No extra files are needed. The following code can be run directly in MAT-

LAB.)

(Here, .∧ is power operation. ∧ can be input by ”shift + 6”.)

(The following code can reproduce Fig. 3.2.)

b=10; x1=0:0.001:3; x2=-2:0.001:0;

T1= 1 ./ ( 1 + 0.25 .* ( (x1.∧ 2 -x1).(-1) ).* ( sin(2*b.*(x1-1).∧(0.5)) ).∧2);

T2= 1 ./ ( 1 + 0.25 .* ( (x2.∧ 2 -x2).(-1) ).* ( sin(2*b.*(-x2+1).∧(0.5)) ).∧2);

plot(x1,T1); hold on; plot(x2,T2);

xlabel(’E/V’);ylabel(’T’);

(The following code can reproduce Fig. 8.2.)

hb=1.055*1e-34;me=9.109*1e-31;

l1=40*1e-9;d=0;l2=40*1e-9;

U1=-4.7;U2=-2.4;

m0=0.37*me;

m1=0.85*me;

m2=0.31*me;

[kxy,Ez]=meshgrid(0:3e7:3e9,0:0.001:0.1);

Ukxy1=1.6*1e-19*U1-(1-m0/m1) .* ( ((hb.*kxy).∧2) / (2*m1) );
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Ukxy2=1.6*1e-19*U2-(1-m0/m2) .* ( ((hb.*kxy).∧2) / (2*m2) );

k0=((1.6*1e-19*2*m0.*(Ez)).∧0.5) / hb;

k1=((2*m1.*(1.6*1e-19.*Ez-Ukxy1)).∧0.5) / hb;

k2=((2*m2.*(1.6*1e-19.*Ez-Ukxy2)).∧0.5) / hb;

Mg12=(cos(l2.*k2) + (k0./k2+k2./k0) .* (sin(l2.*k2)*0.5*1i)) .* ((k1./k0-k0./k1)

.* (sin(l1.*k1))*0.5*1i) .* (exp(1i.*k0*d)) + ((k2./k0-k0./k2).*(sin(l2.*k2))*0.5*1i)

.* ( cos(l1.*k1)-(k0./k1+k1./k0).*(sin(l1.*k1))*0.5*1i ) .* (exp(-1i.*k0*d));

Mg22=(k2./k0-k0./k2) .* (sin(l2.*k2)*0.5*-1i) .* (k1./k0-k0./k1) .* (sin(l1.*k1)*0.5*1i)

.* (exp(1i.*k0*d)) + (cos(l1.*k1) - (k0./k1+k1./k0) .* (sin(l1.*k1)*0.5*1i)) .*

(cos(l2.*k2) - (k0./k2+k2./k0) .* (sin(l2.*k2)*0.5*1i)) .* (exp(-1i.*k0*d));

a=abs(Mg12);T=1./(1+a);

surf(kxy,Ez,T);

shading interp;set(gca, ’YDir’,’reverse’); colormap(jet);

xlabel(’kxy (nm{ ∧ {-1} })’,’FontWeight’,’bold’);

ylabel(’Ez (eV)’,’FontWeight’,’bold’);

zlabel(’Transmission’,’FontWeight’,’bold’);

set(gca,’XTickLabel’,{’0’,’0.5’,’1’,’1.5’,’2’,’2.5’,’3’});
set(gca,’FontName’,’Times New Roman’,’FontSize’,9,’FontWeight’,’bold’);

view([-1.4,0.6,1]);
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[93] Adriano Ambrosi, Zdeněk Sofer, and Martin Pumera. 2H to 1T phase

transition and hydrogen evolution activity of MoS2, MoSe2, WS2 and

WSe2 strongly depends on the MX2 composition. Chemical Communi-

cations, 51(40):8450–8453, 2015.

[94] Paolo Giannozzi, Stefano Baroni, Nicola Bonini, Matteo Calandra,

Roberto Car, Carlo Cavazzoni, Davide Ceresoli, Guido L Chiarotti, Mat-

teo Cococcioni, Ismaila Dabo, et al. QUANTUM ESPRESSO: a modular

and open-source software project for quantum simulations of materials.

Journal of physics: Condensed matter, 21(39):395502, 2009.

155



[95] KD Bronsema, JL De Boer, and F Jellinek. On the structure of molybde-

num diselenide and disulfide. Zeitschrift für anorganische und allgemeine

Chemie, 540(9-10):15–17, 1986.

[96] PA Young. Lattice parameter measurements on molybdenum disulphide.

Journal of Physics D: Applied Physics, 1(7):936, 1968.

[97] Emilia Ridolfi, Duy Le, TS Rahman, ER Mucciolo, and CH Lewenkopf.

A tight-binding model for MoS2 monolayers. Journal of Physics: Con-

densed Matter, 27(36):365501, 2015.

[98] E Cappelluti, Rafael Roldán, JA Silva-Guillén, Pablo Ordejón, and

F Guinea. Tight-binding model and direct-gap/indirect-gap transition

in single-layer and multilayer MoS2. Physical Review B, 88(7):075409,

2013.

[99] Sohail Ahmad and Sugata Mukherjee. A comparative study of electronic

properties of bulk MoS2 and its monolayer using DFT technique: appli-

cation of mechanical strain on MoS2 monolayer. 2014.

[100] John P Perdew, Kieron Burke, and Matthias Ernzerhof. Generalized gra-

dient approximation made simple. Physical Review Letters, 77(18):3865,

1996.

[101] Andrew M Rappe, Karin M Rabe, Efthimios Kaxiras, and

JD Joannopoulos. Optimized pseudopotentials. Physical Review B,

41(2):1227, 1990.

[102] HSS Ramakrishna Matte, A Gomathi, Arun K Manna, Dattatray J Late,

Ranjan Datta, Swapan K Pati, and CNR Rao. MoS2 and WS2 analogues

of graphene. Angewandte Chemie International Edition, 49(24):4059–

4062, 2010.

[103] Nevill F Mott. The basis of the electron theory of metals, with special

reference to the transition metals. Proceedings of the Physical Society.

Section A, 62(7):416, 1949.

156



[104] Eva Pavarini, Erik Koch, Frithjof Anders, and Mark Jarrell. Correlated

electrons: from models to materials. Reihe Modeling and Simulation, 2,

2012.

[105] Goki Eda, Hisato Yamaguchi, Damien Voiry, Takeshi Fujita, Mingwei

Chen, and Manish Chhowalla. Photoluminescence from chemically exfo-

liated MoS2. Nano Letters, 11(12):5111–5116, 2011.

[106] Shinichiro Mouri, Yuhei Miyauchi, and Kazunari Matsuda. Tunable pho-

toluminescence of monolayer MoS2 via chemical doping. Nano Letters,

13(12):5944–5948, 2013.

[107] Chendong Zhang, Amber Johnson, Chang-Lung Hsu, Lain-Jong Li, and

Chih-Kang Shih. Direct imaging of band profile in single layer MoS2 on

graphite: quasiparticle energy gap, metallic edge states, and edge band

bending. Nano Letters, 14(5):2443–2447, 2014.

[108] Qu Yue, Jun Kang, Zhengzheng Shao, Xueao Zhang, Shengli Chang,

Guang Wang, Shiqiao Qin, and Jingbo Li. Mechanical and electronic

properties of monolayer MoS2 under elastic strain. Physics Letters A,

376(12-13):1166–1170, 2012.

[109] Jianmin Tao, John P Perdew, Viktor N Staroverov, and Gustavo E

Scuseria. Climbing the density functional ladder: Nonempirical meta–

generalized gradient approximation designed for molecules and solids.

Physical Review Letters, 91(14):146401, 2003.

[110] Takeshi Yanai, David P Tew, and Nicholas C Handy. A new hybrid

exchange–correlation functional using the Coulomb-attenuating method

(CAM-B3LYP). Chemical Physics Letters, 393(1-3):51–57, 2004.

[111] Jon Baker and Peter Pulay. Assessment of the OLYP and O3LYP density

functionals for first-row transition metals. Journal of Computational

Chemistry, 24(10):1184–1191, 2003.

157



[112] Jochen Heyd, Gustavo E Scuseria, and Matthias Ernzerhof. Hybrid func-

tionals based on a screened Coulomb potential. The Journal of Chemical

Physics, 118(18):8207–8215, 2003.

[113] Alfredo Ramirez-Torres, Duy Le, and Talat S Rahman. Effect of mono-

layer supports on the electronic structure of single-layer MoS2. In IOP

Conference Series: Materials Science and Engineering, volume 76, page

012011. IOP Publishing, 2015.

[114] Ashok Kumar and PK Ahluwalia. A first principle comparative study of

electronic and optical properties of 1H–MoS2 and 2H–MoS2. Materials

Chemistry and Physics, 135(2-3):755–761, 2012.

[115] Hannu-Pekka Komsa and Arkady V Krasheninnikov. Electronic struc-

tures and optical properties of realistic transition metal dichalcogenide

heterostructures from first principles. Physical Review B, 88(8):085318,

2013.

[116] C Ataca and S Ciraci. Functionalization of single-layer MoS2 honeycomb

structures. The Journal of Physical Chemistry C, 115(27):13303–13311,

2011.

[117] Diana Y Qiu, H Felipe, and Steven G Louie. Optical spectrum of MoS2:

many-body effects and diversity of exciton states. Physical Review Let-

ters, 111(21):216805, 2013.

[118] Eugene S Kadantsev and Pawel Hawrylak. Electronic structure of a

single MoS2 monolayer. Solid State Communications, 152(10):909–913,

2012.

[119] D Cao, HB Shu, TQ Wu, ZT Jiang, ZW Jiao, MQ Cai, and WY Hu.

First-principles study of the origin of magnetism induced by intrinsic

defects in monolayer MoS2. Applied Surface Science, 361:199–205, 2016.

[120] Yiren Wang, Li-Ting Tseng, Peter P Murmu, Nina Bao, John Kennedy,

Mihail Ionesc, Jun Ding, Kiyonori Suzuki, Sean Li, and Jiabao Yi. De-

158



fects engineering induced room temperature ferromagnetism in transition

metal doped MoS2. Materials & Design, 121:77–84, 2017.

[121] Jiangang He, Kechen Wu, Rongjian Sa, Qiaohong Li, and Yongqin Wei.

Magnetic properties of nonmetal atoms absorbed MoS2 monolayers. Ap-

plied Physics Letters, 96(8):082504, 2010.

[122] Yandong Ma, Ying Dai, Meng Guo, Chengwang Niu, Jibao Lu, and

Baibiao Huang. Electronic and magnetic properties of perfect, vacancy-

doped, and nonmetal adsorbed MoSe2, MoTe2 and WS2 monolayers.

Physical Chemistry Chemical Physics, 13(34):15546–15553, 2011.

[123] Shiming Yan, Wen Qiao, Xueming He, Xiaobing Guo, Li Xi, Wei Zhong,

and Youwei Du. Enhancement of magnetism by structural phase transi-

tion in MoS2. Applied Physics Letters, 106(1):012408, 2015.

[124] Bernard Dennis Cullity and Chad D Graham. Introduction to magnetic

materials. John Wiley & Sons, 2011.
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