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SUMMARY

Geographical Information (GI) has traditionally been an instrument of power used
particularly by governments and other organisations with the large resources needed to
utilise such an expensive resource. Recent developments mean that digitally-stored
personal information of all kinds can now effectively be treated as GI and analysed
geographically. Since digital storage means that information from different sources can be
merged easily it is now practical to create large databases of personal information on an
individual basis.

In effect this means that digital information is now a serious threat to privacy on an
individual basis. Personal GI is particularly prone to have an impact on privacy due to its
integrative power and focus on spatial analysis. In effect it is now potentially possible to
track individuals in space, and to link private information from diverse sources to this
tracking process, allowing the monitoring of all human activity and destroying real
privacy, although the illusion of privacy may sometimes persist. The aim of this study was
to examine the impacts and potential impacts on Ireland of such developments.

One of the primary purposes of privacy in modern democratic society is seen as the freeing
of the individual from observation so that he/she can develop an individual personality,
including views potentially divergent from the social norm. One of the characteristics of
societies where such a strong individual privacy does not exist is strong social conformity
enforced by social pressure and maintained by observation. Such a system of control is
operated through individual observation and monitoring, according to Foucault, in modern
disciplinary institutions such as the prison. Clearly the constant monitoring of individuals
in the entire population, now possible through the use of GI technology, can potentially
have the same effect.

Although privacy is clearly vital to the protection of individual democratic freedom and
the right to dissent it is a poorly defined right, in large part due to it s relationship to
human intimacy, and the range of activities and spaces on which it impacts. Its nature and
extent are poorly defined and considerable disagreement exists both legally and
philosophically concerning privacy and its protection. The result is that legal protection of
privacy tends to be weak and fragmented. Such is the case in Ireland.

In relation to digital information the clear impact it can have on privacy has led to the
introduction of legislation in many jurisdictions, including Ireland, to protect the integrity
of private information stored in a digital medium. Such statutes do not, however, directly
protect privacy since they allow the collection, storage and processing of information for a
variety of legal purposes, both public and private. In general it is also the case that such
legislation is not motivated by concern for privacy, but rather to enable commercial and
government activities to continue unhindered. The Irish Data Protection Act (1988) is
such a statute, developed under pressure from Europe for the benefit of business.

In the study it became clear that although there was a high degree of compliance with the
data protection principles as defined by the Act such compliance was largely based on
either serendipity or organisational imperatives of data collectors and processors. Thus
there is substantial effort devoted to data security and to limitation of access, while data
sharing is also restricted, though often for technical reasons such as the age of systems.
However, such protection is being diminished through the modernisation and integration
of systems, the increased power of analysis particularly due to changes in the nature of
what can legitimately be considered digital GI and changing organisational needs which
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dictate increased data sharing to increase efficiency. The dangers of deliberate or
inadvertent misuse of private information are thus increased at a time when more and more
such information is being collected and used.

Although in the current situation the law is being upheld the meaning of privacy has been
diminished to that of data protection, enforced by an under-funded Commissioner at a time
when the amount of information and the techniques for its manipulation are always
increasing. The result is increasingly the creation of a society where individuals are
observed either directly or indirectly and where the social pressure of observation can be
used to enforce certain behaviours.
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Chapter One

Introduction

1.1 Introduction

The twentieth century and particularly its latter half have been characterised as the
Information Age. A rapid succession of new technologies and techniques of information
manipulation have followed late nineteenth century developments such as telegraphy. Recent
decades have seen the rise of the computer and associated technologies enabling the storage,
transfer, manipulation and analysis of information predominantly held in digital form. Such
developments have caused changes in everything from government and private sector
organisation to the lifestyle of individuals. This is reflected in what are now everyday terms
such as Information or Digital Revolution, Information Society, Information Technology,

Internet, computer virus and the Millennium Bug (Y2K).

These technologies, originally military in origin, were for a long time the preserve of the only
organisations that could afford the huge outlays necessary to purchase and maintain them,
such as large government and private sector bodies. The late 1980s and early 1990s have seen
a number of developments including the personal computer and user-friendly software,
reduced software and hardware costs, and the development of the World Wide Web. These
and other developments have made computers a common household item and the Internet a
part of everyday language. One indication of these changes is that Bill Gates, the Head of
Microsoft, is now the second most powerful man in the UK (despite being non-resident),

exceeded in influence only by the Prime Minister (The Sunday Times, 1999).

In a society where such information technologies have become so important and ubiquitous a

number of issues of ethical concern have come to light including the question of fair allocation
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of information resources, ownership of information, quality of information, and the issue of
privacy of personal information. Privacy as an issue in regard to Information Technology was
already a concern in the early 1970s, when computer databases were still the preserve of large
organisations and particularly of government (Rowe, 1972; Warner and Stone, 1970; Sieghart,
1976). The US Privacy Act of 1974 reflects this since, although it is aimed at databases of
personal information it only applies to federal government organisations (Onsrud, 1994). By
the 1980s concern had become significant enough to inspire the issuing of Council of Europe

Convention on Data Protection that applies to both public and private sector data (Council of
Europe, 1981).

Privacy is a concept important to the autonomy of the individual, though notoriously difficult
to define. While the notion of privacy has many meanings and a number of distinct focuses, it
is generally held to be a right of individuals and is included as such in international human
rights conventions. In regard to Information Technology, privacy is most specifically
concerned with the treatment of information held on computer concerning an individual (who
has access to such private information, how it is used, and so on). While such information has
always been collected by some organisations such as government bodies there are two new
developments. The first is an increasing amount of collection of such information and the
second is the digital recording of what would formerly have been held in paper files. This
digital storage means that the manipulation of information is substantially easier as the
techniques of information processing and recombination can easily be utilised since both are
in the same medium. The potential for the inappropriate use of information provided for
specific purposes is therefore vastly expanded. In such a situation the balance of power is not
in the individual's favour, as to prevent such misuse would necessitate the refusal to give
information and thus would mean opting out of society as such information is now collected

as a matter of course.

Such concerns, coupled with the commodification of information that can potentially lead to
its being sold to third parties, has led both to concerns about privacy in relation to information,

and to legal initiatives such as the introduction of data protection legislation.



1.2 Introduction to Geographical Information

One aspect of the digital revolution has been the development of various technologies and
techniques for handling Geographical Information (GI) for various purposes. Various
initiatives in a variety of disciplines led to what is now known as Geographical Information
Systems (GIS) and other GI-related technologies such as Global Positioning Systems (GPS)
and satellite remote sensing. Until recently these technologies tended to be separate from
mainstream IT products because of the incompatibility of the spatial component of GI with the
architecture of information systems that were not GIS. Any item of GI is composed of two
types of attribute: its location, and any other characteristics. In general only the latter have
been used in non-GI specific software. The former component, however, makes it possible to
perform a whole suite of operations on GI that are distinct from other information. At the
simplest it is possible to display GI graphically as a map or more complex spatial image (such
as a three dimensional surface such as an elevation model). In addition it is possible to
perform various spatial analyses of varying complexity where it is precisely the spatial
component which is the key to the analysis. If the spatial unit that forms the basis of this
analysis is the individual address the potential threat to privacy is substantial, though even
analysis of area-based data, if undertaken in a sophisticated fashion has the potential to

uncover much personal information.

In the past the complexity of spatial data and the difficulty of representing and analysing it in
a computer system meant that GIS packages tended to be large, complex, specialist programs.
In the last decade, however, the gap between such Geographical Information Systems and
other databases has begun to be broken down with the development of various spatial tools
that can be used in normal databases. In addition, recent developments at the data end of the
GI industry have led towards the production of geocoded address databases, one of which was
launched for Irish addresses in February 1999 by the OSI and An Post (IRLOGI, 1999a).
Another trend in recent years has been towards the development of metadatabases: databases
that contain details pertaining to GI held by many organisations in order to make the sharing

or purchase of data easier and avoid the duplication of effort. One such dataset developed



specifically for Ireland is Geo-ID (Geospatial Information Directory), which was launched on

the Internet in October 1999'.

The recent trend towards the development of spatial tools for ‘ordinary’ databases means that
data held by organisations with an address component can now practically be treated as GIL.
Thus, personal data in organisations that have previously not used GIS will be potentially
open to manipulation based on its spatial component as well as its non-spatial characteristics,
without the organisation necessarily needing to invest in a GIS as such. Coupled with this are
the other recent trends in GI: developments in geocoding of individual addresses, the
production of metadatabases to enable broader data sharing, and the growing availability of
both spatial tools and spatial data over the internet. All of these increase the amount of data
that can be treated as GI and the availability of tools to manipulate it, as well as making it
possible to conduct such analysis at the level of individual addresses. In addition much of the
data that is now potentially capable of being treated as GI are personal data collected for use
in standard databases. The potential impacts of the analysis of GI under such circumstances

are far greater than ever before.

1.3 Reasons for this Study

As has been alluded to above, the past decade has seen many developments that have the
potential to enable a vastly increased amount of information to be easily integrated into the
realm of digital GI that is useful in practice for spatial analysis. Other developments mean
that such information can now be analysed without using expensive specialist GIS packages.
Significantly much of the information that can now be considered useful GI includes personal
information collected on an address basis. While such information was always GI, the amount
of spatial analysis that could previously have been conducted on it was relatively limited in

the absence of geocoding.

In Ireland the widespread adoption of GIS technology came relatively late. The Irish
Organisation for Geographic Information (IRLOGI) was only formed in the 1990s. For a long

time the greatest interest in GIS technology was in the public sector and environmental

¢ http://www.tcd.ie/Geography/GIS/Geoid/index. html
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organisations. In more recent years, the most rapid growth of interest has been in the field of
marketing and geodemographics (Ovington, 1999). This fact is reflected in the changing
membership profile of IRLOGI and the changing focus of the GIS Ireland Conferences which
for the first time in 1998 specifically aimed to interest members of the private sector by

including a number of presentations on the role of GI in marketing.

Two other developments in 1999 in regard to GI were alluded to in Section 1.2. These are the
launch of the An Post/OSI GeoDirectory product and the IRLOGI-funded Geo-ID
metadatabase of Irish GI. The former is a database of standardised addresses, each of which is
geocoded, developed over a number of years by the OSI in co-ordination with An Post who
were responsible for testing its accuracy ‘on the ground’ (IRLOGI, 1999a). Although IRIS
(Irish Regional Information Systems Ltd.), a private sector organisation, has created at least
one other geocoded address directory it only covers major towns and cities in order to be cost
effective (Appleby, 1998). The OSI/An Post product by contrast aims at complete coverage of
the country. At its launch in February the GeoDirectory contained “more than 250,000
validated business and residential addresses in the Dublin numbered postal districts”, but will
achieve complete coverage of the country by “December 1999” (IRLOGI, 1999a: 6). The
chief problems in geocoding Irish addresses are encountered in rural areas due to a problem of
non-uniqueness of address formats. However, the combination of the two geocode products
means that effectively addresses in urban areas where the vast majority of the population
reside can now be accurately placed for GI analysis. In rural areas there is greater difficulty
but it is to be anticipated that the completion of the GeoDirectory product will have a major

impact.

The production of the Geo-ID product by IRLOGI and the GIS Laboratory in Trinity College
Dublin is another important development in this regard. The absence of metadata in regard to
GI in Ireland has resulted in a relatively fragmented approach in the past. As organisations
were often unaware of the data possessed by others it was often easier to generate new data
than try to seek out data already in existence. The Geo-ID product potentially changes this by
enabling users to find out not only what data are held where, but also levels of accuracy,
formats and other important details such as price and availability. Since this product was only
launched in October 1999 it is as yet difficult to assess its impact in regard to personal

information. As of October 1999 only a very limited number of datasets appeared in the
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directory under the two personal data classifications of ‘demography’ and ‘health’. It remains
to be seen how successful the database is and whether it is adequately kept up to date. If it is,
and if it attracts further submissions from those anxious to share personal information it could
prove a very powerful enabling tool. One of its potential impacts would be to ease the greater
combination of personal GI from diverse sources, making the protection of privacy in relation

to personal GI more difficult.

It is against this background of rising awareness of the uses of socio-economic and
demographic GI and of the development of geocoded address lists and a metadatabase that this
study was undertaken. It seeks to examine two aspects of the interaction between personal GI
and privacy, namely the legal situation in regard to privacy and data protection in Ireland, and
the current practices of large organisations holding personal data, whether address-linked or

directly georeferenced.

1.4 Aims and Objectives of the Study

The aim of the study was to assess and analyse the current situation in regard to the legal and

practical protection of privacy with regard to digitally stored personal geographical

information. As such the study had two main objectives:

e An examination of the legal status of the right of privacy in Ireland with a particular
emphasis on its application to digitally held information

e An examination of the practical methods used to prevent misuse of personal GI and to
ensure compliance with privacy and data protection law by organisations holding large-

scale databases of such information.

To realise the aims of the study, thus, two separate courses of action were undertaken. The
former was a study of the literature pertaining to privacy and data protection law in Ireland
and of the most important legislation, namely the Data Protection Act (DPA) of 1988,
Criminal Damage Act (CDA) of 1991 and the Freedom of Information Act (FOIA) of 1997.

The second part of the study involved selecting organisations that held large databases of

personal information. Representatives of such organisations were then interviewed to
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determine the protection they provided for the personal GI they held, and to a lesser extent to

determine the uses made of it in terms of spatial analysis.

It was expected that the results would show that there is a relatively high level of protection of
such information in Ireland, with the Data Protection Act playing a particularly strong role. It
was also expected that of the organisations questioned, the majority would have GI that was
not being used as such inside a GIS, but rather that such information would typically include

address data and generally be stored in non-spatial information systems.

1.5 Chapter Outline

Chapter One introduces the subject of the thesis by describing the rise of information
technology and its impacts on the use of GI. It also explains the reasons for this study by
reference to the privacy-related fears raised by IT in general and GI in particular, and the
recent developments in Ireland that have the potential to enable almost any personal
information to be used as GI. Finally the aims of the study and its expected outcomes are

detailed.

Chapter Two introduces Geographical Information in more detail. The nature of GI and its
pre-digital use to exercise power are described. The impact of the digital revolution on GI,
first through the use of GIS, and later through its integration into mainstream IT, is described.
The final section of the chapter discusses the impacts of these changes on the power of GI and

in particular on its potential to be used in ways invasive of individual privacy.

Chapter Three concerns the ethical issues raised by IT and the issue of privacy in particular.
The chapter describes the nature of the interlinked ethical questions raised in regard to the use
of IT, of which privacy is regarded as one of the most important. It then goes on to describe
the legal and philosophical debate about the nature and importance of privacy, and to describe

the distinction between privacy and data protection.

Arising out of the discussion of privacy it becomes clear that one of the important attributes of

privacy is that it enables a person to develop independent thoughts and modes of action free
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from public pressure. This important attribute of privacy is developed in Chapter Four, which
discusses the role of information in the exercise of power over people from three main
theoretical perspectives. These concentrate respectively on the importance of information to:
the power of the state, the power of capital, and the creation of a disciplinary society in which

power is exercised over individuals through their own actions in response to observation.

Chapter Five concerns the first of the objectives of the study: the protection of privacy in Irish
law. It first examines the general protection of privacy under the Irish constitution, legislation
and case law. It then goes on to examine the implications of legislation implemented in
response to the so-called ‘Information Revolution’, namely the Data Protection Act (1988),
the Freedom of Information Act (1997), and the Criminal Damage Act (1991). A final section
discusses the changes to Data Protection law necessitated by EU Directive 95/46/EC that has

yet to be implemented at time of writing.

The succeeding two chapters are concerned with the second objective of the study: the
practical situation in regard to personal GI in large Irish organisations. Chapter Six outlines
the methodology used to undertake the study. Chapter Seven details the results of this
questionnaire survey under the five broad headings: Data Collection, Data Input and Update,

Characteristics of the Database System, Access to Information on the System, and Data

Protection Compliance.

Chapter Eight discusses the results of the questionnaire survey and the Irish legal situation in
the context of the issues discussed in the earlier chapters. It details the current state of
practical implementation of the data protection principles in Ireland. A comparison is also
made between the US and Ireland in regard to the potential for the use of GI to infringe

privacy. Finally the implications of the current use of personal GI for the exercise of power in

Ireland are assessed.

Finally, Chapter Nine summarises the background to the concern about the impact of GI on
privacy, and the results of the study. It then goes on to draw conclusions regarding the current

state of GI use and legislation in Ireland and to suggest useful areas for further research.



Chapter Two

Geographical Information, Geographic Information

Systems and the Issue of Power

"Without maps there are no roads, no signposts, no safe travel, no law, no lawful government and trade of
only the most primitive and localised variety. Without maps, travellers get lost and eaten. Here be
dragons. An uncharted land can expect governance only by raiding parties exacting tribute; it cannot
expect the delivery of measured and daily authority and an assured and lasting peace." (Myers, 1998)

2 .1 Introduction

This chapter will focus on Geographic Information (GI) and Geographical Information
Systems (GIS) and their effect on power relations. This will entail definitions of the central
terms such as GI, an examination of the relationship of GI to power historically and in the
present digital age, and the implication of the Information Age in vastly expanding the power
associated with spatial information. It will be seen that the Digital Revolution has had a
dramatic effect on the power potential of GI by vastly expanding the capacity to store,
combine and analyse such information, a factor that poses major new ethical and legal
problems. While historically GI, though undeniably powerful, did not seriously impact on
personal privacy modern information technology in combination with GI creates a slew of

new power conflicts and ethical problems one of which is that of privacy.

2.2 Geographical Information

Before defining what is meant by Geographical Information it is perhaps a good idea to
address briefly the question of the distinction between information and data. In the context of
information systems data are what is input, and if manipulated appropriately, information is
output. Data and Information are, according to Haywood (1995), part of a continuum which

ranges from data to wisdom through information and knowledge (see Fig. 2.1). This
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continuum is characterised by the addition of value through contextualisation at each stage
from data to wisdom, though only the first two steps of the range concern us here. Data are
the most basic aspect of this chain and are symbols of one kind or another. Without context
they are meaningless. A list of numbers input to a computer comprise data. Out of context
these numbers are meaningless, or at the very least may be perceived to have some meaning
that is unclear. They require both the exercise of some analysis and a context to make them

meaningful.

Data gl |Nformation =] Knowledge =i VWisdom

Figure 2.1: The Data to Wisdom Continuum

To convert such data items into information requires "a process of reception, recognition and
conversion, made possible by our cognitive history and our ability to decipher symbols" in the
case of human interpretation (Haywood, 1995: 3). In an information systems context, the list
of numbers may have been recorded as a set of numbers in a ‘field’ entitled ‘rainfall’. This
title converts meaningless numbers into a limited form of information. However, the strength
of IT is the ability it gives to link such a field of information with others to provide more
useful information. For example, this information if linked to a geographical co-ordinate tells
us that this is rainfall at a particular place, and, if linked with other such information for other

places may enable the creation of a map of rainfall and the generation of other related

information.

The steps from information to knowledge and from knowledge to wisdom are not relevant in
an information systems context as only data and information can be involved without the
agency of a human to add wider context, despite the attempts to create 'knowledge-based' or
intelligent systems. Thus data are what is input into an information system, whether in the
form in which a human operator types them in, or in the machine code through which they are
stored. The power of an 'information system' lies in its ability to usefully create information

from data by linking the data together.
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Within the Geographical Information community the terms Geographical Information and
Geographical (or more often Spatial) Data are often used interchangeably. Thus some of the
literature may define spatial data while another author may refer to geographical information
though clearly both refer to the same concept. By virtue simply of being given a spatial
context it is arguable that much spatial data is already information (though perhaps of a very

limited use).

Geographical information is information that is related in some way to some location in space
(in three dimensions), and more specifically to a location on earth (including its atmosphere
and its interior). Martin (1996: 1) says that GI "in its simplest form...[is] information which
relates to specific locations". A more comprehensive definition is given by Haywood (1998:
13) "spatial data are characterised by information about position, connections with other

features and details of non-spatial characteristics".

The most familiar example of GI is the map; "a set of symbols recorded in spatial relationship
to each other, so that the position of the symbols acted as an integral part of the message"
(Chrisman, 1997: 4). Other traditional forms of GI also existed alongside the map and include
written records and descriptions, tables and statistical information (Chrisman, 1997; Rhind,

1997). The important factor linking all the diverse forms of GI is the factor of location.

Geographical Information can be subdivided, however, into two basic types hinted at by
Haywood's definition. These are the specifically spatial information such as a grid reference,
and the non-geographic data, sometimes referred to as attribute or thematic data. The former
locates an object in space (and may also implicitly or explicitly describe its relationship to
other objects in space), while the latter describe the non-spatial aspect of the object (Fischer,
1996; Haywood, 1998; Huxhold, 1995). Burrough thus characterises GI as describing
"objects from the real world in terms of (a) their position with respect to a known co-ordinate
system, (b) their attributes that are unrelated to position (such as colour, cost, pH, incidence of
disease, etc.)" (1986: 7). Table 2.1 shows a number of examples of location and attribute

information types.
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Table 2.1: Location and Attribute Data

Location Attribute
Georeferenced: Soil Type
Latitude, Longitude Geology
National Grid Co-ordinates Elevation
Geocoded Address Location Land Value
Ownership

Non-Georeferenced:
Postcode or Zipcode

Individual Address

Census Enumeration Area (District

Demographic Characteristics
Crop Type
Pollution Levels

Crime Statistics

Electoral Division) Individual Financial Details

Property Parcel Insurance Information

Another way of approaching the issue draws a distinction between ‘geographic information’,
‘geo-referenced information’ and ‘non-geographic information’. This is merely a different
way of drawing the same distinction:

e ‘Geographic information’ relates specifically to space;

e ‘Geo-referenced information’ by contrast does not need to be a representation of
geography at all, but is merely a "bag of bits with a geographic footprint" (Goodchild,
1997 unpublished);

e ‘Non-geographic information’ has no spatial link and in consequence includes all other
information, provided it is not given a geo-reference.

This leads the author on to create a new term,” Information with a Geographically Determined

Interest’ or ‘IGDI’ that includes any information with any geographical component.

'Effectively this IGDI is the same as what is meant by GI in the context of this study.

! This type of information includes both geographic information and geo-referenced information, and is designed
for a world of Internet exploration of such IGDISs, held on local servers, given that such information is of greatest
information closest to the footprint. (Goodchild, 1997).
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Geographical Information is thus a twofold matter: locational information and attribute
information. In traditional GI this distinction is generally of minor concern as the two aspects
of the information are jointly expressed. Thus in a map the location of the object on the map
surface reflects its location in real space, and the method used to depict the object gives its
attribute information, when read in combination with the map key. In regard to written
information a simple example such as the electoral register contains both an address and an
associated name or names. The address gives the location, and the name gives the identity of
the voter or voters domiciled there. Digital GI is more complex, however, as will be discussed

in Section 2.3.

2.3 Digital Gl and GIS

2.3.1 Problems with Digital Gl

Digital GI can be defined in precisely the same terms as non-digital GI, as information
referring to a location on earth consisting of two components, a spatial reference and attributes
found at this location. A further distinction within GI needs to be drawn in the context of the
use of GI in digital operations, however. Though GI typically consists of these two aspects,
the specifically spatial and the non-spatial, not all GI is spatially linked in the same way.
Thus, GI can be linked to space by a geo-reference or by a less specific geographic locator. A
georeference is the method of locating features 'in a model of space' (Huxhold, 1995) and is
typically a set of Cartesian co-ordinates in relation to a model such as the Irish National Grid.
This ties the information to place defined in mathematically unique way. Other methods can
also be used to locate something in space, however. Perhaps the most widely used in
everyday life are addresses, and postal codes, though other administrative divisions such as
census area codes (or names) also fall into this category. While these are also often very

specific they cannot be directly used (for spatial purposes) by machine since they are not

mathematically specific.
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An address, for example, can clearly be denoted with mathematical precision, either as a point
location, or an area location on maps. To a human with appropriate contextual knowledge (a
postman for example) an address will convey this place: it is specific. The same is true for
many other spatial locators such as postcodes, county names or codes, or census area codes.
While these are unique (aside from address which will be discussed below) and have a definite
location, they do not convey spatial location in a mathematical sense. For example, the
postcode LE2 6BF is unique and refers to a well-defined place, in this case a small area of
Leicester in the UK. However, nothing about the postcode itself gives this information about
location. A postman will know where it is from knowledge of the postcode system and many
others may be able to guess at its location. A computer will not. For this it is necessary to
geocode the information, in other words to attach a georeference to the information (Huxhold,
1995). This can be accomplished in a number of ways, the simplest of which is to create a file
containing the correspondences between locational descriptors of address such as the postcode

and the appropriate georeference as shown in Table 2.2 for both a postcode and an address.

Table 2.2: Simple Geocoding of Address and Postcode

Postcode Centroid Location
LE2 6BF 128054, 723842
Address Point Location
6 Hume St, Dublin 2. 250356, 645783

Figure 2.2 shows the constitution of fully georeferenced GI, comprising attribute and spatial
data, and shows how a process of geocoding is used to convert non-georeferenced data into

georeferenced data.
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Figure 2.2: Digital GI — Component Parts

A second problem arises in relation to Irish GI. This is the fact that as yet Irish addresses are
not standardised. Table 2.3 shows four of an even greater number of potential combinations
of an address, and a letter bearing any of these variations will reach the recipient. The
problem is twofold, that there is no single way that addresses are written, and that in rural
areas the absence of street names and numbers also makes addresses non-unique. This lack of
standardisation of address means that geographical analysis is complicated in the Irish context
both due to the difficulty in matching different instances of the same address, and due to the
difficulty of geocoding such non-standard addresses. Additionally alternative spellings of the

same placenames may add further difficulty, as may the legal option of using the Irish version
of the address.
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Table 2.3: Examples of Multiple Non-Standard Addresses

Aodan Edmonds Aodan Edmonds Aodan Edmonds Aodéan Edmonds
Farrihy

Broadford Broadford Broadford Béal an Atha
Via Charleville Rathluirc Rathluirc

Co. Limerick Co. Cork Co. Limerick Contae Luimni

2.3.2 GIS: Geographic Information Systems

GIS technology is a relatively recent development that has come about due to the ongoing
amalgamation of innovations and ideas from a variety of disciplines (DeMers, 1997, Huxhold,
1995). This, coupled with the desire of many to profit from the use of the term by renaming
their unchanged product a GIS (Maguire, 1991), has led to the production of a multitude of
different definitions (Haywood, 1998; Huxhold, 1995, Burrough, 1986). Each of these
stresses particular aspects of GIS depending on the interests and background of the person
defining the term (Haywood, 1998). There is, in consequence, no single universally or even

widely accepted definition of GIS (DeMers, 1997).

A relatively simple definition of GIS given by Maguire (1989: 171) 1s that a GIS is a
collection of “integrated systems for the collection, storage, manipulation and presentation of
geographical data”. Many definitions stress these and similar aspects of GIS, namely the fact
that they are systems (though not necessarily computer systems) that collect, store and
manipulate spatial data and present some form of output (Burrough, 1986; Obermeyer and
Pinto, 1994; Burrough and McDonnell, 1998). According to Haywood (1998) three
components make up a GIS: a computer system, geographical data and manipulation and
analysis. Other commentators tend to base their definition on these core attributes of GIS, and
then stress other additional factors. Thus Huxhold (1995: 3) states that a GIS is a “collection
of information technology, data, and procedures” and that it is capable of “analysis” as well as
the other operations mentioned above. This spatial analysis function is regarded as important

by authors such as Huxhold (1991), and Egenhofer and Golledge (1998: 3) who stress that the
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ability to render the results of “detailed analysis” in visual form is “one of the greatest
strengths” of GIS. Worboys (1995: 1) stresses that GIS is “computer-based” and to ‘analysis’
also adds “retrieval” and “modelling”. Other attributes that are stressed are: integration of
data from potentially disparate sources (DoE, 1987; Rhind, 1988; Bonham-Carter, 1994); and
the fact that it is the interaction of human and computer systems with the geographical data
which constitute the GIS (ESRI, 1993). Perhaps one of the most widely used definitions of
GIS is that from the Chorley Report “a system for capturing, storing, checking, integrating,
manipulating, analysing and displaying data which are spatially referenced to the Earth”

(Department of Environment, 1987: 132).

The Chorley definition is quite a comprehensive one that is widely quoted. It, and many of the
definitions above fall into the category of what Burrough and McDonnell (1998: 11) describe
as “toolbox definitions” that concentrate on the tools available within a system. Burrough and
McDonnell (1998) also identify two other major trends in definition, those that emphasise the
difference between a GIS database needing to deal with spatial phenomena, and those that
emphasise the organisational structure within which the tools are used. Bonham-Carter (1994:
1) belongs to the former category, describing GIS as “computer tools for manipulating maps,
digital images and tables of geocoded (geographically located) data items...designed to bring
together spatial data from diverse sources into a unified database...all of which are in a spatial
register, meaning they overlap correctly at all locations”. This definition, unlike the others
stresses the importance of database structures to deal with specifically spatial aspects of data,
a factor that will be discussed later. From an organisational viewpoint the ESRI (1993: 1-2)
definition stresses that a GIS is “an organised collection of computer hardware, software,

geographic data, and personnel” as well as describing the tools used.

There is, however, an aspect of the nature of GIS that these definitions all largely ignore,
namely the reason for this manipulation of spatial data. Burrough (1986: 6; Burrough and
McDonnell, 1998: 11) states that the various operations on the data are conducted “for a
particular set of purposes”. The importance of this is that all of the integration, manipulation
and analysis, in whatever database and organisational setting, is expected to produce not only
output, but useful output. DeMers (1997) ignores the traditional list of operations to be
performed on data to concentrate on the purpose of GIS manipulation. Thus GIS are “tools

that allow for the processing of spatial data into information, generally information tied
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explicitly to, and used to make decisions about, some portion of the earth” (DeMers, 1997: 7).
The importance of this definition is that it clearly distinguishes one a key characteristic of
GIS, namely that from spatial data it produces spatial information that can be used to support

decision making.

There are two main types of traditional GIS system architecture: raster and vector. Three
dimensional data are also sometimes stored as Triangulated Irregular Networks (Martin, 1996)
and in more recent times interest has also developed in Object-Oriented Systems which store
each individual spatial object with all of its associated information discretely (Goodchild,
1995). Both of the traditional architectures, which constitute the majority of widely used
packages, store data as a series of layers of individual attributes (see Fig. 2.3). Some of the
differences between the two system-types are substantial as can be seen from Table 2.4 that

highlights major differences between raster and vector.
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Figure 2.3: The Layer Structure of GIS
Source: Huxhold (1995)
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Table 2.4: Raster and Vector Systems

Raster Vector

Grid of Cells Points, Lines (vectors) and Areas
Topology Implicit Explicit Storage of Topology
Each Cell Coded Each Individual Feature Coded

What they have in common, however, is that locational and attribute information is stored in
distinctly different ways. This returns us to the nature of GI, and to the database definitions of
GIS. The twofold nature of GI creates problems in database architecture because as well as
the traditional concern of databases with “entity and attributes”, GIS must also deal with the

location and topology of these entities (with attributes) (Burrough and McDonnell, 1998).

Thus in a typical vector system such as ARC/INFO? details of points, lines and areas are
stored along with their topological interrelationships. Each of these geographic features also
has an identifier which is used to link these spatial characteristics with attributes stored
elsewhere using the same identifier. In raster systems such as Idrisi’ the spatial data is stored
as a grid of cells of defined dimension with a definite origin. Each has a value, which in turn
links an individual cell with the attributes associated. Thus all grid cells with a value of ‘1’

might be water bodies, while all cells of value ‘2’ are arable land (See Table 2.5).

Table 2.5: Attributes in a Raster System

Cell Value Associated Attribute
1 Water

2 Arable Landuse

3 Pastoral Landuse

4 Residential Landuse
5 Industrial Landuse

6 Recreational Landuse

? Produced by the Environmental Systems Research Institute, Inc., Redlands, California.

> Produced by Clark Labs for Cartographic Technology and Geographic Analysis, Clark University, Worcester,
MA.
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According to Van Oosterom (1993) the difficulties of dealing with spatial data because of the
differences between spatial and attribute have led to many of the leading GIS packages having
a dual architecture. In such cases attribute data is stored in a relational database, while spatial
data is stored in a separate subsystem. This is the case with ARC/INFO, for example, which
was originally written as two separate components ARC for spatial data, and INFO for
attribute data. INFO was written as a relational database system. Thus a large component of
this leading GIS package is actually very similar to relational database systems in use in the

mainstream IT industry.

2.3.3 Gl in Information Systems: GIS and IS

The fact that leading GIS packages traditionally use non-spatial database technology for a
large portion of their operations prompts questions about whether GIS is really very different
from other information technology. In effect the differences are more of emphasis than
anything else. According to Obermeyer and Pinto (1994) it is the reliance on space as an
organising framework and the ability to do geographical analysis that separates GIS from
other information systems. As we have seen the unusual characteristics of GI have
necessitated unusual adaptations in data storage and manipulation. Most authors appear to
agree that the use of spatial information and the performance of spatial tasks are the defining

characteristics of GIS.

There has, however, always been substantial uncertainty regarding the precise boundaries of
GIS. This is in part due to the difficulty of defining the term. Thus Burrough’s (1986)
definition of GIS can be taken to include systems with low or no analytical capability which
others would not regard as ‘true’ GIS such as Computer Aided Design packages, and
automated mapping packages. Indeed, according to Rogerson and Fotheringham (1994) this
has been a problem of all GIS: that for a long time the design emphasis was on storage,
retrieval and display resulting in poor analytical capability. Thus not only is there a problem
of definition of GIS but the spatial analysis capability that many feel is the core of GIS has
often been weak. In addition, large components of many GIS packages are actually

mainstream (non-GIS) database packages or are modelled on them. In effect the only
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remaining uniqueness of GIS is the use of spatial data, since spatial analysis is not always

considered necessary, and is often weak.

In addition, GIS is no longer a small isolated technology used by a small community but has
become a “mainstream” part of the telecommunications revolution (Curry, 1998: 1).
According to Rhind ef al. (1997) a potentially understated estimate of the value of the GI
market in 1996 was $2000 million, with an annual growth rate of between 10 and 20%. The
result is a situation where “geographical technologies — geographical information systems,
global positioning systems, remote surveillance systems and automated cartography — are
everywhere to be found” (Curry, 1998). This growing importance of the GI industry has been
recognised in the US by the presidential mandate for the National Spatial Data Initiative
(Rhind et al., 1997), and by European Commission (DGXIII) support for a similar project, the
European Geographic Information Infrastructure (De Bruine, 1999).

This leads to questions regarding the uniqueness of GIS, and whether it is actually an industry
being drawn completely into the fold of mainstream IT in what one commentator has called

“the demise of GIS as a boutique industry” (Reeve, 1997, unpublished).

2.3.4 The Demise of GIS

While the GIS industry has traditionally seen itself as quite separate from mainstream IS the
difference is not as great as it seems:

e GIS use non-spatial data structures for much of their data

e @IS do not all stress spatial analysis, and the quality of analysis is not universally high

e GIS is being drawn closer to mainstream IT as it becomes highly profitable

In this situation the spatial data basis of GIS may not prove to be as distinctive as has been
thought. This is perhaps what leads Bernhardsen to say that GIS “signify much more than a
software system that processes, stores, and analyses geographical data” but is “associated with
any activity involving geographical data” (1999: 2). Obermeyer and Pinto (1994: 4) point out
that “other types of information systems are also spatially referenced — the inclusion of street

addresses or zip codes instantly makes them so”. It thus becomes clear that the differences
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between regular IS and GIS lie in the use of georeferencing, and in the associated ability to do
analysis that is both specifically spatial and cannot be done by regular information systems.
Examples of the latter include the overlay, route analysis and cookie cut operations typical of

most mainstream GIS.

The fundamental difference is the underlying presence or absence of a ‘model of space’.
However, even this distinction is being challenged in recent years. Non-spatial IS can, as has
been mentioned above, store and manipulate GI of certain kinds. It can also perform certain
limited geographical analysis. Thus, for example, if one has a database that includes details of
shopping habits for individuals together with addresses and postcodes it is trivial to group the
other characteristics by postcode and then to analyse them to produce a profile of the shopping
habits of people living there. This could then form the basis of a direct mailing campaign
directed to specific postcodes. What cannot be done is to map and thus geographically

visualise the results.

Two recent developments have changed this, however. These are the growth of the Internet,
and the development of spatial data tools for users of regular information systems (Reeve,
1997, unpublished). The rise of the Internet is one of the most significant developments of the
1990s. Prior to this it was a relatively minor technology, but the development of the World
Wide Web in the early 1990s has led to an explosion in internet use: “the internet is probably
now the most rapidly expanding technology — ever” (Calvert ef al., 1997). Part of this growth
has included GI. It is now possible not only to access GI over the internet but also to run
applications by remote file query and exercise “data-to-information applications supplied
remotely” (Lencowski, 1997). Though some problems such as speed of transfer and volume
of data have still not been resolved “the vision of GIS as an integrating technology probably
can only be realised if the Internet does prove successful” (Calvert et al, 1997). The
importance of this is that GI can be accessed remotely and that spatial analysis can be carried
out using tools located elsewhere to produce usable information. The user in future will not

be tied down to a GIS toolbox located locally.

The second major recent development has been the development of spatial tools for standard
databases. These take advantage of the fact that GIS have always tended to be dual systems

making use of standard databases side by side with a spatial model and spatial tools to create
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* such tools for use with standard software such as Oracle, and Microsoft Access (Reeve, 1997,
unpublished). The result of both these new developments is that anybody who wishes to use
GI and analyse it spatially may now do so without needing to use a GIS. In short “the global
- ubiquity of geospatial information, supported by global connectivity, will continue to change
. the primary uses of information” (Lencowski, 1997: 88) and such use will not merely occur

within traditional GIS.

There are a number of consequences of these developments. The first is that the GIS industry
is increasingly being referred to as the G/ industry as the information becomes more important
than the system. This is reflected in the names of representative organisations such as
IRLOG]I, the “Irish Organisation for Geographic Information”. The second is that GI analysis
and what is traditionally called GIS will not disappear, but rather will become (and to some
degree already have) part of a wider and ubiquitous information technology that incorporates
spatial models, spatial tools and GI together with non-spatial data. The demise of GIS as a
boutique industry does not mean the death of GIS but rather its transformation. One of the
key factors in the original importance of GIS, its ability to function as an integrative
technology taking spatial data from many sources and adding value to them to create
information, has been enhanced by these changes. Ultimately this is the power of GI, and of
its analysis in spatial terms: according to Rhind (1997: 9) the linking of datasets “vastly
expands the range of applications” that can be undertaken. For example the combination of
twenty datasets for a particular area will yield “190 pairs of sets” and over a million total
possible combinations which can be used for analysis (ibid. 9). Thus the power of spatial
analysis has grown precisely because it is no longer confined to the boutique industry of GIS
and is now more widely used and can integrate more data from different sources. The final
consequence is that the emphasis needs to shift from GIS to GI. GI is becoming more widely

used in more forms than ever before, and the power of spatial analysis of that data is greater

than ever before.
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| 2.4 Pre-Digital GI and Power

Having discussed the nature of GI and the changes wrought by the Information Revolution it
is now proposed to look at interrelationship between power and GI historically. Accurate
- useful GI in its most basic form, the mental map, allows people the power to navigate their
environment safely (Downs and Stea, 1977) and thus to survive. The type of power at issue in
this context is, however, more specific than the power to cope with and even master the
physical environment. Instead it is intended to look at the role of GI in the exercise of social
power. More specifically it is intended to look at the way in which GI, particularly in the
form of the map, has been used as an instrument of power, generally by vested interests of one

sort or another, in a variety of ways.

Prior to the early 1960s and the embryonic beginnings of digital GIS, GI existed in a number
of diverse forms, the most obvious being the paper map, though "no substance has escaped
being used to frame an image of the world we live in" (Wood, 1992: 4). Thus it also included
the "stick charts" of Marshall Islanders in the Pacific, Eskimo "coastal maps in ivory"
(Wilford, 1982: 7) and a profusion of other culturally specific graphic depictions of space.
There was also a wide variety of non-graphic repositories of GI including written or other
verbal descriptions, various statistical and other information, the individual person's mental or
cognitive 'map', and, from the late 19th century onwards, aerial photographs. Although GI is
extraordinarily diverse, however, the majority of examples used will be cartographic because

“the most complete and consistent descriptions of the geography of the world have long been

given in this form” (Rhind, 1997: 3).

Though the use of GI as an instrument of power historically will be discussed under a number
of specific headings it should be remembered that these headings are not mutually exclusive.
It should also be noted that they are not completely comprehensive. The use of GI as a tool of
power will be discussed under the headings: Creation of World Views, Land Ownership and

Taxation, Colonialism, and Military/Political GI.
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~ 2.4.1 Gl and World Views: The Creation of Place

" .. this, essentially is what maps give us, reality, a reality that exceeds our vision, our reach, the

span of our days, a reality we achieve no other way." (Wood, 1992: 5)

" As this quotation indicates one of the chief functions of GI, and a major source of its power is
in the construction of reality by giving order and meaning to the world. One of the most
fundamental ways in which people do this is through the creation of the mental maps,

something that appears to be a basic human activity (Downs and Stea, 1977).

A mental map can be defined as the spatial understanding of each human being: the picture
each of us has of the world and reflects reality as it appears to us. Such a mental map has two
components: information which is derived from personal experience and has such practical
uses as finding one's way, and information which is derived from outside sources and which
makes up ones picture of the world outside one's experience (Gould and White, 1992). Both
elements of the mental map are powerful: the former because it enables the solving spatial
problems and thus surviving, and the latter because it gives meaning to the wider world.
Whatever the sources of information available and used, however, they represent the world as
it is to the individual: a collection of organised knowledge that can be manipulated to solve
spatial and other problems (Downs and Stea, 1977). It may not represent empirically
measured external reality, however. "It reflects the world as some person believes it to be; it
need not be correct" (Downs and Stea, 1977: 6). While such mental maps vary between
individuals they tend to be more similar between people of the same culture, particularly in

relation to the creation of a wider world picture.

One common tendency is to see one's own place as the centre or most important place in the
world. In traditional societies this orientation of the world around an ethnocentric ‘centre-
point’ was religiously justified by the division of the world into sacred and profane space on
the basis of mythical events and religious meanings (Eliade, 1987). Typically the sacred is the
‘world' of one’s civilisation with its associated gods, and the surrounding 'chaos' constitutes
the profane space of the rest of the world (Eliade, 1987; Tuan, 1975). Map 2.1 displays such a

cosmology as a map.
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Map 2.1: Religious World Views: The World of the Yurock Indians
Source: Tuan (1977)

This tendency to place oneself at the centre of the world map is remarked upon by Harley
(1989: 6) who points out that "such a rule is as evident in cosmic diagrams of pre-Columbian
North American Indians as it is in the maps of ancient Babylonia, Greece or China, or in the
medieval maps of the Islamic world or Christian Europe". The maps of medieval Europe
referred to by Harley are known as Mappae Mundi or 'T in O' maps, and in many ways closely
resemble the world image of the Yurocks. In this case they reflect Christian beliefs and so are
centred on Jerusalem, and represent the rest of the surrounding world in a schematic fashion
largely based on interpretations of the bible (Robinson, 1984; Wilford, 1982; Black, 1997).

Map 2.2 is an example.
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Map 2.2: AT in O Map
Source: Wood (1992)

Such maps create a sense both of love of homeland and also reinforce the power of the
religious orthodoxy which is seen to be the basis of the shape of the world. Such social
cohesion and patriotism can be exploited by institutions such as the priesthood or the elite that
rules the society. Thus Harley (1989) makes the point that "ideological 'Holy Lands' are
frequently centred on maps. Such centricity, a kind of 'subliminal geometry', adds geopolitical
force and meaning to representation." (Harley, 1989: 6). This phenomenon does not end with

the secularisation of society since non-religious world views are often buttressed in precisely

~ the same fashion.
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| Until relatively recently the tendency was for a great many world maps to centre themselves
‘on Europe and thus to both reflect and bolster the perceived importance of Europe. One of the
Limost important symbols of this Eurocentrism was the Mercator Projection which exaggerates
the relative size of what is now the developed world (and thus the colonial powers) at the
expense of the rest of the world (Wood, 1992). This, according to Harley (1989: 6) "helped to
' confirm a new myth of Europe's ideological centrality" and "support[ed] the perspective of
E colonial or neo-colonial powers in the northern hemisphere" (King, 1996: 37). Although the
| centrality of Europe has been challenged by many initiatives such as the Peters Projection
| (King, 1996; Black, 1997; Wood, 1992), such ethnocentric mapping has not disappeared.

Harley (1989) notes the same ethnocentrism in American maps of the American hemisphere,

' while Map 2.3 shows a Chinese example of such ethnocentric mapping.

~ Map 2.3: Ethnocentric Mapping
' Source: Chaliand and Ragean (1986)
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2.4.2 Gl, Land Ownership and Taxation

i "Maps naturalise and formalise, fixing constructions of identity and geography. And since they
. are often associated with conservative reinscription of the status quo, with enclosing and
1 circumscribing geographies and identities, maps tend to fix dominant ways of seeing geography

and hegemonic constructions of identity." (Philips, 1997: 45)

As this quotation indicates maps often serve the interests of the powerful in society and thus
help them to maintain the status quo. One of the most important and oldest such uses of GI is
in the maintenance of systems of land ownership. Once established these create a “need to
| establish records of transactions and agreements that were independent of individual or

collective human memories” (Burrough and McDonnell, 1998: 1) and thus ensure that
| ownership and the tenure system are secure. The development of the techniques and
technology of mapmaking from earliest times were bound up with the recording of ownership
(Chrisman, 1997). As well as the recording of ownership and transactions this process also

involves valuation and the collection of property tax.

According to Chrisman (1997: 3) “some of the first written records from Mesopotamia and
| Egypt contain property boundary information as a part of legal transactions”. Not only this
|

but they also accurately mapped such information as field boundaries with the names of their

owners (Wilford, 1982; Chrisman, 1997).

In Classical times this trend continued and the Romans were the first to use an actual state
register, “the capitum registra”, and employ state surveyors (Bernhardsen, 1999; Chrisman,
| 1997; Burrough and McDonnell, 1998). One of the main purposes of this register aside from
| legitimating the ownership of land was the maintenance of an accurate record of the tax base.
| This factor also influenced Roman administration in other ways, causing them to take regular

censuses such as that described in the Book of Luke® The term 'census' itself reflects this;
‘census' is originally a Latin term meaning "valuation of every Roman citizen's estate;

registering of a man (his age, family, profession, etc.); sum assessed; property" (Oxford Latin

* "In those days Caesar Augustus issued a decree that a census should be taken of the entire Roman world.....And
everyone went to his own town to register. So Joseph also went up from the town of Nazareth in Galilee to
‘ Judea, to Bethlehem the town of David, because he belonged to the house and line of David." (Luke 2; 1-5)
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| “'f'Minidictionary, 1995). The connection of the term to taxation is clear from the fact that it is a

valuation or an assessed sum.

 Although the part played by mapping in land ownership in Europe declined after the fall of the
- Roman Empire, though the part played by census-style GI continued. Until the 1500s land was

registered using written records based on surveys, the most celebrated example being the

. Domesday Book. The Domesday Survey was an expression of William the Conqueror’s

- desire to know "about the land, how it was peopled and with what sort of men" (Loyn, 1982:

| 144). The result was the “Domesday Book where the particulars of every strip of inhabited
| land in the country were recorded" (Tetlow, 1974: 11). The details recorded included what
was owned, where, how much land was owned and its value (Loyn, 1982), and also, according
to Bernhardsen (1999: 29) “a count of inhabitants and livestock, as well as incomes earned
and taxes paid”. Taxation was central to the purpose of the survey which "incorporated
elaborate statistics relating to the assessment of each estate, the population, the wealth, and the
value" (Loyn, 1982: 146). The importance of the survey extended beyond this, however,
since it was a record of and aid in the introduction of feudal land tenure and the associated

new legal system (Loyn, 1982).

From the 1500s on maps began to reappear in association with land records, generally in the
case of disputes and “when the production of maps escalated after 1500 it was particularly
maps of this sort that were drawn” (Harvey, 1993: 79). Gradually the detailed surveys in set
written form began to be supplemented by maps, and by the late 1500s the two forms began to
merge, so that surveys began to produce maps, and maps were used as part of land settlements
(Black, 1997; Harvey, 1993). Such property maps eventually acquired such legal significance
that now the map boundary is the legal boundary regardless of whether or not there is any

indication of this boundary in the physical landscape (Wood, 1993).

2.4.3 Gl and Colonialism

GI played a large role in the exploration and colonisation of the world undertaken by certain
European nations from the 1400s onwards. Advances in techniques of mapping and

navigation on the one hand enabled the voyages necessary, while on the other hand the
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‘:_:E:information brought back from ‘new’ lands expanded the store of GI in Europe. An additional
role played by GI was in the legal and moral justification of European claims to the newly

discovered lands.

The legal use of GI exemplified by the use of maps to record land ownership has its parallels
_in the colonisation of the non-European world where legal decisions to draw lines on maps
impacted on the course of history. An early example of this is the Treaty of Tordesillas. A
Papal decision in 1493 to divide the New (non-Christian) World between the two kings of
Spain and Portugal was based on a selected line of longitude, inscribed as the Tordesillas Line
on sixteenth century maps (Black, 1997). The uncertainty of methods used to measure
longitude at the time enabled the Portuguese to claim what later became Brazil as ‘Terra del
Rey de Portugal’ and thus "the purely abstract line on the map ... comes to dictate the terms of

subsequent history" (King, 1996: 27).

In the 19th century by a very similar process almost the whole of Africa, previously virtually
unknown, added to the empires of Europe (chiefly Britain and France). At this time Affrica
was largely unexplored and thus an empty space on maps. This allowed the assumption to be
made that the land was empty and ripe for exploitation, forming part of the overall Victorian
use of science to legitimate imperial expansion (Muir, 1997; Jackson, 1992). Native cultures
could not argue with the logic of these maps in the construction of which they had had no say
(King, 1996). Similar uses of ‘silence’ regarding native cultures on maps is evident in North

American civil and military maps, and in the mapping of Latin America by the Spanish and
Siberia by the Russians (Black, 1997).

The practical division of Africa was also heavily GI-based, although this GI did not reflect
actual African geography. In 1885 the Berlin Conference completed the division of Africa by
the European powers, based upon the needs of the European industrialists, and on European
rivalries, and conducted largely in the absence of any actual information regarding conditions
on the continent (Dikshit, 1997; Muir, 1997). As a result the imposed boundaries showed no
connection with or understanding of the pre-existing spatial organisation of peoples within the
continent (Douglas, 1997, Muir, 1997). The resulting boundaries remained after
decolonisation so that “lines drawn on maps at the conference tables of Europe, according to

the interplay of Great Power politics and in partial ignorance of the territories concerned and
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‘ﬁiheir human contents, have, for all their many faults, served to define the ‘power containers’ of
'ihe modern state system" (Muir, 1997: 199).
Just as a refusal to map the presence of native peoples have been used to justify appropriation
v@j’of their lands, so too has the use of an unusual form of GI, the placename. In many colonial
situations the renaming the land was a psychological "ritual of conquest" (King, 1996: 28).
"The assumption of the right to name the territory implies ownership. It also effectively
destroys or drives underground the cultural landscape that existed up to that time: in New
 Zealand “the intricate pre-colonial geographies of the Maori were erased....as a first step, it
was renamed in a replay of the process of asserting dominion spelt out in Genesis” (Pawson,
1992: 23). The fact that many of the names imposed had streng military resonance’s further
emphasised the conquest that had taken place. Maori names only remained predominant in
less favoured areas where “remnant Maori populations” persisted (ibid. 23). Similar renaming
occurred in North America where the persistence of new names became a reliable indicator of
the success of colonisation (King, 1996). The psychological importance of these names is
reflected by the recent attempts to have Mount McKinley in Alaska renamed Denali, which
were vetoed at federal level by non-Alaskans causing considerable resentment of continuing

cultural imperialism among native peoples (Harley, 1990)’.

2.4.4 Gl and Military/Political Power

As is clear from the colonial examples listed GI has significant political and military
importance. Its uses include the actual planning and carrying out of military engagements, the
use of propaganda mapping, geopolitical analysis, and the resolution of boundary disputes. It
is significant that according to Black (1997: 2) the oldest printed historical atlas in the world
from twelfth century China “reveals that from the outset the selection of maps and

presentation of material...involved issues of politics and propaganda”.

® The power of placenames is not confined to conquest: King (1996: 112) points to names such as “Wealthy
City” that are hoped to be “self-fulfilling prophecy”, while the inappropriate naming of the Great Plains as ‘The

Great American Desert' effectively delayed settlement for over a generation (Billington, 1979; King, 1996;
Bowden, 1976)
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ﬁerhaps the most important military use of GI is as a planning and operational tool, a fact
fﬁghlighted by the fact the military origins of many cases national survey bodies
(Bemhardsen, 1999). In Britain, for example, the three official cartographic bodies are all
ﬁlilitary: the Ordnance Survey, the Office of the Hydrographer of the Navy, and the War
_:Bfﬁce (Jewitt, 1992). One of the earliest comprehensive surveys in Europe was conducted in
":Scotland after the Jacobite rebellion of 1745 while the origins of the Ordnance Survey itself
lay in the need to have maps of potential battlegrounds in the event of a Napoleonic invasion
half a century later (Black, 1997). During the earlier War of the Spanish Succession much of
the success of the Allied armies under Marlborough was due to accurate information on the
terrain of individual battlefields gained from personal reconnaissance and detailed surveys

conducted by British engineers (Churchill, 1969).

Aside from the use of GI in military operations it also may have a considerable impact on
making them necessary. A large number of the world’s wars are fought over disputed
boundaries, including the 1998-1999 Ethiopia-Eritrea War, fought over an undefined
boundary, and the ongoing conflict between India and Pakistan in Kashmir, fought over the
disputed ownership of the whole state. Two such boundary disputes in the 1840s provide one

of the most explicit examples of the linkage of GI and political and military power.

In the 1840s the US was in conflict with both the UK government and the Mexicans over
disputed borders in Oregon and Texas, a situation exploited by James Polk to win election to
the presidency. “Realising that the people were more concerned with the annexation of Texas
and the occupation of Oregon...[he] pledged himself to secure the transcontinental boundaries
needed to make the United States a world power” (Billington, 1970: 382). Oregon, in
particular, was one of the keys to Polk's election victory: his election slogan, "fifty-four forty
or fight", referred to the latitudinal extent of the American claim (ibid. 533). Once in power
Polk came to a compromise with the British in 1846, settling the border at the 49™ parallel, but
the claim in Texas led to war with Mexico which resulted in complete victory for the US
(Billington, 1970). In the resulting Treaty Mexico was forced to surrender the Texas claim

and California and the rest of the southwestern United States. Through these two actions Polk
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ilmost doubled the size of the United States and made it a world power by gaining control of
ihe Pacific coast (Billington, 1970)°.

%]

i
Dn a global scale geopolitics (the study of way in which the geographical realities of the earth

impact on global politics) has had a huge impact on the course of events this century. The
inost influential geopolitician of the century was Sir Halford Mackinder whose ideas, first
:3enunc1ated in 1904, influenced politics until after the Second World War. His fundamental
thesis was that the steppe land of Asia was the ‘geographical pivot of history’ that dominated
'the world so long as it was united (Mackinder, 1969). A major influence on his ideas seems to
'have been the Mercator Projection which he used to present his ideas (disguised by being
‘framed by an oval border) which exaggerates the size and thus importance of Russia (Map
12.10).

Map 2.4: Mackinder’s Map
Source: Mackinder (1969)

® A significant military role in the ‘Bear Flag Revolt’ was played by a team of US army surveyors mapping the

South West, illustrating in a particularly vivid way the connection between GI and military power (Billington,
1970)
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«'i‘hese ideas had a large impact on international politics at the time and later, influencing

{-;imong others the German geopoliticians of the Nazi era, and therefore playing a role in the
;&ﬁwasion of Russia. After World War Two, though airpower had changed the nature of global
';éeopolitics, a fact recognised by the US, Mackinder’s ideas continued to have importance,
‘helping to convince the West of the danger posed by the USSR. During the Cold War both
1%ides used maps that suited their own purposes to convince their people that hostile enemies

; }isurrounded them.

' 2.5 Digital Gl and Power

As can be seen GI has always been an instrument of power, both in terms of achieving a
" desired result involving movement in space, whether winning a battle or finding the way
" home, and in terms of serving the interests of certain groups, particularly those in power, over
" others. The impact of the digital revolution on GI has changed the way in which it is used
' quite substantially as has been seen. The consequence has been the magnification of the
amount of information that can be combined and the increase in the speed and power with
 which it can be manipulated (Rhind, 1997). One particular difference between the traditional
- power of GI and digital GI is scale. Formerly GI, if used as a method of exerting power over
" people was used at the scale of populations or groups, but not at the level of the individual.
- Although in the past census information and land ownership information has been collected on
an address by address basis it was impractical to use it on this scale since the amounts of data
were to large to be conveniently individually handled in analogue form. Similarly, though
individual houses could be placed on a map it was not practical to associate other information.
This is no longer the case. Now digital GI allows “the shift of the focus of attention from a
geographic area to an individual feature. Data layers composed of simple features are the
basic building blocks for the data which will flow over a nation-wide spatial data

infrastructure” (Morrison, 1997: 19).
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%51 Digital Gl and Privacy: Issues and Examples

m and privacy intersect on a number of different scales. Traditionally, as has been seen, GI
%s tended to be seen as focusing on larger scale matters than the specific individual in a
ﬁi)pulation. As can be shown, however, such a view is based on a narrow definition of GI as
ﬁfking only concerned with map and aerial images, ignoring the often-associated statistical
information. According to this view " geographic information has nothing to do with personal

ﬁrivacy - geographic information is factual information about land and resources" (Onsrud et
al, 1994).

| This view of GI is plainly no longer applicable in a world in which GI is being used not only
in making land resources decisions but also decisions regarding individuals, based on
characteristics of those individuals gleaned from them personally or extrapolated from known
characteristics of the small areas in which they live. An example of this phenomenon is the
fact that "the ability to integrate data by tying that data to its geographic location is one of the
marketing industry's most promising tools in compiling data from widely disparate sources on

households and individuals" (Onsrud ef al., 1994: 1).

In this regard what is in some ways an even more worrying development is that where data
protection legislation prevents the cross-matching of actual information on individuals ways
may be found to circumvent this through the use of detailed geographical statistics. Thus "it is
perfectly legal to make decisions about individuals based on a data profile, a construction of
suppositions, but not to make decisions based on facts" (Curry, 1994). The result is a highly
detailed picture of an individual's likely characteristics being built up and used in ways that
affect the individual, rather than using actual information on the individual. Though the
person's information is thus technically protected their privacy can still be invaded due to the
highly detailed nature and small scale of the various types of information used to construct the
profile. An additional risk is also run: namely that since the information used is not 'real’
information but rather is conjectural any decisions taken are less certain and thus this could

have adverse consequences for the individual (Curry, 1994; Curry, 1998).
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@ﬁrry (1994, 1998) also points out some other important issues with regard to GI and its use.
‘ﬁe first is that of "the widespread availability of unregulated data" (ibid.) which makes it
‘Wry difficult to know which data are accurate and timely, and thus increases the risk to the
“ii"‘f‘fﬁlividual from decisions made with an inadequate information base. Secondly the
Iwidespread use of GI in GIS means that such information is conferred with all of the power of
“ @apped information. Though information may actually exist as a table of statistics regarding
m area (census district for example) once it is mapped it has a much greater power to
'gonvince and the result can be that "one infers" from the average characteristic of any area
! “that any given individual within the area will have that characteristic" (ibid.). Finally Curry
' (1994) points out that technological change as it occurs can alter the expectation of people for
privacy. This is not only the case in regard to the expectations of the ordinary individual who
" gradually becomes accustomed to new privacy invasions, but can also manifest itself in the
" lessening of the right to privacy in law as judges make decisions based on this perception of
‘

what is reasonable (Curry, 1994). This danger is one reason for the institution of

' comprehensive privacy laws that will prevent such gradual relaxation of privacy protections.

With regard to examples of the changing nature of privacy in regard to GI examples are
numerous and varied and range from the areas of remotely sensed imagery to that of small
: scale marketing information compiled purely in tabular format on databases. In some such

cases the invasion of privacy may be purely incidental as in the case where aerial photographs
| or highly detailed satellite imagery is created for a purpose such as resource location but flight

paths pass over private property. Alternatively the compromising of individual privacy may
| be integral to the purpose of the collection of the data as is the case in the marketing sector
where such information is used to target particular potential customers or in government

where such information may be used to tackle crimes such as welfare fraud.

In the area of active surveillance from above privacy interests have not been very directly
affected until recently. While some countries, notably the US and former USSR have long
had the ability to detect high levels of ground detail (as little as a few inches resolution) their
spy satellite imagery was highly secret and thus did not tend to interfere with personal privacy
on a significant scale (Morton, 98). Commercial remotely sensed imagery had until the 1990s
been chiefly supplied by Landsat and SPOT, the latter of which has a resolution of 10m”.

While such resolutions were useful for many purposes they had few implications for privacy,
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aside from the privacy of certain activities such as agriculture which occupied an extensive
‘mrltory The monitoring of drug cultivation is one such example (Madsen, 1994), and the use
‘oﬁ SPOT imagery by the European Union to police its 'set aside' scheme of paying farmers to
‘l&ve land fallow is another (Pattie, 1993). A privacy related concern which has also been
rmsed is the use of such technology to invade the privacy of minority groups around the world
| ujd thereby exploit or repress them (Madsen, 1994) X
o
| &mh limited examples aside, however, a ten metre resolution meant that most individual acts
| could not be effectively monitored and thus that individual privacy was not under threat from
: commercial remote sensing. Aerial photography by contrast can detect more significant detail
| than commercial satellite imagery. In such cases, however, the cost of getting such imagery,
means that overflights tend to be one-off. In the US such overflights were held in court not to
impinge on privacy whether undertaken by police or private organisations (Curry, 1994) and
! whether they involved the use of orthophotography or other observational equipment. A
! similar situation would appear to be the case in Ireland in relation to aerial photography for
other purposes than surveillance, while actual aerial surveillance by the Gardai is a recent
' development. The threat of aerial photography to privacy would seem to have always been
' somewhat limited, however since to really have a significant impact such photography would
" have to be ongoing, and since the conspicuosness of any overflight gives the individual
. warning. It is conceivable that the courts would hold that continuous overflight for the

. purposes of photography constituted a nuisance.

Recent events have changed this situation, however. Whereas in the past to obtain detailed
imagery it was necessary to have access to highly classified imagery from spy satellites, or to
fly over in a plane and thus be observed, this is no longer the case. In 1998 and 1999
commercial imaging satellite systems with 3 metre and then 1 metre resolution were due to go
into orbit (Morton, 1998; Millar, 1998). Such imagery is now supplied over the Internet, as is
imagery from Russian spy satellites. Licences for satellites with resolutions as low as 85 c¢cm
have been granted by the US, though it is "unlikely that licences will be granted for

resolutions much higher, not so much for national security concerns but because higher

7 Madsen (1994) points to the use of remotely sensed imagery in a variety of ways which are detrimental to such
groups including the identification of natural resources followed by the repression of the groups whose land

Qontains them, and even direct military use of RS imagery supplied by the US or France against persecuted
minorities in Pakistan, Burma (Myanmar), and Sudan.
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resolutions start to invade personal privacy" (Morton, 1998). Despite this limit on the
I . e B .

resolution of such imaging it can be seen that 85cm resolution clearly has almost as many
énpacts on personal privacy as a conventional overflight using a camera, though the images

will not allow individual identification.

in regard to non-image GI the situation is similarly complex. Some systems which have clear
:;_'privacy implications, although not because of the creation of imagery, are those which use
‘satellites in one way or another to track or monitor phenomena. Examples of this are the EU
fl'spy in the sky' which is being created to monitor ships at sea for a number of reasons
including safety, the monitoring of fish catches and of the reporting by such vessels. Such a
'system will have obvious safety benefits as well as helping to monitor the exploitation of
declining fish stocks, though some fishermen may feel it to be intrusive and to compromise
the privacy of their job activity (Siggins, 1994). The development of cheaper satellites makes
possible the use of such monitoring technology to items such as "far-flung railroad switches,
power lines, even the cows, water tanks, and fences on remote ranches" as envisaged in
Australia (Millar, 1998). If this is possible then so too is the monitoring of individuals by
' satellite if they too can be made to wear or carry a transmitter. Less sinisterly such monitoring
of cars and other vehicles will form an integral part of future "Intelligent Transportation
Systems" which would use such monitoring in combination with sophisticated GIS to improve
traffic efficiency and safety, though with some potentially negative impacts on privacy (Alpert
and Haynes, 1994). For example, in-vehicle systems linked by satellite to a transport
company’s base can allow the real-time monitoring of a fleet of vehicles. The data involved
includes routes, speeds and engine conditions and thus not only permits the company to plan
routes and detect potential mechanical problems in advance, but also to monitor the activities

of drivers (Punch, 1996).

At the other extreme of the GI spectrum from satellite based surveillance of one type or
another are the databases that contain personal information with a geographic component.
| Even the simplest such databases can have a privacy impact. Barr (1996) points out that the
| simple provision of two publicly available registers in digital format, the electoral register and
the telephone directory, has serious potential effects. "Once our names are added to the
" addresses or the maps that show our houses, the once neutral geographic information becomes

personal information" (Barr, 1996: 30). Both of these registers perform this function in
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‘&mselves as well as permitting other datasets based only on addresses or property maps to be
ﬁven personal names to go with the other data held (Barr, 1996). While these registers are
wbllc and few people object to being on them they were not originally intended for the
ﬁétential uses to which they can now be put. Such uses can involve simple checking of details
ﬁ the length of time spent at a particular address for credit checking or more substantial
fﬁalyses which involve linking other personal data to such comprehensive and detailed (but
otherwise neutral) geographic objects (addresses). At the least complex end of this spectrum
t'ﬁe availability of such datasets in the UK means that the sinister threat 'they know where you

live' is "truer than ever for anyone with the money to pay for the data" (Barr, 1996: 31).

Beyond the level of mere lists of names and addresses come databases which contain the
added data on other personal characteristics. Such databases, whether held by private or
" public organisations, have raised privacy concerns. Much of the concern about privacy has
been raised by the activities of the marketing sector (Curry, 1998). "The ability to integrate
data by tying that data to its geographic location is one of the marketing industries most
promising and powerful tools in compiling data from widely disparate sources on households
and individuals - something that was a practical impossibility a few short years ago" (Onsrud
et al., 1994). A prime example is that of Lotus MarketPlace which is a much-quoted example

of the ethical and privacy implications of databases (Gurak, 1998).

- MarketPlace was a product which was due to reach the market in 1991 on CD-ROM for use
on personal computer (Curry, 1998). Intended as a marketing tool for small businesses, it

contained "detailed information on the personal and shopping habits of approximately 80
| million households (120 million Americans)" with a sophisticated search capability (Onsrud et
al., 1994). The public outcry about the implications of this product for personal privacy and
its potential misuse for criminal purposes led the company to withdraw the product prior to
launch (Onsrud et al., 1994; Gurak, 1998; Spinello, 1997). This situation is not particularly
unusual in the US, however, where there is no restriction on the building of databases through
cross-matching data from disparate sources such as local government, a multiplicity of private
sector datasets, census information, driver's licence and any other available data (ibid.).
Despite the withdrawal of Lotus' product "such commercial files, with varying degrees of
detail, are available on over 140 million Americans in approximately 100 million households"

(#bid.). The data held in the case of National Decision Systems, a marketing company's
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database includes "address, phone number, age, gender, ethnicity, religion, children’s ages,
smoking habits, veteran status, marital status, household income, dwelling type, buying habits,
and lifestyle" (ibid. 7). While the data provided does not usually include personal names these
can be linked to the data from the phone book, as has been previously described (ibid.). As
smaller organisations begin to build their own marketing databases on the basis of such large
scale ones the pressures on privacy will increase. One potential use of such information
would be the scanning of car licence plates of customers and linking it with their databases.
Such highly invasive practices would enable organisations to offer a highly personalised
service but at a huge cost to privacy (ibid.). While such practices are much more restricted in
Europe due to the various data protection laws and the principles of consent and knowledge in
provision of information by the data subject, similar (more restricted) databases are being built

up in such jurisdictions also.

Public sector data is similarly extensive and has similar implications for personal privacy. As
will be seen in Chapter Four, the collection of information on individuals is an integral part of
the development of the modern state. States which are highly complex in terms of
administration need detailed information on their citizens. In order to fund and administer
such a state there must be an efficient civil service capable of both collecting taxes and of
redistributing wealth according to need. Such a system is by its nature only feasible if highly

detailed information on individuals collected (Giddens,1985).

While such official information is traditionally confidentially dealt with in many European
countries (including Ireland), and to a lesser extent in the US where it falls under the Privacy
Act (1974), it nonetheless raises privacy concerns. In an extreme case such concerns, and an
associated distrust in the ability of government to keep data confidential, led to the
cancellation of the censuses of the Netherlands and Germany (Onsrud, 1994). This example
notwithstanding the collection of more and more information has become the norm in
government. Such information is typically collected for a variety of purposes by a variety of
agencies of local and central government. The types of information include land ownership,
salary, criminal record, family details, name, address, phone number, and in the case of the
census a variety of highly personal information including lifestyle information, educational
qualifications, and ethnicity. Quite early in the development of large government databases

their extent and detail prompted fears that 'database trawling' would be used to cross-match
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ij{’iiividual's records from different agencies with a view to finding potential irregularities.
‘Such concerns prompted the US Privacy Act of 1974 which specifically deals with such
government actions while in Europe data protection legislation prevents the use of data other

than for the purposes for which it was collected (Curry, 1998; Strum, 1998).

'When examining the whole issue of privacy in relation to modern digital GI, perhaps most
significant is the nature of the relationship between the data subject and the organisation
‘collecting, holding and using the information. While in past societies and in contemporary
non-western societies such a high premium is not placed on privacy, leading some to argue
that the information society is a return to the life of small communities where there was little
or no privacy. The difference, however, is one of scale. In such societies any individual
under scrutiny also had the option of scrutinising. The modern equivalent involves the
information being dealt with "in an impersonal manner from distant locations" leading to a
feeling of powerlessness and often to an ignorance of just what is held and by whom (Onsrud
et al., 1994). This dichotomy between the power and influence of the individual and the
' organisation is key to the question of privacy since it is not necessarily the case that the
individual wishes to hide all information. Rather the question is one of control of information
and its use, and whether or not benefits accrue to the individual from the diminishing of
privacy. In addition the often-significant potential benefits which accrue to the collector of
| the information and sometimes to the data subject, lead to a conflict between the privacy right
and other rights, even to other rights of the individual (Strum, 1998). It is in this context
" where conflicting rights and the differing strengths of the respective participants come into

play that data protection is vital.

2.6 Conclusions

GI can be seen to have a long history of use as an instrument of manipulation of people's lives.
In the past such manipulation has largely been conducted at scales greater than the purely
personal. Modern developments have changed all this, however. First the development of
GIS and now its amalgamation into the wider telecommunications infrastructure has vastly
increased the potential for the manipulation of GI, and for the integration of multiple datasets

from many different sources for this purpose. The end result of these changes is that GI has
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b&come even more important than in the pre-digital era. The initial development of GIS led to

tt%e power to store massive amounts of information and combine and interrogate them in ways

that were previously impractical. More recent developments are expanding this ability to

| tliose who until recently either could not afford the technology, or who were more interested

“in using more conventional database analysis, and treating locational information such as

'address information as yet another attribute. The result is a “democratisation...in which all

lindividuals are potentially empowered with the available electronic tools to think

geographically and to make visualisations of their thinking” (Morrison, 1997: 17).

However, these developments may also have a less welcome outcome. It has become clear

that the power of modern analysis of GI, combined with the almost ceaseless collection and

registration of personal information could pose a threat to privacy. Whereas in the past

analysis of GI tended to concentrate on geographical areas (though sometimes GI was

' collected on a more small-scale basis), the potential is now in existence to conduct this

! analysis on the basis of individual addresses. This, combined with the power to amalgamate

information, and the collection of data from individuals, removes the effective protection of

privacy that formerly existed due to the difficulty of conducting analysis on such a small

scale. In effect personal data can be combined with data that are not necessarily personal but

because they are derived for individual effectively become so. In this context a number of

issues arise:

What is the importance of privacy;

What trade-offs should be made between protection of privacy and the benefits of

improved analysis of GI,
What are the legal and ethical consequences of these changes;

How does the control of personal information serve power interests?
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i Chapter Three

Ethical Issues and Privacy

3.1 Introduction

As has already been argued in Chapter Two, Geographical Information is an instrument of,
sburce of, and method of articulation of power. The impact of the digital revolution on GI
has been to make it easier to amass large amounts of GI and to combine such information
in new ways. Such manipulation can create derivative information which is significantly
more useful than the original information on which it was based. The result of the various
improvements in GI technology has been a dramatic increase in the power of analysis and
manipulation of GI. This has been coupled with a massive increase in the amount of GI
being stored and an ability to perform operations of such information at scales ranging

from the individual to the entire population. In consequence the potential of GI to be used

as an instrument of power is also increased.

The wider debate on the ethical implications of the Information Revolution is thus equally
applicable to the use of GI. One of the chief areas of ethical and legal concern, in relation
to both GI and the wider use of IT has been that of privacy. In some regards the specific
potential of GI and of technologies which manipulate GI means that the question of

privacy is even more important in regard to GI than to more general information.

3.2 Ethical Dimensions of IT and the Issue of Privacy

3.2.1 Fundamentals of Modern Ethics

Concern with ethics dates at least to Classical times when, and according to Williams
(1993: 1), "Plato thought that philosophy could answer the question", the question being
‘how one should live’. At its most basic level this is the question addressed by ethics, and

according to Singer (1986), and Finnis (1983) ethics is thus a very practical issue. The
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uestion’ itself can be applied to society as a whole, or to “a set of standards by which a
;'ﬁarticular group or community decides to regulate its behaviour - to distinguish what is
legitimate or acceptable in pursuit of its aims from what is not" (Speake, 1979: 112). It is
therefore appropriate to speak of the ethics of information use, or of GI use.

Ethical thinking has many different traditional strands that often do not accord with one
another. The two main modern divisions are between teleontological' and deontological®
strands (Finnis, 1983; Singer, 1986). Simply put, the former school of thought is

concerned with the ends or motives of an action, and the latter with the means of action.

According to Mason (1995) teleological theories can be divided into agent-oriented
theories, and results-oriented theories. @ The former focus on "an agent's moral
responsibility, intentions, state of knowledge, virtues, and self-interest"; the latter focus on
‘public interest’, evaluating an action in terms of its effects on all the stakeholders in a
situation (Mason, 1995:112). The pre-eminent teleological theory is the results-oriented
Utilitarianism of John Stuart Mill and Jeremy Bentham® (Singer, 1986). Utilitarianism can
be simply summarised as "the ends justify the means". The ‘ends’ or ‘Utility’ is the
creation of happiness, or minimisation of suffering for a maximum number of people. Any
potential actions can then be analysed with regard to their costs and benefits to determine
which best serves this ‘Utility’. Two significant problems with Utilitarianism are that it
lacks any concept of human rights, and the difficulty in determining the ‘Utility’ (Spinello,
1997).

Deontological theories by contrast focus on the act itself rather than potential outcomes
and also fall into two main categories: Pluralism and Contractarianism. Pluralism is
associated with Kant and is a rule-based philosophy focusing on adherence to ‘duty’ in all
circumstances and regardless of outcome (Singer, 1986). For Kant’s purposes duty is
defined by the ‘categorical imperative of universality’: an act may be considered moral if
as a maxim of behaviour it can be transformed into a universal rule of morality. However,
the absolute nature of Kant’s laws prevents effective action in the event that two moral
rules clash. Modifications of the theory deal with this by creating hierarchies of rules,

none of which is absolute (Spinello, 1997).

! From the Greek telos meaning goal or purpose.

% From the Greek deon meaning duty or to bind.

? Bentham is again mentioned in Chapter Four in the context of his design of the panoptic prison used as an
image of the operation of power through observation by Foucault.
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Contractarianism, focusing on rights rather than duties, is rooted in the Enlightenment

philosophy and is the basis of modern human rights law (Spinello, 1997). Its focus is a

theoretical 'Social Contract', an unwritten agreement between all parties in society

including the civil government®. Under this contract people agree to respect one another's

rights and government agrees to respect the fundamental rights of each person’. In other

words “all men be restrained from invading another’s rights, and from doing hurt to one

another” (Locke, 1998). In this philosophy respect for the rights of others is the basis of

morality and violation of peoples' rights is an immoral act. International agreements such

as the Universal Declaration of Human Rights have brought this particular ethical system

international legal importance. There are, nonetheless problems with Contractarianism

including;

e The difficulty of precisely defining rights

e The difficulty of determining whether certain rights are absolute

e The difficulty of determining the limits to non-absolute rights

e The difficulty of resolving conflicts by balancing contrary rights, or conflicting rights
and duties.

Most significantly this theory rejects the idea of the general welfare being more important

than that of the individual which is at the heart of Utilitarianism (Spinello, 1997).

Though the place and relevance of ethics within philosophy are disputed, the importance
of the debate between these different ethical theories in the modern world can be regarded
as threefold:

e There is a clear linkage between legal theory and perceived morality and thus ideas that
are ethical come to be enacted into law. This linkage is clearest in the case of
contractarianism, though utilitarianism has had a significant impact also: the idea of the
‘public good’ that can override individual rights is clearly a utilitarian concept. Ethical
theory can thus come to have a profound impact on people since it is often the basis of
the laws that govern them.

e The creation of ethical codes, or codes of conduct in the middle ground between the
individual and the law is undertaken by many representative organisations and play an

important role in the self-regulation of many professions and industries. Such codes

* An idea developed by Hobbes as necessary to prevent the war “of every man, against every man” that is
man’s natural state (Hobbes, 1998: 72)

> According to some philosophers of this tradition rights are not dependent on the contract but are natural to a
person (Spinello, 1997).
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- are informed by ethical debate and even in the absence of actual codes the debate itself

creates an awareness of areas of conflict and potentially harmful practice.

e Since ethics is most concerned with the fair resolution of conflicts it has a particular

~ value in areas of rapid change. When new technologies arise they can potentially

i change the balance of power between actors in a situation, as well as introducing new
techniques and behaviour that can give rise to conflicts (Mason, 1995). Ethical debate

in new technologies is thus vital, as it suggests methods of dealing with such conflict in

new situations.

This last point is highly important in an era of rapid technological development. The rapid
development of IT in particular has outpaced legal reform so that the law is often unable to
cope with the consequences of new developments. In such an era of rapid change "choices
are often more complex and difficult when laws do not exist or when their applications to
new situations are unclear" (Laudon et al, 1996: 513). In the absence of clear new
legislation the only legal recourse is through litigation or criminal proceedings on the basis
of laws that may not be adequate for new situations. This dependence on the taking of
cases (with its attendant costs) to court could lead to long delays in any such legal
clarification (LRC, 1998). In this context ethical debate can clarify issues and result in the
formulation of acceptable codes of behaviour (often formally adopted by professional

bodies) that protect people in the absence of legal sanction.

3.2.2 Ethical Tensions in the Information Age

"In today's information society, the almost universal prevalence of information and the

immense power it represents has become a source of new moral and ethical demands"
(Mason, 1995: 23)

As highlighted by Mason (1995) the power of information in modern society and the
changes to behaviours allowed by IT have become a concern of ethics. Lauder et al.
describe how IT “alters relationships among people, moving interactions away from the
personal ..... when the impact of an action is on someone or some thing that feels distant
or abstract, people tend to have less concern about the effects of their action ........ at the
same time, increasing power, storage capacities, and networking capabilities of
information technology can greatly expand the reach of actions and magnify their impact”
(Lauder et al., 1996: 513).
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'ﬁle increased distance of the actors from the people their actions affect is one of the key
issues in the ethiés of IT. Whereas a particular practice in the past might have raised
questions in the mind of the actor because of the obvious impacts on the subject, the
impacts of actions on somebody known only as data do not raise these concerns. It may
also be possible to automate certain elements of decision-making on the basis of the data in
the file, and thus actions may be undertaken without any judgement being made on the

basis of the operation of an algorithm.

In the literature that attempts to detail the ethical conflicts of information management a
number of different classifications of the issues which arise exist. There is broad
agreement among them, however as to the most important issues. Mason (1995), for
example, lists six key tensions that must be addressed in drawing up 'a new social contract'

for the information age. These illustrated in Table 3.1.
Table 3.1: Mason’s Six Ethical Issues in the Digital Age

1. Intellectual Property Rights The issue of ownership of and profit from
information.

2. Privacy (of personal information)  The degree of control of the individual over
personal information.

3. Accuracy of information The importance of information in the Digital Age
makes its accuracy and timeliness vital. This has
become the one of the most important legal issues
in regard to IT.

4. Information Justice This concerns how the benefits of information
should be shared among the members of society
and includes issues such as cost recovery.

5. Gatekeeping The conflict between those who believe that all
information should be free and those who believe
in controlling its flow whether for profit or due to
other reasons (privacy, censorship, etc.)

6. Technological Implementation This issue covers the question of whether
technology should be embraced at all costs, or

whether quality of life issues should be dominant.
Source: Mason (1995)

48




This is merely one method of many categorising the ethical dilemmas raised by IT.
Tiiough many others exist, however, they largely agree about the issues involved. Thus
Sjéinello (1997) divides the ethical domain of IT into two areas: computer ethics and the
closely related area of the ethics of information management. These two categories
include a variety of issues (illustrated in Fig. 3.1).
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Figure 3.1: Spinello’s Categorisation of Ethical Dimensions of IT

The information management category is the more relevant to the subject matter of this
Study and concerns: data acquisition, access, and information stewardship. These constitute
the stages of information management and Spinello is concerned with the ethical issues
arising at each stage. In the data acquisition stage, for example, some key ethical issues
are privacy and the confidentiality (of business information). In the access stage the main
issues are internal and external access, ownership and the right to sell data, and the conflict
between privacy and other interests (such as business interests in credit risk assessment,
for example). In the stewardship category fall timeliness, accuracy and security, and the
issue of recombination of data with other data (which can also have privacy implications).
This process-based method of categorisation is useful for information managers in
clarifying the issues arising during information manipulation but does not clearly

categorise the individual issues in the way that Mason (1995) does.
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Finally Laudon et al.’s classification identifies five ethical aspects of IT:

e privacy and freedom

e property rights to information and intellectual property

e system quality

e IT effects on quality of life

e threats to information systems

It is clear that the issues involved are broadly the same although the method of classifying
them is somewhat different. For the purposes of this study it is felt that Mason's
classification is the most concise and useful, providing clear categories of concern and

adequately reflecting the many interrelationships between them.

3.2.3 Privacy as an Issue in the Information Society

The importance of the issue of privacy as an ethical concern is clear from its identification
as such in all of these classifications. It is also clear both from Mason’s classification and
Spinello’s process-based model that any individual concern such as privacy does not exist
in isolation from the others. Taking Mason’s categories it is clear that all the other
categories have important privacy implications:

e Intellectual Property: The ownership of information by somebody other than the data
subject may lead to privacy conflicts when profit is sought from the information.

e Accuracy of Information: The accuracy of private information is vital to the interests of
the subject since it may be used to make decisions impacting on him/her.

e Information Justice: Information justice seeks to balance the rights of individuals and
of organisations - one example is the balance between the right to privacy and the right
to profit of the owners of information.

e Gatekeeping: The issue of gatekeeping relates among other things to issues such as
security of information held on a system, hacking, confidentiality and the responsibility
to protect private information from excessive interference.

e Technological Implementation: This is a most fundamental question which lies behind
all of the others, namely how to balance the obvious benefits of technology against

issues of quality of life. In regard to privacy the most obvious implementation issue is
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that of balancing the right to privacy with the rights of others to benefit from the use of

information.

Ethics thus provides a useful way of examining issues of conflicting interests in areas of
rapid change. One of the main benefits is that this can be accomplished long before legal
remedies are achieved. Ethical analyses of the digital revolution make it clear that privacy
is one of the most significant ethical questions raised by changing information practices
and new technologies. Equally importantly, however, it is clear that the privacy issue
cannot be dealt with in isolation. Information privacy is clearly related to at least some
degree to all of the other ethical issues relating to IT. Such issues as data accuracy,
accessibility, security, ownership and the right of the individual to have their information
corrected must therefore also be addressed to some degree in resolving privacy issues. The
terms of international data protection conventions such as the Council of Europe
Convention (1981) and national data protection legislation such as the Data Protection Act
(1988) in Ireland reflects these connections (see Chapter Five). Given its obvious
importance in the writing on the ethics of IT, and its centrality to this thesis the following

section will deal in greater detail with the issue of privacy.

3.3 Privacy

Privacy is an issue subject to considerable debate in legal, philosophical and other fields.
Despite its clear importance to many people there is considerable disagreement regarding
its precise nature, its importance, and the prevalence of the idea of privacy. At one end of
the spectrum of opinion are those who believe that privacy is entirely culturally contingent,
and actually damaging to the individual by making him/her vulnerable. At the other end
are those who feel that privacy is vital to the protection of the integrity of the person, the
existence of intimate relationships, and to the development of multiple complex social
roles. Equally uncertain is whether privacy is a human constant or whether it is culturally

contingent (Schoeman, 1984).

3.3.1 Defining Privacy

Privacy is notoriously difficult to define. This difficulty stems from its nature as a

complex range of diverse interests, and from its close links with emotions. Privacy is a
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concept that includes the desire and right to have seclusion from other people, to avoid
being observed, and to avoid having information about oneself known to others. It is also
a concept that has intensely strong emotional overtones: the importance of privacy to
intimate relationships is an example. A further difficulty in defining the concept derives
from the fact that privacy expectations vary according to context. Thus, in the case of
information privacy it is important who has access to the information and the purposes for
which it is used. Information that is not private between husband and wife may well be
private in regard to anybody who gains access to it, for example. These complexities make
giving a precise concise working definition of such a range of issues and emotions all but
impossible. It is useful, however, to begin with a relatively simple definition of privacy

and use this as a basis for the elaboration of the wide variety of concepts it contains.

Privacy can most simply be defined as "being apart from the company or observation of
others; seclusion...freedom from undesirable intrusions and especially publicity"
(Longman Pocket Dictionary). Even this limited definition reveals the breadth of issues
covered by the term: ranging from the state of aloneness to the avoidance of publicity.
This is not, however, the limit of the even the dictionary definition of privacy. Privacy
includes freedom from observation, one definition of which is "the gathering of

information by noting facts or occurrences" (ibid.).

Beginning from this definition it can be seen that while privacy applies in the familiar
context of private property, freedom from intrusion and being spied on, it also applies to
more obscure issues such as the collection of information on individuals. Privacy thus is a
‘cluster-right’ that exists in a variety of different situations and that can be adversely

affected by a variety of actions.

Data Privacy

Just as privacy applies to information collected on an individual without his/her knowledge
it can also be argued that it applies to information volunteered by the individual. Such
information, although freely surrendered, is generally given on the understanding that it
will be used fairly and at least partly to the advantage of the subject. The voluntary
surrender does not mean that the information is no longer private and potentially sensitive,
and an individual may continue to have a stake in the use of such information although in
the purest sense of the word it is no longer absolutely private, having been shared.

However, the necessity that the individual surrender such information in order to
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participate in society, and for example to possess a bank account and pay tax, means that
such surrenders of information are not wholly voluntary but are constrained by the need to
live in a complex information driven society. In this situation information must still be

regarded as private information held in trust by an outside agency.

Although the information may be held by a large organisation it is in some ways still
private and new actions concerning the information may have further privacy implications.
Thus, for example, when such information is transferred to a third person observation is
now being undertaken by this third party and thus constitutes a separate infringement of
privacy, although the same information is being used. Similarly, when such information is
combined with other information in a fashion that allows it to be used in new ways there
are potentially new privacy implications. In this case the nature of the observation has
changed and may have intruded into areas that were previously inaccessible when the sets
of information were kept separately. Thus, although private information may be
volunteered, changes in the way in which it is used may raise new privacy concerns.
There are thus varying expectations (and rights) of privacy even in regard to private
information which has technically become less private through being shared, expectations
and rights which are protected to some degree by data protection legislation (see Chapter
Five).

The Contingency of Privacy

The changing privacy expectations that may reasonably be expressed by the individual,
even in regard to the same information or the same type of activity on the part of another,
as circumstances change is one of the main difficulties in defining it precisely. Just as
circumstances can change the expectation of privacy, so too the identity of the person
making the intrusion: family members may be permitted far more latitude than strangers,

for example.

This is one of the most significant problems with defining privacy; namely that it is
contingent upon circumstance and upon the person of the person intruding or observing
(Inness, 1992). This is true of even one of the most fundamental aspects of privacy — the
privacy of the home. In this case the degree of privacy is not merely a function of the
place as might be expected but also of the person. It is possible that a hierarchy will exist
where certain people can simply walk in, others knock first but enter automatically, while

others wait for permission.
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The contingent nature of privacy not only makes it difficult to define the term
satisfactorily, but also makes it difficult to defend comprehensively. One problem is that
difficulty of definition makes the creation of adequate privacy laws extremely difficult
(Inness, 1992). A second is that the ‘fuzziness’ and contingent nature of the right to
privacy makes some commentators discount its importance, and even deny its actual

existence (Inness, 1992; Thomson, 1975; Thomson, 1990).

3.3.2 Arguments against Privacy

There are two main thrusts to the argument that privacy either does not exist or is
unimportant. One legally based argument depends on the fact that privacy is such a
diverse entity that it falls under the protection of other areas of law and thus has no
independent existence. The second argument is based on the value of privacy and
contends that privacy is not actually important, and thus is not deserving of existence.
This latter argument can be further subdivided on the basis of the reasons suggested for the
de-valuation of privacy, one of which is economic and relates specifically to privacy of

information, and the other based on the effects privacy has on society.

The former position is exemplified by Prosser (1960), who makes it clear that privacy does
not exist as a separate legal right. Instead it has four separate and distinct bases in the law

of torts:

e "Intrusion upon the plaintiff's seclusion or solitude, or into his private affairs";

e '"Disclosure of embarrassing private facts";

e Publicity placing somebody "in a false light in the public eye”;

e Taking of somebody's "name or likeness" for one's own advantage (Prosser, 1960:

107).

Though this argument that privacy is actually a complex of four other legal rights does not
deny the importance of privacy its emphasis on its origins in and protection by a number of

diverse torts discounts the independent existence of privacy.

In a similar vein Thomson (1975; 1990) advances similar arguments that privacy is a

derivative of 'a cluster' of property and personal rights. However, Thomson goes further
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than Prosser and argues that privacy does not actually have an independent existence. This
is not merely because the right to privacy is contained in these other rights, but because
"privacy does not explain our having any of the rights in the right to privacy cluster"
(Thomson, 1975: 286). In other words since privacy is not the basis of any of these other
privacy-protecting rights it cannot have an independent existence. This in turn explains
why nobody has "any very clear idea" what privacy actually is. (Thomson, 1975: 272).
Among the implications is that there is no right to informational privacy except in cases
where a crime is committed to get at the information since "none of us has a right over any

fact to the effect that that fact shall not be known by others" (Thomson, 1975: 282).

The economic argument put forward by Posner (1978) is that personal privacy is
subordinate, for economic reasons, to the privacy rights of organisations. The underlying
assumption is that neither privacy nor techniques for its invasion are ‘economic goods’ in
themselves. Rather they are a means to such goods (income, for example), and are thus
subject to economic forces. It is therefore argued that individuals should not have a
property right to personal information, as it is society's interest that this information be
available. The exception is where "such rights are necessary in order to encourage
investment in the production of socially useful information" as is the case with trade
secrets for example (Posner, 1978: 336). Since economic interaction requires information
about other members of society in order to make true assessments of them there exists "a
duty not to be a hypocrite". Conversely there is a right "to protect ourselves from
disadvantageous transactions by ferreting out concealed facts about other individuals that
are material to their implicit or explicit self-representations" (Posner, 1978: 338). The
consequences of this economic analysis of privacy are:

e Trade secrets should be kept secret;

e Personal information in general should not be private;

e Eavesdropping and surveillance should be limited "to the discovery of illegal

activities" as otherwise communication might be hindered (Posner, 1978: 341).

The second treatment of privacy sceptical about its value acknowledges the 'distinctive
value of privacy' but questions the culture that gives privacy this important role. Instead it
is argued that this distinctive value accorded to privacy makes people vulnerable by
implying that there are "thoughts and actions concerning which we ought to feel ashamed
or embarrassed" (Wasserstrom, 1978: 330). Itis suggested that getting rid of many of the

inhibitions associated with privacy would make people "more secure and at ease in the
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world" (Wasserstrom, 1978: 331). Such openness would allow people to be less worried
about being watched or observed and strengthen interpersonal relationships by making
them more honest. Problems with the argument are potentially that such honesty would
make personal interactions too complex, and that intimacy would be damaged as there

would be nothing that would only be shared within such a relationship (Wasserstrom,
1978).

Other criticisms and doubts sometimes thrown at the concept of privacy are based on what
is seen as its historical and cultural contingency. Privacy, according to this view, is far
from universal and is in fact a development of the Western world in modern times. It can

therefore be seen largely as an aberration rather than a universal right.

3.3.3 Historical and Cultural Dimensions of Privacy

It becomes clear in any investigation of the nature of privacy that privacy norms are not
constant either through time or through space. According to Bensman and Lilienfeld
(1979) a well-defined sense of privacy only exists in certain historical periods, and can
decline again having been achieved. The sort of privacy known to modern Westerners,
thus, was largely unknown to many of our ancestors and this is reflected in the origins of
the term ‘private’. According to Schoeman these lie in the Latin term privatus meaning,
which ultimately derives from the verb privare which means to deprive (Schoeman, 1992).
This reflects a situation in most traditional societies where there is an intense social
network and physical crowding, low consciousness of the self (as distinct from the group
identity) and where public roles are not differentiated from private ones (Bensman and
Lilienfeld, 1979). According to Schoeman (1992) in the Classical world just such a
situation existed where the public role was most important, while in private one managed
one’s purely material needs. Bensman and Lilienfeld (1979) state, however, that ancient
Greece did have a developed concept of privacy though during the Medieval period this
was largely lost (Schoeman, 1992; Bensman and Lilienfeld, 1979). Most areas of life were
open to scrutiny including marriage and sexual intimacy, personal expression, religious
and spiritual belief, personal relationships, one's economic status, and the right to work

(Schoeman, 1992):
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"What to labour at, when to labour, with whom, whom to marry, whether to have children,
whom to have in one's house, whom to associate with - none of these areas provided people

with socially shielded options" (Schoeman, 1992: 126).

Essentially the difference between modern society and such a society is in the degree of
separation of roles. In such societies most of life is of necessity lived out in public,
individualism is not socially acceptable or feasible and there is little opportunity for

privacy or seclusion while all aspects of life were lived out in the same company.

Bensman and Lilienfeld, however point out that although this was the case there was some
degree of development of privacy in many of these societies, though it was largely
confined to those of higher social standing. Such individuals had the material resources to
live partitioned lives with an element of privacy since privacy is a product of the
possession of leisure time in which to withdraw (Bensman and Lilienfeld, 1979). This
situation was the case in the ancient world, and for most of subsequent history (Bensman
and Lilienfeld, 1979). This social stratification was also evident in the use of seclusion in
such societies: for tabooed members of the lower classes the imposition of privacy was a
punishment (ibid.). The gradual alteration of this situation resulted from a number of
factors including greater mobility, the breakdown in kinship and social ties, more complex

social interactions, and improved education (Schoeman, 1992).

Although such a historical view appears to suggest that privacy is exclusively a modern
western development it appears from the study of other contemporary non-western cultures
that this is not the case. However, the differing nature of the privacy norm in different
societies may make it difficult to recognise the existence of such a norm: few societies
have the material well-being of modern western society and thus the particular forms taken

by privacy may not be possible. Thus:

"our contemporary norms of privacy are ‘modern’ and 'advanced' values largely absent from

primitive from primitive societies of the past and present" (Westin, 1967: 59).

Nonetheless some privacy norms do appear to exist in all societies, though the degree
varies radically. According to Westin (1967 60) the norms regarded as "'natural' needs of
all men living in society" by westerners would not be to the satisfaction of most societies.

Though privacy does exist in such societies it is usually differently expressed, and in many
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societies psychological means of creating privacy replace the physical ones (such as
solitude) used in the Western world. This is necessarily the case where crowding and

communal life make solitude impossible (Westin, 1967).

Thus Murphy (1964) quotes the example of the use of the veil by Tuareg men. The veiling
of the face is a means of achieving social distance and constant adjustments of the veil are
made reflecting the changing company and the social interactions between them. A highly
developed system of psychological privacy and varied social interactions such a system
often protects are thus evidenced (Murphy, 1964). Another psychological method of
achieving privacy is averting the eyes which a withdrawal of presence when physical
withdrawal is not possible (ibid.). Hall (1989) notes a similar use of psychological
withdrawal in wider Arab culture, necessary to achieve a sense of privacy in large
extended family homes. This creation of psychological space is crucial to the sense of

privacy in any society, whether or not physical seclusion is actually possible (Strum,
1998).

In other societies where crowding is a pressure people move past each other without
touching "where Europeans, who have more privacy, are continually doing so" (Murphy,
1964: 64). A similar strategy for the maintenance of some privacy occurs in "simpler"
societies through the use of language: "languages of primitive peoples are more elaborate,
more ceremonious, and more courteous than that of twentieth century Americans" (Posner,
1978: 339). Posner surmises that such careful structuring of language is due to the lack of
physical privacy in such societies: language thus has to be much more carefully structured
to take account of third parties and the effect of ones words on them. In effect
communication is stilted due to the need to use language as a privacy shield. Westin
(1967) points out that the Javanese who live in open houses with no physical privacy use
etiquette, emotional restraint and a 'general lack of candour' to create privacy. By contrast
the culturally similar Balinese have highly private dwellings and their home life reflects
this by being open and warm (Westin, 1967). Westin (1967) also points out that even
cultures such as those of Samoans, the Tlingit of Alaska, and Formosans, that appear to

possess no sense of privacy in fact do possess privacy mores.
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3.3.4 Privacy as a Universal Value

It seems certain thus that, notwithstanding the claim that privacy was unknown
historically, privacy of some kind is universal. Though historical societies may appear to
have little privacy by contrast with current western norms the examples of other societies
quoted above show that even in the absence of any western style of privacy efforts are
made to protect privacy. In some societies such as the Tlingit the privacy norms are
minimal while in others significant efforts are made to create privacy, using psychological

methods to create a private space when an actual space does not exist

One way of explaining this is to look at privacy as existing in two forms as suggested by
Schoeman (1992):
e Simple privacy: allowing some privacy but within the social norms of one's society;

e Individualistic privacy: allowing behavioural privacy and individual expression.

The former is a state of privacy where seclusion is possible in some form though one’s
behaviour in private is not at one's own discretion. Rather one’s behaviour is determined
by norms that constitute "a rigid and internalised form of social control" (Schoeman, 1992:
15). According to Schoeman much of "socialisation is directed to erecting internal barriers
to norm violations" (Schoeman, 1992: 15). . Typically found in less complex societies
such privacy allows the performance of those acts deemed unacceptable for public
exposure (including defecation and sexual intercourse in many cases). Clearly in such a
situation privacy is quite limited in its effects and is not at all analogous to the right valued
in modern society. This constitutes the second type of norm. It permits the individual a
wide choice of behaviour, and promotes self-expression, "private life, individuality, the
integrity of various spheres of life, and various associations with people" (Schoeman,

1992: 15).

Thus privacy is something that can be assumed to be a universal of human society. It
exists in a variety of forms though a broad distinction can be drawn between societies with
a minimal type of privacy that does not permit behavioural latitude and those where
privacy is used to maintain independence through the establishment of social distance.
Such social distance and the development of different options of behaviour for different

situations are a vital element of what makes privacy important in the modern world.
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3.3.5 The Importance of Privacy

“Privacy, therefore, has a great deal to do with power. Society’s power is limited and that of
the individual is increased.” (Strum, 1998: 6-7)

Although the universality of privacy can be seen as a gauge of its importance not all
privacy is the same as has been seen. While simple privacy may be of importance to the
societies in which it is the only form of privacy it is not the concern of this study. In this
context it is only individualistic privacy that counts: this is the form of privacy which is
generally regarded as important in the modern world. A variety of justifications have been
used for regarding privacy as important. Most of these justifications concentrate either on
its importance to interpersonal relationships, and particularly intimate relationships, or on
its importance for human dignity (Inness, 1992; Boling, 1996). Another justification
related to that of human dignity is that privacy is vital to the function of a free, democratic
society because of the space it gives the individual for self-expression and growth (LRC,

1998, Strum, 1998)

The most famous article in the debate on privacy is that of Warren and Brandies (1890).

Writing in relation to privacy in regard to the press they concentrated on the moral right to

individual human dignity, and an inviolate personality as the basis of the right to privacy.

This is an important argument in the privacy debate: that in a complex world it is
necessary that a person be able to withdraw from public existence and that a violation of
this privacy violates dignity (Warren and Brandeis, 1890; Strum, 1998). Responding to
Prosser’s (1960) dismissal of the argument concerning inviolate personality (by reducing
privacy to the question of reputation and the infliction of mental distress), Bloustein (1964)
argues that this misses the central connection in the various privacy-related torts named by
Prosser. This is that privacy is "an aspect of the pursuit of happiness" (Bloustein, 1964:
187) and thus that there is an essential spiritual character to such cases. What is at issue is
"not a form of trauma, mental illness or distress, but rather individuality or freedom"
(Bloustein, 1964 187). Privacy in this analysis is distinctive, fundamental, and is an

aspect of human dignity, the denial of which diminishes a person (Bloustein, 1964).

Similar arguments based on human dignity and the respect for persons are made by other
authors. According to Benn (1971) people are rational agents who need to be able to make

choices that are respected: one such choice is that of retreat from society into privacy. To
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put this another way “without a sense of the individual as an intrinsically valuable being,
there can be no societal perception of a need for privacy” (Strum, 1998: 5). Even covert
surveillance alters the individual's ability to make such choices. In effect it means that the
world is different than the individual’s assumption, and that therefore the choice is made
under false pretences. Overt surveillance has a direct impact on the choices of the
individual by causing self-consciousness altering behaviour (Benn, 1971). By observing
the individual overtly, Benn argues, he/she is forced to participate in the observation and
thus objectify him/herself®. The objectivity thus caused (and also by attempts at control of
private behaviour by outsiders) destroys private life which is the 'true' person. In this view
of privacy it is a means of creating one's individuality by differentiating the self from
others, of developing self-knowledge and reconciling oneself with one's conscience
(Gerstein 1970, Gerstein 1978). Privacy is thus a key to freedom and to self-development
(Strum, 1998; LRC, 1998). This aspect of privacy is also stressed by the argument that
people have a 'moral title' to their lives which society accepts, and "privacy is the social
ritual by which that title is conferred" (Reiman, 1976: 314). This means that people should
be free to determine how much of them is revealed to the world because privacy "protects
the individual's interest in becoming, being and remaining a person" (Reiman, 1976: 314).
Privacy is thus a question of the integrity of the person and permits them to be themselves
(Fried, 1968; Strum, 1998).

According to these arguments another key aspect of privacy is its importance to the
formation of intimate relationships (Inness, 1992) because such relationships necessitate
the relinquishment of information to one another: for this information to be meaningful in
creating an intimate bond it must be private (Fried, 1968). Equally important to the
development of intimacy is the freedom from objectifying outside scrutiny of the
relationship itself (Gerstein, 1978). Another argument concerning the importance of
privacy is in regard to its role not only in intimate but also in all relationships in a complex
society. In such a society people need to maintain different social roles in their
relationships with different people. The type of interaction in different relationships and
the amount of information revealed in each vary. Privacy is necessary to maintain these

differences (Rachels, 1975).

® This idea of objectification of the individual by observation is the key to the power of the panoptic method
discussed in Chapter Four.
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Finally privacy has been argued to be important in regard to permitting relief from social
norms, and thus in allowing self-expression. This is of vital importance in a free society.
The ability to get outside social norms allows one to think in non-standard ways, evaluate
and suggest alternatives to the norms of society, as well as to act in ways which are
frowned upon by the majority of society (Gerstein, 1978, Gavison, 1980; Schoeman,
1992). Such privacy and its attendant behaviour while frowned upon in small insecure
communities where traditional behaviour and solidarity are likely to be valuable survival

mechanisms, is of value in rapidly changing, highly complex societies (Schoeman, 1992).

Thus it appears that privacy is a very important principle in modern society for a number
of reasons. It is highly complex issue involving questions of liberty, intellectual integrity,
interpersonal relationships, and the ideals of a free society (Gavison, 1980). As such
privacy is of vital importance to the functioning of modern democratic societies (LRC,
1998), and may be highly advantageous in encouraging non-standard opinions that enable

quick reaction to changing circumstances.

3.3.6 International Legal Protection of Privacy

"No one shall be subjected to arbitrary interference with his privacy, family, home or
correspondence, nor to attacks upon his honour and reputation. Everyone has the right to the
protection of the law against such interference or attacks." (Article 12, Universal Declaration
of Human Rights, 1948)

The importance of privacy is widely accepted in both philosophical and legal circles,
although there are also schools of thought that feel that privacy does not deserve to be
considered to have an independent existence. However, the level of legal protection of
privacy still varies. Various international instruments such as the UDHR, ICCPR and
ECHR provide for the protection of privacy among the other rights identified. They do
not, however, attempt to define the precise nature of privacy and in consequence it must be
questioned whether they can be effective. Though a state may sign up to these accords it
seems likely that the implementation of the provisions relating to complex rights such as
privacy will be uneven simply because of disagreement regarding the nature of the right of

privacy (See Chapter Five).

In national legal systems there is less agreement concerning the issue. The US has perhaps

the best developed body of case law concerning privacy (as is evidenced by the US focus
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of many of the publications in the debate concerning privacy), and judgements have found
considerable basis for protecting privacy in the Bill of Rights. In Europe the situation is
less clear. While some jurisdictions such as Germany have enacted comprehensive
privacy legislation, others like Ireland lack any clear unified body of law in relation to

privacy (LRC, 1996b; LRC, 1998). The issue of privacy in Irish law will be discussed in

greater detail in Chapter Five.

3.5 Conclusions

Privacy is a right which tends to be poorly defined legally and philosophically and yet held
in some respects to be one of the most important since it determines the ability of the
individual to function freely in a democratic society. Recognition of the importance of
privacy is uneven although the specific guarantees provided for the right in international
treaties. While there are many different aspects to privacy, one is the freedom from
unwanted observation. This right at its most extensive includes the freedom from indirect

observation through the collection of information on an individual: information privacy.

The development of large-scale databases of personal information has been viewed as
potentially erosive of this right. The threats to personal privacy are clearly evident in the
capabilities of systems and the use of personal GI both within GIS and normal information
systems pose a particular threat. With an adequate geo-referencing system and system of
unique addresses to not only link diverse items of personal data on the basis of the address,

but to use sophisticated geographical analysis on such data.
In the following chapter the connections between the collection of information and the

exercise of power over the individual will be examined, highlighting the importance of the

right to privacy in potentially preventing such manipulation.

63



Chapter Four

Theoretical Issues of Information and Power

"Nam et ipsa scientia potestas est.” (Knowledge itself is power.)
Francis Bacon (quoted in p. 25 of Dainith, 1997)

4.1 Introduction

As is clear from Chapter Three the digital revolution has raised many ethical issues of
practical importance in adapting to an Information Society, one of which is privacy, itself
clearly a very important human right and fundamental to life in complex modern societies.
Although the revolution has been under way for a number of decades it is only in the 1990s
that it has become a major public issue. According to Johnson (1996) this is in large measure
to a number of occurrences of the early 1990s including:

e The Clinton government’s high profile policy on information infrastructure

e The emergence into popular culture of the Internet,

¢ Falling prices of personal computers (which reached 30% the US population by 1993)

® Mergers of corporations dealing in information

¢ The increasing power of hardware, and availability of software (Johnson, 1996).
Accompanying this increased public interest has grown a literature concerning this revolution

and its social consequences.

Such literature and comment falls in the main into two distinct categories:
* Techno-utopians who foresee a bright future arising directly from the adoption of new
technology and thus see the information society as a more just and equitable one where

information performs and enabling function.
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e Those who emphasise potential negative impacts, the so-called ‘dystopian’ vision, and

“examine a darker social vision when any likely form of computerisation will amplify

human misery" (Kling, 1996: 41).

What both these bodies of literature tend to have in common is a tendency to view technology
in isolation, assuming that technology by itself determines the future of society for good or ill,
as well as a tendency to portray extreme visions of the Information Society (Robins, 1996).
They do, however, fulfil an important function as they highlight the issues involved in any
debate about the value of particular advance in IT. In regard to the issue of privacy the
pessimistic viewpoint is that IT will enable the creation of a potential ‘Orwellian’! nightmare
of surveillance and social control through observation and the recording of information
(Davies, 1995). Against this the utopian argument is that the power of information will not be
confined to particular interest groups but rather that information will be a democratic and

equalising force.

The importance of these particular genres of the literature on IT is that they emphasise the
power of information either for good or ill. In particular relation to privacy the dystopian
vision highlights an important issue with relation to privacy — the power of information over
the individual. The literature on privacy emphasises many things including its importance to
human dignity and to the maintenance of complex social roles and liberty in society. The
issue raised by IT based literature is equally important in regard to privacy in the information

age, however.

It is the fact that the information revolution has increased the potential power of information,
as well as making its collection easier, which is most significant. In an Information Society
information is the “key to wealth and power” and this leads to a “growing demand for
information which in turn generates a demand for further and better methods of acquiring such
information” (LRC, 1998: 7). There is thus a tendency in such a society for information to be
collected for its own sake, as well as being subjected to more powerful techniques of
manipulation. Where this information is personal information, and in particular the sort of

sensitive information that is regarded as particularly private, the consequences are not only

" A reference to Orwell’s dark social vision in the Dystopian /984.
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serious for human dignity, but also for the exercise of power in relation to the individual. It is

this fact that exercises those dystopian writers who predict the development of a surveillance

society.

In this context it is proposed to examine a number of theoretical viewpoints applied to the
issue of information and power in society, before proceeding to a discussion of the Irish legal
protections of privacy in Chapter Five. Such theories can be found in the writings of many
modern philosophers and social theorists, including, for example, Foucault, Giddens and
Schiller. That the connection between information and power has long been understood is
clear, however, from the earlier quote from Francis Bacon. In regard to the question of
privacy the key issue in regard to many of these theories is the connections they draw between
the absence of privacy through the existence of surveillance or observation, and the exercise

of power over the individual and over populations.

4.2 Schiller and Marxian Theory

Karl Marx was a student of Hegel's and later became the most influential of the many thinkers
in the 19th century that reacted to the obvious evils of capitalism by some form of socialist
analysis. Marxism is a philosophy, which concentrates on the struggle between classes
(capitalist and proletarian) to control the means of production. The operation of capitalism is
based on the extraction of a surplus from the proletarian class (through exploitation of their
labour) which is then accumulated as capital. Marx based his analysis on historic change.
Seeing that rule of society had passed from the hands of the aristocracy to that of the
bourgeoisie he concluded that the same inevitable process would lead to eventual government
by the proletariat. Thus history had a direction and progressed from rule by aristocracy in
feudalism to rule by the capitalist class (bourgeoisie) in capitalism to an inevitable rule by the
proletariat in a communist form of government. Marx shows his Hegelian influence in his

historical determinism (Hondereich, 1995).

Marxian thought was inherently political and had as its aim the realisation this government by

the proletariat. This historical project, coupled with action, led to the formation of various
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communist regimes in the twentieth century, though not to the hoped for international workers
revolution. The inevitable association of Marxian analysis with Marxian politics has led to the
discrediting of both, in the eyes of many, in recent years. The collapse of the Soviet Bloc and
the adoption of some degree of market capitalism by almost all of the remaining communist
states of the world® inevitably leads to claims of the superiority of capitalism, and of the

invalidity in Marxian analysis”.

However, this objection rests on the failure of certain forms of government that took their
inspiration from a mixture of Marx’s thought and that of others, the most notable being
Marxist-Leninism. Despite this objection Marxian analysis is a very useful tool for the
examination of the development of capitalism, and the operation of the capitalist system®.
Within this context Marxian perspectives have a great deal to offer in the study of the

Information Revolution which is perhaps the chief development of advanced capitalism.

4.2.1 Marxian Theory and the Information Society

Marxian theory despite the end of the Cold War and other changes has nonetheless retained a
great many thinkers, though they often call their approach Political Economy or Critical
Theory. Such approaches can "offer a systematic and coherent analysis of advanced
capitalism's reliance on and promotion of information and information technologies"

(Webster, 1996: 74)

The approach of such thinkers is based on traditional Marxian concerns. These include the
system within which Information Technology has developed, namely capitalism, the
structures behind the information, and the historical context of this development (ibid.). Thus
central issues for Marxian analyses are still the issues of class, profit and capital, and thus they
are concerned with "the role of power, control and interest" (Webster, 1996: 76). The central

issue is who reaps the benefits of IT.

? With the notable exception of North Korea

* The adoption of capitalism has not proved the panacea many suggested. In places such as the Russian Republic
capitalism seems to have failed as surely as communism.

* Societies It has been argued that the collapse of the Soviet Bloc, while undermining "for the time being the
historical challenge to capitalism, rescued the political left (and Marxian theory) from the fatal attraction of
Marxism-Leninism" (Castells, 1997: 1)
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"The spectacplarly i'mproved means of producing, organising, and disseminating information has
transformed industrial, political, and cultural practices and processes." (Schiller, 1996b: 46)

Information Technology developed within a capitalist society, and has been embraced by it.
Emerging Information Technologies have quickly been appropriated for profit purposes by
business interests once their value is recognised. The most recent example of this
phenomenon is that of the Internet which has existed since 1969, when it was developed by
the US military as a method of protecting communications systems by distributing them so
widely that they could not be destroyed. With over 100,000 computers and millions of users
by the mid, 1990s it was still predominantly a tool of academia (Haywood, 1995). However,
in the latter half of the, 1990s it's growth has continued to the extent that many homes now
have access. By the “third quarter” of 1997, for example, forty-seven million people in the
US used the Internet, twenty-two million of them from home’. It has also finally been
recognised by the commercial sector that is increasingly using it to advertise, sell products and
for a whole source of other purposes. This, combined with the strain being placed on
infrastructure by the huge usage (and worries about some of the uses to which it is put) leads
to speculation that it will ultimately become a more regulated and managed phenomenon.
This management "almost certainly on some form of fee paying basis, has significant
implications for millions of users" (Martin, 1995: 124). This increasing privatisation of the
Internet is a worry for many of is traditional users who fear that the ability to communicate on

the Internet may be confined to those who can pay fees®:

"One more time in American history, a new communications technology is being promoted with
uncritical acclaim, while it is being turned over to corporate management" (Schiller, 1996b: 87)

It is then questionable how much of the legacy of academic control such as the ethos of free
information exchange, or the existence of discussion forums will survive. What has become a
true 'cyberspace', the perfect motif for the 'global village', may then lose its special nature

(Barry, 1996; Johnson, 1996).

What this clearly demonstrates is that "the capitalist system's long-established fractures are the

key architectural elements of the so-called 'information society' " (Webster, 1996: 77). Thus

% http://www.cmcnyls.edu/public/Papers/IQSurv. HTM
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key factors in the development of the Information Society (if not always in the genesis of the
technological innovations themselves) are traditional Marxian concerns such as corporate
capitalism, class inequality and the rule of the market. As such Marxian analysis suggests that
commonly expressed technological utopianism is extremely naive as the fact that private profit

is the prime motivation for the development of the Information Society.

The developments of the Information Revolution can thus be seen to reflect a number of key
issues:

1. Corporate capital is in control of most information and most information flow. It acts on a
world scale, and mergers have tended to concentrate information and its control in the hands
of fewer and fewer corporations. In the arena of software and operating systems Microsoft's
early dominance has been maintained by the successive purchase of any company that
develops a good idea. A similar trend sees increasing concentration of information generation
and distribution in the hands of particular companies as evidenced by the growing trend for
movie, music, news production and distribution to be concentrated in the hands of a

decreasing number of individual companies. (Haywood, 1995)

2. Market forces ensure that information is only available to those who can pay for it. Thus
big business interests have access to huge amounts of sophisticated information and the means
of circulating it and analysing it, while the average person has less and less access. The
concentration of more and more information in only a few hands means that eventually all
quality information may have to be paid for. In a situation where information is only available
on propriety grounds "much information, once purchased, is then removed from the public
view", a radically different scenario from that envisaged by those who led the initial
development of computers (Haywood, 1995: 93). The interest in intellectual property law and
other ownership laws (one of the only ethical areas so far seriously reflected in law) reflects

this compared to substantially less interest in civil liberties law.

3. Class divisions mean that in a market situation those who have resources are likely to have

better access to information and related technologies (Schiller, 1996b). Even the Internet

® Access to the Internet is not egalitarian at present due to the cost of the equipment needed.
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which is often cited as the 'great leveller', the ultimate technological utopian instrument, is

only accessible to those with a certain minimum income.

Thus the possession of the technological means to access the Internet for example is very

limited. In addition to the necessary computer skills, and the time to use the Internet, person

must have:
e Access to a computer;
e A phone line and modem,;
e The resources to pay a phone bill;

e The time and skills necessary to use it.

These are the minimum requirements. In addition the growing commercialism of the Internet
means that many sites require payment. All of this will be irrelevant to somebody whose
family subsist on social welfare, as the cost will be exorbitant. These costs also mean that the
preservation or even exacerbation of social divisions is not merely a national concern, but is
also a source of inequality on a global scale (Schiller, 1986). The costs of infrastructure will
be too much for many economies’. Thus "the 'information gap' may be widened, with those

economically and educationally privileged able to extend their advantages" (Webster, 1996:
91).

The further disadvantage of inferior education may further exacerbate the condition of the
least well off on both national and international scale. On a national scale the same people
who cannot afford the technology are the least likely to attain basic literacy and numeracy
skills, to leave school without qualifications, and never to achieve computer literacy (Schiller,
1996b; Haywood, 1995). Similarly a state which has difficulties providing technological

infrastructure will be unlikely to be able to provide an adequate standard of education.

An interesting corollary of this is the fact that information is not all of equal quality. Thus
while the better off have access to quality information, the general public can only be offered

information in aggregate form as an aggregate grouping (Schiller, 1996b; Schiller, 1996a).

" Despite the contention that late development can be advantageous; while Thailand may have benefited through
skipping the phase of copper based telecommunications straight to mobile and fibre optics, most African
countries are not in this position (Haywood, 1996)
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The commodification of information, the need to make a profit and the low spending power of
the public in comparison to commercial interests means that public information is not
generally a profitable commodity. In order to make a profit on such information it must be
sold to a mass audience and thus tends to be undifferentiated and appeal to the 'lowest

common denominator', as is the case for example with modern television (Webster, 1996;
Schiller, 1996b).

"In this sense the 'information revolution' has given the 'information poor' titillation about the
collapse of royal marriages, daily opportunities to ‘gawp’ at soap operas, graphic discussions of
the sexual prowess of sportspeople - but precious little information that may let them in on the
state of their society, the construction of other cultures, or the character of and reasons for their

own situations" (Webster, 1996: 92).

This last point concerning the availability of information that would enable people to make
informed decisions is of considerable importance (Schiller, 1996a; Schiller, 1996b; Schiller,
1986). The control of the information content of those media accessible to the general public
has been analysed extensively by Noam Chomsky. His work suggests that such control
enables the shaping of docile public opinion, amenable to the desires of the ruling class or
interest group. Because of its subtlety this sort of control is much more powerful than the
coercion and censorship of totalitarian regimes, while allowing the citizenry the illusion of

freedom (Chomsky, 1987).

4.2.2 Surveillance

The explanation for surveillance in Marxian critical theory is closely tied up with the factors
already discussed, namely the dominance of capital and class struggle. In this context
surveillance is carried out by the state, a capitalist institution to monitor the subordinate
classes to ensure the restriction of dissent. The interest served is that of the hegemonic
capitalist class, and those targeted are particularly those who are likely to stir up trouble such

as socialist activists and other radicals (Webster, 1996).

On the side of information gathering by non-state organisations the rationale is even more

obvious and concerns the ability of capitalists to more effectively market goods to the public
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through the possession of more accurate information about their lifestyles. This in turn is seen
as part of a wider attempt by capitalism to extend further and further into everyday life
through the fostering of consumer capitalism, a passive, home centred, lifestyle where people
are convinced to buy happiness. The Information Revolution encourages this by encouraging
people to stay at home in front of the television, by confronting them with a consumerist
lifestyle through this medium, and by decreasing the importance of the "self and communal
organisation" (Webster, 1996: 95). This is achieved by, for example, inducing dependency on
machines for the source of one's pleasure (e.g. television, the home computer), rather than
creating one's own. This encourages a stay at home lifestyle which stimulates the
accumulation of possessions, while also ensuring that people are less likely to associate in
groups (which could be dangerous), and also means that people are exposed far more to the
'messages' beamed into their homes. Finally the ability of Information Technology to monitor
the lifestyle of the individual through the use of loyalty cards, home shopping (whether over
the Internet or the telephone), and other such schemes enables the focused marketing of goods
which conform to known behaviour patterns and appetites. This serves the dual function of
encouraging consumerism by stimulating sales while also cutting the capitalists marketing

overhead and thus increasing profits.

4.2.3 Marxian Theory and IT in summary

Marxian theories of one sort or another prove immensely useful in the analysis of many
aspects of the Information Society from the largest scale® to the human scale’. Ultimately the
Information Revolution while not initiated by capital did develop within a capitalist system
and has achieved a symbiotic relationship with capital'®. Information is largely controlled by
capital but capital has become dependent on information, and could not possibly operate on

the global scale it does without advanced information technologies (Schiller, 1996b).

i Globalisation; maintenance, stimulation or creation of inequalities between people on a world scale; the
creation of what has been termed an international 'Virtual Class' (Kroker, 1996: 171) which is as mobile as
capital; the equivalent international underclass; the decreasing importance of the state as a player in world
€conomics.

The creation of new elites through the bourgeois dominated education system; the compounding of the
problems of areas of deprivation - the problems are now internatipnal and so local action may be ineffective; the
failure of the information society to help those who are already disadvantaged (Schiller, 1996b).

10 This symbiosis is perhaps best indicated by the fact that in many cases capital and information assume
equivalence in the modern world where people get paid by credit transfer, most transactions are electronic, and
nothing of any substance in the traditional sense changes hands.
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Within Marxian analysis surveillance is one further aspect of the dominance of capital, and the
control exercised by capital over both society and over the individual. Surveillance is a simple
tool of maintaining order within the state, and for increasing profitability for companies. The
international character of the global information market means that information can
potentially flow freely (Schiller, 1996b; Schiller, 1986). Thus national laws are unlikely to
protect an individual from the unscrupulous. The international nature of many large capitalist
institutions makes the task of governments still harder. Invasions of privacy are thus one

element of the dominance of capital and the state over the individual:

"Control of information instrumentation, invariably, goes hand in hand with control of the
message flow, its content, surveillance capability, and all forms of information intelligence."
(Schiller, 1996b: 93).

The danger that is raised as a real possibility by Marxian analysis is that the combined factors
of globalisation, the merging of the large corporations that control information flow, and the

privatisation of the infrastructure of information may lead to even greater inequalities:

"This foretells a time when most of the ingredients of national consciousness, failing a serious
effort to defend the common good, will be completely under the control of a handful of private,
giant communications comglomerates" (Schiller, 1996b: 87-88).

In such a situation not only the power of surveillance, but the ownership of all information

would potentially rest in the hands of a small elite group of organisations.

Marxian analysis thus stresses the declining role of the state and the increasing irrelevance of
the international boundaries that define such states to the movement of information and the
operation of capital (Schiller, 1986). However, one problem with this analysis is that it
reduces the state to the role of tool of the capitalist system (Schiller, 1986). However, the
single organisation that collects most information on individuals is still the state, and much of
this information is for its own administrative purposes rather than in the interests of capital. It
is therefore worthwhile to examine a theory that seeks to explain the use of surveillance by the

state.
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4.3 Giddens and the Nation-State

Another structural theory which has a much more direct relevance to surveillance and privacy
(and which in many respects resembles that of Foucault) is that of Anthony Giddens regarding
the origins of the nation-state and the closely related rise of bureaucratic government.
Giddens, one of the best known social theorists of modern Britain, is best known for his
efforts to reconcile the issues of structure and agency in Structuration Theory. His analysis of
the nation-state and surveillance is largely structural, however, and remains firmly in the

modernist camp.

In Gidden's analysis two key issues in the development of modern society are the importance
of "violence, war and the nation-state" and of "heightened surveillance" (Webster, 1996: 52)
in the origins of modern society. In this context "modern societies have been 'information
societies' since their beginnings" (Giddens, 1987: 27). Thus the current importance of

information is very real, but is part of a much longer-term trend.

Nation-states have only come into existence in recent history (since the 17th century), but they
dominate the globe in the way no other political unit has before. This is partly due to their
claim to, and in general their achievement of, total authority within their own borders.

According to Honderich the modern state is:

"The political organisation of a body of people for the maintenance of order within its territory
by coercion, or, more loosely, the body of people so organised or its territory... The State,
however, is taken to have the power to regulate the behaviour of all individuals and of any other
organisations within its boundaries. For this purpose the State has, or at least claims, a
monopoly on the use of force." (Hondereich, 1995: 850)

Such authority was something perhaps claimed by previous state forms but not achieved partly
due to their lack of appropriate organisational ability to achieve such control. The second key
characteristic of the modern nation-state is that each nation-state extends to the borders of
another such state. In short there is no place on earth that is not a part of a nation-state; the

political map of the world has no 'blank spots'’'. Just as it is impossible to find a place that is

! This is a relatively recent phenomenon - until late in the last cepm European maps showed many 'empty’
areas; the United States still had a frontier. Such areas were outside the system of nation-states.
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not part of some state's territory, so it is impossible to live in the modern world without

belonging to some state (Giddens, 1987).

As a result when people think in terms of " 'society’ we are actually referring to nation-states"
(Webster, 1996: 58). As a result a great deal of the identity of any person is based on their
nationality'?. One of the reasons for the continued instability of the patchwork of nation-states
is the fact that not everybody's nationality coincides with their state. Another key feature of
the nation-state is its organisational complexity that is required to maintain its control within
its borders, and to deter aggression from the other states which adjoin it. Modern life is much
more highly organised than society has been at any time in the past, and this is intimately
linked up with the nation-state, which is described by Giddens as being by its nature an
information society (Giddens, 1993a). All states have been information societies according to
Giddens but the nation-state, because of it's high degree of administrative unity is extremely
so (Giddens, 1987). The needs of this administration presuppose information gathering, as it
is impossible to administer an area and population adequately without detailed knowledge of
their characteristics. This results in surveillance which has two main bases, the first in the
nation-state's violent nature'’, the second in the state's need to administer its territory and the
population of that territory who frequently are given rights and services to ensure their loyalty
(Giddens, 1987).

4.3.1 Violence and Surveillance

Despite the various characteristics of the nation-state that give it the appearance of essentiality
and permanence, it is in fact both a recent historical innovation, and is also extraordinarily
mutable. The state is both a recent invention in human history and also an extraordinarily
unstable one. This links back into Giddens’ assertion that the nation-state is intimately

connected with violence and warfare.

2 Bvident in many ways including the willingness of the proletariat to embrace nationalism far more quickly than
international class solidarity (Webster, 1996) _

** The 'right' to wage war is held to be situated only in recognised states, anything else is terror. In terms of
internal violence the an integral part of the (philosophical) definition of the modem state is that it "is taken to
have the power to regulate the behaviour of all individuals and of any other organisations within its boundaries.
For this purpose the State has, or at least claims, a monopoly on the use of force" (Hondereich, 1995: 805).
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The origins of most nation-states are held by Giddens to lie in war, and the independence and
continuity of the nation-state is based on the ability to defend itself. The result is that being
prepared to wage war is a key aspect of the nation-state (Webster, 1996). The key importance

of national territory to the definition of the state means that the ability to maintain one's

borders intact is vital to any state in the modern world'*.

Another factor which rises from this is that "modern warfare/defence has become much more
decisively implicated with the wider society" (Webster, 1996: 61). This has meant the change
from small armies raised as a levy from the nobles to standing professional armies. The
increasing involvement of non-combatants in modern war is also a factor, illustrated by the
increasing levels of civilian casualties in wars this century, particularly once the bombing of
civilians became commonplace. The casualty rate of Germany, Poland, Russia and
Yugoslavia in World War II was around 10 percent (Webster, 1996). This has the effect of
making a war an issue of populations rather than armies, reflecting the fact that wars are

carried out on the basis of nations rather than kings".

One consequence is the industrialisation of modern warfare that depends on the ability of
industry to provide the necessities of fighting ever more sophisticated wars. This has led to
the stimulation of much of the development of Information Technology by military
organisations, particularly the US military (Levidow and Robins, 1989)'°. The key
importance of information to the waging of war has been recognised since time immemorial"”.
Adequate knowledge of the enemy’s dispositions and plans enables the commander to better
organise his own actions. This has led to the development of ever more sophisticated
dissembling tactics, and as warfare has become more sophisticated so too have the information
gathering and processing tools used both on the battlefield, and in the observation of one's

potential enemies.

However, the need to monitor outside forces which may or may not be enemies, is

accompanied by the need to monitor one's own population in case of threats from within

414 this perhaps lies the key to the fact that countries regularly go to war over uncertain borders, even when

these are worthless areas, as is the case in the current war between eqrea and Ethlopla
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