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A bstract

Acrylic bone cement, used to fixate several forms of orthopaedic joint replacement 

prosthesis, has a variable fatigue resistance arising mainly from porosity. It is argued 

that deterministic modelling assumptions of homogeneous cement with constant 

fatigue strength lead to unrealistic conclusions regarding bone cement failure and 

that physical sources of variability should be included to better understand cement 

damage accumulation.

A computational modelling scheme was developed to predict damage accumu

lation in bone cement. A nonlinear fatigue damage rule was extended to predict 

anisotropic damage accumulation and the effect of cracks on cement constitutive 

properties. Stochastic influences were incorporated by introducing random distribu

tions of porosity and performing Monte Carlo simulations. Two tests were devised, 

incorporating fatigue damage accumulation under different loading and boundary 

conditions: (i) comparison with existing data from uniaxial tension specimens and 

(ii) a cement layer subjected to similar constraints and loading as occurs in cemented 

hip replacement.

Simulations of uniaxial fatigue failure show that inclusion of pores can account 

for much of the variability observed in fatigue tests of bone cement. Furthermore, 

changes in fatigue behaviour for different cement mixing methods could also be 

simulated by altering the average volume fraction and average radius of the pore 

distributions. Stochastic models predicted similar distributed cracking to that ob

served in experimental testing of the hip replacement model. Deterministic models 

predicted much more localised damage accumulation, which was not found experi

mentally.

In conclusion, deterministic modelling assumptions led to the prediction of un

realistic failure modes. Realistic predictions are better modelled by incorporating 

physical sources of variability. Stochastic models are thus recommended to increase 

the probability of predicting realistic early failures in cemented hip replacement.
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Chapter 1 

INTRODUCTION

C ontents

1 

4 

7

1.1 M o d e llin g  m ech a n ica l fa ilu re: a  b r ie f  h isto r y

1.2 M ech a n ica l fa ilu re  in  o r th o p a e d ic  im p la n ts  .

1 .3  A im  o f  th is  t h e s i s ........................................................

1.1 M odelling m echanical failure: a brief history

Ancient civilisations were undoubtedly aware of limits imposed by the materials 

used in their many impressive constructions and mechanical devices, and can be 

a ttributed with development of static analysis of structures. However, the devel

opment of analytical methods to predict failure under mechanical loading can be 

said to  have started  with Gahleo Galilei (1564-1642), who studied breaking loads of 

rods (Timoshenko, 1983). His identification of the dependence of breaking load on 

cross-sectional area was an early form of the concept of stress. The statem ent of the 

laws of motion by Isaac Newton (1642-1727), in particular his third law of action 

and reaction, gave rise to the concept of bodies reacting to  applied loads to maintain 

equilibrium. The concept of linear elasticity has been a ttribu ted  to Robert Hooke 

(1635-1703), who observed th a t deflections of bodies were proportional to applied 

load. James Bernoulli (1654-1705) first proposed the concepts of stress and strain 

for the description of loading and deformation of materials. A linear relationship 

between stress and strain was then proposed by Leonhard Euler (1707-1783) but it 

was Thomas Young (1773-1829) who first showed th a t this formulation of Hooke’s 

Law resulted in a constant-of-proportionality for different materials th a t was inde

pendent of the specimen geometry. A general theory of three dimensional elasticity 

was then developed by Augustin Louis Cauchy (1789-1857) in 1822; this represented

1



the first complete theory to state the equations of motion of a continuum, calculate 

stress, describe its properties under transformations of frames of reference, and to 

describe strain in terms of displacement gradients. Further rigour was provided by 

George Green (1793-1841) who placed a limit on the number of elastic constants 

using the concept of an elastic strain energy. WiUiam Thomson (1824-1907), bet

ter known as Lord Kelvin, provided support for Green’s concept by showing that a 

strain energy function must exist for isothermal and isentropic processes. Many so

lutions to specific three dimensional problems were developed by mathematicians in 

the following century, e.g. Saint-Venant, Hertz, Kelvin, and Boussinesq. However, 

the relationship between predicted stress states and actual failure processes was not 

well understood; thus, engineers had to rely on empirically developed codes of prac

tice to prevent failure of structures. [Malvern (1969), Gordon (1976), Timoshenko 

(1983), Rice (1993), Lemaitre (2001)].

Failure by plastic flow was an early focus of analysis due to the predominance 

of compressive loading in structures. Charles Augustin de Coulomb (1736-1806) 

pioneered the description of frictional yielding of soils. Observation of plastic flow 

during experimental tests prompted the study of yielding in metals; Henri Edouard 

Tresca (1814-1885) developed the first continuum theory of metal plasticity in 1864. 

Barre de Saint Venant (1797-1886) was the first to set up the fundamental equations 

and apply them to prax:tical problems. The use of steel in both civil structures and 

machinery meant that this field of continuum mechanics was to receive significant 

attention for the best part of a century. [Malvern (1969), Timoshenko (1983), Rice 

(1993)].

In the same period, it became recognised that materials subjected to repeated 

loading well below their static strength could fail after a large number of applied 

cycles. Jean-Victor Poncelet (1788-1867) was perhaps the first to discuss the resis

tance of materials to repetitive loads and may have introduced the term ‘fatigue’. 

Observation of fatigue failures in railway axles led William John Macquorn Rankine 

(1820-1872) to develop these ideas further, identifying the influence of cracks and 

changes in the section of shafts. August Wohler (1819-1914) performed extensive
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experimental studies of the same problem and was the first to propose a curve re

lating applied stress to the number of cycles to failure. The analytical study of 

failure related to cracks and fissures was further motivated by the occasional failure 

of ships and frequent observation of cracking around openings in their hulls and 

decks. Gury Vasilyevich Kolosov (1867-1936) and Charles Edward Inghs (1875- 

1952) independently derived the stress state around elliptical holes and showed that 

large stress concentrations occurred for sharp elongated holes. Alan Arnold Griffith 

(1893-1963) used Inglis’ solution in combination with an analysis of the energy of 

a cracked body to develop a theory of brittle fracture. Extension of Griffith’s the

ory to metal fracture was initiated by George Rankin Irwin (1907-1998). Fracture 

mechanics, as the theory came to be known, has been applied to a wide range of 

problems, including rupture and fatigue of aerospace components, pressure vessels, 

and propagation of fissures in the earth’s crust during earthquakes. [Gordon (1976), 

Timoshenko (1983), Hertzberg (1996), Rice (1993), Lemaitre (2001)].

Fracture mechanics is well suited to the analysis of propagation of individual and 

well defined flaws. However, the increasing application of metals in high temperature 

operating environments gave rise to new failure modes—intergranular decohesions 

in highly stressed regions resulted in the gradual accumulation of large numbers of 

microscopic cracks distributed throughout the region. Such distributed damage was 

not weU suited to analysis using fracture mechanics due to difficulties in analysing 

the large number of small and closely spaced defects. Kachanov introduced the con

cept of a continuum description of damage. Instead of trying to analyse individual 

cracks, damage was considered in an average sense over a region of interest. These 

concepts were further developed by Hult, Lemaitre, Chaboche, and Krajcinovic and 

were shown to have foundations in the thermodynamics of irreversible processes. 

Much of the development effort has focussed on providing a tool to bridge the gap 

between crack initiation and propagation (Fig. 1.1); significant research has also 

been directed at describing local fracture processes ahead of propagating cracks. 

Applications to materials containing random microstructural defects, e.g. concrete 

and rock, have highlighted the need for the incorporation of stochastic modelling in
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F igure 1.1. Illustration of scales applicable to damage mechanics and fracture 
mechanics analysis. Adapted from Chaboche (1988)

predicting the transition from distributed damage accumulation to localisation of 

damage to form a macrocrack or shear band. Developments of cohesive atomistic 

models have also tackled material failure but, due to present limitations in compu

tational power, are of limited use to the engineer. [Chaboche (1988), Krajcinovic 

(1996), Lemaitre (2001)].

1.2 Mechanical failure in orthopaedic implants

Orthopaedic joint replacements are used to replace the parts of a degenerated human 

joint. Joint replacements typically consist of one or more components; these may 

be fixated to the bone using an acrylic polymer (polymethylmethacrylate; PMMA) 

known as ‘bone cement’. The most common example is total hip replacement (Fig. 

1.2). A prosthesis, usually metallic, is inserted into the medullary cavity of the 

femur to replace the ‘ball’ portion of the joint, while an artificial cup, typically ultra 

high molecular weight polyethylene (UHMWPE), forms the new socket. Fixation 

of both components is normally achieved with acrylic bone cement that has been 

prepared in the operating theatre shortly before the introduction of the articulating 

components into the femur and pelvis. The cement does not bond chemically with 

either metal or bone. Instead, fixation is achieved by mechanical interlocking arising
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F igure 1.2. Schematic of a total hip replacement. Adapted from Hardinge 
(1983).

from surface roughness of the implant and interdigitation with cancellous bone—i.e. 

the cement performs the function of a ‘grout’.

Failure of cemented hips can be attributed to either infection or to mechanical 

(aseptic) loosening of the components. Infection has been virtually eliminated with 

improvements in surgical conditions leaving aseptic loosening as the dominant failure 

mode (Malchau et al., 2000). This mode of loosening exhibits substantial variability 

so that, although the average survival rate may be deemed acceptable, many patients 

experience early failure of their joint replacement.

Mechanical loosening arises through deterioration of both living tissues and im

planted materials. Huiskes (1993) has proposed two interacting failure scenarios 

to account for loosening: (i) the particulate reaction scenario and (ii) the damage 

accumulation scenario. In the “particulate reaction scenario” , biological reactions 

to particulate wear debris cause deterioration of the bone until it no longer supports 

the implant. In the “damage accumulation scenario” , debonding of the prosthe

sis from the cement, along with microcracking in the cement, proceeds until there 

is no longer sufficient fixation for the prosthesis. Interactions between failure sce

narios can occur from either increased loading of the cement as the living tissues 

become unable to support the load, or from increased wear particle production as
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F igure 1.3. Illustration of instances and interaction of damage accumulation 
and particulate reaction failure scenarios

the debonded prosthesis abrades the deteriorating cement layer (see Fig. 1.3 for 

schematic illustration of interactions). Improvements in the bearing materials of 

the acetabular cup and prosthesis head have improved resistance to the particulate 

reaction failure scenario. However, reduction of damage accumulation within the 

cement and its interfaces has proved more intractable.

Bone cement has similar composition to Perspex/Plexiglas but its method of 

preparation causes it to have a much lower fatigue resistance compared with its in

dustrial cousin. The main difference is the introduction of significant porosity from 

the entrapment of air during handling, mixing, and implant insertion. Evidence of 

a link between damage accumulation in cemented hip replacements and porosity in 

the cement has been demonstrated in several retrieval studies (Topoleski et al., 1990, 

Jasty et al., 1991, Culleton et al., 1993). Such mixing induced porosity can vary con

siderably with alterations in the mixing method. Improvements in mixing methods 

(mixing under vacuum to prevent air entrapment and centrifuging) have increased 

average survival of cemented components but significant variability remains. This is
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because improved mixing methods have not completely eliminated porosity (Wang 

et al., 1996). Furthermore, the pores that remain can be large, in the case of vac

uum mixing, or heterogeneously distributed, in the case of centrifuging, compared 

to traditional manual mixing.

Factors other than the variability in bone cement fatigue could be responsible 

for variable performance of hip prostheses. For example, prosthesis design, precision 

of implantation achieved, condition of the surrounding bone, and abnormal activity 

patterns of the patient. However, the variabihty in fatigue of bone cement under 

controlled laboratory conditions is large enough so that variability from this source 

alone might dominate. It will also interact with other variables; e.g. a poorly 

positioned prosthesis or more compliant surrounding tissues may expose a greater 

volume of cement to high stresses, thereby increasing the probability of finding a 

pore in a highly stressed region.

A suitable replacement for PMMA bone cement has yet to be found. The only 

possible alternative eliminates the role of the cement by using bioactive coatings 

on the prosthesis to form a bond directly between prosthesis and bone. However, 

these ‘cementless’ designs have yet to achieve equivalent performance to cemented 

replacements (Malchau et al., 2000). Thus, significant effort has been directed to

wards measuring and predicting the fatigue behaviour of bone cement. However, 

modelhng has been mainly deterministic, based on regression lines from cycles-to- 

failure data, and a predictive model has yet to incorporate variability due to porosity 

in the cement. Such a deterministic design methodology is unsuitable for predicting 

realistic minimum lifetimes or the sensitivity of particular prostheses when fixated 

with bone cement.

1.3 Aim of this thesis

The key to understanding the inadequate survival rates of joint replacement pros

theses appears to lie with the variability exhibited by the cement used for prosthesis 

fixation. If the variability in strength of bone cement is a factor, it should be possible 

to demonstrate it in computational and experimental models.
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In this thesis, the author aims to test the hypothesis that the variable nature of 

damage accumulation in bone cement leads to different conclusions about the failure 

process compared to if deterministic models are used. In other words, it will be 

attempted to prove that the imphcit simplification of homogeneity in fatigue strength 

oversimplifies the process of damage accumulation in cemented joint replacement. 

Damage accumulation is path dependent and is likely to be sensitive to a variety of 

phenomena so that interactions with other processes could lead to complex failure 

modes. To increase the probability of capturing the more critical early failures, it is 

necessary to include sources of variability that are likely to cause such complexity.
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2.1 Purpose o f th is chapter

Issues relevant to artificial joint replacement, and in particular the use of bone 

cement, are reviewed first. Next, a survey of techniques used to model fatigue failure 

of materials is presented as background to the modelling methods to be developed 

later. Finally, an assessment of simulation methods reported in the hterature for 

failure prediction of cemented hip replacements is presented, and areas for further 

development are identified.

2.2 C em ented to ta l hip replacem ent

Total hip replacement has become a widespread procedure, with up to one million 

procedures performed annually (Huiskes and Verdonschot, 1997). ‘Total’ refers to 

replacement of both femoral and acetabular sides. With the ageing of the world 

population^ the incidence and accompanying economic burden of joint disease is 

likely to increase.

Hip replacement is considered as one of the most successful surgical interventions, 

with survival rates in excess of 90% at 10 years (Huiskes and Verdonschot, 1997). 

However, for many thousands of patients the procedure is a failure. One of the 

most comprehensive studies to date has been the Swedish National Hip Registry. 

Regular reports from the registry (e.g. Malchau et al., 2000) are used worldwide as 

a means of monitoring trends in hip replacement technology. Between 1979-1991, 

the registry collected data regarding the interventions per year by clinic as well as 

interventions categorised by implant type. More recently, the registry can quite 

clearly demonstrate the variability inherent in hip replacement—e.g. two implants 

from the registry can show both different survival curves and different amounts of 

scatter in survival, see Fig. 2.1. Even surgical factors have been followed. Pulsatile 

lavage, which serves to clean the inside cavity and aid cement-bone interdigitation, 

and plugging and sealing of the femoral cavity, which improves interdigitation by 

increasing pressurisation of the cement when the prosthesis is inserted, have both

^The number of individuals over the age of 50 is expected to double between 1990 and 2020 
http://www.bonejointdecade.org/background/background-Consensus.html
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F igure 2 .1 . Survival data for two implants (Cham ley and Muller Straight) 
from the Swedish National Hip Registry (adapted from Malchau et al. (2000)). 
Notice that 10% of failures occur for both implants at approximately 11 years. 
However, the failure rate of the Muller Straight is greater in this time frame, 
causing it to perform more poorly in the longer term. Also, the increased 
variability for the Muller Straight compared with the Chamley implies that 
the Muller design is less reliable.

been shown to reduce the risk of the need for revision operations.

2.3 B one cem ent and failure o f hip replacem ents

The long term results of the earliest designs identified both infection and mechan

ical loosening as failure modes (Charnley, 1972). Infections are no longer a major 

problem; the cumulative revision rate for deep infection after 10 years is only 0.3% 

(Malchau et al., 2000). Charnley’s study also noted the existence of abnormal ra

diological appearances in the bone adjacent to the cement, even in cases that were 

clinically successful. A radiolucent zone on an x-ray implies a loss (resorption) of 

bone tissue. Although not perceived as a problem for a long time, e.g. Reckling et al. 

(1977), these regions are now commonly identified with final mechanical loosening 

of the implant (Harris, 1991, Malchau et al., 2000). Early microscopic studies of the 

tissues around the implant demonstrated the existence of cement particles in a soft 

surrounding tissue, cracks in the cement, and initial bone necrosis followed by bone 

repair (Willert et al., 1974). Later, Freeman et al. (1982) concluded that changes 

in the tissues were a response to the cement. They further hypothesised that mi
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Figure 2.2. Examples of microcracks from an autopsy retrieved cement man
tle illustrating that damage accumulation has occurred in vivo. Note that all 
cracks occur around pores. Adapted from Jasty et al. (1991)

cromotion at the cement-bone interface, resulting in cell death, in combination with 

particulate debris, (e.g. PMMA, UHMW PE, and metal) produced by wear of the 

materials, would stimulate these tissue reactions. In the same year, the formation of 

such a soft tissue layer was shown to reduce torsional stiffness between the implant 

and femoral cortex (Radin et al., 1982). Over time the link between the soft tissue 

layer and loosening became reinforced, e.g. Goldring et al. (1986), Spector et al. 

(1990), Fornasier et al. (1991). In conclusion, the formation of a circumferential soft 

tissue layer between implant and bone was accepted as signifying final loosening.

The initiation and evolution of failure remained, however, to be fully elucidated. 

Fornasier and Cameron (1976) found in an autopsy retrieval study th a t the implant 

frequently debonds from the cement early in the lifetime of the implant, often re

sulting in a thin fibrous tissue film between the implant and cement. Subsequent 

mechanical testing of cement-metal interfaces showed th a t both static (Ahmed et al., 

1984) and fatigue (Raab et al., 1981) strengths of this interface were substantially 

less than the bulk cement material. Jasty et al. (1991) hypothesised, based on re

sults from a time-series autopsy retrieval study, th a t prosthesis debonding occurred 

early and was followed by distributed, slowly developing, fractures in the cement 

initiated by stress concentrations at the implant-cement interface as well as from 

pores in the cement (Fig. 2.2). By fractographic examination of a retrieved cement 

mantle, Culleton et al. (1993) further confirmed these findings. Finally, a process 

of distributed damage accumulation, initiating mainly from pores under bending
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Figure 2.3. (a) Schematic of the physical model used by McCormack and 
Prendergast (1999) to study damage accumulation on the femoral side of a 
total hip replacement under flexural loading, (b) Total damage, expressed as 
summed crack lengths, for each specimen tested in the same study. Note the 
increased rate of damage growth for the specimens containing initial damage. 
Adapted from McCormack and Prendergast (1999)

loads and from the interface under torsional loads, was demonstrated in two physi

cal models of the femoral side of total hip replacement, one under bending (see Fig. 

2.3 and McCormack and Prendergast, 1999), and the other under torsion (McCor

mack et al., 1999). Statistical analysis of these results also showed that the damage 

accumulation rate in the cement was correlated with the amount of pre-load damage 

(McCormack et al., 1998). The variable damage accumulation rate observed could 

be attributed to the performance of the cement.

Recalling the failure scenarios proposed by Huiskes (1993), it can be envisaged 

that the role of bone cement in aseptic loosening is not limited to the damage ac

cumulation scenario. Particulate debris will also form during damage accumulation 

and lead to the particulate reaction failure scenario. However, damage accumulation 

is likely to be the more dominant process on the femoral side because the prosthesis- 

cement interface is more highly stressed there and the cement experiences greater 

tensile loading. For the acetabular side, wear of the bearing surfaces is the more 

dominant mechanism.
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2.3.1 Cem ent chem istry and physical properties

Bone cement is primarily composed of poly(methylmethacrylate) (PMMA), also 

known as Plexiglas or Perspex when manufactured for industrial purposes. It is an 

amorphous, glassy polymer at both room and body temperature (glass transition 

for PMMA is approximately 105°C). Because of the need for the cement to fill and 

conform to the cavity inside the bone of a replaced joint, it is normally prepared dur

ing surgery as a self-curing resin several minutes prior to insertion of the prosthesis. 

The dough-like resin must flow freely enough to achieve interdigitation with can

cellous bone and contact with the implant materials. Once the prosthesis has been 

inserted the resin is allowed to cure in situ. It becomes hard within 10-15 minutes of 

initial preparation. The resin is prepared by mixing powdered polymer with liquid 

monomer in an approximate powderdiquid ratio of 2 g:l ml; the actual ratios can be 

varied to alter viscosity, during the working phase, and setting time. Polymerisation 

proceeds as a free radical addition reaction, initiated by benzoyl peroxide contained 

in the powder. Addition of A^,A^-dimethyl-p-toluidine to the monomer hquid is used 

to activate the free radical decomposition of the benzoyl peroxide initiator. Propa

gation of the reaction proceeds as additions of individual monomer molecules to the 

free radical side of the growing polymer chain. An auto-acceleration effect, known 

as the Trommsdorf or Gel effect, occurring at approximately 20-50% of conversion, 

causes the reaction to become highly exothermic—homogenous cement masses can 

reach temperatures in the range 50-90°C. Tissue damage thresholds have been re

ported in the range of 50-60° C but sufficiently lower temperatures often occur when 

the cement cures in contact with a metal implant and circulating blood to prevent 

thermal necrosis of the bone. Also, polymerisation is inhibited by oxygen; this has 

the effect of decreasing the rate of monomer reaction, exotherm, chain length, and 

molecular weight. Relatively large proportions of peroxides, in comparison with in

dustrial PMMA, also result in greater quantities of low molecular weight polymer. 

Reductions in molecular weight for a polymer are known to reduce elastic modulus, 

due to decreased resistance to relative motion between chains, and fracture tough

ness, because of the decreased craze resistance of shorter chains. In addition to
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T able 2 .1 . Manufacturer’s Composition for Surgical Simplex P  hone cement 
(taken from Kusy, 1978)

Powder (40 g) Liquid (20 cc)

6.0 g Polymethylmethacrylate 97.4% Methylmethacrylate

30.0 g Methylmethacrylate- 2.6 % N, N-dimethyl-p-
styrene copolymer toluidine

4.0 g BaS04 75 ±15  ppm Hydroquinone

BaSO^

PMMA
bead

, 7  VV * o ty lO O u m

BaSO

Polymerised
matrix

(a) (b)

F igure 2 .4 . (a) Photomicrograph of two-phase bone cement (Simplex P) 
showing radiopaque filler BaSO^; adapted from Kusy (1978). (b) Scanning 
electron micrograph of fracture surface of a tensile test bone cement specimen 
showing BaSO^ particles; adapted from Ginebra et al. (2002)

reaction related additives, radiopacifiers, e.g. barium sulfate (BaS0 4 ), to render the 

cement visible under X-rays, and antibiotics, e.g. gentamycin, to minimise risk of 

infection, are also often added. The composition of a commercial cement is listed in 

Table 2.1. [Kusy (1978), Radin et al. (1982), Saha and Pal (1984), Kine and Novak 

(1987), McCrum et al. (1988), Sandler and Karo (1992), Pascual et al. (1996), Starke 

et al. (1997), Pascual et al. (1999), Kiihn (2000)].

Morphology of the cured cement takes the form of the pre-polymerised beads 

embedded in a matrix of the polymerised monomer with interspersed inclusions of 

radiopaque filler (Fig. 2.4). Many studies have reported that fatigue crack initiation  

and propagation tends to dominate in the inter-bead matrix, while fast fracture oc

curs through the beads. This may be because molecular weight tends to be higher 

in the pre-polymerised beads than the matrix, due to the inherent imperfections of
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Table 2.2. Mechanical properties of Plexiglas and three commercial brands of 
bone cement. E  = Young’s modulus, UTS — ultimate tensile strength, UCS = 
ultimate compressive strength, and 7  =  fracture energy. E, UTS, and 7  taken 
from Kusy (1978); UCS taken from Saha and Pal (1984) manufacturer’s 
IS05833 data (Sulzer, Inc. and Biomet, Inc.)

Brand E (GPa) UTS (MPa) UCS (MPa) 7 (J/cm^)

Plexiglas (Rohm 
and Haas Co.)

2 . 8 73.8 103

p 
p

 
0 

0
CO

 
l—

‘ 
C

O 1

Sulfix- 6  (Sulzer, 
Inc.)

2.4 48.3 93.3 0.034

Simplex P (Stryker 
Howmedica 
Osteonics, Inc.)

2 . 6 33.8 77 0.026

Palacos R (Biomet, 
Inc.)

2 . 6 46.2 87.8 0.029

the operational environment during polymerisation. Inclusions, such as radiopaque 

fillers, can affect fracture properties both positively and negatively since particles 

may act as crack arrestors or initiation sites. Copolymers, e.g. polystyrene which 

copolymerises readily with methylmethacrylate, are also sometimes added to  bone 

cement to improve processing characteristics, radiation resistance, or reduced poly

merisation exotherm—high concentrations of 1 -hydroxypropyl m ethacrylate have 

been shown to cause bead detachment from the interstitial matrix, while polystyrene 

has been proposed as a potential weak link because its mean inherent flaw size is an 

order of magnitude greater than  th a t for PMMA. [Kusy (1978), Wright and Robin

son (1982), Kine and Novak (1987), Gilbert et al. (1990), Topoleski et al. (1993), 

Pascual et al. (1999), Murphy and Prendergast (2000a), Ginebra et al. (2002)].

Biological inclusions, e.g. blood and fat, reduce mechanical strength. PMMA 

is also hydrophilic, absorbing up to several weight percent water. Absorbed water 

acts as a plasticising agent and has been shown to  increase fatigue life. Mechanical 

properties of different cement formulations can therefore be expected to vary, espe

cially considering the apphcation environment of surgery (Table 2.2) [Freitag and 

Cannon (1977), Kusy (1978), Saha and Pal (1984), McCrum et al. (1988)].

Further to the effects of additives, bone cement is prone to ageing as complete
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conversion of monomer is difficult to achieve under the relatively uncontrolled re

action conditions; between 2-5% monomer have been reported. Residual monomer 

tends to either polymerise over time, causing ageing phenomena due to increasing 

molecular weight, or to diffuse into the surrounding tissues where it can lead to 

necrosis because of its cytotoxicity. [Kusy (1978), Davy and Braden (1991), Willert 

et al. (1974)].

2.3.2 M ixing m ethods, porosity, and fatigue behaviour

In the early days, mixing of the cement was done in a bowl with a spatula; this is 

often referred to as the “first generation” mixing technique. However, high porosity, 

caused by air entrapment during mixing, resulted in inferior mechanical properties 

compared with industrial PMMA for this mixing method (Table 2.2). Heating of the 

cement as monomer boils can also form pores. The third major cause of porosity 

is related to the rheological behaviour of the cement as it comes in contact with 

the inserted prosthesis—large numbers of pores have been observed forming at this 

interface during implant insertion and the phenomenon has been related to the shear 

rate experienced by the doughy cement as the prosthesis is inserted. [Charnley 

(1979), Kusy (1978), Saha and Pal (1984), Jasty et al. (1990), James et al. (1993), 

Pascual et al. (1996), Spiegelberg and McKinley (1999), Dunne and Orr (2001)].

Importance of the role of porosity in initiating fatigue failure of bone cement has 

been demonstrated in many fractographic studies. In the already raised stress state 

occurring around a pore, a further stress concentration occurs between the bead- 

matrix microstructure, making these primary sites for crack initiation (Fig. 2.5). In 

addition to this, pores often cluster together so that interactions are likely to occur. 

Tsukrov and Kachanov (1997) have shown that complex interaction effects can occur 

between pores in a brittle solid, even under remote uniaxial tension, such that cracks 

may not initiate or propagate normal to the remote stress (Fig. 2.6a). Evidence of 

interaction between propagating cracks and pores can be observed in fractographic 

results (Fig. 2.6b). In a time-lapse study of damage accumulation in uniaxial 

specimens, Murphy and Prendergast (1999) noted that microcracks initiated from
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Figure 2.5. (a) Example of crack initiation around a pore, (b) Stress concen
trations between beads initiate cracks in the weaker matrix phase. Scanning 
electron micrographs courtesy o f Dr. Bruce P. Murphy (Murphy (2001)).

4.39
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S.O

3.87
4.651

(a) (b)

Figure 2.6. (a) Illustration of the effect of interactions between a large pore 
on stress intensity factors (SIF; • )  for a set o f smaller pores— one of the 
moderately elliptical pores near the larger one has the highest SIF rather than 
one of the more elongated pores or the large pore. Peak stress for a given pore 
may cause a crack to initiate in a direction that is not perpendicular to applied 
stress (e.g. pore with 4-65 SIF). Adapted from Tsukrov and Kachanov (1997). 
(b) Evidence of cracks emanating from pores and propagating towards other 
pores; courtesy of Dr. Bruce P. Murphy (private communication).
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Table 2 .3 . Comparison of mechanical properties of Simplex P  for three mixing 
techniques. Porosity values do not correspond to failure lives as they are taken 
from a separate study; instead they are shown as representative values.

Property Manual Centrifuge Vacuum

Porosity (vol%)^ 10.0 ±2.3 5.0 ±2.7 0.5 ±0.5

Weibull fatigue lives 
at 15 MPa (cycles)^

20,000 ±9,000 85,000 ±45,000 150,000 ±45,000

Fracture Toughness 
(MPa(mi/2)§

0.95 ±0.01 1.05 ±0.01 1.14 ±0.02

 ̂ Linden and Gillquist (1989);  ̂ Wixson et al. (1987);  ̂ Lautenschlager et al. (1986)

pores. Further development of this work showed positive correlation of damage 

accumulation per pore per cycle with applied stress [Freitag and Cannon (1977), 

Gilbert et al. (1990), Krause and Mathis (1984), Topoleski et al. (1993), Murphy 

and Prendergast (2000ab)].

Efforts to increase cement fatigue life by reduction of porosity have focussed 

on two methods: mixing (either mechanically or manually) in a sealed container 

under partial vacuum and centrifugation. Both methods have been shown to reduce 

porosity (Table 2.3). [Demarest et al. (1983), Eyerer and Jin (1986), Rimnac et al. 

(1986), Wixson et al. (1987), Linden and Gillquist (1989), Jasty et al. (1990), Lewis 

et al. (1997), Smeds et al. (1997), Dunne and Orr (2001)].

Numerous studies of fatigue behaviour have also demonstrated improved fatigue 

life for vacuum mixing and centrifugation. However, the fatigue lives for such spec

imens are highly variable—centrifuged specimens still contain small pores and are 

prone to density variation while vacuum mixed samples are susceptible to occa

sional large pores. Davies and Harris (1990) speculated that vacuum mixing would 

not eliminate early failures, in spite of increases in average strength, because of the 

presence of such large pores. [Burke et al. (1984), Lautenschlager et al. (1986), 

Davies et al. (1987), Wixson et al. (1987), Linden and Gillquist (1989), Linden 

(1989), Jasty et al. (1990), Lewis and Austin (1994), Fritsch et al. (1996), Wang 

et al. (1996), Lewis et al. (1997), Smeds et al. (1997), Lewis (1999), Murphy and 

Prendergast (2000a)].
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Figure 2.7. Survival of cemented hip replacements grouped by time periods in 
which different cementing techniques dominated. Adapted from Malchau et al.
(2000)

D ata on bone cement strength has been obtained from laboratory studies which 

may or may not translate to clinical applications. Controversially, Ling and Lee 

(1998) have suggested th a t clinical evidence does not support the goal of porosity 

reduction in hip replacement. On the other hand, results from the Swedish Hip 

Registry clearly dem onstrate th a t improvements in cementing technique have led to 

improved survival of cemented hip replacements (see Malchau et al., 2000, and Fig. 

2.7).

2.3.3 V iscoelasticity  o f bone cem ent

Although fatigue is a significant factor in failure of hip replacements, it is not the 

only possible failure mode. Migration of the implant relative to the bone over 

time have been observed on X-rays. This signified the possibility of creep induced 

loosening. Like other amorphous polymers, PMMA is viscoelastic—it experiences 

two relaxation process which are due to:

1. Motion and rotation of the molecular backbone of the polymer chain (q- 

relaxation) and

2. Rotation of the COOCH3 side group (/?-rela:xation).
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The glass transition corresponds to the a-relaxation and occurs at approximately 

105-110°C while /^-relaxation occurs at approximately 50°C; these relaxation pro

cesses are thus significantly retarded at the typical service temperatures of bone 

cement (i.e. body temperature). Nevertheless, both creep and stress relaxation 

have been demonstrated for bone cement. [Lee et al. (1977), Pal and Saha (1982), 

Ebramzadeh et al. (1983), Kine and Novak (1987), McCrum et al. (1988), Yetkinler 

and Litsky (1998), Murphy (2001)]

It has been argued that, because of radial and hoop creep of the cement layer 

surrounding a femoral prosthesis, implants should be designed to accommodate the 

inevitable effects of creep by facilitating prosthesis subsidence within the cement 

(Fowler et al., 1988, Ling, 1992, Lee, 1994). An example of such a femoral pros

thesis is the Exeter prosthesis (Stryker Howmedica, Inc.). It has a polished surface 

and therefore debonds easily from the cement, leaving its tapered geometry to gen

erate support through a wedging action; the prosthesis can thus achieve continuous 

stabilisation as cement creep leads to further subsidence. As mentioned previously, 

early migration has been proposed as an indicator of clinical loosening—this has 

caused an apparent paradox for the Exeter prosthesis since it migrates significantly 

more than other prostheses while its clinical results are in the range of the best 

performing implants (Malchau et al., 2000).

Finite element studies, using viscoelastic constitutive models, have not supported 

the hypothesis that clinically-observed prosthesis migration is due to creep only (Lu 

and McKellop, 1997). On the contrary, Verdonschot and Huiskes (1997a) have pre

dicted that the cement and its interfaces can experience beneficial stress relaxation 

because of load redistribution as the prosthesis subsides. They further proposed that 

such reductions would decelerate damage accumulation. The hypothesis of Verdon

schot and Huiskes (1997a) for creep-fatigue interaction in bone cement is different 

than the type of interaction observed in metals. Fatigue in metals is characterised 

mainly by transcrystalline microcracks initiating from surface flaws while creep oc

curs due to cavity formation at grain boundaries (Chaboche, 1999)—simultaneous 

creep and fatigue damage could therefore be expected to accelerate total damage

21



accumulation. In contrast, bone cement creep is due to molecular rearrangements 

and, according to Verdonschot and Huiskes’ hypothesis, may decelerate damage by 

relaxing stresses. However, this hypothesis only considers one direction of interac

tion, i.e. the effect of creep on fatigue damage accumulation. Damage accumulation 

is likely to affect creep also by altering local stresses in damaging regions. Deci

sive investigation of the overall effect therefore requires fully coupled creep-damage 

models.

2.3 .4  R esidual stress and th e  in itia tion  o f dam age

Residual stress is a common problem in manufacturing PMMA components (Kine 

and Novak, 1987) and early evidence of its existence in bone cement was reported by 

Kusy (1978). If residual stresses are large enough, in particular for a porous cement, 

they may initiate microcracks.

There are two main sources of shrinkage in curing bone cement. Firstly, a volume 

change of approximately 20% occurs as the liquid polymerises to a solid. However, as 

bone cement is a two phase mixture of MMA and PMMA beads this volume change 

is not as large as might be expected. It depends on the ratio of liquid monomer 

to  polymer beads—shrinkage for typical liquid-powder ratios is approximately 7%. 

Secondly, due to the exothermic nature of the polymerisation reaction, there is a 

significant therm al shrinkage during coohng to  ambient tem perature. These can be 

considered as separate phenomena since the first is associated with the formation 

of bonds while the second is associated mainly with therm al deformation of already 

formed polymer chains. The therm al expansion coefficient for a cooling cement 

mass has been measured to  be in the range 7-9% °C“ .̂ However, at what time the 

cement becomes capable of supporting stress is not certain because of the rapid 

molecular changes occurring during the reaction. [Kine and Novak (1987), Ahmed 

et al. (1982a)].

Initial a ttem pts to model residual stress generation around hip prostheses were 

based on therm al shrinkage from peak tem perature (Huiskes, 1980). This analysis 

predicted peak tensile hoop stresses of approximately 3.5 MPa. However, Ahmed
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et al. (1982a) proposed that the cement became capable of supporting stress at the 

onset of the rapid temperature rise. In the second part of their study, Ahmed et al. 

(1982b) used a constitutive model for a biphasic hardening material to simulate 

stress generation during both thermal expansion and contraction. They predicted 

peak tensile hoop stresses of approximately 2 MPa. Mann et al. (1991) predicted 

higher stresses but assumed only thermal shrinkage from a uniformly distributed 

peak temperature. In a physical model of the femoral side of a hip replacement, 

McCormack and Prendergast (1999) measured significant levels of microcracking 

around pores before any external loads had been applied and hypothesised that 

shrinkage stress was the cause.

Using fibre-optic Bragg sensors embedded in curing cement, Whelan et al. (2000) 

did not measure any shift in grating wavelength attributable to strain until after the 

peak temperature had been reached. This supports the hypothesis of stress-locking 

at the time of the temperature peak. Using a similar heat generation model to 

Huiskes (1980) and a bilinear thermal expansion response, the strain of the grating 

was simulated in a finite element model of the same test (Lennon et al., 2000)^. 

Relatively large shrinkage strains (> 4 me) were measured and predicted in this 

homogeneous sample. Because of the constraints imposed by bonding with the 

interfaces in a femoral replacement, significant shrinkage stress could therefore be 

expected. Application of a later development of this numerical model to a physical 

model of a femoral replacement, in which damage prior to external loading had 

been measured, showed that shrinkage stress could interact with porosity to initiate 

damage for the case of shrinkage from peak temperature (Lennon and Prendergast, 

2002)3.

2.4 Fatigue damage accumulation

From the description given in Section 2.3 above, it is evident that bone cement un

dergoes fatigue damage accumulation and that this is one of the reasons for failure 

of hip replacements. Damage is initiated around pores by polymerisation-induced

^This paper is included in Appendix A, pp. 167
^Included in Appendix A, pp. 168
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RVE

A<j = sum of damaged areas

A =area of undamaged 
( cross-section

I
D = const D = 0

(a) (b)

F igure 2 .8 . (a) Definition of damage as a reduction in cross-sectional area for  
a given RVE. (b) Strain equivalence: effective stress, a , is the stress required 
to produce the equivalent strain, e, in an identical but undamaged specimen as 
is observed in the damaged specimen.

shrinkage stress. It accumulates under mechanical load to cause failure of the fixa

tion.

2.4.1 D escription of the dam aged state

Two questions immediately arise in describing a damaged state:

1. What measurable physical property best describes the damaged state?

2. To what extent does this measurement depend on direction of observation?

Chaboche (1987) lists measures of the damaged state as follows: microcrack area 

or void volume of a representative volume element (RVE), remaining life, density 

change, resistivity change, acoustic emission and/or changes in sound velocity, and 

changes in elastic properties (e.g. stiffness). Although direct measurement of cracks 

or voids is often only possible through destructive testing, the concept of reduction 

of net cross-sectional area or crack/void density, see Fig. 2.8(a), is both common 

and intuitive; see for example the papers of Davison and Stevens (1973), Budiansky 

and O’Connell (1976), Krajcinovic and Fonseka (1981), Murakami (1983), Onat and 

Leckie (1988), Singh and Digby (1989), Kachanov (1992), and Radayev (1996). The 

damage variable may also be introduced as an operator in a mapping between the 

response of the undamaged and damaged materials. A common form is an effective
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uts ' ~
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F igure 2 .9 . Stress-cycles to failure curve illustrating typical quantities pro
vided from fatigue tests: Nf  is no. cycles to failure for an applied stress a,
<̂ uts is the ultimate tensile strength of the undamaged specimen, n is the num
ber of cycles elapsed at the applied stress without having reached failure, is 
the endurance limit, if one exists, at which the specimen can undergo cycling 
indefinitely, and Ur is the remaining life (i.e. Ur =  N f — n).

stress corresponding to a fictional stress required to cause either an equivalent strain 

or strain energy density for an undamaged material (see Fig. 2.8(b) and Cordebois 

and Sidoroff, 1983, Simo and Ju, 1987, Voyiadjis and Kattan, 1992). These measures 

are useful when actual crack distributions or recorded strain data exist but this is 

often not the case for fatigue.

Fatigue data is often presented as a relationship between applied stress, a, and 

average lifetime at that stress, Nf .  Therefore, fatigue damage can be expressed as 

a function of remaining life, n^, or life fractions at a particular stress level, n / Nf ,  

deterioration in ultimate tensile strength, or decrease in endurance limit â , 

see Fig. 2.9 for illustration of nomenclature, and Miner (1945), Chaboche (1977), 

Manson (1979), Fatemi and Yang (1998) for examples.

To illustrate the potential effect of direction of observation on measured damage, 

consider the case of spherical versus ellipsoidal voids. Spherical voids have the 

same projection regardless of the section taken through the RVE whereas ellipsoidal 

voids will not. This, and the requirement of invariance under changes in frames of 

reference in constitutive theories, has led to damage variables ranging from simple
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T able 2 .4 . Examples of varying degrees of anisotropy proposed and/or used 
in several studies.

Tensor rank Authors Description

0 (scalar) Chaboche (1977) Uniaxial fatigue

Lemaitre (1985) Ductile void growth

1 (vector) Krajcinovic and Fonseka 
(1981)

Oriented penny-shaped cracks

2 Murakami (1983) Intergranular creep cavity 
growth

Kachanov (1992) Micromechanical analysis of effec
tive properties of cracked elastic 
media

4 Chaboche (1983) Effective stress transformation 
using strain equivalence hypoth
esis

Simo and Ju (1987) Damage as operator for both ef
fective stress and effective strain 
transformations

8 Chaboche (1983) Discussed a formal requirement 
for an eighth order tensor to 
transform the fourth order elas
ticity tensor from undamaged to 
damaged state

scalars to tensors of varying rank, see Table 2.4. A further development of tensorial 

descriptions of anisotropy has been the use of series expansions of even ordered 

tensors (Onat and Leckie, 1988, Krajcinovic, 1996); although in theory these are 

infinite series, practical considerations usually limit the expansion to the fourth 

order tensor term.

2.4.2 Evolution of the dam age variable for com plex cyclic loading his

tories

Microcracks are not usually measured during fatigue tests so models for fatigue 

damage growth have had to rely predominantly on time-to-failure data. The first 

fatigue damage rule has been attributed to Palmgren (1924). Miner (1945) developed
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Figure 2.10. Illustration of load-sequence effects for High-Low (H-L) se
quence and Low-High (L-H) sequence (LDR =  Linear Damage Rule).

this into a Unear damage rule (LDR) and tested it in experiments on an aluminium 

alloy. Briefly, the linear rule (2.1) defines damage, Dj , at a particular stress level, 

(Ti, as the ratio of cycles accumulated at that stress level, n, , relative to the total 

number of cycles required to cause failure at the same stress, Nf.:

A  = ^  . (2.1)

Furthermore, it states that N  loading blocks of different stress levels for a given 

specimen can be linearly combined and should equal unity at failure (2.2):

However, for specimens subjected to alternating sequences of high stress (H) and 

low stress (L) loading blocks, large deviations from linearity occur (Manson, 1979, 

Halford, 1997, Fatemi and Yang, 1998). For metals, H-L sequences frequently result 

in '^rii /Nf^ < 1 (i.e. the LDR over-predicts the lifetime) while L-H sequences often 

result in > 1 (Fig- 2.10).

Many developments in fatigue damage modelling have focussed on addressing this 

problem. Fatemi and Yang (1998), in a comprehensive review, grouped departures 

from the linear damage rule into the following categories:

1. Two-stage (double) linear damage rule (DLDR) and nonlinear damage curve 

approaches (DCA). Both of the models presume that a separation of damage 

accumulation into crack initiation and propagation phases can be made.

N N

(2 .2 )
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1 'V

Figure 2.11. Examples of varying degrees of nonlinearity—LDR = Linear 
Damage Rule, DLDR = Double Linear Damage Rule, DCA = Damage Curve 
Approach, NLCD — Nonlinear Continuous Damage rule.

2. Life-curve modification methods—endurance hmit reduction and /or rotation 

of S-N curve between loading blocks,

3. Approaches based on crack growth concepts—application of fracture mechan

ics concepts to short crack and macrocrack propagation,

4. Continuum damage models—relate current damage and loading to damage 

growth as a nonlinear continuous damage (NLCD) model, and

5. Energy-based theories—relate hysteresis observed in strain energy to fatigue 

behaviour.

Fig. 2.11 shows some of these graphically.

Many of these models, although derived from different assumptions, can be ex

pressed in terms of life fractions, Ui/Nf.,  and hence can be represented as individual, 

or combinations of, damage curves with different exponents, a,

For example, (Chaboche and Lesne, 1988) proposed a differential formulation.

where a  is an exponent used to make damage and stress inseparable variables, om 

and a  are maximum and mean stress, respectively, for a cycle. M{a)  is a function

(2.3)

(2.4)
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F igure 2 .12 . Schematic representation of nonlinear evolution and linear ac
cumulation. The heavier line represents damage accumulated at the second 
stress. Notice that, in spite of the nonlinear evolution, the life fractions sum  
linearly to unity

used to describe the dependence of fatigue hmit on mean stress and /? is a material 

coefficient. Integration of (2.4), between D =  0 to D =  1, enabled them  to write an 

expression similar to (2.3); i.e.

They then illustrated, by suitable choice of the exponent function, a ,  an equivalence 

between this formulation and several others.

Although nonlinear evolution is a common feature of most of these models, it 

is not sufficient in itself to result in nonlinear accumulation of damage between 

different loading blocks, i.e. not sufficient to invalidate eqn. 2.2 (Chaboche and 

Lesne, 1988). Dependence on damage only, i.e. when the exponent does not contain 

any dependence on loading, will result in the same damage curve with respect to 

life-fractions and always result in summation to unity, just as for the LDR (see Fig. 

2.12). Nonlinear accumulation requires a dependence on stress levels in addition to 

existing damage in the function for damage evolution (Chaboche and Lesne, 1988). 

For a damage curve representation, this implies th a t the exponent, a , is a function 

of applied stress, i.e. damage growth is then a function of both existing damage and 

applied stress—this results in distinct curves for each loading (see Fig. 2.13). When 

accumulating damage from an earlier loading it is then necessary to do so from the 

point of equal damage on the curve for the current loading, resulting in a non-unity 

summation of life-fractions.

(2.5)
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Figure 2.13. Schematic representation of nonlinear evolution and accumula
tion; solid curves represent periods of application of each stress level.

Most fatigue damage accumulation models have been developed to describe uni

axial test data and so represent the evolution of a scalar damage variable. Extensions 

to multiaxial stress states have comprised two main approaches:

1. Functions of the invariants of the stress or strain tensor (reviewed in Lemaitre 

and Chaboche, 1994) to take account of dependence on equivalent shear stress 

amplitudes and mean hydrostatic stress,

2. Critical plane criteria, e.g. De-guang and De-jun (1998), formulated in terms of 

the amplitude of shear stress or strain occurring in the plane that experiences 

maximum shear during a cycle and incorporating a dependence on hydrostatic 

stress.

Another approach uses estimates of the elastic and plastic portions of the strain 

energy density for a cycle to relate the total mechanical cyclic strain energy density 

to fatigue life, e.g. Ellyin and Golos (1988). Since strain energy density can be 

formulated in terms of invariants of the stress and strain tensor this approach also 

incorporates sensitivity to shear components and mean or maximum hydrostatic 

stress. Lemaitre and Chaboche (1994) extended an earlier uniaxial fatigue model 

(Chaboche, 1977) to propose a framework for multiaxial fatigue using criteria based 

on the hydrostatic and von Mises stress to give a scalar damage growth equation; 

multiaxial damage was recovered from the scalar evolution equation using a fourth 

order tensor accounting for the predominant orientation of damage.
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2.4.2.1 Thermodynamic considerations for damage evolution

In selecting a suitable form for a damage rule, the branch of damage modelling 

commonly referred to as Continuum Damage Mechanics (CDM) applies principles 

of irreversible thermodynamics to develop admissible constitutive theories. A fun

damental assumption of these models is that damage^, V, corresponds to an in

ternal variable capable of describing the thermodynamic state of a material, e.g. 

Krajcinovic and Fonseka (1981), Cordebois and Sidoroff (1983), Murakami (1983), 

Lemaitre (1985), Simo and Ju (1987), Onat and Leckie (1988), Chaboche (1992), 

Bhattacharya and Ellingwood (1999). The Second Law of Thermodynamics, in the 

form of the Clausius-Duhem inequality, can be written

$  =  ^ lo c  +  ^ co n  >  0 , (2 .6 )

where $  is the total dissipation, ^loc is the local dissipation attributable to mechan

ical processes, and $con is the dissipation attributable to heat conduction. Further

more, the strong form of this inequality states that these dissipations must separately 

satisfy the inequality (Malvern, 1969); i.e.

$(oc > 0 and $con > 0 . (2.7)

The next assumption is that two functions can be used to describe the thermody

namic state and complementary evolution of the internal state variables. Firstly, 

the Helmholtz free energy, ip, of the system is used as the thermodynamic potential 

for an isothermal process and is assumed to be a function of the observable and 

internal state variables, e.g. Malvern (1969), Lemaitre and Chaboche (1994). For a 

material with damage this corresponds to

=  , (2 .8 )

where e, small strain tensor^, and 9, temperature, are the observable state variables 

and the only internal variable corresponding to an irreversible process is damage, V.

^The symbol V  is used to signify that no tensorial nature has been assumed and to differentiate 
it from subsequent notation

®The following notation is adopted for tensor quantities: scalars are upper- or lowercase normal 
typeface {a, A, a),  vectors are normal typeface with an overhead arrow ( v ) ,  second order tensors 
are lowercase bold {t, r), and fourth order tensors are uppercase bold (T)
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A more general form is often used to account for other irreversible processes, such 

as plasticity, in addition to damage, e.g. Cordebois and Sidoroff (1983), Murakami 

(1983), Krajcinovic (1983), Lemaitre (1985), Chaboche (1987), Simo and Ju (1987), 

Onat and Leckie (1988), Bhattacharya and Ellingwood (1999). The thermodynamic 

forces associated with changes in the internal variables can be w ritten

where cr is the Cauchy stress, p is the mass density, s is the specific entropy, and y  

is the associated thermodynamic force for damage (Lemaitre and Chaboche, 1994); 

the minus sign is arbitrary and corresponds to  the intuitive assumption th a t damage 

releases energy from the system.

Having identified the thermodynamic force associated with damage, a function to 

describe damage evolution is required. Two approaches are commonly found in the 

literature: (i) postulating a dissipation potential and (ii) construction of a damage 

surface. In the first approach, dissipation is assumed to be governed by evolution 

of the internal variables so th a t a complementary potential of dissipation, 0, can 

be hypothesised as a function of the flux of the irreversible variables. The internal 

variables themselves may also be included as parameters, denoted by quantities 

following the semicolon: (Murakami, 1983, Krajcinovic, 1983, Lemaitre, 1985):

0 =  0 ( 1) ;  6,0, P )  . (2.10)

As the evolution of the internal variables are of interest it is preferable to obtain the 

dissipation potential in terms of the thermodynamic forces. Such a dual dissipation 

potential, 0*, can be constructed by means of a Legendre-Fenchel transform ation 

(Germain et al., 1983, Lemaitre and Chaboche, 1994)

(t>* = cp*{y-, e,e,v) , (2 .11)

where only local dissipation has been considered. Damage evolution is then ex

pressed as

(2-12)

In the context of generalised forces and fluxes (Malvern, 1969, Germain et al., 1983, 

Krajcinovic, 1983) the contribution to dissipation from damage evolution can be
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considered as y V  so that, to satisfy the strong form of the Clausius Duhem in

equality (2.7), V  must be non-negative. An example of an explicit postulation of a 

dissipation potential for fatigue with subsequent derivation of the evolution equation 

can be found in Cheng and Plumtree (1998).

In the second approach, a damage criterion, / ,  is proposed as

f { y , V)  = y - K { V ) < 0 ,  (2.13)

where K  {V) is the critical value that y  must reach before damage growth can occur 

and additionally is a function of the damage state (Simo and Ju, 1987, Chaboche, 

1992); if V  is tensorial of rank > 0, then this criterion function implies a surface. A

function of the local dissipation and the damage criterion can be constructed as

F  = y v - X f ,  (2.14)

where A is a Lagrange multiplier (Voyiadjis and Kattan, 1992). A hypothesis of 

maximum dissipation (Simo and Ju, 1987) implies that d F/ d y  =  0 to give

dF ^  ; 5/  ^

= A ^ .  (2.15)

From (2.13) d f f d y  =  1 so that the Lagrange multiplier is identified as V.  To 

prevent damage growth during unloading the following conditions,

! > > 0 ,  / ( J ^ ,P )  < 0 ,  and V f { y , V)  = 0 ,  (2.16)

known as the Kuhn-Tucker relations, are imposed, see e.g. Simo and Ju (1987) and 

Chaboche (1992). This framework thus implies that V  is always positive so that 

the second law is satisfied as long as is positive. Other dissipative processes can 

also be introduced into this framework using extra criterion functions, i.e. /j, and 

Lagrange multipliers, Â , for each dissipative process, e.g. Voyiadjis and Kattan 

(1992). An example of a fatigue evolution equation developed in similar fashion to 

this approach can be found in Xiao et al. (1998).

Development of a constitutive model thus involves construction of these functions 

in a suitable form such that the First and Second Laws are satisfied. Additionally
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the principles of Determinism of Stress, Locality, and Material Frame Indifference 

(Objectivity) along with material symmetry constraints must be satisfied (Malvern, 

1969, Germain et al., 1983, Gummert, 1999). A benefit of these continuum dam

age models is that they provide a natural framework for incorporating other dam

age processes by the introduction of extra internal variables, such as creep damage 

(Chaboche, 1999).

2.4.2.2 Interactions (nonlocality) in damage evolution

For dilute concentrations of damage little or no interaction between the stress fields 

around microcracks occurs and the damage can be considered local (Krajcinovic, 

2000). However, the aim of a damage theory is to predict the onset of localisation 

of damage to a specific region, initiating a critical flaw in the specimen, and to 

describe the subsequent failure process. At high density the interactions of stress 

fields between cracks can no longer be neglected. This can lead to stress shielding or 

amplification relative to the dilute case (Chudnovsky et al., 1987, Kachanov, 1987 

1992, Krajcinovic, 2000). This has led to difficulties with numerical implementations 

of damage models. Instances of both mesh sensitivity and numerical instability have 

been reported in finite element models (Benallal et al., 1988, Bazant and Pijaudier- 

Cabot, 1988). A solution to this is to impose localisation limiters, such as a lower 

bound on the finite element size or the introduction of nonlocal descriptions of the 

state variables (Bazant and Pijaudier-Cabot, 1988, Belytschko and Lasry, 1988). 

However, possibilities can generally be classified as (Belytschko and Lasry, 1988):

1. Integral limiters—state variables include an integral over a finite surrounding 

domain within the discretisation (mesh in finite element analysis),

2. Differential limiters—gradients of state variables are included in the local def

inition of the variables,

3. Rate limiters—time dependence is built into equations.

Bazant and Pijaudier-Cabot (1988) proposed an integral limiter for damage only 

with local elastic behaviour, having concluded from an earlier study that this was
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F igure 2 .14 . Relationship between distribution of rupture strengths and dam
age tolerance for a parallel bar model, (a) Weibull distribution of link rupture 
strengths for two values of the Weibull shape parameter a; k =  individual link 
stiffness, Um is the displacement at maximum force, and fr is the rupture force 
of a given link. Increasing values of a  imply decreasing bandwidth of rupture 
strengths, (b) Corresponding force displacement curves; F =  total force of the 
bundle and K  =  stiffness of bundle. Adapted from Krajcinovic (1996).

sufficient. Saanouni et al. (1989) also used an integral limiter, of exponential type, 

to show that equivalent results to macroscopic fracture approaches could be attained 

for brittle fracture. They also achieved better comparison with experimental results 

of ductile failure than for a global approach. Belytschko and Lasry (1988) have im

plemented a gradient limiter for strain while Costa Mattos and Sampaio (1995) have 

used the gradient of a scalar cohesion variable, representing damage, to formulate a 

thermodynamic model.

2.4.2.3 Stochastic effects in damage accumulation

Krajcinovic (2000) has postulated that damage can be driven by the interaction of 

stress concentrations with randomly distributed regions of poor cohesive strength 

in the material. He further hypothesised that the type of distribution can influence 

the damage process—materials with a wide bandwidth of barrier strengths exhibit 

damage tolerance while materials with narrow bandwidths of barrier strengths are 

liable to unstable damage growth in the presence of long range stress. For example, 

in a parallel bar model Krajcinovic (1996) showed that bundles of nearly identical 

rupture strengths failed in a characteristically brittle manner (Fig. 2.14). This
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was because most of the bars reach their failure value almost simultaneously and 

so could not sustain much more deformation after the peak force was reached. On 

the other hand, bundles with a wide bandwidth of rupture strengths accumulated 

damage much earlier and over a much wider region, causing a ductile-like response. 

This behaviour was defined as ‘damage-tolerant’ as specimens sustained larger and 

more stable deformation beyond the point of peak force (Fig. 2.14). Noting that 

the statistics of the microstructure is almost never considered, Krajcinovic identified 

the inclusion of the statistical nature of damage as an area still in need of significant 

research effort.

Methods to include stochastic effects have used mainly probability functions and 

Monte Carlo simulations. Probability density functions have been used to describe 

the distributions of rupture strengths (Krajcinovic, 1982) and probability of failure 

at a given strain (Breysse, 1990) in parallel bar/spring models for elastic brittle and 

elasto-plastic brittle failure. A similar procedure has been applied to the rupture of 

fibers in composites using random number generators to assign the distribution (Diao 

et al., 1997, Xia and Curtin, 2001). Zavattieri and Espinosa (2001) used Veronoi 

grids to generate finite element models of different grain microstructures. They 

also used a Weibull distribution for both interfacial failure strengths and fracture 

toughness of cohesive interface elements between the grains. The model was applied 

to brittle fracture during plate impact. Laz and Hillberry (1998) used Monte Carlo 

simulations to generate random initiating fiaw sizes and predicted failure fives using 

a deterministic fatigue crack growth model. Lassen and S0rensen (2002) have used 

both Monte Carlo simulations and Markov chains to simulate stochastic fatigue 

fracture in welded joints. Muc and K§dziora (2001) have used a fuzzy set analysis in 

combination with finite element analysis to analyse the variability in energy release 

rates due to geometrical and mechanical parameters for cross-ply laminates.

2.4.3 Coupling of elastic properties w ith damage

For damage accumulation involving the nucleation and propagation of cracks and 

voids, the change in response can often be observed as nonlinear load-deflection
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behaviour attributable to softening of the material as the effective load carrying 

capacity reduces. Since practical analysis of engineering components most often ne

cessitates a relationship between loads and deformations, the constitutive modelling 

of stress-strain behaviour of damaging materials has been a subject of much interest. 

Two approaches dominate the literature:

•  Micromechanical models—direct consideration of microcracks followed by in

tegration (homogenisation) over the representative volume element

•  Effective continuum models—consideration of the effective (fictitious) loads 

and/or deformations required to achieve an equivalent state  in an undamaged 

body

2.4.3.1 Micromechanical models

Micromechanical models decompose the potential energy of a body, II, often ex

pressed as complementary energy, into energy of the elastic matrix, 11°, and the 

change in energy attributed  to the introduction of microcracks, where the

superscript cr denotes cracking, see Budiansky and O ’Connell (1976), Kachanov

(1992), Lawn and Marshall (1998). This can be expressed as

n  =  n°  + : <7 + An" ’’ , (2.17)

where cr represents a uniform (average) stress acting on the RVE, is the compli

ance tensor for the elastic matrix without cracks, and represents contraction of 

tensors over two indices.

In addition to  decomposition of energy, average strain, e ,  can also be split into 

m atrix and crack strains (e.g. Horii and Nemat-Nasser (1983)):

e  =  e °  -I- ,

1 f  I
where / -  {u n + n  0  u) d S  , (2-18)

and is the total volume of cracks, is the combined surface of all cracks, u 

is the displacement field, n  are crack normals, and (8) represents the tensor (dyadic)
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product. Differences in particular approaches lie in their estimation of A 11^, which 

can be represented as the following:

= - ( T : e ^  = -.a , (2.19)
2 2 ’  ̂ ^

where H  represents a compliance tensor that incorporates the integrated effect of

all cracks within the RVE. For example, Horii and Nemat-Nasser (1983) solved for

crack comphance upon substitution of (2.18) into the strain-stress relationship for 

the crack:
1 /■ 1777 /  - { u ® n - \ - n < ^ u ) d S  = H \ c r .  (2.20)

An alternative proposal by Kachanov (1992) takes the form

H  = , (2.21)

where i imphes individual cracks, and 6 is a second order tensor relating a uniform 

traction vector on the crack surface to average crack opening displacement (explicitly 

derived from crack geometry using elliptic integrals). Substitution of (2.19) into 

(2.17) implies that the effective compliance of the material containing microcracks 

can be obtained by addition:

C  = C° + H  . (2.22)

These relationships were proposed for the case of non-interacting cracks and hence 

are applicable for dilute crack concentrations (Kachanov, 1992, Horii and Nemat- 

Nasser, 1998). Kachanov (1992) proposed that the dilute case could be used at 

higher crack densities, even with significant interactions, provided there was no bias 

towards an amplifying arrangement of closely spaced collinear cracks or a shielding 

arrangement of widely separated rows of stacked cracks. Crack interactions have 

been introduced into the effective moduli by approximation techniques such as the 

Self-consistent Scheme (SCS) and Differential Scheme (DS). Both of these involve 

the insertion of a representative crack into a matrix with the effective moduh cal

culated from the non-interacting case (Kachanov, 1992, Horii and Nemat-Nasser, 

1998). Interactions are thus incorporated by simulating a reduced stiffness for the 

surrounding material.
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2.4.3.2 Effective continuum models

Approaches based on the concept of an effective (fictitious) undamaged medium 

exhibiting some form of equivalent response have been introduced in section 2.4.1 but 

their implications for elastic properties of the material were not reviewed. Two forms

that have been proposed are: (i) strain equivalence (Chaboche, 1983, Lemaitre, 1985,

Simo and Ju, 1987) and (ii) strain-energy equivalence (Cordebois and SidorofF, 1983, 

Voyiadjis and Kattan, 1992). Strain equivalence implies that the effective stress is 

the stress required to produce the equivalent strain in an identical but undamaged 

specimen as is observed in the damaged specimen. Mathematically this can be 

expressed as (Chaboche, 1983)

cr =  E  : e (2.23a)

and a- = E  : e , (2.23b)

where E  is the elasticity tensor of stiffness coefficients, E  is the effective elasticity 

of the damaged material, and a  is the effective stress. Writing (2.23a) in terms of 

the equivalent strain and substituting into (2.23b) leads to the concept of a damage 

effect tensor, M:

a  = E : E ~ ^  : a  = M  :<T . (2.24)

Chaboche (1983) used a homogenisation solution for systems of parallel cracks to 

find an expression for E  and defined a damage tensor, £>, and the resulting damage 

effect tensor as

D  = I  - E  : E - ^  — > M = { I -  D)-^  , (2.25)

where I  is the fourth order identity tensor. This gives

E  =  { I - D ) : E .  (2.26)

In general E  may not be symmetric so that a symmetrisation scheme is needed, see 

Chaboche (1999). A fourth order damage tensor thus represents the lowest order 

tensor that can directly operate on the stiffness tensor (Chaboche, 1999). However, 

many strain equivalence models have been used for isotropic or uniaxial damage 

and have assumed a scalar damage variable, e.g. Lemaitre (1985) and Bhattacharya

39



and Ellingwood (1998). Ju (1990) showed that such an assumption resulted in a 

constant Poisson’s ratio for a damaging material, which he noted was not always the 

case. Through a micromechanical analysis, Ju found that the general form could be 

recovered using an isotropic form of D  instead of a scalar.

Strain energy equivalence, a concept that has been attributed to Sidoroff (Voyi- 

adjis and Kattan, 1992), imphes both an effective stress and effective strain of the 

undamaged medium that gives rise to an equivalent strain energy to that of the 

damaged medium;

=  (2.27)

where

cr =  E  : e and a  =  E  : e , (2.28)

which allows equivalent forms to be expressed in terms of either stiffness or compli

ance:

E  \ e : e =  E  : e \ e =  C  : a  : a  — C  \ cr ■. a  . (2.29)

Consideration of the equivalence in terms of stiffness gives

Ê ^̂  : e =  Ê ^̂  : e (2.30a)

^ €  =  ; E- !̂'  ̂ : e . (2.30b)

This suggests a fourth order damage tensor in terms of effective stiffness of the form;

D  =  I  -  1e ‘'̂ ; . (2.31)

If a damage effect operator is assumed to transform the Cauchy stress to its effective

counterpart as

a  =  M  . a  (2.32)

then suitable manipulation yields

C  =  M ^  - . C - . M  and E  =  M~^ ; E  ; . (2.33)

[Cordebois and Sidoroff (1983), Voyiadjis and Kattan (1992), Skrzypek (1999), 

Chaboche (1999)].
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Unlike the strain equivalence theory developed by Chaboche (1983), Cordebois 

and Sidoroff (1983) did not define a fourth order damage tensor directly in terms of 

the stiffness change but instead chose a second order tensor and introduced damage 

into the constitutive relations through a symmetrised effective stress:

«T =  (1 -  • o- • (1 -  , (2.34)

where 1 is the second order identity tensor and d  is a symmetric second order 

damage tensor. This can be represented using a damage effect tensor as (Voyiadjis 

and Park, 1997)

M^.ki = (Sik -  {Sji -  , (2.35)

where 5ij is the Kronecker delta. Several other symmetrisation schemes have been 

developed for the effective stress and their resulting representation as damage ef

fect tensors; see Voyiadjis and Park (1997) for a review and explicit expressions. A 

limitation of such an approach is that orthotropic damage is the highest degree of 

anisotropy that can be represented. However, Kachanov (1992), in a micromechani

cal investigation, has shown that deviation from orthotropy can often be neglected, 

in particular for dilute crack concentrations.

Other equivalence principles that have been proposed are stress equivalence 

(Simo and Ju, 1987) and total energy equivalence (reviewed by Skrzypek, 1999). 

Stress equivalence implies an effective strain to produce the nominal stress mea

sured in the damaged specimen. Total energy equivalence defines energy in terms of 

the work done by external tractions. This allows energy from inelastic deformation 

to be included in addition to the elastic energy.

2.4.3.3 Active/passive unilateral condition

A major difficulty in modelling behaviour of damaged materials is accounting for 

the change in response that occurs when cracks close due to changes in the direc

tions of loading. Several approaches have tried to account for this in constitutive 

models. Krajcinovic and Fonseka (1981) included explicit description of the microc

rack distribution using vectors to track crack normal strain. Murakami (1988) used 

decomposition of the stress tensor into tensile and compressive components in the
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principal stress coordinate system. Simo and Ju (1987) used spectral decomposition 

of the strain tensor for tensile principal strains.

Chaboche (1992) reviewed several models of these types and found that each 

exhibited either discontinuities in stress response upon closure or loss of symmetry 

in the stiffness tensor. Subsequently, Chaboche (1993) proposed a model using a 

spectral decomposition of the strain and stiffness tensors. Using the principal planes 

of the damage tensor to define a fourth order projection tensor for each principal 

damage, the normal strain and stiffness for each damage plane could be decomposed; 

closure of cracks could thus be monitored through each decomposition of the strain 

and used to activate the stiffness for that plane. This model was shown to retain 

symmetry as well as avoiding the discontinuous stress response.

2.5 Sim ulation o f dam age accum ulation in hip replacem ent

Several damage accumulation models have been introduced into finite element anal

ysis of cemented hip replacement. A review of them is presented in this section. 

The purpose is to identify shortcomings in the work published to date and thereby 

focus on factors that have yet to be included in such investigations.

Verdonschot and Huiskes (1995) developed an anisotropic damage algorithm for 

bone cement and applied it in an axisymmetric finite element model of a prosthe

sis surrounded by a cement mantle. The algorithm was based on a second order 

damage tensor with damage growth governed by the Palmgren-Miner linear damage 

rule. Elastic coupling was introduced using a vendor-supplied crack option in the 

finite element code (MARC, MSC Software, USA). A crack closure option was also 

available. This algorithm was subsequently applied to a realistic bone geometry to 

estimate the distribution of cement damage around hip prostheses with normal bone 

properties and with a layer of degraded bone around the cement (Verdonschot and 

Huiskes, 1997b). This was done for prostheses that stay bonded to the cement and 

those that debond. The practical result of this study was that a debonded prosthesis 

was very sensitive to the properties of the surrounding tissue (Fig. 2.15).
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F igure 2 .15 . Total damage accumulated in cement around a hip prosthesis 
predicted by Verdonschot and Huiskes (1997b) for four conditions: bonded to 
cement, bonded to cement with a degraded bone layer surrounding the cement, 
debonded from cement, and debonded from cement with a degraded bone layer 
surrounding the cement. Damage was calculated as the sum of the principal 
values of the damage tensor for each integration point and summed over all 
cement integration points.

Colombi (2002ab) developed a similar algorithm and applied to a 2D finite el

ement model of an implanted femur. In addition to the Palmgren-Miner rule, a 

nonlinear damage evolution equation was used:

D  =  1 -  (1 -  Do)V l + m no (2.36)

where Dq is damage at the beginning of a loading block, n is the number of cycles 

for the block, and m  and c are constants from an S-N curve of the form:

log Nf  — —m  log cr +  log c — > Nf = c jo^  . (2.37)

Although eqn. (2.36) describes nonlinear evolution, it can be seen by replacing 

with 1/A /̂, i.e.

D =  1 -  (̂ (1 -  ^  ■*” , (2,38)

that there is no stress dependence when the equation is expressed in terms of life- 

fractions. For a two-step test, damage accumulated from the first block, 0 — Di, 

will be
n i

=  1 -  1 -

N h

1
l+ m

(2.39)
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The second block, Di ^  1, is then
1

Nf,.

Cancelling and raising to  the power 1 +  m enables the term  inside the large brackets 

to  be equated as
1

U2  \

Substituting (2.39) for Di gives

N f J  \ N f , .

Cancelling and raising to the power 1 +  m again shows th a t this results in linear 

accumulation, as expected:
Til ri2

1 -

Nn Nf,

Colombi (2002ab) introduced effective elastic properties using an elastic energy 

equivalence assumption. For the linear damage rule coupling was introduced only 

when damage reached completion for an integration point (called the elasto-brittle 

algorithm in the study). For the nonlinear model coupling was implemented for 

partially damaged points at every tim estep in addition to  the point for which the 

tim estep was computed to cause failure (denoted the continuous damage algorithm). 

Crack closure was reported to be a feature of the coupling but details of the mech

anism were not included. The elasto-brittle algorithm was found to  predict much 

higher damage growth than  the continuous damage algorithm (Fig. 2.16). Both 

algorithms gave unrealistically early predictions of failure of hoop support in the 

cement—2.7 milhon and 6.9 million cycles, respectively. This corresponds to ap

proximately 1 and 2 years according to Colombi’s hypothesis, taken from Seedhom 

and Wallbridge (1985), of 3 million cycles per year.

Stolk et al. (2003) developed a nonlinear damage growth equation in combination 

with a Maxwell creep model and then confirmed the model against da ta  obtained for 

uniaxial specimens cycled in tension. The nonlinear damage evolution for a single 

level test was described by
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F igu re 2 .16 . Mean damage accumulated in cement layer predicted by Colombi 
(2002b) for  elasto-brittle and continuous damage algorithms. Principal dam
ages were added for each integration point and summed over all integration 
points. This was averaged by the number of integration points and the number 
of dimensions.

and for variable loading history was

Substituting the values for a two-step test, Z?o =  0 —> Dj —> £>2 =  1, into (2.41) 

shows that this also represents linear accumulation; this was to be expected since 

there is no dependence on stress level in the damage curve (2.40). They applied 

the algorithm to predict damage evolution around two prosthesis designs, Lubinus 

SPII and Miiller Curved, as an example of a pre-clinical test. The main result of 

the study was that their creep-damage accumulation algorithm could differentiate 

between different prosthesis designs to give the same survival ranking as found in 

the Swedish Hip Registry (Fig. 2.17).

Because of the complexity of Stolk et al’s simulations (simultaneous incorpora

tion of creep, damage and implant-cement frictional contact) a number of simplifi

cations were made to accelerate convergence and minimise the number of timesteps.

1. Elastic coupling was only introduced when a critical rupture value was reached. 

This was motivated by experimental evidence that very little change of Young’s 

modulus occurs in bone cement during fatigue tests up to fracture. Upon at

taining the rupture value, a full loss of stiffness was introduced by increasing 

the relevant coefficients of the compliance matrix to very large values. Some

(2.41)
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Figure 2.17. Total damage predicted by Stolk et al. (2003) in the cement layer 
of two different prosthesis designs, Lubinus SPII (Lub) and Miiller Curved 
(MC); Lub =  thick line and M C =  thin line.

stiffness was retained to avoid convergence difficulties which meant that sepa

rate checks had to be enforced to ensure that cracked integration points were 

not allowed to sustain stress.

2. Crack closure was not incorporated. Based on previous studies (Verdonschot 

and Huiskes, 1995 1997b) they assumed that little or no crack closure would 

occur for constant loading conditions. However, they noted that crack closure 

may become important because the cement layer of a hip prosthesis is subject 

to a wide variety of loadings. It should also be noted that the presence of initial 

damage from some source other than the applied loading, e.g. shrinkage, may 

also result in cracks located in regions of compression.

3. No initial damage was included in their model. This also meant that cracks 

were unlikely to be located in regions of compressive stress upon loading.

4. The rupture criterion was reduced from a value of Dc =  0.95, used in earlier 

studies (Verdonschot and Huiskes, 1995 1997b), to Dc =  0.75. This avoided 

the need to search for rupture on the most nonlinear portion of the damage 

curve and thus eliminated very small timesteps. As this value represented 0.93 

of the life-fraction according to their scheme, it was felt to be an acceptable 

compromise between computational efficiency and accuracy of modelling the 

damage history.
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2.5.1 Differences in published m odels

Since each of the above models accumulate damage linearly from separate loading 

blocks, the main differences lie in the modelling of elastic properties of the damaged 

cement and the degree of nonlinearity of the evolution. Although no variability was 

implemented for the cement damage mechanism, some sensitivity to other factors 

was considered in each study. The following conclusions can be drawn from the 

parameter studies of previous work:

1. Verdonschot and Huiskes (1997b) concluded that a debonded prosthesis in

creased the damage accumulation rate in the cement, in particular when the 

surrounding bone support was reduced.

2. Colombi (2002a) performed a sensitivity analysis for cement modulus, interface 

friction coefficient between prosthesis and cement, and prosthesis modulus. 

Results indicated that fatigue lifetime was most sensitive to prosthesis subsi

dence. Any parameter variation that increased subsidence tended to decrease 

the lifetime, in particular the prosthesis cement friction coefficient. However, 

the inverse relationship did not hold, i.e. subsidence was not found to be 

sensitive to damage. This led Colombi to conclude that clinically observed 

subsidence could not result from cement damage alone.

3. Stolk et al. (2003) found that increased damage was predicted for the implant 

that was shown to perform inferiorly in the Swedish Hip Registry. In a parallel 

study they found that four different prostheses could be ranked according to 

revision rates found in the Swedish Hip Registry (Stolk et al., 2001).

2.5.2 Deficiencies in previous m odels

None of the published models capture the variabihty inherent in hip prosthesis per

formance. Therefore, the abihty to predict outlying behaviour that leads to the 

most critical early failures has not been achieved with these methods. Also, the 

use of linear damage accumulation rules, even when nonlinear evolution is included, 

is likely to overestimate hfetime for specific load-sequences occurring as the stress
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distribution changes within the damaging cement. The presence of initial damage is 

not included in any of the above studies and is likely to affect both lifetime estima

tion as well as potential crack opening/closing. Furthermore, not modelling crack 

closure of the damaged cement is justifiable only in the presence of constant loading 

conditions and in the absence of pre-load damage—neither of these assumptions 

hold true in reality. Realistic estimation of lifetimes will require the introduction of 

variable loading histories (e.g. walking, stair chmbing, occasional stumbling) which 

is hkely to invoke the unilateral condition of crack opening/closure.

2.6 C oncluding remarks

Mechanical degradation of the cement has been implicated in several failure scenar

ios for total hip replacements. Fatigue damage has been shown to accumulate as 

distributed regions of microcracking around stress concentrations such as pores and 

inclusions. The initiation of damage has been observed prior to external loading of 

the cement and is most likely related to thermal shrinkage and porosity. Clinical 

preparations of bone cement are subject to significant variability, caused mainly by 

air entrapment during preparation. This variability is already high in laboratory 

fatigue studies and is likely to be at least similar in vivo.

Sophisticated models exist to predict failure of components that are prone to dis

tributed microcracking. Important issues in constructing such models are decisions 

concerning the form of the damage growth rule, the relationship of damage to the 

elastic properties of the material, inclusion of stochastic features, and limitations 

caused by numerical implementations. In particular, incorporation of stochastic ef

fects has been highlighted as one feature that may be instrumental in achieving more 

realistic simulations of damage accumulation in cemented hip replacement. A fur

ther issue for describing fatigue of such materials is the possibility of load-sequence 

effects, which may arise when separate loading periods of widely varying amplitude 

occur.

A number of studies have attempted to model fatigue damage accumulation in 

bone cement. All have used damage rules that result in linear accumulation, i.e.
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no load-sequence effects. Porosity and initial damage have yet to be included in 

such models—their predictions are thus deterministic, and may not account for the 

most serious early failures seen in clinical studies. Only one of the models has 

been compared with experimental failure lives (Stolk et al., 2003). Quantitative 

comparison of spatial damage distributions has not yet been attempted. Results 

of these previous studies are nonetheless encouraging as they show that damage 

accumulation is sensitive to factors such as creep, quality of surrounding tissue, 

and prosthesis design. This implies that incorporation of damage accumulation 

in simulations may be useful in comparing the performance of different prosthesis 

designs during pre-clinical testing.

In this thesis, the author presents the results of several years of research di

rected towards inclusion of physical features into models of damage accumulation 

in cemented hip replacement. These include porosity, pre-load damage, and crack 

closure effects. Addition of these features extends the modelling capabilities of engi

neers to more realistic predictions of hip prosthesis failure and will also be applicable 

to other cemented joint replacements.
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3.1 Overview

The approach taken was to develop a computational scheme to include those ne

glected features of cement damage accumulation that are likely to have a bearing on 

lifetime, and to test that computational scheme against experimental results. For 

these tests, an experimental model was devised to create conditions similar to those 

encountered in the femoral side of total hip replacements.

3.2 Theoretical development

The following features were included in the scheme: (i) load-sequence effects, (ii) 

variable porosity distributions, (iii) existence of pre-load damage, (iv) crack closure 

capability, due to possibility of pre-load cracks occurring in regions of load-induced 

compression, and (v) residual stresses and their relaxation over time.

3.2.1 Nonlinecir dam age grow th

Damage is assumed to grow according to a damage curve determined experimentally 

by Murphy (2001). The damage curve is expressed in terms of a life fraction, n/Np,  

and a maximum stress dependency is introduced through an exponent, a\

P =  5.6, and 7 =  2.73. It should be noted that Murphy obtained these curves from 

direct microscopic measurements of crack growth in fiat uniaxial dog-bone specimens 

cycled at three stress levels (0-9.76, 0-11.11, and 0-15 MPa), see Murphy and 

Prendergast (2002). Damage, D, represents the total length of all cracks at a given

a linear curve is predicted for a stress level of 8.33 MPa while the highest stress level

case (Fig. 3.1). However, below 8.33 MPa damage grows almost instantaneously 

to a significant level (Fig. 3.1). Furthermore, at a value of cr =  /? the exponent is

(3.1)

where

(3.2)

time normalised by the length of cracks at failure. Examination of (3.2) shows that

from the study (15 MPa) shows considerable nonlinearity with respect to the linear
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Figure 3.1. Nonlinear damage curves according to the damage curve model 
proposed by Murphy (2001). Note the very rapid rise in damage for very 
low stresses— as no data existed for this region to support such behaviour, the 
minimum exponent was limited to the linear case.

zero, implying instantaneous rupture. Clearly this unphysical situation could not 

be allowed in the computational model. Therefore, the exponent, a  {a), was not 

allowed to be less than one in the com putational implementation of this model.

The minimum value, a  =  1, was chosen as it corresponds to the well known 

Palmgren-Miner Rule, which works well for high cycle fatigue of many materials.

Nonlinear accumulation can be shown by first casting the expression in differen

tial form and then integrating over the loading blocks of a two level test. Differen

tiating with respect to the number of cycles gives the damage growth rate as

For the first block, (3.4) can either be rewritten in integral form and integrated 

between the limits 0 ^  and 0 ^  n i to give the damage accumulated for the first 

level, or obtained directly from (3.1).

where a \  =  a{cri). In applying the limits for the second integration, the elapsed 

cycles for the first step cannot simply be chosen. If the low stress comes first, then 

the elapsed cycles might be higher than  the failure life at the new stress. This

o;(cr) = --------  ; a > (3 + ^  and
7

a{a)  =  1 ; 0 <  a <  (3 +  . (3.3b)

(3.3a)

(3.5)
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Figure 3.2. (a) Illustration of damage curves for two stress levels expressed in 
terms of actual elapsed cycles rather than life-fractions. Notice that use of the 
elapsed cycles at point A would cause instantaneous failure when transferring 
to the curve of the new stress level, (b) This can be overcome by moving to a 
point of equivalent damage, B, on the second curve and defining the equivalent 
elapsed number of cycles to cause this damage. Point C corresponds to failure 
of the specimen.

implies th a t damage jumps instantaneously to a value in excess of failure, see Fig. 

3.2a. This unsatisfactory situation can be overcome by assuming tha t, in moving 

from one curve to another, a point of equivalent damage must be chosen a t each 

stress level (i.e. moving from A to B in Fig. 3.2b)—it is this procedure th a t leads 

to the load sequence effect. Hence,

D i =
rii

iV.Fi

Ql n eq \  oc2

N,F2
(3.6)

where is the hypothetical number of elapsed cycles at the second stress to cause 

the equivalent damage on the second damage curve.

Damage accumulation for the second level must then start from this equivalent 

time, represented by the following integration:
f'nl‘‘+ A n  ^ 0 2 - 1/•D2 rn-/ = /J D i JnX^

a2-

+  A n
N.F2

Q2

dn

For cycling to failure at the second stress the accumulation.

1 =
n eq

+
A n

N f2

(3.7)

(3.8)

(3.9)

can be seen to be linear only in terms of the equivalent life fraction from the previous 

step. Using (3.6) to substitute the actual life fraction from the first step into (3.9),
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Figure 3.3. Nonlinear accumulation for a two-level test compared with linear 
accumulation used by Colombi (2002b) and Stolk et al. (2003).

the life fraction for the second stress level can be expressed as

damage curves of Fig. 3.1 shows tha t, in contrast to the case for metal fatigue, it 

is a low-high (L-H) stress sequence th a t causes the more detrim ental accumulation 

of life fractions to less than  unity (Fig. 3.3). This can also be observed by following 

the load sequence through OABC in Fig. 3.2b.

3.2.1.1 Multiaxial damage growth

The damage curve from the previous section only accounts for uniaxial damage. 

A direct extrapolation to three dimensions can be made by applying the uniaxial 

model to each tensile principal stress direction and assuming th a t damage growth is 

a function of both stress, and existing damage normal to  th a t stress. This assumes 

th a t the damage tensor is rotated to  a coordinate system coaxial with the principal 

stresses.

For a given state of damage, d, the normalised eigenvectors^, e^, of the stress 

tensor, cr, were used to generate a rotation m atrix of direction cosines from

where the superscript ‘cr’ implies the principal stress coordinate system and is

(3.10)

A graph of this function for alternate sequences of the stresses used to produce the

(3.11)

the j th  base vector of a global coordinate system used for the finite element analysis

^symbol ‘ “ ’ denotes a unit vector
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(Bathe, 1995). Rotation of the damage tensor to the principal stress axes was 

achieved using the matrix transformation

(3.12)

In the general case of non-proportional loading or rotating principal stress during a 

cycle, a critical plane approach was used. Damage was allowed to grow in the tensor 

components normal to tensile principal stresses in principal stress planes defined at 

the moment of maximum principal stress for the cycle, i.e.

where An is the number of cycles applied for the current loading block and the su

perscript implies referral to a principal stress coordinate system occurring for

the maximum principal stress of the cycle. Off-diagonal components were therefore 

assumed not to increase. For the general case of rotating principal stress directions 

during a loading block, as opposed to a cycle, account must be taken of the rota

tion of principal stresses in applying the damage growth equation. Skrzypek (1999) 

proposed the following form for an objective damage rate tensor:

principal stress, and s is a second order skew symmetric spin tensor due to rotation 

of principal stress directions. The total damage at the end of a cycle increment. An, 

is then

Finally, the resulting damage was rotated back to the global coordinate system using 

the following matrix transformation:

-max (3.13)

1= 1

= d — d F - 8 — s^ d (3.14)

where d is the multiaxial form of (3.4), e f  is the base vector with respect to the zth

d{n + An) = d{n) + An .
dn

(3.15)

[d] = \r<̂ Y[d ]̂ [r1 (3.16)
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Figure 3.4. (a) Example of distributed nature of crack measurement—because 
only surface damage can be measured, the damage parameter could not be 
directly related to net section loss, (b) Signal from displacement transducer 
for first and last data samples of a uniaxial test. As specimen is in load 
control, the similar cyclic range implies little change in stiffness during testing. 
Change in scales between beginning and end of test is due to creep. Data 
provided courtesy of Dr. Bruce P. Murphy.

3.2.2 Coupling of elastic properties w ith dam age

Many continuum damage models couple the damage variable with elastic properties 

of the material. The damage variable used in this study was based on a normalisation 

of summed crack length at a given time with respect to the summed crack length 

at failure. Also, the crack measurement of Murphy (2001) was performed over an 

exposed surface rather than a load resisting cross-section, see Fig. 3.4a, so it is not a 

direct representation of net section loss. Therefore, it is not strictly a crack density 

measurement as used in micromechanical models. Furthermore, cyclic displacement 

data for a given specimen exhibited little change between the beginning of testing 

and just prior to rupture (Fig. 3.4b). Therefore, continuous coupling through strain 

or energy equivalence was not necessary and it was decided to couple damage with 

stiffness loss only on reaching the rupture state, i.e. when a given principal damage 

reached unity. Nonetheless, this still requires a constitutive model based on one of 

the procedures described in section 2.4.3.

Coupling of elastic properties with damage was introduced using an assumption 

of elastic energy equivalence. This had the advantage of producing a symmetric
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effective stiffness tensor with a straightforward transform ation from a second order 

damage tensor. The 4th order damage effect tensor, M ,  was constructed from 

the 2nd order principal damage tensor, where superscript d imphes referral to 

a coordinate system corresponding to the principal damage axes, as the following 

tensor product (Voyiadjis and Park, 1997)

M,,u =  {Sit -  {Sj, -  (3.17)

which has the m atrix form^

[M] =

\

^ “̂ 22 
0

0

0

0

 ̂ ‘̂ 33
(3.18)

Because the principal damage tensor is used to generate this matrix, there are no 

non-zero ofT-diagonal components. Recalling (2.33), stiffness of the damaged m ate

rial in the principal damage coordinate system was expressed as

E  = M ~ ^  : . (3.19)

Assuming the undamaged material is isotropic, the m atrix form of (3.19) can be 

expressed as
/

E
Qi 0

0 Q2
(3.20)

where

[ Q i ]  -

/

{Q2] -

{ 1 - d i ^ f E u

0

0

column vector storage of a symmetric second order tensor with indices transforming ac
cording to 11 ^  1; 22 —► 2; 33 —» 3; 12, 21 —► 4; 23, 32 ^  5; 13, 31 —► 6 was used in this 
study.
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Eu  =
Eu

il + u ) i l - 2 u ) '  {l + u ) { l - 2 u ) '

E =  Young’s modulus, and u =  Poisson’s ratio.

-£'44 —2{l + u) ’

Having introduced the stiffness loss due to a crack in the principal damage plane, 

it was then necessary to rotate the stiffness back to the global coordinate system in 

which the finite element calculations were carried out. A rotation operator can be 

constructed from the eigenvectors of the damage tensor, ef ,  as

■
(3.21)

A larger rotation matrix can then be constructed to transform the stiffness matrix 

back to the global coordinate system, see e.g. Cook et al. (1989)

|s i  =  |B] E IR], (3.22)

where

\R] =
( \ 

7̂ 11

^21 ^ 22

(3.23)

[^ii] =

2 ^2 ,2 ^
^12 ^13

2 ^2
21 ^22 ^23

2 ^2
31 ^32 ^33 )

[7̂ 12] =

[n^i] =

2rnr2i 2ri2r22 2ri3r23

2r2ir3i 2r22r32 2r23r33

2riir3i 2ri2r32 2ri3ra3

/
/  \r\iri2 ri2ri3 rnri3

’’21?'22 2̂2̂ 23 r2ir23

ŷ 31?'32 ?"32?"33 ’’3l’"33 J

\

, and

'^ri2r2i +  rnr22 ri3f22 +  n2r23 ri3r2i +  rnr23^

[7̂ 22] — ’"22?'31 +  ^"21?'32 ’'23’’32 +  ?'22’'33 ’^23?'31 + ’’2 l ’'33

»'12?'31 +  ^11?'32 ’'13’'32 +  ?'12’'33 ^13?'31 +  ^ 'll’"33y

3.2.3 Dam age activation/deactivation

To allow restoration of stiffness normal to a damage plane on crack closure, the 

spectral decomposition of strain and stiffness proposed by Chaboche (1993) was
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implemented. First, for a given principal damage vector, e f ,  a 4th order projection 

tensor can be constructed as

(3.24)

The spectral decomposition of the strain tensor with respect to a given principal 

damage plane can be represented as

=  P i  : e  . (3.25)

In writing the matrix form of (3.25) the strain tensor is written in the form of en

gineering strains, i.e. { 7 }^ =  {en , £22, £33, 2 ei2 , 2 c23, 2 e3i} , which gives the following 

form for the projection matrix:

{7i} = [Pi] {7} , (3.26)

where {7 ,} is the projection of engineering strain for the zth principal damage di

rection and

(  A 0*0 0 0  Q t 0» Q ^

\Pi] =

a^b a^bc a^c

a'̂ b̂ b̂ b̂ ĉ ab^ b^c ab'̂ c

b̂ c-̂ abc^ bc^ ac^

2a?‘b 2ab^ 2abc^ 2a%^ 2ab^c 2a%c

2a?bc 2b^c 2bc^ 2ab‘̂ c 2b^c^ 2abc^

2a^c 2ab^c 2ac^ 2a^bc 2abc? 2a^c^

(3.27)

where {a, b, c} are the coefficients of e f .  This needs to be evaluated for each principal 

direction that has ruptured.

The effect of this transformation is best understood by consideration of the 

simplest case of a principal damage direction that is coaxial with one of the global 

reference axes. For example, consider the case =  {1 ,0 ,0 } .  Evaluation of (3.27) 

leaves only the o'* term and substitution into (3.26) gives

{ 7 i r  =  {eii, 0 ,0 ,0 ,0 ,0} . (3.28)

Thus, it can be seen that the projection operator can be used to extract the strain 

normal to a crack once the crack normal is known. In general, this operation is
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used for crack directions not aligned with a global axis. In this case one can use the 

invariance of the trace operator to determine the normal strain, i.e.

n̂n =  Tr{P,  ; e)

Chaboche (1993) proposed that the unilateral condition could be modelled as

6

E  = E  + J ^ H  { - T r  {Pi ; e)) : Pi
1 = 1

(3.29)

where E  is the original undamaged stiffness tensor referred to the global coordinate 

system and H{ ) is the Heaviside function (equal to zero for positive normal strain 

and one for negative strain). The corresponding matrix form can be expressed as

\E] =  [£) + ^  / /  (-Tr([P ,]{7})) ([£] -  [£ |)  [Fil . (3.30)
i=l

Returning to the previous example of e f  =  {1,0,0} and substituting = 1 

into (3.20) gives

[£] -  [E] =

The projection contained in (3.30) is thus

£̂ 11 E\2 E\2 0 0 0

E\2 0 0 0 0 0

E\2 0 0 0 0 0

0 0 0 E 4 4 0 0

0 0 0 0 0 0

0 0 0 0 0 E 4 4

(3.31)

/

[ P .f  ([£] -  [£]) [P.l =

1̂1

V

0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0

(3.32)

Therefore, the effect of the projection operation is to restore only the stiffness normal 

to the crack plane when closure occurs.
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D(n)

An

Figure 3.5. Illustration of overprediction by Newton-Raphson scheme for  
curve of continuously increasing slope. Intersection of the tangent line with 
the desired damage, i.e. D = 1, provides the cycle increment. This cycle 
increment corresponds to D ^  1. A t higher stresses this overprediction could 
become severe enough to cause numerical instability.

3 .2 .4  T im estep  prediction

As elastic coupling was introduced only at rupture, the stress tensor was independent 

of the damage state until rupture occurred, i.e. principal stresses could not rotate 

during damage accumulation. This meant th a t a tim estep to cause failure in a t least 

one integration point could be implemented. However, one complication remained. 

The principal damage axes may rotate under conditions of constant loading when 

existing principal damages are not coaxial with principal stresses. Furthermore, 

the stress dependent nonlinear evolution will cause some components to accelerate 

relative to one another. When added to the existing damage this results in a change 

in the orientation of the principal damage axes. As time to failure was based on 

what coordinate system it was calculated in, the rotation of principal directions 

required th a t rupture had to be checked in a  new coordinate system. Because of 

the stress dependent nonlinearity, the rate of this rotation was not constant and 

would be difficult to predict a priori. This made it necessary to use an iterative 

scheme to find the timestep. The choice of iteration scheme was governed by the 

type of nonlinearity exhibited by the model. As the slope is continuously increasing, 

analogous to a hardening force-displacement behaviour, a Newton-Raphson scheme 

can severely overpredict the timestep, see Fig. 3.5. For this reason a bisection 

algorithm was employed (Fig. 3.6) which offers a robust solution scheme once an 

interval containing the solution has been found.
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(1 - tol) < dc<̂  < 1

(  Exit with An )

Calculate principal 
dam ages, dj<̂
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Bisect increm ent 
An = Any + 0.5(Ano-Any)

C alculate trial An 
An = Min(Np| - nj®P)

Rotate [d] to [d®] 
calculate nj®P for each  direction

dc'  ̂< 1 : U ndershoot 
Ahu = An 
An = 2An

dc'^ > 1 : O vershoot 
Ann = An

Undershoot: Any = An O vershoot: Ann = An

Figure 3.6. Algorithm for calculating cycle increment, A n , to cause failure 
for an integration point.

Upon rotation of the existing damage to the coordinate system defined by the 

principal stresses, the number of cycles required to create the equivalent damage 

at the current stress level is calculated for each of the normal damages (i.e. diag

onal components of matrix). A trial timestep is estimated from the minimum of 

the remaining lives for the three directions. In order to use bisection, an interval 

containing the root must first be found. If the trial step does not cause a damage 

greater than unity (undershoot) the timestep is increased until a value in excess of 

one (overshoot) is achieved. Steps not causing overshoot are used to narrow the 

interval. Once the interval is identified, it is bisected until the target principal dam

age falls within a specified tolerance of the desired value, causing an exit from the 

subroutine. This process is repeated for every integration point that belongs to a 

cement element. On completing a pass of all the cement integration points, the 

minimum timestep is chosen.
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Figure 3.7. Illustration in 2D of a pore that had larger size than the region 
within an element immediately surrounding an integration point. Excess pore 
volume was divided amongst neighbouring points that lay inside the hypothet
ical pore radius.

3.2 .5  G eneration  o f p orosity  d istr ib u tion s

All aspects of the damage accumulation scheme presented above are deterministic. It 

was decided to incorporate porosity because most of the evidence from fatigue studies 

of bone cement strongly suggest that porosity is the major source of variability. 

Monte Carlo simulation was used to attribute porosity to the cement in a given 

finite element model using an algorithm based on random number generation.

Two parameters were used to control the type of porosity generated: mean poros

ity (% volume) and pore radii. A random number generator was used to produce 

a standard normal distribution for each parameter with the same number of data 

points as there were cement integration points. Each of the generated distributions 

were scaled and offset to match standard deviations and mean values specified by 

the calling program. The mean porosity distribution was used to define whether or 

not a pore existed at an integration point by specifying a tolerance about the mean 

value and checking whether the value for that point lay within that tolerance. For 

points that were assigned a pore, the pore volume was calculated by retrieving its 

radius. To allow pores to occupy volumes incorporating more than one integration 

point, pores were allowed to populate regions occupied by neighbouring integration 

points (this required the setting up of volumetric search buckets before this subrou

tine was called). When a pore was generated that was larger than the portion of 

an element occupied by an integration point (integration point volume was taken 

as the determinant of the Jacobian at that point for a linear element), the excess 

volume was divided amongst the neighbouring integration points (Fig. 3.7). These
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Figure 3.8. Algorithm used to assign porosity to cement integration points.

points were then excluded from further searching. On completing a pass through 

the cement, the total volume fraction of pores with respect to the volume of cement 

was calculated. If this value fell within two standard deviations of the desired mean 

porosity, the volume fractions for each individual point were stored and the subrou

tine returned control to the calling program. A mean total pore fraction outside the 

desired range caused the tolerance used to define whether or not a pore existed at a 

given point to be either widened or narrowed, depending on whether the mean fell 

below or above the range. This algorithm is summarised in Fig. 3.8.

In order to cause interaction between porosity and damage accumulation, it was 

necessary to couple porosity with elastic properties. In this way a stress raising effect 

could be achieved to accelerate damage, in addition to accounting for the stiffness 

reduction that pores would have on the loaded cement. This coupling was achieved 

by considering pores as isotropic damage tensors, and removing the capability of 

crack closure. Porosity tensors were generated for cement integration points by 

setting the normal (diagonal) components equal to the volumetric fraction of a pore
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for each point:

(3.33)

where Vp is the pore volume and Vip is the integration point volume; other compo-

matrix, replacing with pu, which was then used in generating element stiffness 

matrices. Upon solution of the global finite element calculations, the effective stress 

was calculated by first evaluating the effective strain and then substituting into 

equation 2.28, i.e.

where Mp  implies a damage effect operator for porosity.

3 .2 .6  R esidual stress, dam age in itia tion , and stress relcixation

In the paper by Lennon and Prendergast (2002)^, it was found that residual stress 

could initiate the damage accumulation process by forming pre-load cracks in porous 

bone cement. Although residual stress would raise the stress within the cement in 

the early part of the implant hfetime (results of the aforementioned study indicated 

stresses around pores may reach values of up to 24 M Pa), they relax over the longer 

term. That such relaxation occurs was found in a Moire interferometry study (see 

Lennon et al., 1999)^. Thus, a more complete interaction of residual stress with 

damage accumulation should include its amplification in the presence of pores and 

subsequent relaxation.

Shrinkage stresses were included in the computational scheme using the method

ology described in Lennon and Prendergast (2002). Briefly, a temperature dependent

heat generation model for polymerising bone cement was applied in a transient ther

mal finite element analysis. Upon determining the peak temperature achieved for 

each cement element, a reference temperature, to be used in a thermoelastic cooling 

to ambient temperature, was defined for that element.

Resulting shrinkage stresses, including the amplifying effect due to pores, were

®See Appendix A, pp. 168 
^See Appendix A, pp. 179

nents were set to zero. Equation 3.20 was then used to calculate the effective stiffness

e =  Mp  ̂  : e and cr =  E  : e , (3.34)
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calculated according to

=  M p : < r \ (3.35)

where the superscript s denotes quantities due to shrinkage. However, this could

transferred across crack faces. This was avoided by calculating the effective strain 

due to shrinkage stresses, e ,̂ as

Calculating the residual stress at a later timestep using the damaged stiffness tensor, 

E , would then prevent tensile stresses across cracks since, by definition, E  removes 

the stiffness for those planes under conditions of positive strain. Note that the 

effective strain could not be directly computed from the finite element strains of the 

thermoelastic analysis. As the stiffness reducing effect of porosity was not included 

in the constitutive model of the cement, application of =  M ~ ^  : e® would simply 

reduce the strain predicted from the already stiffer homogeneous cement, resulting 

in a decreased stress in the presence of a pore.

Damage initiation was achieved by comparing the principal values of the effective 

shrinkage stress to the ultimate tensile strength of the cement. Guts- Thus, initial 

damage for each integration point was calculated as

3.2.6.1 Stress relaxation

Stress relaxation was included using a linear viscoelastic model for a time depen

dent relaxation modulus (McCrum et al., 1988). Effective stiffness at time, t, was 

expressed as

where £̂ oo is the fully relaxed stiffness, E q is the unrelaxed stiffness, and is a 

stress relaxation time constant. Stresses were assumed to relax to very small values 

with respect to their original values in the long term; hence E^o = 0.01£^o was used. 

A relaxation time of 450,000 s results in relaxation of ~  55% at 100 h and ~  73%

not simply be added to load induced stresses as it would allow tensile stresses to be

(3.36)

(3.37)

(3.38)
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at 1 week, which is comparable to values found in the literature (Huiskes, 1980, 

Yetkinler and Litsky, 1998). However, this is for bone cement at 37.5°C. For other 

temperatures, 6, the relaxation constant, Trg, was assumed to vary according to

Tj-g (^Tro 1 (3.39)

where Tr̂  is the relaxation constant at a reference temperature and a is calculated 

from the Arrhenius equation;

AH
a = exp

R
1 1
e~Fo (3.40)

where A H  is the activation enthalpy of the relaxation, R  is the Universal gas con

stant, and do is the reference temperature for r̂ o (McCrum et al., 1988).

3.2.7 Summary of com putational scheme

Calculation of the stress and strain fields was performed using the finite element 

method. A generic storage format for unstructured grids used by the Visualiza

tion Toolkit (VTK; Kitware, Inc., USA) was chosen as the file format for the finite 

element mesh. A separate file was then used to store element type data, mate

rial properties, nodal restraints, applied loads, and solution/convergence controls. 

Simulations of damage accumulation started by reading in these two files, see Fig. 

3.9. An assembly strategy was adopted, with global arrays allocated based on data 

from the two input files; a symmetric profile-in skyline storage scheme was used to 

reference entries in the global stiffness matrix. A porosity distribution was then 

generated as described in section 3.2.5. If inclusion of residual stress was specified 

in the input file, shrinkage stresses were read in for cement nodes and interpolated 

to the integration points of elements defined by those nodes. Initial damages were 

then calculated for those integration points with porosity, as described in section 

3.2.6. Applied loads were then retrieved from the input file and used to generate 

a loading vector, / .  Some simulations required frictional contact modelling so that 

a capability for ramp loading had to be included by splitting the applied load into 

increments.
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Figure 3.9. Sum m ary o f f in ite  element a lgorithm  fo r  s im ula ting  damage ac
cum ulation in  bone cement. D a rk  boxes indicate portions o f the a lgorithm  
described in  previous sections.
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A Newton-Raphson iteration scheme was used to increment displacements until 

equilibrium was achieved. An out-of-balance (residual) load vector, r, was calcu

lated as the difference between the applied load and the internal nodal restoring 

loads generated by the displacement increment (for the first iteration of the first 

timestep this amounted to the full load increment). The global stiffness matrix was 

then assembled as a function of the total displacement (this was due to the unilateral 

condition of opening and closing cracks as well as the need to include contact). A 

vendor provided symmetric skyline solver (Compaq Extended Math Library double 

precision symmetric skyline driver routine, DSSKYD) was used to calculate the dis

placement increment due to the residual load vector for a given iteration. A new 

residual was then calculated based on the prediction for the total displacement. The 

same subroutines used in calculating the integration point stiffness matrices when 

forming the global tangent stiffness were also used to calculate integration point 

stresses when forming the internal nodal load vectors. Discontinuities in the force- 

displacement response, due to crack opening/closing and contact, often resulted in 

oscillatory behaviour or slow convergence when only Newton-Raphson predictions 

were used—a line-search procedure was therefore used to augment convergence be

haviour. Upon convergence, either the load was incremented (if the load was being 

ramped to the applied load), or the solution loop was exited (if the full load was 

already being applied).

Calculation of effective stresses (section 3.2.5), including relaxation of residual 

stresses if necessary, preceded timestep prediction according to the procedure de

scribed in section 3.2.4. Stress relaxation was applied only to the residual stress 

calculation as the relaxation constant was much greater than the duration of a load

ing cycle; this allowed any viscoelastic effect on the calculation of cyclic stress to be 

effectively neglected. Thus, the N-R procedure was only applied to the loading for 

the fatigue portion of the test as this was essentially independent from the slowly 

diminishing internal load due to residual stress relaxation. Damage tensors for all 

cement integration points were then updated for the new timestep (section 3.2.1.1). 

Points near failure were allowed to rupture in addition to the point for which the
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timestep was predicted (a value of D >  0.95 was used as the rupture criterion); this 

reduced the number of timesteps required in a simulation and avoided very small 

timesteps. Results for the current tim estep were stored in a VTK binary file format. 

Some additional da ta  (total porosity fraction, volumes experiencing specified ranges 

of stress, to tal number of cracks, and the trace of integration point damage tensors 

summed over all cement integration points) were also stored in an ASCII format 

file. Time was incremented until either unstable displacement behaviour occurred, 

or a maximum time limit was exceeded.

3.3 D evelopm ent o f the experim ental m odel 

3.3.1 Features o f  m odel design

In designing the model, the main objective was to expose the cement layer so th a t 

quantitative measurement of damage accumulation could be made. At the same 

time, it was necessary to retain the most im portant geometric and loading features 

of a femoral hip replacement. The model presented here is a development of the one 

used by McCormack and Prendergast (1999) to investigate damage accumulation 

due to flexural loading. It consists of a proximally curved prosthesis encased be

tween layers of cement and strips of cancellous bone th a t are, in turn, held between 

two aluminium covers (side-plates); these offer structural support in a manner sim

ilar to  tha t provided by cortical bone (Fig. 3.10a). ‘W indows’ in the side-plates 

(Fig. 3.10b) expose the cement to allow direct observation of cracks. Features of 

the real system included were interdigitated cement-bone interfaces, achieved with 

the cancellous bone strips, and a trochanter-like process enabling the attachm ent of 

a muscle load through a lever. Prostheses of two surface roughnesses were manufac

tured: grit blasted (m att), with mean Ra =  2.12 f i m ,  and polished, with mean Ra 

=  0.04 f xm,  see Fig. 3.11 for a photograph of each surface finish. Surface roughness 

was measured with a Zygo (Zygo Corp. USA) white light interferometer over 5 lo

cations on each prosthesis within an area measuring 0.18 mm x 0.13 mm. Strength 

of the implant-cement interface is derived from both  specific adhesion (molecular 

interactions) and mechanical interlock, with the la tter being the main contributor
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(a) (b)

Figure 3.10. (a) Exploded view of the experimental model used for the study 
of damage accumulation around a femoral prosthesis under flexural loading, 
(b) Photograph of view through cutouts showing layered structure and silhou
ettes o f pores.

Polished

Figure 3.11. Photograph of surface finishes used in the study.
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F igu re 3 .12 . Photograph showing polyethylene inserts used to prevent cement 
escape and to keep a continuous cement surface between prosthesis and can
cellous bone

to long term strength (Ahmed et al., 1984). Since mechanical interlock is a function 

of surface roughness, the polished prostheses were expected to debond to a much 

greater extent than the grit-blasted (matt) prostheses.

3.3.2 M odel preparation

Cancellous bone strips were formed from bovine rib bone. These had been cut to 

remove their cortical exterior and ground to give a uniform cross-section of cancellous 

bone for the length of the inside cavity of the aluminium covers. These strips were 

clamped to the inside walls while still wet, to allow them to achieve conformity 

when dry, at which time they were glued using epoxy resin. Polyethylene inserts 

were placed in the windows of the inner holder to prevent cement escaping during 

preparation, and to keep the cement surface contiguous with the exposed stem and 

bone surfaces (Fig. 3.12). Simplex Rapid cement was hand mixed for approximately 

60 s at 1 beat/s and then introduced into the cavity. This cement has the same 

composition as Simplex P bone cement without radio-opaque filler or antibiotic and 

is translucent so that stained cracks can be viewed by light transmission (McCormack 

and Prendergast, 1999). A second set of polyethylene inserts were placed in the 

windows of the outer holder and the specimen was allowed to cure in this state for 

24 h. Specimens were stored in a fume cupboard and were not tested until at least 

1 week after preparation.
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stemCrack

F igure 3 .13 . Photograph of optical comparator used for measuring cracks and 
a magnified view of a layer spanning crack as seen on the comparator screen.

3.3 .3  Crack counting  procedure

Dye penetrant was applied to the cement layers of each specimen before testing. 

This led to a conservative estimate of the number of cracks since only cracks which 

intersect the surface could be stained. An optical comparator with a x20 lens 

was used to project a magnified image of the cement surface onto a screen and 

each specimen was checked for cracks prior to testing (Fig. 3.13). Any observed 

cracks were traced onto acetate transparencies, which in turn had markings placed 

on them to allow referral to the comparator measurement system. If a crack was 

seen to extend below the surface, the focus was changed to assess the full projected 

length of the crack. All transparencies for each specimen were digitally scanned 

and thresholded to remove any background greyscale from the scanning operation. 

Image analysis was then used to calculate the position, length, and slope of each 

crack on an individual transparency; the results of all transparencies were referred 

to the comparator measurement system in order to assemble a complete spatial 

damage distribution for each specimen. The entire procedure was repeated for each 

specimen after testing.
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15° 55.9 mm

20 .2 °

Lever

Clamp

(a) (b)

Figure 3.14. (a) Schematic of the loading configuration used for fatigue test
ing of the experimental model; load A is applied via the actuator of the mate
rials testing machine and induces a jo in t reaction, J, at the prosthesis head- 
centre, and a muscle load, M, in the plates connecting the lever to the speci
men. (b) Photograph of specimen as mounted on the Instron materials testing 
machine.

3 .3 .4  L oad in g  an d  te s t  se t-u p

Prosthesis and muscle loading was applied simultaneously using a lever attached 

to the prosthesis head centre and the centre of the trochanter-like process of the 

aluminium holders, loosening could be observed (Fig. 3.14). The actuator of the 

materials testing machine was used to apply a load to an oil impregnated phosphor- 

bronze roller that could be adjusted to change the lever arm. Specimens were 

clamped in 12° adduction and a load was applied to the lever to produce a load of 

2.9 kN through the prosthesis head-centre at 20.2° to the long axis of the stem and 

an abductor load of 1.6 kN at 15° to vertical. The joint load corresponds to 4.2 times
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body weight, assuming a 70 kg body mass, and is comparable with measurements 

made by Bergmann et al. (1993). The abductor load (55% of joint load) is similar 

to that used by Burke et al. (1991) in a rig designed to simulate single leg stance. 

Specimens were tested at 5 Hz for 2x10® cycles (all specimens were tested in air 

at room temperature). Cyclic actuator displacements were monitored for 3 matt 

specimens and 5 polished specimens to assess if any

3.4 D am age accum ulation sim ulations

Two experiments were analysed; the uniaxial fatigue tests of Murphy and Prender- 

gast (2000a) and the tests on the experimental model described above in section 

3.3. The uniaxial fatigue results were used to investigate the relationship between 

porosity and fatigue life. Simulations of the fatigue tests performed using the ex

perimental model described in section 3.3 were performed to investigate damage 

accumulation under more realistic multiaxial stress states and interface conditions.

3.4.1 UnicLxial tension specim en

The aim was to generate S-N predictions for both hand-mixed and vacuum-mixed 

bone cement and to compare predicted failure lives with results of Murphy and 

Prendergast (2000a). As the damage accumulation model was dependent on a S-N 

curve (Sec. 3.2.1), this required a S-N curve for a pore-free cement. It was decided to 

estimate the S-N curve for the pore-free cement from the maximum values observed 

in the data for the less porous vacuum-mixed cement of Murphy and Prendergast 

(2000a). Three points that appeared to lie on a line of maximum life were chosen 

and a regression line was fitted to give the required S-N curve (Fig. 3.15 and Eq. 

3.41).

(7 = -6 .0 4  logioiVF + 53.46 . (3.41)

This line was not considered as a true prediction of maximum life of a pore-free 

cement since Murphy and Prendergast (2000a) found pores in all vacuum-mixed 

specimens in their study. Instead, it served as a device to investigate the hypothesis 

of a pore-free material and formed a common base for damage analysis of both hand-
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F igure 3 .15 . Raw data of uniaxial fatigue results of Murphy (2001) show
ing average regression curves fitted to hand-mixed and vacuum-mixed samples 
along with hypothetical pore-free curve. Only three of the stress levels (25, 
17.5, and 13 MPa) that appeared to lie on a distinct line of maximum life 
were used to estimate the pore-free curve.

mixed and vacuum-mixed preparations. Only three points (the 25, 17.5, and 13 MPa 

maocima) were used as these appeared to lie on the most extreme line possible in 

the data, as would be expected for a material with less, if any, critical defects - 

i.e. the 21 MPa specimen with the highest life may have had a more critical defect 

compared with the highest life specimens of the other three stress levels.

Elastic properties for the pore-free cement were taken from the lower end of 

reported values for Perspex/Plexiglas, i.e. a Young’s modulus of 2.8 GPa and a 

Poisson’s ratio of 0.33.

A mesh of the uniaxial test specimen was generated using the Ansys preprocessor 

(Ansys, Inc., Canons burg, USA) and converted to the file format required by the 

damage accumulation simulation (Fig. 3.16). Eight node hexahedral elements were 

used (total of 2,240 elements and 3,621 nodes) to represent the specimen. A uniform 

surface pressure was applied to the top face of the specimen to give the required 

nominal stress in the central section of a pore-free specimen. Nodes on the bottom 

face were restrained from motion in the vertical direction. Nodes defining the central 

axes of the restrained face were also restrained in the other two orthogonal directions 

to prevent rigid body motions.
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F igure 3 .16 . Mesh used for study of uniaxial fatigue damage accumulation. 
Selected nodal restraints are included to illustrate the boundary conditions for  
the model.

Eight simulations for each of four stress levels tested (25, 21, 17.5, and 13 MPa) 

were performed for each mixing method. Each of the 64 simulations had a different 

pore distribution generated by the methods described in section 3.2.5. As little data 

for the pore distributions obtained by Murphy and Prendergast was available, the 

values used to generate the pore distributions were obtained by a fitting procedure. 

Mean and standard deviation of total volume fraction of porosity as well as mean 

and standard deviation of pore radius were varied at one stress level (21 MPa). 

When similar maximum and minimum failure lives were predicted from a set of 

eight simulations the values were applied to the rest of the stress levels.

3.4.2 Experim ental m odel o f femoral replacem ent

The mesh used for the experimental model (Fig. 3.17) was also created from eight 

node hexahedra. To incorporate the potential for debonding of the prosthesis from 

the cement, contact elements had to be included. A surface-to-surface contact ele

ment, proposed by Beer (1985), constructed from underlying solid element faces at



Restraint

/

Figure 3.17. Mesh of experimental model used to study damage accumulation 
under conditions closer to a real femoral replacement. Selected nodal restraints 
are included to illustrate the boundary conditions for the model.

the interface was implemented in the finite element code. As the mesh either side 

of the interface had matching node and element patterns, no contact search algo

rithm was included—instead contact pairs were identified during pre-processing of 

the mesh. A symmetrised frictional model, used in an implementation of Beer’s ele

ment for modelhng debonding of femoral replacements (Hefzy and Singh, 1997), was 

used to account for friction. Contact detection was performed at integration points 

and a penalty method was used to account for discontinuous force-displacement be

haviour. Based on the normal gap and tangential slip, the element stiffness was 

calculated and assembled into the global stiffness matrix. The same elements were 

used to model bonded contact by applying constant normal and tangential stiff

nesses. Due to the penalty implementation, convergence was affected by values of 

the stiffness coefficients. Acceptable results compared with contact analysis of the 

same mesh performed using Ansys was found for a normal stiflFness of 1000 N/mm 

and a tangential stiffness of 10 N/mm (for fully bonded contact both coefficients 

were set to 1000 N/mm). A friction coefficient of 0.32 was used; this was deter

mined from a pin-on-plate sliding test using a polished Co-Cr-Mo pin against a
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Table 3.1. Elastic properties used in damage accumulation simulations.

Material Young’s Modulus (GPa) Poisson’s ratio

Prosthesis 200 0.30

Cement 2.8 0.33

Cancellous Bone 2 0.30

Aluminium 72 0.33

PMMA plate and was conducted in air®. In real joint replacements bodily fluids 

may provide lubrication to cause a reduction in the friction coefficient. However, 

the experimental model used in this study was only tested in air. Although other 

models exist, Coulomb friction has been widely used to simulate frictional sliding 

in contact between prostheses and cement (e.g Mann et al., 1995, Verdonschot and 

Huiskes, 1996) and has been found to give acceptable results when used to simulate 

push-out tests (Mann et al., 1991).

The mesh consisted of 3,404 nodes and 2,578 elements, including 468 cement el

ements and 312 contact elements between the prosthesis and cement, and prosthesis 

and aluminium. Nodes on the surfaces that were clamped in the real model were 

restrained from normal displacement. Applied forces were distributed among nodes 

at the points of contact with the shafts used to connect the lever to the specimen 

(Fig. 3.17). Elastic properties were assigned for a stainless steel, pore-free cement, 

average isotropic representation of cancellous bone, and a 7075 series aluminium 

(Tab. 3.1).

Previous work by Lennon and Prendergast (2002) showed that damage was ini

tiated before the commencement of fatigue testing and was potentially caused by 

the interaction of porosity and thermal shrinkage of the cement. A preliminary 

thermoelastic analysis was therefore performed according to the previously devel

oped method and the input file was altered to activate the relevant portions of the 

algorithm already described in sections 3.2.6 and 3.2.7.

Five tests were simulated for each of the interfacial conditions and simulations 

were halted once the elapsed time exceeded 2 milhon cycles. The effects of using 

^Dr.-Ing. M. Pfleiderer, De Puy Johnson and Johnson, U.K., personal communication
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T able 3 .2 . Summary of damage accumulation simulations

Model No. Tests Test time (cycles)

Uniaxial 25 MPa 2 x 8 To failure

Uniaxial 21 MPa 2 x 8 To failure

Uniaxial 17 MPa 2 x 8 To failure

Uniaxial 13 MPa 2 x 8 To failure

Experimental Model 
(Bonded—Monte Carlo)

5 2 X 10®

Experimental Model 
(Debonded—Monte Carlo)

5 2 X 10®

Experimental Model 
(Bonded—Deterministic)

1 2 X 10®

Experimental Model 
(Debonded—Deterministic)

1 2 X 10®

a deterministic approach were also investigated by performing one extra simulation 

for each of the interfacial conditions. For these simulations, the regression equation 

fitted to the average fatigue lives for the hand-mixed cement studied by Murphy and 

Prendergast (2000a) was used. To complete the deterministic approach, porosity, 

residual stress, and pre-load damage were removed. A summary of all simulations, 

including the uniaxial specimens, is presented in Table 3.2.
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4 .1  N u m er ica l s im u la tio n  o f  S -N  c u r v e s ........................................................................................ 81

4 .2  E x p e r im e n ta l m o d e l o f  fem o ra l r e p la c e m e n t .....................................................................  90

4.2.1 Dam age m ea su re m e n ts ...................................................................................................................  90

4.2.2 M igration m ea su re m e n ts ................................................................................................................ 99
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4 .4  R e c a p itu la t io n  o f  m a in  r e s u l t s ......................................................................................................... 115

4.1 N um erical sim ulation o f S-N  curves

Different pore distributions were obtained by varying both average volume fraction 

of pores and average pore radius. The hand-mixed specimens were characterised by a 

large number of small pores whereas the vacuum-mixed specimens were characterised 

by a few pores of relatively large radius (Figs. 4.1 and 4.2). An example of typical 

porosity distributions for a hand-mixed and a vacuum-mixed specimen are shown in 

Fig. 4.3. The values used to achieve these distributions, and the resulting average 

total specimen volume fraction of pores, are shown in Tables 4.1 and 4.2.

Porosity was seen to affect the initiation of damage accumulation differently for 

each mixing method. For hand-mixed specimens, damage always initiated from 

porosity, sometimes from several sites simultaneously (Fig. 4.4). However, vacuum- 

mixed specimens sometimes failed from the sites of nominal peak stress, predicted to 

be the point of tangency between the straight central section and the curved sections; 

these can be seen as the symmetric damage patterns in Fig. 4.5. In general, failure
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Figure 4.3. Photograph of typical porosity distribution for a hand-mixed and 
vacuum-mixed specimen. Translucency of the cement allows some visibility of 
sub-surface porosity. The hand-mixed specimen shows large amounts of both 
surface and sub-surface pores while the vacuum-mixed specimen contains a 
relatively large sub-surface pore in the lower half of the specimen and some 
smaller sub-surface pores in the upper half.

Table 4.1. Mean and standard deviation (S.D.) of porosity and pore radius 
used as input for each mixing method.

Hand-mixed Vacuum-mixed
Mean S.D. Mean S.D.

% Porosity 5.00 (2.00) 0.25 (0.125)
Radius (mm) 0.20 (0.60) 1.75 (0.05)

Table 4.2. Mean and standard deviation (S.D.) of total specimen volume frac
tion of pores for each mixing method achieved in the simulations. No radius 
data is presented as only pore volume fractions were stored in the simulations.

Hand-mixed Vacuum-mixed
Mean S.D. Mean S.D.

% Porosity 5.76 (2.02) 0.34 (0.10)
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Figure 4.4. Spatial damage distributions fo r  last stored timestep fo r  each hand-mixed specimen. Not a ll plots show complete rupture because 
results were stored in term ittently, due to storage lim itations. Plots fo r  such cases identify the crack leading to failure. A greyscale from  0 to 
1 is used to indicate damage averaged at nodes.
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occurred either within or near the gauge for both hand-mixed and vacuum-mixed 

specimens.

Considerable variabihty was observed for simulated failure life for both mixing 

methods (Fig. 4.6). This variability made comparison difficult as vacuum mixed 

specimens sometimes failed as early as some of the earliest hand-mixed failures. It 

should be emphasised th a t tuning of the model was limited to  prediction of similar 

maximum and minimum failure life at one stress level, 21 M Pa (see section 3.4.1). 

Given this, the similarity of the experimental and numerical results is noteworthy; 

to  quantify this, least squares regression lines were used to compare the overall fit 

of the data. Comparison of the regression lines fitted through each data  set show 

th a t similar S-N curves to those found experimentally by M urphy and Prendergast 

(2000a) were predicted for both hand-mixing and vacuum-mixing, see Fig. 4.7. The 

regression equations for the hand-mixed specimens are

Experiment a =  —3.761ogio N p  -h 34.95 , (4.1a)

Simulated a  =  —3.581ogio Njr +  33.19 , (4-lb)

and for the vacuum-mixed specimens are

Experiment a =  —2.861ogio N p  +  33.06 , (4.2a)

Simulated a  =  —2.991ogjo N p  -|- 33.97 , (4-2b)

where a  is the applied stress and N p  is the number of cycles to failure.

Significance tests were used to determine if the simulated da ta  could be statisti

cally discriminated from the experimental data. For such a test significance values 

of p > 0.05 would indicate tha t the results from experiment and simulations cannot 

be distinguished and higher p  values indicate a greater probability th a t the samples 

are similarly distributed. Direct comparison of average failure life a t each stress level 

for the simulated da ta  set with the corresponding experimental da ta  set shows th a t 

the experimental and simulated results form part of the same distribution, although 

some stress levels do not show as good agreement as others (Table 4.3). Therefore, 

the distributions were not statistically different from each other and the simulations 

provide predictions with similar variability as the experiments. Furthermore, equiv-
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Table 4.3. Mean and standard deviation (S.D.) o f failure life for each data 
set and significance (p) values for a Student’s t-test

Stress (MPa) HM-Exp HM-Sim P

Mean S.D. Mean S.D.

13 462,054 (398,793) 419,686 (318,887) 0.82

17.5 43,683 (26,058) 20,006 (31,839) 0.12

21 8,985 (6,398) 3,918 (3,690) 0.07

25 1,580 (868) 1,097 (532) 0.20

VM-Exp VM-Sim

13 2,628,680 (1,928,225) 2,652,430 (2,009,684) 0.98

17.5 333,132 (285,597) 503,379 (402,804) 0.35

21 23,841 (24,282) 46,329 (78,481) 0.45

25 20,631 (21,053) 26,961 (26,290) 0.60

alent or larger ranges in failure life were generally found for each stress level for 

experimental compared to simulated data, see Fig. 4.8.

Trends are not immediately apparent from the raw da ta  for either experimental 

or simulated da ta  sets. To more clearly show differences in average failure life, Mur

phy and Prendergast (2000a) proposed th a t regression hnes can be fitted through 

the average values for each distribution. Following this approach shows tha t the sim

ulated data  reproduces the increase in average fatigue life for vacuum-mixed cement 

specimens over hand-mixed specimens (Fig. 4.9).

4.2 E xperim ental m odel o f fem oral replacem ent 

4.2.1 Dam age m easurem ents

Large numbers of cracks were found throughout the cement before the application 

of any load (i.e. due to residual stress). They were found in both the m att and 

polished prosthesis groups, see crack distributions of Fig. 4.10. Damage was also 

found to accumulate in a distributed fashion during testing w ithout any obvious 

spatial pattern, see final crack distributions of Fig. 4.10.

The large variability in crack locations made it difficult to  observe any pattern
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P re-load Final Pre-load Final

(a) Matt specimen 1 (M l) (b) Matt specimen 2 (M2)

F igu re 4 .10 . Spatial crack distributions fo r  each o f the specimens tested before and after testing. F irst letter o f specimen label indicates
g  surface finish: M  = M att (grit blasted) and P  = polished.



P re-lo a d P re -lo a d FinalFinal

(c) Matt specimen 3 (M3) (d) Matt specimen 4 (M4)

Figure 4.10. cntd. Spatial crack distributions for each of the specimens tested before and after testing. First letter o f specimen label indicates 
CO surface finish: M  = Matt (grit blasted) and P = polished.



Pre-load Final

(e) Matt specimen 5 (M5)

Pre-load Final

(f) Polished specimen 1 (PI)

CD

Figure 4.10. cntd. Spatial crack distributions for each of the specimens tested before and after testing. First letter of specimen label indicates 
surface finish: M  = Matt (grit blasted) and P = polished. Some cracks occur outside the boundaries as the bone layer was not perfectly uniform  
and varied between specimens.
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(g) Polished specimen 2 (P2) (h) Polished specimen 3 (P3)

F igure 4 .10 . cntd. Spatial crack distributions fo r  each o f the specimens tested before and after testing. First letter o f specimen label indicates 
CD surface finish: M  = M att (grit blasted) and P = polished.
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(i) Polished specimen 4 (P4) (j) Polished specimen 5 (P5)

Figure 4.10. cntd. Spatial crack distributions for each of the specimens tested before and after testing. First letter of specimen label indicates 
g  surface finish: M  = Matt (grit blasted) and P = polished.



□  Tensile
□  Compressive

—  Lateral Medial — ►

F igure 4 .11 . Regions used to quantify damage. Anatomical terminology is 
used to denote position. Medial (M) implies toward the midline of the body, 
lateral (L) implies away from the midline of the body, proximal (P) implies
toward the attachment point with the trunk, and distal (D) implies away from  
the attachment point with the trunk; when used as the second letter, M  de
notes middle. The medial proximal (MP) region was subdivided to account 
for a change from tensile to compressive maximum principal stress across this 
region, as predicted by a linear elastic finite element analysis with bonded in
terfaces (shown on the left).

in damage accumulation within the cement. In an attem pt to quantify a pattern of 

damage accumulation, the cement was partitioned into seven regions. The regions 

were chosen to correspond to where a finite element model had predicted tensile or 

compressive stress, see Fig. 4.11. Damage was quantified as the sum-of-crack-lengths 

for all cracks found to have their centroid inside a given region, i.e.

where Oj is the length of the zth crack occurring in a region with n cracks.

Regarding pre-load (residual stress) damage, similar damage amounts and vari

ability for both m att and polished groups were found in all regions on the lateral side 

of the cement (Fig. 4.12). Although regions M Pl and MM appear to have clearly 

different averages between m att and polished groups on the medial side, these differ

ences were not found to be significant at p =  0.09 and p = 0.21 respectively (Table

Damage accumulated during testing also showed high variability. Higher average

n
(4.3)

4.4).
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Damage (mm)
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MP1 >

Figure 4.12. Mean pre-load damage according to region. Error bars indicate 
one standard deviation.

Table 4.4. Mean and standard deviation of pre-load damage and growth in 
damage during testing. Significance values are for a one-tail Student’s T-test. 
For the letters succeeding a region name, M  = matt and P = polished.

Region Pre-load (mm) p  Growth (mm) p

M Pl Matt 0.19 (0.42) 0.09 0.97 (1.03) 0.14
Polished 1.75 (2.08) 1.99 (1.60)

MP2 Matt 0.30 (0.41) 0.23 2.01 (1.94) 0.09
Polished 0.70 (1.03) 5.70 (5.08)

MM Matt 3.68 (6.80) 0.21 5.25 (7.84) 0.22
Polished 0.86 (0.99) 2.16 (2.10)

MD Matt 5.77 (6.29) 0.15 5.29 (2.43) 0.17
Polished 2.19 (2.84) 8.81 (6.88)

LP Matt 5.78 (5.46) 0.24 3.53 (3.82) 0.11
Polished 3.14 (5.99) 7.49 (5.16)

LM Matt 5.25 (6.62) 0.40 6.40 (5.87) 0.02
Polished 6.49 (7.74) 19.01 (8.92)

LD Matt 7.91 (13.52) 0.44 6.71 (5.88) 0.10
Polished 6.69 (11.35) 18.72 (16.75)
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Damage (mm) "  Polished

Damage (mm)

F igure 4 .13 . Mean damage accumulated during testing according to region.
Error bars indicate one standard deviation.

damage growth was found for the pohshed group in all regions except the middle 

of the medial side (Fig. 4.13 and Table 4.4). However, the only region to show 

a statistically significant increase in damage accumulated during testing was the 

middle of the lateral side (Table 4.4).

Some further understanding of the source of the variability in the da ta  can be 

achieved by examining the relationship between pre-load damage and damage ac

cumulated during testing. When, pre-load damage is plotted against damage accu

mulated after two million cycles, a positive correlation is found, see Fig. 4.14. In 

general, the m att specimens show better correlation.

4.2.2 M igration m easurem ents

Displacements of the actuator were also monitored for many of the tests but a com

plete history was only obtained for m att specimens 3-5 and polished specimens 3-5. 

Displacement of the actuator head at peak load was observed to change during test

ing relative to  the displacement applied in the first cycle of loading for both m att 

and pohshed specimens. Greater variability was observed for the polished group 

(Fig. 4.15). As migration was expected to contain a considerable creep compo

nent, the peak-to-peak displacement of the actuator over a cycle was also monitored 

since the cyclic displacement should be more indicative of specimen stiffness. Also,

99



G
ro

w
th

 
(m

m
) 

G
ro

w
th

 
(m

m
) 

G
ro

w
th

 
(m

m
)

•  — Matt

Lateral Proximal
50

40

30

20
= 0.63

10 R^ = 0.83

0
0 5 10 15 20 25 30 35

Initial Crack Length (mm)

o  — Polished 

50 

40

C3 20

10 ^  A 

0

Medial Proximal

R^ = 0.41 
R^ = 0.001 

R^ = 0.06 
R^ = 0.09

 •  Matt-MPI
 o  Pol-MPI

 A Matt-MP2
 A P0I-MP2

10 15 20 25 30
Initial C rack Length (mm)

35

Lateral Middle Medial Middle
50

40

30
R^ = 0.24

20
R^ = 0.71

10 P5'

0
0 5 15 20 3510 25 30

Initial C rack Length (mm)

50

e " 40
E,

S I

? 30
o
5 20

10

00 ,11^  R̂  = 0 . ^
»R^ = 0.01

10 15 20 25 30
Initial C rack Length (mm)

35

Lateral Distal Medial Distal
50

R^ = 0.33

40

20

O P S10

0
0 5 10 15 20 25 30 35

E

o

50

40

30
R^ = 0.89

20

P510
R^ = 0.84

0
0 5 10 15 20 25 30 35

Initial C rack Length (mm) Initial C rack Length (mm)

Figure 4.14. Relationship between pre-load damage and damage accumulated 
during testing for each region. The effect of excluding apparent outliers on 
correlation of the data is indicated in the middle of the lateral and both distal 
regions; the excluded data points are indicated by labelling. Regions M P l and 
MP2 have been combined in a single plot and use a separate legend to the 
other regions.
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Figure 4.15. M igration of actuator displacem ent at peak load during testing  
of six specimens.
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Figure 4.16. Inducible displacem ent of actuator during testing of eight spec
imens. Polished specimens are listed

because this did not require referencing with respect to  displacements at the start 

of a test, data  from the remaining two pohshed prostheses became available. This 

cyclic displacement, referred to as inducible displacement, was also observed to be 

more variable for the polished specimens (Fig. 4.16). The polished specimen tha t 

accumulated the most damage during testing (P I) also showed the largest inducible 

displacement. Furthermore, this specimen also exhibited more erratic evolution of 

inducible displacement. Specimen P2, which accumulated the least damage of the 

polished specimens, had the lowest inducible displacement.

A regression analysis was performed to further investigate a possible link be-
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Figure 4.17. Inducible displacement of actuator vs total damage at end of 
testing.

tween inducible displacement and damage (Fig. 4.17). This shows that much of 

the variability for pohshed specimens may be attributed to total damage at the 

end of testing. As only three m att specimens were available for this analysis, they 

serve mainly as a comparison. However, the trend appears to be that inducible 

displacement for the m att specimens was less sensitive to damage.

4.3 Sim ulations o f fatigue dam age accum ulation in th e ex

perim ental m odel

4.3.1 Dam age accum ulation

Damage initiated by shrinkage stress was predicted in all regions of cement for both 

bonded and debonded specimens (e.g. Figs. 4.18 and 4.19^). For comparison, 

the shrinkage stress distribution without the inclusion of pores is shown in Fig. 

4.20. Because the shrinkage damage algorithm was based on the assumption that 

pores were required to initiate damage, the pre-load damage distributions correspond 

spatially with regions of high shrinkage stress caused by pores.

Damage accumulated during loading was also observed mainly in regions with 

pores and pre-load damage. Comparison of the stress distributions for the deter- 

^Remaining specimens are included in Appendix B, pp. 191.
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Bonded (i.e. Matt): Predictions for Specimen #1

MPa

I 10
0

0

Shrinl<age Stress

A

Porosity Pre-load Damage Test Stress

X .'♦

■i-

• V .

Final Damage

Figure 4.18. Stress, porosity, and damage distributions fo r  bonded specimen no. 1. A fter  generation o f the pore distribution (pores are 
plotted as spheres scaled to the volume fraction o f each pore), the residual stresses were read in from  the original thermoelastic analysis. The 
pore distribution was then used to calculate local stress concentrations in the stress field. This new shrinkage stress distribution was used to 
initiate damage around pores (damage data are plotted as principal damage vectors) and the test load was then applied. Damage accumulation  
was calculated according to the timestep scheme o f section 3.2.4 fo r  the superposed stress distributions from  loading and shrinkage (the stress 
distribution shown is fo r  the first cycle o f testing).



Debonded (i.e. Polished): Predictions for Specimen #1
Note: specimens 2, 3, 4, 5 of each specimen type shown in Appendix B

Shrinkage Stress Porosity Pre-load Damage Test Stress Final Damage

Figure 4.19. Stress, porosity, and damage distributions fo r  debonded specimen no. 1. A fte r generation o f the pore distribution (pores are 
plotted as spheres scaled to the volume fraction o f each pore), the residual stresses were read in  from  the orig inal thermoelastic analysis. The 
pore distribution was then used to calculate local stress concentrations in  the stress field. This new shrinkage stress distribution was used to 
in itia te  damage around pores (damage data are plotted as principal damage vectors) and the test load was then applied. Damage accumulation 
was calculated according to the timestep scheme o f section 3.2.4 fo f  the superposed stress distributions from  loading and shrinkage (the stress 
distribution shown is fo r  the firs t cycle o f testing).



Shrinkage Stress Bonded Debonded

F igure 4 .20 . Maximum principal stress for shrinkage of a pore-free cement 
and due to loading for the deterministic models.

ministic specimens in Fig. 4.20 shows that stress was more uniformly distributed 

within the cement for a bonded prosthesis compared with a debonded prosthesis 

during testing. Debonding caused stresses to redistribute towards the cement sur

rounding the tip of the prosthesis and to the most proximal regions (Fig. 4.20). 

The region surrounding the tip, in particular on the medial side, was consistently 

observed to accumulate damage during loading in the debonded specimens (Figs. 

4.19 and B.5-B.8).

Damage was segregated and quantified for the same regions used in the experi

mental tests (Fig. 4.11, page 97). This allowed more detailed comparison between 

stochastic specimens and deterministic specimens as well as with experimental re

sults. Damage was quantified as the trace of the damage tensor at each integration 

point and was summed over all integration points for a given region, i.e.

In addition to this measure, completely damaged (cracked) directions for each in-

region (4.4)
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T able 4 .5 . Mean and standard deviation of pre-load damage and growth in 
damage during testing. Significance values are for a one-tail Student’s t-test. 
For the letters succeeding a region name, B =  bonded and D =  debonded.

Region Pre-load (mm) p Growth (mm) p

M att 4.86 (2.14) q 43  15.81 (0.89) g 00
Polished 4.78 (1.91) 3.28 (0.57)

MP1

I^P 2 M att 22.30 (11.11) g 14.55 (4.74) q 23 
Polished 22.76 (8.70) ‘ 12.68 (2.24)

LM
m m  M att 15.72 (5.88) q 36 (1-46) 0 01

Polished 14.10 (7.98) 8.20 (1.80)

MD M att 20.34 (6.18) g.38 0.00
Polished 22.16 (11.41) 47.43 (6.27)

LD

T p  M att 18.60 (6 .6 8 ) n on 11.89 (3.75) n ni
Polished 16.18 (6.87) “ ® 19.67 (3.89)

LM M att 22.24 (16.19) q 46 21.15 (3.81) q 19
Polished 23.04 (8.05) 23.21 (3.05)

T ]-) M att 33.12 (16.19) n 14 30.95 (2.30) non
Pol,shed 23.40 (9.15) 18.00 (5.72)

tegration point were also monitored, i.e. directions in which the principal damage 

had reached unity. Similar pre-load damage was predicted for both bonded and 

debonded specimens in all regions (Table 4.5). As would be expected, a S tudent’s 

t-test could not discriminate between pre-load damage distributions of the bonded 

and debonded prostheses for any region. However, substantially different damage 

accumulation during loading between bonded and debonded specimens was pre

dicted. Significance values indicate th a t only two regions, MP2 and LM, could not 

be distinguished from one another. Also, region MD clearly accumulated the highest 

average damage and was significantly higher for the case of a debonded prosthesis.

Comparison of these results with those of a deterministic model can also be 

made. These comparisons show th a t substantially different damage accumulation 

was predicted when the stochastic influences were removed (Fig. 4.21). For the de

terministic bonded case, cracks were only found in one region, M P l (Fig. 4.21a). For 

the deterministic debonded case, only regions LP and MD were predicted to accu

mulate cracks (Fig. 4.21b). W hen the sum-of-damage-trace measure was used, the 

deterministic specimens were predicted to experience damage accumulation through-
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F ig u re  4 .21 . Mean number o f in tegration po in t cracks (i.e. completely damaged directions) accumulated during loading according to region 
fo r  (a) bonded and (b) debonded specimens fo r  the stochastic sim ulations compared w ith  predictions o f a determ in is tic  model. E rro r  bars 
indicate one standard deviation. D e te rm in is tic  models predicted considerably more localised damage accumulation than the stochastic models.



out the specimen (Fig. 4.22). However, the predicted trend of much greater damage 

accumulation in region M Pl, for the bonded case, and regions LP and MD, for 

the debonded case, was repeated. Thus, much more localised damage accumulation 

was predicted by the deterministic models for both the number of cracks and total 

damage.

Comparisons were also made for evolution of damage accumulation (Fig. 4.23). 

Stochastic specimens were predicted to  experience a rapid burst of damage accumu

lation a t the start of testing for both total number of cracks (Fig. 4.23a) and total 

damage (Fig. 4.23b). Standard deviations of both  bonded and debonded specimens 

increased over the period of testing. Debonded specimens were predicted to maintain 

a higher damage accumulation rate for a longer period, resulting in a significantly 

higher mean damage at the end of testing {p — 0.012 for to tal number of cracks and 

p =  0.007 for to tal damage). The deterministic models were not predicted to expe

rience a rapid burst of damage accumulation a t the start of testing (Fig. 4.23). The 

bonded specimen was predicted to accumulate damage almost linearly, but with a 

higher steady state  damage accumulation rate than  for either of the stochastic cases. 

Debonding resulted in a more rapid early damage growth but this still did not match 

the initial rate of damage accumulation predicted for the stochastic models. There

fore, considerably different evolution of damage accumulation was predicted for the 

stochastic and deterministic specimens.

4.3.2 Analysis of factors influencing dam age accum ulation

4.3.2.1 Pre-load damage

Regression analysis for simulated damage accumulation against pre-load damage 

showed a stronger relationship than was found for the experimental data  (compare 

Fig. 4.24 with 4.14). However, there was still some variability th a t could not be 

attributed to pre-load damage. This meant th a t region MD, which had exhibited 

the clearest difference in mean damage growth between bonded and debonded con

ditions, had to have an outlier removed to establish a clear trend.
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Figure 4.23. Evolution o f (a) number o f cracks (i.e. principal damage directions that had reached a value o f one) and (b) tota l damage 
(i.e. as calculated according to (4 .4 )/ Shaded regions represent one standard deviation about the mean values. The heavier lines indicate 
predictions o f the deterministic simulations. Stochastic simulations predicted much higher growth at the start o f testing than the deterministic 
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F ig u r e  4 .2 5 . Relationship between damage accumulated during testing and 
porosity. Regions M P l and M P2 have been combined in a single p lo t and use a 
separate legend to the other regions. Bonded specimens show better correlation  
but the overall trend is weak. Som e regions show system atic  differences.

4.3.2.2 Porosity

A regression analysis of damage accumulation against porosity shows that bonded 

specimens exhibited better correlation (Fig. 4.25). However, the overall trend ap

peared weak with no region showing a high sensitivity to the presence of pores. 

Several regions had regression lines that were offset from one another, with little 

or no overlap between maximum data points from the lower data set and minimum 

points from the higher data set , e.g. regions LP, LD, and MD. This indicates a
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systematic difference for these regions.

4.3.2.3 Stressed volume

Increases in porosity and pre-load damage should increase the volume of cement 

experiencing higher stress. This would then drive the stress-dependent damage rule 

to cause greater damage accumulation for highly porous pre-damaged regions. In

tegration points had their volume summed to a given stress range. Ranges were 

divided into 1 M Pa increments; e.g. a point experiencing a 0.5 M Pa stress would 

have its volume added to the 0-1 M Pa range. By comparing these stress ranges 

for the first cycle of loading to predicted damage accumulation, it was found tha t 

volumes experiencing stresses greater than  9 M Pa were indicative of predicted dam 

age accumulation (Fig. 4.26). The relationship between volumes stressed above this 

threshold and damage accumulation was further dem onstrated by plotting a regres

sion line through all the data  points (Fig. 4.27). Thus, the effect of porosity and 

pre-load damage is better understood by considering their interaction with stress.

4.3 .3  M igration

Debonded prostheses migrated noticeably during loading while bonded prostheses 

did not (Fig. 4.28). This was true for both medial and distal displacements. Both 

components of displacement show variability. For the case of debonding, the de

terministic model predicted migration within the variability of the stochastic speci

mens. For a bonded prosthesis, a deterministic simulation predicted a small increase 

in migration, but this was still neghgible compared with debonded predictions.

Regression analysis of migration against damage accumulation showed poor cor

relation, even with the removal of an outlier (Fig. 4.29). Consideration of the final 

damage, i.e. test damage plus pre-load damage, improved the correlation a little but 

still required the removal of an outlier. However, when only the cement in region 

MD and the regions not exposed by the viewing windows were considered, correla

tion for both damage measures improved (Fig. 4.30). Debonded specimen number 

4 appeared to act as an outlier in all cases and correlation improved considerably 

when it was removed from the population sample.
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Figure 4.26. Stressed volume and damage growth patterns: average volumes of cement stressed above 9 MPa were found to indicate damage 
growth patterns for each region. Error bars indicate one standard deviation.
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4.4 Recapitulation of main results

1. (a) The model of stochastic damage accumulation predicts similar average

lifetimes and variability in lifetime for uniaxial tension experiments.

(b) The model predicts similar differences between hand-mixed and vacuum 

mixed bone cement specimens.

(c) Minimum hfetimes and range of lifetime were predicted close to the ex

perimental results for almost all stress levels for both mixing methods.

2. (a) Experimental measurements of damage accumulation for the hip replace

ment model found pre-load (shrinkage) damage in addition to damage 

accumulation during testing.

(b) For both polished surface and m att surface prostheses, damage was found 

to be distributed throughout the specimen and considerable variability 

was observed.

(c) Displacement of the actuator of the materials testing machine at peak 

load showed that the prosthesis migrated during testing. This migration
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was more variable for polished specimens.

(d) Inducible displacements (cychc displacements) were found to vary more 

among polished specimens than m att specimens. Inducible displacement 

for polished specimens showed sensitivity to total accumulated damage.

3. (a) Monte Carlo simulations of porosity were found to predict damage dis

tributed throughout the cement both prior to and during loading.

(b) Volumes of cement stressed above a threshold stress (9 MPa in this case) 

were found to indicate relative levels of damage accumulation between 

bonded and debonded prostheses.

(c) Displacements of the prosthesis head were found to migrate for debonded 

specimens and were most likely dependent on damage accumulation 

around the tip of the prosthesis and in the most proximal medial and 

lateral regions.

(d) Bonded specimens showed virtually no migration. Any displacements 

that did occur showed negligible sensitivity to accumulated damage.

4. Deterministic simulations predicted localised damage accumulation whereas 

stochastic simulations that included pores predicted disperse damage accu

mulation. Differences were most evident when damage was measured as the 

number of cracks accumulated. The localised damage accumulation predicted 

by the deterministic simulations was not observed in the experimental data. 

Therefore, there may be good reason to reject deterministic modelling for this 

application.
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5.1 Introduction

In this thesis, the hypothesis that the random nature of bone cement porosity could 

explain the variable failure of cement-fixated orthopaedic implants is proposed. Since 

orthopaedic implants fail by damage accumulation, a computational scheme was de

veloped to investigate damage initiation and growth in porous bone cement. Exper

imental studies were also carried out, but mainly to confirm that the computational 

scheme gave satisfactory results. The strength or weakness of the thesis stands on 

the predictive power of the computational tool. If that can be established, then a 

comparison of its prediction vis-a-vis the deterministic approach will give the evi

dence to accept or reject the hypothesised explanation of variability in orthopaedic 

implant longevity.

5.2 L im itations

The proposed computational scheme for modelling damage accumulation attempts 

to incorporate some important physical features of damage accumulation in acrylic 

bone cement. Nevertheless, the model remains a simphfication. Before assessing 

results, a number of limitations must be considered.

5.2.1 D am age rule, damage variable, and constitu tive m odel

First, the nonlinear fatigue damage rule was written in terms of maximum stress and 

assumes damage occurs only in tension. This is a significant simplification since it 

implies that fully reversed loading conditions will only affect damage accumulation 

during the tensile half of a cycle. As such, the model ignores the possibility that 

compressive stresses could act to resharpen a blunted crack in a way that would 

decrease fatigue life. An improvement in the model would be to incorporate stress 

amplitude and mean stress, e.g. as in the damage rule proposed by Chaboche and 

Lesne (1988).

A further assumption relating to stress was that local stress at integration points 

was used to drive damage accumulation while Murphy and Prendergast (2002) de

rived the damage rule in terms of the nominal stress for a relatively large region.
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One way to investigate the effect of this would be to use a nonlocal definition of 

stress. Stolk et al. (1999) have shown that a benefit of such an implementation 

would be a decreased sensitivity to mesh discretisation.

This raises the point that crack interactions were not included in the damage 

rule. Thus, any predictions of the model are to be treated with caution when highly 

localised regions of damage appear. In reality, high densities of cracks are likely to 

cause interaction effects. It is also likely to make predictions mesh sensitive. It is 

unclear how the random distributions of porosity may affect such interactions. One 

reported effect of excluding localisation limiters is that damage tends to localise to 

the point of peak stress in a mesh. This was inhibited by the time dependency of 

damage growth and variable loading history in the current model. For example, any 

timestep will result in at least some damage for a given integration point, however 

small the stress it experiences from the current loading. If that integration point 

has sufficient damage from a previous loading, i.e. shrinkage in this case, then it 

may fail before points in the region of peak stress.

An important feature of the damage rule is the introduction of load-sequence 

effects in damage accumulation. It was shown that the form of load-sequence effects 

predicted by the model were shortened fatigue life for a low-high load sequence and 

increased fatigue life after a high-low (overload) sequence, see Fig. 3.3. However, 

Murphy and Prendergast (2002) did not perform multiple block testing, nor does 

any such data exist for bone cement in the literature, to the author’s knowledge. 

Thus, the load-sequence effects predicted by the model cannot be validated at this 

time. Nevertheless, studies of fatigue crack propagation in PMMA have shown that 

overloads tend to retard crack growth due to an increase in size of the craze region 

(Imai et al., 1989). Also, notches are known to cause such fatigue retardation as a 

crack propagates from the high and localised stress environment of the notch root 

into the lower and more uniform stress state away from the notch (Hertzberg, 1996, 

Halford, 1997). Although not as severe as a notch, a pore could cause a similar 

effect—indeed, the bead-structure of the pore surface may approximate a notch 

quite well. Until data exists for multiple block fatigue loading of bone cement, these
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questions remain unanswered.

In accounting for the multiaxial nature of damage, the uniaxial damage rule was 

simply applied independently to each tensile principal stress direction for a critical 

plane defined by the maximum principal stress for the cycle. Further investigation 

of these assumptions is needed by developing tests with nonproportional loads and 

rotating principal stress directions. A more advanced damage rule could be based 

on a combination of the invariants of the stress tensor to account for complex stress 

states. However, the brittle behaviour of bone cement at typical service loads makes 

the direct extrapolation of the uniaxial rule a reasonable first approximation.

Coupling of damage with elastic properties was assumed to occur only on achiev

ing a critical rupture value. This was supported by experimental measurements 

showing little evidence of stiffness reduction during testing of uniaxial specimens 

(Fig. 3.4) and, therefore, the evolution of stiffness loss is likely to be highly non

linear, with noticeable changes only occurring near failure. A change of variable in 

the damage growth rule has been suggested by Chaboche and Lesne (1988) to allow 

such a nonlinear continuous coupling for fatigue. However, it has been shown by 

Paas et al. (1990) that uncoupling of damage growth from stiffness in the manner 

used in the present study produces acceptable results when the relationship is highly 

nonlinear.

A further issue with regard to coupling is the form of the constitutive relation

ship. It was assumed that a second order damage tensor combined with a strain 

energy equivalence principle can represent the damaged state for bone cement. Or

thotropic stiffness reduction is the greatest degree of anisotropy implied by this form 

of coupling. However, Kachanov (1992) has suggested that orthotropic damage is 

often an acceptable simplification for non-interacting cracks in an isotropic matrix. 

Alternatives to the use of strain energy equivalence in forming the constitutive re

lationship also exist. However, the uncoupled relationship between damage and 

stiffness until failure makes differences between models less apparent as the problem 

has simplified to the limiting case of full stiffness loss for a given plane. A criticism 

of the crack closure model used is that no shear stiffness is regained upon closing.
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This neglects any possible frictional effects that may occur from closed and sliding 

crack faces. An improved framework for incorporating such effects and investigating 

greater degrees of anisotropy would be to use a micromechanical approach. As a 

considerable amount of physical crack measurements exist from the development of 

the damage rule (Murphy and Prendergast, 2002), an improved relationship could 

be developed using a crack density parameter and a statistical model of crack orien

tation generated from the crack data. Several approaches exist in the literature to 

achieve such a model, e.g. Horii and Nemat-Nasser (1983), Kachanov (1992), and 

Krajcinovic (1996).

These issues highlight the need for some form of validation of the constitutive 

model. A full field optical technique, e.g. digital speckle pattern interferometry 

(DSPI) or grating (Moire) interferometry, is likely to provide the best means of 

assessing the intricate strain distributions arising in damaged regions. The author 

has performed some preliminary investigations on this (Lennon et al., 1999)^.

5.2.2 Porosity

Considerations for the constitutive model of damage apply equally for the constitu

tive model of porosity. Unlike damage, porosity was coupled with elastic properties 

for all values of the volume fraction of pores at a given point. Thus, the need for 

some validation of stress-strain behaviour is potentially more important. The im

plementation of porosity also represents a paradox—i.e. the measurement scale for 

porosity could be viewed as violating the continuum assumption for the element 

sizes used in the study. This was highlighted by the need to include a procedure to 

allow a pore to extend outside of the region attributed to a single integration point. 

In addition to this, the constitutive model only accounts for an average stress over 

a representative volume element. Analytical solutions for the stress raising effects 

of voids predict complex stress states that cannot be accurately captured with the 

current approach (Timoshenko and Goodier, 1970, Tsukrov and Kachanov, 1997). 

In spite of these limitations, the model can account for stiffness loss and stress 

raising due to pores and provided qualitatively similar pore distributions for both 

^See Appendix A, pp. 179

123



hand-mixed and vacuum-mixed bone cements.

One criticism of the simulations of failure in hand-mixed cement uniaxial speci

mens is that the average lifetimes at two stresses, 17.5 and 21 MPa, are lower than 

the experimental results (Fig. 4.9 and Table 4.3). This may be due to the absence 

of occasional very large pores in the hand-mixed pore generation input. Occasional 

large pores were predicted to result in large variability and increase average fatigue 

life for the vacuum-mixed specimens, suggesting that hand-mixed cement may be 

better represented by a lower average porosity with large numbers of small pores 

and occasional large pores. Thus, a suggested improvement to the pore genera

tion algorithm would be to use two separate distributions of small and large pores. 

Both distributions could then be varied independently to allow both small and large 

pore distributions to be specified for a particular mixing method. For example, the 

hand-mixed specimens could have mostly small pores with the occasional large pore. 

Vacuum-mixed specimens could have almost no small pores and a few large pores. 

Another possible and associated criticism is that the use of normal distributions 

may not be the most suitable. The use of other distributions should be investigated.

A related limitation to the simulations is the absence of other inclusions or re

gional changes in fatigue strength. It is likely that factors such as polymer bead 

morphology, distributions of molecular weight in the interstitial polymer matrix, 

and radiopacifiers will also cause variation in material strength. Their incorpora

tion could also prevent the unrealistic symmetric fracture patterns observed in the 

vacuum-mixed specimens when pores were not critical enough to dominate failure 

(Fig. 4.5).

5.2.3 V iscoelasticity

Perhaps the most notable hmitation of the computational scheme is the absence 

of creep. This has several implications. First, creep of the cement would allow 

migration of the prosthesis, causing a redistribution of stress that would undoubtedly 

affect the simulated damage accumulation. Second, pores could also be expected 

to interact with creep since creep is also a stress driven phenomenon. This could
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cause variability to propagate, causing greater deviations from average behaviour. 

Third, damage will also affect creep due to the change in stress distributions as 

cracks initiate. Creep and damage should therefore be implemented as fully coupled 

phenomena, rather than a sequential coupling of creep prediction followed by damage 

prediction. A fourth issue brought about by creep would be the need to account for 

creep strain in determining crack closure.

5.2.4 Interfaces

In the simulations, the prosthesis-cement interface was modelled as either fully 

bonded or fully debonded. Thus, the model does not account for the time-course of 

prosthesis debonding from the cement. It could be argued that a polished prosthesis 

should debond completely over the duration of the test, making the assumption of 

debonding used in this study suitable only for long term lifetime prediction. The 

m att prosthesis would also be expected to debond in the longer term. Using an 

experimental model, Verdonschot and Huiskes (1998) have shown that m att pros- 

theses can debond, and that damage accumulates near the interface due to abrasion. 

In cases of partial debonding, it is possible that more damaging stress states may 

arise during the debonding process, e.g. the interfacial crack front could increase 

local loading of the cement and lead to damage accumulation over wider areas as 

the crack front advances. Further investigation of this question would ultimately 

require the implementation of a fatigue failure model for the interface.

Porosity also affects the prosthesis-cement interface. Large numbers of pores have 

been observed at this interface and are most likely due to rheological properties of 

the doughy cement during prosthesis insertion (James et al., 1993, Bishop et al., 

1996). A more sophisticated pore generation algorithm could be used to account 

for the greater pore density close to this interface. This would also act as an extra 

source of variability since its effect on interface failure would be likely to propagate 

through the coupled processes of creep and damage.

A limitation with considerable scope for further study is the representation of 

the cement-bone interface. Generally, it is modelled as a smooth and well defined
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interface. However, in reality it is composed of interdigitated cement and trabecu

lar bone (Maher and McCormack, 1999)—thus, it is not an interface in the usual 

sense of the word. This interdigitation acts as a site for crack initiation so that 

its absence from the computational model removes an important source of damage 

accumulation.

5.2.5 F inite elem ent im plem entation

A finite element code was written by the author to implement the computational 

scheme. No validation of the code beyond the comparison with experimental results 

described in this thesis has been undertaken at this time. Simulations performed 

on benchmark problems would offer a better validation of the elastic and contact 

portions of the code.

A linear isoparametric hexahedral element was used for all analyses. This element 

is generally not suitable for capturing high strain gradients but can give good results 

when appropriate discretisation is applied to regions of higher gradients. Also, it is 

considerably less computationally expensive when used with material nonlinearities 

than higher order hexahedra. However, one known shortfall of this element is that it 

is too stiff in bending. Many commercial codes allow the augmentation of the shape 

functions for this element to allow so called ‘extra displacement shapes’. These 

can considerably improve the response of the element in bending. The current 

implementation of this element used in the modelling scheme does not employ such 

shape functions and therefore can be expected to underpredict bending deformation 

and stress.

The contact element used employed a penalty approach to enforce displacement 

continuity at the interface between two contacting elements. This approach is recog

nised as susceptible to ill-conditioning due to the sole reliance on interface stiffness. 

This usually results in convergence difficulties and is most prominent at high stiffness 

values. However, the accuracy of the prediction is dependent on the maintenance of 

as high a stiffness as possible since greater stiffness allows less penetration. The use 

of a line search algorithm considerably improved the ability to use higher stiffness co-
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efficients. Nevertheless, the augm entation of the penalty m ethod with a Lagrangian 

approach could be used to improve the accuracy of the element further.

A simphfication used in the contact algorithm was the symmetrisation of friction. 

In general, different friction forces occur in the two tangential directions of the 

interface. When a Coulomb friction model is employed, i.e. stick-slip friction, the 

tangential stiffness components are varied to account for frictional shding. This 

results in a nonsymmetric stiffness matrix. To avoid the considerable increase in 

computational cost associated with having to  use nonsymmetric storage and solution 

strategies, the friction model was symmetrised based on the resultant frictional force.

5.3 A ssessm ent o f the m odelling approach

The hypothesis put forward in this thesis is th a t modelling failure of bone cement 

requires a stochastic approach because a deterministic approach does not capture 

realistic damage accumulation. This hypothesis is investigated using a computa

tional scheme th a t is first partially tuned to, and tested against, the fatigue data  

of Murphy and Prendergast (2000a). Predictions are compared to da ta  from an ex

perimental model with more complex structural features and loading, more similar 

to a cemented hip replacement. Predictions of both stochastic and deterministic 

models are then contrasted to illustrate the differing conclusions they each lead to. 

The implications of variability on structural behaviour of the experimental model 

are also discussed.

5.3.1 Confirmation of the m odel

5.3.1.1 Uniaxial fatigue

Several comparisons can be made between the predictions of the stochastic simula

tions and the experimental da ta  of Murphy and Prendergast (2000a). The compu

tational scheme proved capable of predicting:

1. similar averages and variability as shown by the correspondence between the 

predicted regression lines and the experimental regression lines (see Fig. 4.7),
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2. equivalent ranges of failure life (see Fig. 4.8), and

3. the average increase in fatigue life for vacuum-mixed specimens over hand- 

mixed specimens (see Fig. 4.9).

The ability of the model to simulate the aforementioned phenomena does not 

necessarily increase our understanding of bone cement failure if the input bears no 

relationship to physical data. However, a comparison of the input porosity values 

with values found in the literature and some representative large pore radii taken 

from the study of Murphy and Prendergast (2000a) show th a t both hand-mixed and 

vacuum-mixed values fall within the range of values observed in the literature, see 

Table 5.1.

Due to the tuning procedure employed in generating the input param eters for 

the model, the comparison with experimental results cannot strictly be considered 

as a validation. However, the tuning was limited to simulating an approximately 

equivalent range in failure life for one stress level only, i.e. 21 MPa. In conclusion, 

the ability of pores to affect both range of fatigue life and average fatigue life of 

bone cement was dem onstrated rather well.

5.3.1.2 Pre-load damage and damage accumulation in a complex structure

Under real service conditions, bone cement is subjected to a stress pattern  th a t 

is continuously changing (e.g. bonded vs debonded prosthesis-cement interfaces) 

and is complex and intricate (due to the complex geometry and composite nature 

of the structure). Unlike the uniaxial fatigue specimens, in which tensile stress 

acted throughout the specimen, the more complex stress states of a cemented joint 

replacement can be expected to create complex damage accumulation patterns. The 

purpose of the experimental model was to  provide a test of the computational scheme 

under more realistic loading and interfacial conditions.

Pre-load damage occurred in every region of the cement layer of the experimen

tal models. Inclusion of porosity in the presence of shrinkage stress showed tha t 

similar distributed cracking could be predicted in the simulated models—compare 

pre-load cracking in Figs. 4.18 and 4.19 with the plots of Fig. 4.10. The experi-
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Table 5.1. Comparison of mean porosity, mean pore radius (f), and maxi
mum pore radius (t m ) for hand-mixed and vacuum-mixed cements from sev
eral studies. Approximate values represent measurements taken from radio
graphs or fractographs presented in the studies. Hand-mixed values thus fall 
within the range of values observed in the literature. Vacuum-mixed poros
ity lies within the lower range of published values while mean pore radius lies 
in the higher range of peak radii. The average and maximum pore radius of 
Wixson et al. (1987) stands out as very low compared to other studies. This 
is most likely due to the fact that they measured pore radii at only two cross- 
sections of their specimens, thus decreasing the probability of finding a large 
pore.

Hand-mixed Vacuum-mixed

% r  (mm) t m  (mm) % r  (mm) t m  (mm)
Input 5.00 0.25 — 0.20 1.75 —

Achieved 5.76 — — 0.34 — —

Murphy and 
Prendergast 
(2U00a)

~1 0.75-1.5

Demarest et al. 
(1983)

4.8 --- --- 1.2 --- ---

Wixson et al. 
(1987)

7.2-9.4 --- 1.5 0.1-0.8 0.015 0.075

Linden and 
Gillquist (1989)

10.0 --- --- 0.5 --- ---

Jasty et al. 
(1990)

9.39 0.24 1.66 --- --- ---

Davies and 
Harris (1990)

--- --- --- --- --- ~3.5

Kindt-Larsen 
et al. (1995)

5-15 --- 5+ 0.5-1.0 --- 0.5-1.0

Wang et al. 
(1996)

4.8 --- --- 0.1-1.3 ---

Lewis et al. 
(1997)

7.02 --- --- 0.4 --- —
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F ig u r e  5 .1 . Com parison of experim ental pre-load cracking with sim ulated  
pre-load cracks. M att and polished specimens were combined to form  an exper
im ental population sam ple and bonded and debonded specim ens were combined 
to form  a sim ulated population sample. This was done because no significant 
difference was found between specimen types from  experim ental and sim ulated  
data sets, see Tables 4-4 4-5.

mental results also showed that no significant difference existed between m att and 

pohshed specimens (Table 4.4). This result was replicated in the simulated models 

when it was assumed that the shrinkage stress distribution for a bonded prosthe

sis applied to pre-load crack initiation. This suggests that both m att and polished 

specimens maintained intact interfaces prior to fatigue testing. A quantitative com

parison of regional variation in pre-load damage for all stochastic specimens vs. all 

experimental specimens show similar trends for predicted pre-load cracking com

pared with measured pre-load cracking (Fig. 5.1). In making these comparisons it 

should be noted that the damage measure for the simulations does not correspond 

directly to the sum-of-crack-length measure of the experimental tests. Only one re

gion, MP2, clearly deviated from the experimental trend. Limitations discussed in 

sections 5.2.1 and 5.2.2 could have contributed to this. Alternatively, the shrinkage 

stress prediction may overestimate the stress in this region. This could occur if some 

local debonding occurred at or near this region; an earlier study found the highest 

combination of tensile and shear interface stress in the most proximal portion of the

1 3 0

MP2

Experimental Damage (mm)
0 10 20 30 40

MP1 L

0 10 20 30 40
Simulated Damage (No. Cracks)



medial prosthesis-cement interface of this model (Lennon and Prendergast, 2002).

Damage in the cement was also found to accumulate in a distributed fashion 

during loading for the experimental specimens. This behaviour was replicated in 

the simulated specimens (Fig. 5.2). In general, predicted damage accumulation 

compares quite well with the experimental results. Only two regions showed clear 

deviation from the experimental trends: regions LM and LD of the polished speci

mens (Fig. 5.2b). These results suggest that the assumption of complete debonding 

for the duration of the test is incorrect for the polished specimens. A better assump

tion would be to include the evolution of debonding in simulations representing pol

ished prostheses. In contrast, complete bonding appears to have been a reasonable 

assumption for the m att specimens.

5.3.2 D eterm inistic approach vs. stochastic approach

The standard approach in deterministic fatigue models of bone cement has been to 

use the equation for a least squares regression line fit to fatigue data as input to 

a remaining-life damage rule, see e.g. Verdonschot and Huiskes (1997b), Colombi 

(2002a), Stolk et al. (2003). For a uniaxial test, such models predict the S-N curve 

that was used to generate them. Comparison of this prediction for the vacuum- 

mixed regression line at 21 MPa would result in an overprediction of approximately 

two orders of magnitude for the failure life of the earliest failing specimen (Fig. 5.3). 

Thus, if early failures are to be predicted, the use of a regression line fit to all the 

data is clearly unsuitable.

One could argue, therefore, that a regression line of minimum life should be 

used. This would avoid the complications and extra simulations of a stochastic 

approach. However, this would always result in damage accumulation from the 

point of nominal peak stress. That this does not usually occur has been shown by 

Davies et al. (1988); they found that for a set of fifteen notched uniaxial fatigue 

specimens, eleven specimens failed at a void rather than the notch. The stochastic 

approach used in this study predicted failure initiation and propagation outside the 

gauge length of the specimen in several cases (see Figs. 4.4 and 4.5). Even within
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■ Matt □ Bonded ■ Polished □ Debonded

Experimental Damage (mm)

Experimental Damage (mm) 
0 10 20 30 40

60 40 20 0 0 20 40 60
Simulated Damage (No. cracks) Simulated Damage (No. cracks)

(a) Matt vs stochastic bonded predictions

Experimental Damage (mm) 
40 30 20 10 0

Experimental Damage (mm)

60 40 20 0 0 20 40 60
Simulated Damage (No. cracks) Simulated Damage (No. cracks)

(b) Polished vs stochastic debonded predictions

Figure 5.2. Comparison o f damage accumulated during testing between (a) m att experimental specimens and bonded stochastic sim ulations  
and (b) polished experimental specimens and debonded stochastic specimens.
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F igu re 5 .3 . Comparison of minimum failure life at each stress level for hand- 
mixed specimens of Murphy and Prendergast (2000a) with vacuum-mixed spec
imens of the same study. The regression lines are the experimental regression 
lines reported by Murphy and Prendergast and represent the input for a de
terministic damage model.

the gauge length, failure was only rarely predicted from the location of nominal peak 

stress, and this was mainly in the vacuum-mixed specimens. Multiaxial loading and 

intricate stress distributions in real joint replacements are likely to lead to more 

complex failure paths. For such cases, the inabihty of a deterministic model to 

account for variability in locations of damage accumulation may lead to errors in 

lifetime predictions.

Comparison of predictions of deterministic simulations with the experimental 

data clearly show the differences between the current stochastic approach and the 

deterministic approach that has previously been used to predict damage accumu

lation of bone cement (Fig. 5.4). The deterministic models could not account for 

the distributed nature of damage accumulation that was observed experimentally. 

Furthermore, it predicted greatest damage accumulation for the bonded specimens 

in region M Pl, which was found in the experiments to have the lowest damage 

accumulation in both m att and polished specimens. In conclusion, the determin

istic models were found to predict damage accumulation from regions of highest 

stress and resulted in much more localised damage accumulation. Such a damage
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■ Matt □  Bonded ■ Polished □ Debonded

Experimental Damage (mm)

Experimental Damage (mm) 
0 10 20 30 40

Simulated Damage (No. cracks) Simulated Damage (No. cracks)

(a) Matt experimental specimens vs. deterministic bonded prediction

Experimental Damage (mm) 
40 30 20 10 0

Experimental Damage (mm) 
0 10 20 30 40

60 40 20 0 0 20 40 60
Simulated Damage (No. cracks) Simulated Damage (No. cracks)

(b) Polished experimental specimens vs. deterministic debonded predictions

F ig u re  5 .4 . Comparison o f experimental damage accumulated during testing w ith  predictions o f determ in is tic  s im ulations: (a) m att experi
m ental specimens vs. bonded determ in is tic  sim ulations and (b) polished experimental specimens vs. debonded determ in istic  specimens.
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Figure 5.5. Change in stressed volumes during testing for region MD of the 
debonded specimens. For the stochastic debonded specimens, D1-D5, the vol
umes above 9 MPa are shown while for the deterministic model, DD, the 
volume above 4 MPa is plotted. The difference in the threshold stress is due 
to the lower S-N curve used for the deterministic model. Both values were 
chosen based on the results reported in section 4-3.2.3

accumulation pattern  is not supported by the experimental data.

5.3 .3  Im plications for behaviour o f th e  structure  

5.3.3.1 Damage tolerance

It is evident from the comparison of stochastic and deterministic predictions th a t 

localised cracking occurs in regions of high stress for the deterministic specimens 

whereas it does not occur in the stochastic specimens for the same regions. Thus, 

the distribution of damage over wider areas appears to result in a reduction of dam 

age accumulation in the most highly stressed regions (e.g. compare stochastic and 

deterministic predictions of debonded prostheses for region MD in Fig. 4.21). This 

form of damage tolerance may be due to the redistribution of stress from cracking in 

regions outside these ‘hot spots’ of damage accumulation. To investigate this further, 

stressed volume for one such region, MD in the debonded simulations, was examined 

(Fig. 5.5). All specimens show an initial rapid drop in the volume of cement above 

the relevant threshold stress as stress peaks were relieved by cracking. However, 

the deterministic specimen shows a subtle difference in th a t plateaus appear in the 

evolution, i.e. the volume remains relatively constant for extended periods. The
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stochastic specimens, with the exception of debonded specimen number 4, show a 

more continuous decrease in stressed volume. This supports the hypothesis that the 

region was being shielded by damage occurring elsewhere.

The evolution of damage accumulation also suggests the existence of more dam

age tolerant failure mechanisms in the stochastic specimens. The three factors of 

porosity, residual stress, and pre-load damage result in a distribution of material 

with varying fatigue strength. Upon the application of loading, many regions are 

close to rupture and fail within a much shorter period than would be expected of 

a homogeneous cement subjected to the same loading (see initial rapid burst of 

damage growth in stochastic specimens of Fig. 4.23a). Relief and redistribution of 

peak stresses due to this sudden burst of damage accumulation over wide regions are 

likely to cause the subsequently observed decrease in damage accumulation rate. In 

the deterministic specimens, no cracking occurs outside the localised region to allow 

a shielding redistribution of stress. Thus, crack growth may continue at a greater 

rate than for the stochastic specimens in the longer term (indicated by the longer 

time to a achieve steady state damage growth in Fig. 4.23a). These two types of 

behaviour are reminiscent of the parallel bar model of Krajcinovic (1996), reviewed 

in section 2.4.2.3. The introduction of wide bandwidths for these models resulted in 

much earlier damage accumulation that evolved in a more stable fashion than the 

bundles with almost identical failure strength.

While these predictions suggest that porosity may lead to damage tolerance, it 

should be noted that the porous specimens still contain higher amounts of damage 

when account is taken of pre-load damage. As the test is relatively short compared 

with the typical service life of a joint replacement, it is uncertain whether or not 

the higher overall damage of the stochastic specimens would result in an earlier 

failure. An interesting experimental observation that may relate to damage tolerance 

introduced by porosity was noted by Murphy and Prendergast (2000a). They found, 

using a Weibull analysis, that hand-mixed specimens were statistically more reliable 

than vacuum-mixed specimens, even though hand-mixed cement had more pores.
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5.3.3.2 Load-deflection behaviour of the structure

Continuum damage models are often used to investigate the reduction in stiffness 

and load carrying capacity of materials. This can often be observed as increased 

deflections in response to constant loading amplitudes. However, when the damaging 

material is only one component of a more complex structure, the effect of damage 

on load sharing is more subtle. This was evident from the predictions tha t bonded 

prostheses migrated negligibly under peak load while debonded prostheses migrated 

by a comparatively large amount. This highlights the importance of interfaces for 

load transfer between individual materials for this kind of composite structure.

In contrast to the computer predictions, both m att and polished prostheses were 

observed to migrate to similar levels in the experimental tests. Creep of the cement 

is the most hkely phenomenon to have caused similar migration for both m att and 

polished prostheses. However, creep does not explain why polished prostheses ex

hibited greater variability. As creep can be effectively neglected when considering 

displacement over a single cycle, the inducible displacement measurements offered 

insight into the potential relationship between damage and migration. A more er

ratic evolution of inducible displacements also suggested th a t they may be more 

strongly related to damage accumulation (Fig. 4.16). For the polished prostheses, 

it was found th a t inducible displacement at the end of testing could be correlated 

with the total amount of measured damage (Fig. 4.17). M att prostheses showed a 

trend of comparatively little sensitivity to damage, although fewer m att specimens 

were available for this comparison. Thus, the inducible displacement measurements 

correspond better with the com putational predictions than  the to tal migration mea

surements since predictions showed th a t debonding was necessary to  cause observ

able migration from damage accumulation (Figs. 4.29 and 4.30). This reinforces 

the earlier conclusion (section 5.3.1.2) th a t m att specimens remain bonded during 

testing and partial debonding occurs for polished prostheses.
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5.4 R elevance to  cem ented fixation o f orthopaedic im plants

Ultimately, engineers wish to increase the longevity of cemented fixation of joint 

replacements by improving their design. As such, a number of conclusions can be 

drawn from the predictions of the computational scheme with respect to cemented 

fixation of prostheses, in particular the hip joint prosthesis.

5.4.1 U se of m igration as an assessm ent of fixation

Lack of access to the components of a joint replacement that is in use has required 

the use of non invasive means of assessing the condition of the fixation. Much 

attention has been focussed on the assumption that failure of the materials and 

interfaces result in loosening of the prosthesis and that this is manifested by the 

observation of increased migration of the prosthesis on X-rays. The present study 

suggests a relatively minor role for damage accumulation in migration in comparison 

to interfacial failure and creep. The likely influence of creep is most evident from the 

fact that predicted migrations were low (distal components of 3-5 /xm) in comparison 

to clinical and experimental measurements of migration. For example, Karrholm 

et al. (2000) found distal subsidence of several different prosthesis designs ranging 

from approximately 50 /^m to over 1 mm at two years for successful hip replacements. 

In an experimental test conducted for the same duration of two million cycles and in 

environmental conditions similar to the present study, i.e. conducted in air at room 

temperature, Maher and Prendergast (2002) found average distal subsidence of 43 

//m and 113 ;xm, respectively, for Lubinus SPII and Muller prostheses. The inability 

of damage accumulation alone to explain clinical migration rates has also been noted 

by Verdonschot and Huiskes (1997b) and Colombi (2002a). In spite of the fact that 

damage accumulation plays little part in migration of the prosthesis, the inducible 

displacement results suggest that damage does affect loosening. Furthermore, they 

show that other factors, such as prosthesis-cement debonding influence inducible 

displacement. Some clinical evidence now exists to support a link between damage 

accumulation and inducible displacement—Cristofolini et al. (2002) have recently 

measured increased damage accumulation and inducible displacement for Miiller
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prostheses compared with Lubinus SPII prostheses in a similar test to that of Maher 

and Prendergast (2002). In conclusion, inducible displacement measurements are to 

be recommended over absolute migration measurements in assessing the condition 

of cemented fixations.

5.4.2 M odelling of cem ented fixation

The present study supports the hypothesis that damage accumulation occurs from 

the moment of implantation rather than subsequent to loading of the joint. As such, 

the estimation of shrinkage stresses for the assessment of pre-load cracking behaviour 

is recommended in the analysis of cemented fixations. However, the need to include 

shrinkage stress in subsequent calculations may not be as necessary. This is due to 

considerably accelerated stress relaxation at body temperature in comparison to the 

temperature of the tests conducted in the present study. However, if any loading of 

the joint is likely to occur within the first 1-2 weeks it may be necessary to include 

shrinkage stress.

If realistic distributed damage accumulation in cemented fixations is to be simu

lated, then the inclusion of porosity, or some other mechanism of generating variation 

in the distribution of fatigue strength, must be recommended based on the results 

of the present study. Moreover, if the likely range in survival rate is the goal of the 

analyst, Monte Carlo simulations should also be carried out to assess the sensitivity 

to porosity and pre-load damage.

Time and computational resources may not always be sufficient to implement 

stochastic modelling for some analysts. Given the relationship that was predicted 

between stressed volumes and damage accumulation, useful information may still 

be obtained from linear elastic analyses. In particular, the reporting of stressed 

volumes for similar regions as were used for the experimental model of the present 

study would offer a useful quantitative comparison between cement stresses around 

different prosthesis designs. This would also avoid the often erroneous conclusions 

drawn from reporting only stress peaks, which may often be due to singularities 

arising in the mesh discretisation of the joint replacement and host bone (Lennon
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and Prendergast, 2001)^. However, some method of accounting for the greater size 

of cement layers between different implantations would be needed to make such 

reporting truly comparative.

The relationship between inducible displacement, damage accumulation, and 

interfacial bonding suggest the interactive nature of damage accumulation. By def

inition of its irreversibility, damage accumulation is a path dependent phenomenon. 

This suggests that its interaction with other processes could increase possible path 

bifurcations, resulting in increased variability; e.g. this may explain the outlying 

behaviour of one of the debonded specimens in the stochastic simulations. As such, 

the incorporation of all processes that could affect damage accumulation can be 

seen as a goal of a modelling scheme for predicting failure of cemented fixation. 

The stress driven nature of damage accumulation suggests that any process that is 

likely to cause stress redistribution should be seen as a candidate for inclusion in 

the computational scheme. In the present study, creep and the gradual debond

ing of the prosthesis-cement interface have been highlighted as two processes that 

can result in alteration of cement stress distributions. Another such process exists 

in real joint replacements. For most types of joint replacement, implantation of a 

cemented prosthesis alters the loading of the bone considerably. Bone is capable 

of adapting to this altered loading over time. Thus, the support provided by the 

bone to the cemented prosthesis will change over time, resulting in another source of 

cement stress redistribution. Although not a feature of bone cement itself, this can 

be considered another goal of a comprehensive model for predicting bone cement 

failure as used in cemented fixation of joint replacements.

5.5 Sum m ary and perspectives

Throughout history, the development of new models for predicting material fail

ure has been motivated by observation of new phenomena and failure modes in 

structures. Similarly, the development of the computational scheme of this study 

has been motivated by a desire to understand the very variable survival rates of 

^Included in Appendix A, pp. 185
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cemented joint replacements, as observed clinically.

It has been found that damage accumulation in bone cement is very variable in 

both spatial distribution and total damage accumulated. In this thesis, the author 

has used computational modelling to show that much of the variabihty in these 

features can be attributed to porosity introduced from mixing. Furthermore, it 

was shown that the difference in variabihty between hand-mixed and vacuum-mixed 

fatigue specimens of bone cement can be captured using porosity distributions rep

resentative of each mixing method.

Testing of the material under conditions that represent in vivo service conditions 

showed that damage can occur prior to any loading, due to residual stress caused 

by shrinkage. Furthermore, because porosity is random, pre-load damage shows 

considerable variability.

Testing of prostheses with different surface finishes offered a method of assess

ing the sensitivity of damage accumulation to prosthesis-cement debonding and the 

ability of the computational scheme to predict any changes caused by such debond

ing. Differences in damage accumulation could be observed experimentally between 

surface finishes, but the variability generally overwhelmed differences to render dif

ferences statistically insignificant. The computational model predicted qualitatively 

similar spatial damage distributions but variability was less than for the experimen

tal specimens.

Results of the modelling scheme indicated that variability in porosity and pre

load damage can introduce damage tolerance in cemented joint replacements. Use 

of deterministic models, as proposed by Verdonschot and Huiskes (1997b), Colombi 

(2002a) and Stolk et al. (2003), did not predict realistic patterns of damage growth 

and did not provide a suitable framework for incorporating the type of pre-load dam

age observed experimentally. Therefore, stochastic models are a useful improvement 

on deterministic models for modelling failure of cemented joint replacements. Al

though deterministic models may predict a lower bound for failure in some cases, the 

path dependency of damage accumulation raises questions about the relationship of 

such a prediction to real failure modes.

141



Results of this study offer new insight into the process of damage accumulation 

in cemented joint replacements and signal new challenges for its modelling. The 

complexity of damage accumulation suggests that its coupling with other physi

cal phenomena will increase variability even further. As greater variability is seen 

experimentally it is imperative that such features are incorporated into computer 

simulations if a better understanding of failure is to be achieved. Furthermore, 

application of the model in a simulated biological environment will open new av

enues of interaction through the adaptation of bone to the redistribution of loading 

from creep and damage. These are considerable challenges to modelling, equally 

matched by the prospect of trying to complement investigation of these phenomena 

with experimental programmes. Nonetheless, an improvement in understanding a t

tained from taking on these challenges can only benefit future development of joint 

replacement technology and represent a new insight for the orthopaedic field.
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Chapter 6 

CONCLUSIONS

C ontents

143
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6 .1  M a m  c o n c lu s io n s ........................................................................

6 .2  C o n c lu s io n s  r e la t in g  to  c e m e n te d  h ip  r ep la c em e n t

6 .3  F u tu re  w o r k ...................................................................................

6.1 M ain conclusions

1. Use of purely deterministic modelling assumptions lead to an unrealistic con

clusion of very localised failure for the cement layer of hip replacement pros- 

theses.

2. Realistic distributions of damage accumulation are better explained by includ

ing pores as a source of variability in bone cement damage accumulation.

6.2 C onclusions relating to  cem ented hip replacem ent

• Damage accumulation begins before any external loading of a joint replacement 

and it can be attributed to crack initiation from pores in thermally shrinking 

cement.

•  Damage accumulation is very variable throughout the cement layer and this 

variability can be simulated by including porosity, shrinkage stress, and pre

load damage.

•  Small changes in implant design, surface finish in this case, can affect damage 

accumulation. Modelling can only predict resulting changes in behaviour if the 

complete path of damage accumulation is simulated, e.g. gradual interfacial 

failure simulated concurrently with bone cement damage accumulation.
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• Debonding of the prosthesis is unhkely to occur prior to loading (i.e. it is 

unlikely to occur due to cement shrinkage).

• Migration of a prosthesis as damage accumulates is very sensitive to the inter

action of damage accumulation with other processes, e.g. prosthesis debonding 

and cement creep, but not sensitive to damage accumulation alone.

• Inducible displacement provides a better indication of the influence of dam

age accumulation on prosthesis loosening than migration. This is because a 

migration measurement is likely to contain a considerable creep component.

6.3 Future work

• Other processes that can interact with cement damage accumulation could be 

included in the modelling scheme. The main candidates at this time are;

1. fatigue failure of the prosthesis-cement interface,

2. viscoelasticity of the bone cement, in particular creep, and

3. bone remodelling due to the altered loading in the composite structure 

of the joint replacement.

• Experimental verification of the occurrence of load-sequence effects on fatigue 

life are required for the nonlinear damage rule. A programme of two-level 

tests could be used to achieve this. Sensitivity analysis of the influence of 

porosity on such a test could be used to design the experiment (i.e. determine 

suitable load sequences and the likely number of samples required to achieve 

a significant difference).

• Development of nonlocal damage variables would allow more robust analy

sis for cases of widely varying mesh densities and should be undertaken to 

minimise mesh sensitivity.

•  The hmited inclusion of stress relaxation and the absence of creep suggest a 

possible need to develop a general model of viscoelasticity coupled with damage
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that can account for both creep and stress relaxation. A model with more basis 

in cement chemistry may also provide a consistent method of incorporating 

polymerisation induced stresses and ageing phenomena into the model.

•  Simulations for prostheses for which clinical survival data is available should 

be performed to assess whether the modelling scheme can predict relative 

survival rates for different prosthesis designs. Important issues to be addressed 

in such a study are: (a) the inclusion of processes other than cement damage 

accumulation, (b) the use of realistic activities, including muscle load data, 

to account for possible load-sequence effects, and (c) determining a consistent 

criterion that best indicates the need for revision.

•  Simulate cement damage accumulation in joint replacements other than hip 

replacement. Different modes of loading for other joints may produce new 

failure modes that would provide a more general test of the modelling scheme.
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Modelling of temperature history and residual stress generation due to curing in 
polymethylmethacrylate

A. B. Lennon*, P. J. Prendergast', M. P. Whelan^ R. P. Kenny^, C. Cavalli^
‘Department o f  Mechanical Engineering, Trinity College, Dublin 2, Ireland. ^Photonic Technologies and Diagnostics Sector, 
Institute fo r  Systems Informatics and Safety, European Commission Joint Research Centre, 21020 Ispra (VA), Italy.

In troduction
Residual stress in polymethylmethacrylate (PMMA) due to 
curing is one possible mechanism of damage initiation within 
the cement mantles o f orthopaedic joint replacements. 
Although relaxation of these stresses may decrea.se their effect 
in the long term [1], they may have a significant effect in the 
immediate post-operative period. Modelling o f the generation 
of these stre,sses has focussed on thermal expansion and 
contraction of the material during and after polymerisation [2]. 
This study assumes that residual stress is due primarily to 
shrinkage of the cement from the excited thermal state existing 
at the end of polymerisation.

M aterials and  m ethods
A PTFE mould was produced to ca.st a small rectangular block 
of PMMA cement as part o f a companion study [3]. The 
mould was open at one of its narrow ends to facilitate pouring. 
Extra fixturing at the opposite end allowed either a fibre Bragg 
sensor, a thermocouple or both to be held near the mould- 
centre during casting. Internal temperature and strain 
variations were then monitored for a period o f 2000s during 
the cure.
A quarter model o f the experimental set-up (Fig. 1, left) was 
generated in ANSYS (SAS IP Inc., USA). Beam elements, 
with nodal degrees o f freedom coupled to the corresponding 
cement nodes, were used to model the fibre. Since only axial 
strain of the fibre could be predicted with the beam element.s, 
a sub model (F ig .l, right) o f a portion of the fibre and the 
surrounding cement was also generated, in order that radial 
and hoop strains could also be calculated.

4bre

Fig. 1: Global and sub-model meshes

All heat generated wa.s considered to be due to polymerisation 
of the monomer [4], which wa.s a.ssumed to progress with time 
in the form of an S-curve (Fig. 2). The polymerisation curve 
was discreti.sed into linear segments and the required heat 
generation rate due to polymerisation calculated for each 
segment. Convection cooling wa.s assumed at the exterior 
surfaces o f  mould and cement. Properties for both thermal and 
structural analyses are shown in Tab. 1 (the silica fibre was 
not modelled in the thermal analysis).
Elements were divided into 30 groups based on their peak 
temperature at the end of polymerisation. These values were 
then input as the reference temperature for thermal stress 
calculations and the specimen temperature was set to ambient 
conditions (23°C). Frictional contact was assumed for the 
PTFE-PMMA interface and modelled using surface to surface 
contact elements.

8 |  PMMA

Tab. I: Thermal and structural material properties
Material: PMMA PTFE Silica
p (kg/mm^) 1.19 xlO *̂ 2.2 xlO'^ —

c (J/kgK) 1450 1000 —

K (W/mmK) 0.18x10'^ 0.25 xlO'^ —

E (GPa) 2.4 0.41 70
V 0.33 0.33 0.17
a  (10'*) 70 130 0.5

Results
A rapid rise in temperature is predicted for the cement (Fig. 2) 
with a peak of 89°C (Tab. 2) compared with a measured value 
of 93°C [3]. Large compressive strain o f the fibre due to 
shrinkage of the cement is also predicted (Tab. 2)— significant 
compression o f the fibre was also found in the experimental 
study [3], but could not be compared directly with the FE 
prediction, a.s the three dimensional strain sensitivity o f the 
fibre is not currently known. The interior cement itself is 
predicted to be in tension (Tab. 2).

too
C
O
13e
IL

 P-fraction
Temp (degC)0.6 60

20I  0.2

0 500 1 000 1500 2000
Time (sec)

Fig.2:Temperature history o f  node at specimen centre and 
corresponding polymerisation curve.

Tab.2: Peak temperature, fibre  microstrain and peak residual 
  cement stress______________________

Temp (°C) Axial u£ Radial ii£ Hoop llE Stress(MPa)
89 -4027 -4555 -5264 3.1

Discussion and conclusions
Significant tensile stress, of 3.1 MPa, is predicted for the 
interior cement. This is because the outer cement elements do 
not reach as high temperatures as the interior and hence shrink 
less in approaching ambient temperature. The interior cement 
elements are therefore restrained from shrinking and tension 
results. Although stress relaxation will reduce this value over 
time [1], the value is almost equal to that generated by 
loading.
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Abstract

Residual stress due to shrinkage of polymethylmethacrylate bone cement after polymerisation is possibly one factor capable of 
initiating cracks in the mantle o f cemented hip replacements. N o relationship between residual stress and observed cracking of 
cement has yet been demonstrated. To investigate if any relationship exists, a physical model has been developed which allows direct 
observation o f  damage in the cement layer on the femoral side o f total hip replacement. The model contains medial and lateral 
cement layers between a bony surface and a metal stem; the tubular nature o f  the cement mantle is ignored. Five specimens were 
prepared and examined for cracking using manual tracing of stained cracks, observed by transmission microscopy; cracks were 
located and measured using image analysis. A mathematical approach for the prediction o f residual stress due to shrinkage was 
developed which uses the thermal history o f  the material to predict when stress-locking occurs, and estimates subsequent thermal 
stress. The residual stress distribution o f the cement layer in the physical model was then calculated using finite element analysis. 
Results show maximum tensile stresses normal to the observed crack directions, suggesting a link between residual stress and pre
load cracking. The residual stress predicted depends strongly on the definition o f the reference tem perature for stress-locking. The 
highest residual stresses (4-7 MPa) are predicted for shrinkage from maximum temperature; in this case, magnitudes are sufficiently 
high to initiate cracks when the influence o f stress raisers such as pores or interdigitation at the bone/cement interface are taken into 
account (up to 24 M Pa when calculating stress around a pore according to the method o f  Harrigan and Harris (J. Biomech. 24(11) 
(1991) 1047-1058). We conclude that the damage accumulation failure scenario begins before weight-bearing due to cracking 
induced by residual stress around pores or stress raisers. ©  2002 Elsevier Science Ltd. All rights reserved.

Keywords: A rthroplasty; Numerical model; Damage; Intram edullary prostheses; Residual stress; Cem ented prostheses

1. Introduction

Prostheses for jo in t arthroplasty  are often fixated into 
the bone using an acrylic polym er called polym ethyl
m ethacrylate (PM M A ). A lthough it is widely used, 
certain aspects o f the mechanical behaviour o f the 
polymer in situ have not yet been elucidated. One such 
aspect is the residual stress due to shrinkage o f the 
PM M A  as it polymerises. Shrinkage stresses o f  sufficient 
m agnitude could cause cracking before the jo in t is 
loaded and therefore could contribute to starting a 
dam age accum ulation failure scenario within the recon
structed jo in t (Huiskes, 1993). However, this has not yet 
been definitively dem onstrated.

•C orresponding author. Tel.: +353-1-608-1383; fax: +353-1-679- 
5554.

E-mail address: pprender@ tcd.ie (P.J. Prendergast).

Pre-load cracks have been observed in physical 
m odels (M cCorm ack and Prendergast, 1999) and it 
has also been proven statistically that the rate o f dam age 
accum ulation is proportional to the num ber o f  pre-load 
cracks (M cCorm ack et al., 1998). The exact mechanism  
o f stress generation during polym erisation o f  a two 
phase m ixture o f  PM M A /M M A  is difficult to  ascertain. 
The polym erisation reaction itself is affected by several 
factors; first, as polym erisation progresses the m ixture 
becomes viscous as the polym er chains grow longer and, 
second, the m onom er remains relatively m obile leading 
to  an auto-acceleration o f  the polym erisation ra te  (Kine 
and N ovak, 1987). Thirdly, the reaction is highly 
exotherm ic and the release o f heat further accelerates 
the polym erisation rate. The highly nonlinear reaction 
ra te  during the process m akes it difficult to know exactly 
from  when the m aterial becomes capable o f supporting 
stress. The problem  is simplified greatly if the m echan-

0021-9290/02/$-see front m atter ©  2002 Elsevier Science Ltd. All rights reserved. 
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ism o f  stress-locking can be considered as a result o f 
therm al deform ations only. Some reference time from  
which stress-locking occurs is then needed. One such 
time is the peak tem perature reached during polym er
isation. A rationale for this is th a t the heat generation 
pulse is severe enough that therm al excitation will be 
sufficient to delay locking until the m axim um  tem pera
ture is reached.

A num ber o f approaches have been used to estim ate 
the level o f shrinkage stress in bone cement around  
femoral replacements. Huiskes (1980) predicted radial 
tem perature rise in a cement layer and calculated the 
residual stress due to shrinkage from  the peak tem pera
ture distribution. M ann et al. (1991) assum ed shrinkage 
from  a uniformly distributed m axim um  tem perature. 
Ahm ed et al. (1982a) developed a m odel which predicted 
transient stresses during polym erisation, as well as 
locked-in stress due to  shrinkage, and applied it to an 
axisymmetric model. However, if  stress-locking occurs 
a t the time when peak tem perature is reached then 
stresses during the expansion phase o f polym erisation,
i.e. before the poin t o f  stress-locking, are Hkely to be 
relaxed and therefore no t significant. If  this is true, then 
the approach used by Huiskes (1980) is suitable for the 
estim ation o f  cement residual stress. However, his 
calculation used a tim e-dependent polym erisation func
tion which did no t account for any tem perature 
dependence in the polym erisation rate. Therefore, in 
his m odel, all regions o f  cement polymerised a t the same 
rate, and this may lead to  inaccuracies in the tim ing and 
m agnitude o f the maxim um  tem perature. This was 
noted by Huiskes (1980) when com paring predictions 
o f his m odel with results from an experim ental study by 
M eyer et al. (1973).

Baliga et al. (1992) developed an empirical m odel for 
the prediction o f  heat generation in polymerising cem ent 
as a  function o f  tem perature and fraction o f  m onom er 
polymerised. They also showed large deviations from 
m easured behaviour if  account was not taken o f the 
dependence o f polym erisation rate on local instan ta
neous tem perature. Starke et al. (1997) im plem ented the 
m odel o f Bahga et al. (1992) as an iterative num erical 
scheme suitable for finite elem ent modelling and 
predicted that interior regions o f  cem ent experienced 
greater and m ore rapid tem perature rise than  regions 
nearer the interfaces —  the tem perature d istribution 
was then used to predict therm al bone necrosis. Indeed, 
much analysis o f polym erisation has been focussed on 
the prediction o f therm al bone necrosis, (e.g. Huiskes, 
1980; Starke et al., 1997), while the subject o f  residual 
stress has often been neglected because it has been 
assum ed th a t residual stress will relax due to the 
viscoelastic properties o f  the cement. However, the 
presence o f pre-load cracks in cement layers implies that 
the initial residual stress, although it relaxes over time, 
m ay have an imm ediate effect. In this paper, we use both

experim ental and com putational m odels to test the 
hypothesis th a t shrinkage-induced residual stresses can 
cause pre-load cracking in femoral com ponents o f  hip 
replacem ents. It is hypothesised th a t residual stresses 
create m easurable am ounts o f dam age. Even if residual 
stress later disappears due to stress relaxation, the p re
load dam age created m ay initiate the dam age accum ula
tion  failure scenario, as described by Huiskes and 
V erdonschot (1997).

2. Methods

2 .1. Physical model

2.1.1. Description and preparation
A physical m odel has been developed to  investigate 

dam age accum ulation around  cem ented femoral com 
ponents o f to ta l hip replacem ents (Fig. 1). The model 
consists o f  a m edial and lateral layer o f  cem ent encased 
between a layer o f  bone and an im plant, with the whole 
construction held together between two alum inium  
covers (sideplates). The m odel was developed from  the 
earlier work o f M cC orm ack and Prendergast (1999). 
W indows in the sideplates expose the cement layer 
a round the stem, allowing direct observation o f dam age 
accum ulation, while the sideplates themselves support 
the structure in a m anner sim ilar to  that o f  cortical 
bone. Bovine rib bone was used to  form  cancellous bone 
m argins on the inside walls o f the alum inium  covers. 
The m odel has proxim al curvature and a trochanter-like 
process for the a ttachm ent o f an abducto r load for later 
studies (Lennon and Prendergast, 2001). A description 
o f  the design o f the m odel is given in Lennon et al. 
(1998),

H and mixed Simplex R apid  cem ent was used for all 
specimens as it is sufficiently translucent to allow 
m icroscopic observation o f cracks by light transm ission. 
A standard  mixing ra tio  o f  2 g :1 ml pow der to liquid 
was used. Polyethylene covers were inserted into the cut
outs o f the inner cover to prevent cem ent escaping, as 
well as to  keep the cem ent surface contiguous with the 
stem and bone surfaces. M ixing was carried ou t for 
approxim ately 60 s a t 1 beat/s and the cem ent was 
introduced in to  the specimen cavity once a doughy state 
had been achieved. The specimen was then allowed to 
cure and was kept encased between the polyethylene 
covers for a further 24 h.

2.1.2. Crack counting
C rack m easurem ent was achieved by staining the 

sam ple with dye penetran t (Johnson and Allen Ltd., 
U K ) —  cracks can then be seen under m agnification 
and light transm ission through the translucent cement. 
Since only those cracks which intersect the exposed 
surfaces can be stained, this m ethod leads to  a
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Aluminium ‘sidepiates'

Windows for viewing 
cem ent layer Cem ent Polyethylene cover

Bone Aluminium holder

Cem ent
Bone strip

Fig. 1. Schematic view o f  physical model for dam age accum ulation study showing cut-outs for viewing o f  cement layers, trochanter feature with 
muscle attachm ent capability, cancellous bone strips, and alum inium  side-plates. The cement thickness is 8 mm in the saggital plane and 
approxim ately 3 -4  mm in the frontal plane (i.e. between im plant and bone surfaces). In addition, the mesh used for the finite element study is shown 
on the right.

conservative count o f  the number o f  cracks as those that 
are entirely within the m antle cannot be stained. A  
M itutoyo optical com parator with a x 2 0  lens was used 
to exam ine the specim en for pre-cracks by im aging  
cracks at the specimen surface, unless it could be seen  
that a crack extended further below  the surface —  in 
such a case focus w as changed to the plane in which the 
crack was clearly seen to be longest. Each crack  
observed w as traced on to  an acetate transparency from  
which a digital im age o f  the crack distribution was 
obtained. The im ages were then thresholded to seperate 
cracks from any background level o f  greyscale, due to  
the scanning operation, and im age analysis software  
(Im age T ool, U T H S C S A , U S A ) was used to fit an 
ellipse to each crack; the major axis length, slope, and 
centroid were recorded for all cracks. The coordinates o f  
the centroids were then transferred from  the im age 
coordinate system to a reference system , and the 
endpoints for each crack were calculated.

2.2. N um erical m odel

2.2.1. A lgorithm  f o r  heat generation and residual stress  
prediction

The m odel presented here is an adaptation o f  that 
used by Baliga et al. (1992) and Starke et al. (1997). The 
polym erisation fraction p  o f  the curing m ass o f  cem ent is

defined as the ratio o f  heat generated, Q, at time t, to  the 
total am ount o f  heat generated on com pletion  o f  
polym erisation, 2totai; i e.

0 t o t a l Jo
Q d t ^

Q to ta l
£  Q M . ( 1)

where the heat generation rate Q  expressed per unit 
volum e o f  cem ent, is assum ed to be a function o f  
temperature 0 and polym erisation fraction p . The form  
o f  the heat generation rate can be approxim ated as

Q = R ( 0 ) ( p - p \  (2)

where R{&) is a rate function which depends on  
temperature. Baliga et al. (1992) determ ined, em piri
cally, the fo llow ing expression for

i?(0)=4 .4  X 10* flo +  ai 100 mj

looj
■as - Vloo ; (3)

w ith units o f  J/(m ^s). The coefficients a, are: 
ao =  -2 3 .8 9  J/(m ^s), a\ =  296.74 J/(°Cm ^s), fl2 =
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-1 3 5 2 .9 7  J /rC ^m ^s), a , =  2894.76 J /r C ^ m ’ s), 0 4  =  
-2 8 0 6 .6 2  J/CX^m^s), and 0 5  =  1009.84 J/(°C^m3s).

2.2.2. Finite elem ent m odel
The m esh (Fig. 1) w as generated from eight-noded  

hexahedral elem ents as a half-m odel, due to symmetry 
about the frontal plane o f  the specim en. A N S Y S  
(C anonsburg, PA , U S A ) w as used to solve both thermal 
and structural analyses. The polyethylene covers were 
included in the m odel (F ig. 1) for the thermal portion o f  
the analysis but were rem oved for the structural 
analysis. This was felt to be acceptable as it w as found  
that very little effort was required in rem oving the 
covers, im plying that little or no bonding existed  
between the cem ent and polyethylene. A ll interfaces 
were assum ed to be bonded for the thermal analysis and 
a convection  load (surface convection  coefficient o f  
2 X 10“  ̂ J/m m ^) w as applied to the external surfaces o f  
the specim en. A m bient temperature was assumed to be 
23°C and all m aterials were assum ed to be at this 
temperature at the start o f  the analysis. A ll remaining 
interfaces in the structural analysis were also treated as 
bonded. M aterial properties for the m odel are given in 
T able 1.

Since pores are a feature o f  bone cem ent (M urphy and 
Prendergast, 2000; Tepic and Soltesz, 1998), the stress 
distribution was also calculated using the m ethod o f  
Harrigan and Harris (1991). This approach assumes 
stress on the surface o f  the pore is independent o f  pore 
size and that the pore is m uch smaller than the region in 
which it is found —  this leads to less than a 10% error if 
the distance between the pore and an interface is less 
than three times the pore diam eter (Harrigan and 
Harris, 1991). The m axim um  stress around a pore was 
estim ated for every elem ent in the observable cem ent 
and averaged at each node —  although it is unrealistic 
to assum e that a pore w ould be present in every elem ent, 
this approach allow s areas o f  cem ent susceptible to 
crack initiation from pores to be identified.

2.2.3. Description o f  the iterative procedure
A  polym erisation rate, h p \ / ^ t \ ,  w as assum ed for the 

first time increment and the required heat generation  
rate obtained by solving for Q  in Eq. (I). For

subsequent time increm ents, the temperature and poly
m erisation fraction for each cem ent elem ent at the end 
o f  the increm ent were used to calculate the heat 
generation rate (from  Eqs. (2) and (3)) for the next 
increment. F ig. 2 show s an outline o f  the algorithm  
used. The tim e required to achieve a 5% increase in 
polym erisation fraction for each elem ent was calculated; 
the m inim um  w as used as the tim e step so that time 
stepping was governed by the fastest polym erising  
elem ent. Once polym erisation had com pleted, the time 
step size was increased and the analysis was stopped at 
2(X)0 s. D uring the solution  procedure, the centroid  
temperature and polym erisation fraction o f  each ele
m ent was recorded and the m axim um  value w as stored. 
The tim e an elem ent finished polym erisation, as well as 
its temperature, w as also recorded.

The next stage o f  the numerical m odelling procedure  
w as to determ ine the shrinkage stresses. These were 
determ ined for (i) shrinkage from  the m axim um  
temperature attained by each elem ent and (ii) shrinkage 
from the temperature at the end o f  polym erisation. A s 
the level o f  stress predicted will depend strongly on the 
am ount o f  shrinkage that occurs, particular attention  
was paid to the thermal expansion  coefficient. The  
temperature dependence o f  the thermal expansion  
coefficient o f  P M M A  im m ediately after polym erisation  
has been approxim ated as a bilinear curve by A hm ed  
et al. (1982b) with a knee point at 43°C (Table 1). 
Therefore, using the temperature distribution  
obtained from the thermal analysis, the coefficient 
o f  thermal expansion w as set for each elem ent based  
on its temperature during each tim e step o f  the cooling  
phase.

3. Results

3.1. P re-load  crack distributions

Pre-load cracks were found in alm ost every region o f  
the m antle over all five specim ens, although there is 
great variability between individual specim ens, see 
Fig. 3. T otal crack length for specim ens 1, 2, 4, and 5 
were com parable, while specim en 3 exhibited approxi-

Table 1
Structural and  therm al properties

M aterial p  (kg /m m ’) k (W /m m K ) c (J/kgK ) £  (G Pa) u a  ( x l O - ^ K - ‘ )

Cem ent 1.19 X 10"‘ 0.18 X 10-’ 1450 2.4 0.33 72.2 (0< 43 ''C ) 
87.6 (0 > 4 3 “C)

Stem 7.8 X 10“‘ 14 X IQ-’ 460 2 1 0 0.33 12.5
Cancellous bone 1.3 X l O - * 0.29 X I 0 - ’ 2292 2 0.3 0.1
Aluminium 2 . 8  X 1 0 - ‘ 0.1255 925 73 0.33 20
Polyethylene 0.92 X IO-‘ 0.5 X 10-’ 1900 1 0.3 150
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e lem en ts

Iterate for all s te p s  
after las t e lem ent 

finishes 
polym erising

Apply minimum time 
s te p  from all 

calcu lated  s te p s

Solve transien t heat 
genera tion  analysis

S olve structural 
analysis

R ead  tem p era tu re  
distribution from 
therm al analysis

Apply initial h ea t 
g enera tion  rate

Activate 
d isp lacem en t 

d e g re e s  of freedom

S e t expansion  coefficient 
for e a c h  e lem en t b a se d  

on  tem p era tu re

S e t reference  
tem p era tu re  for s tre s s  

locking b a se d  on 
hypothesis

If tem p era tu re  h a s  risen 
T hen  store: 

tem p era tu re , polym erisation fraction 
_____________ an d  time______________

If polym erisation h a s  s to p p ed  for 
this increm ent 

Then sto re  tem p era tu re  and  time 
an d  in cre a se  time s tep

R ead  e lem en t tem p era tu re  and 
calculate;

(i) h e a t g enera tion  rate
(ii) tim e s te p  for d esired  

polym erisation increm ent

Fig. 2. Algorithm for thermoelastic analysis. The thermal analysis is performed first and results are subsequently used as inputs for the structual 
analysis stage. Reference temperatures for shrinkage are set according to either peak temperature or temperature upon completion o f  polymerisation. 
Iteration in the structural portion is required because o f  the use o f  a bilinear expansion coefficient — element temperature must be compared during 
each step to temperature at which change o f  coefficient occurs (43°C for this study).

m alely double the am ount (Table 2). Com plete cracking 
o f the cement layer was observed in the proxim o-lateral 
region o f specimen 1 and in the mid- to  disto-lateral and 
disto-medial regions o f  specimen 3. Cracks were 
predom inantly oriented norm al to the interfaces, 
although m any short cracks, which often originated 
from  pores, were oriented in o ther directions. Cracks 
were also observed to originate from  both stem -cem ent 
and bone-cem ent interfaces. Initiation sites near the 
interfaces were difficult to discern due to a high degree 
o f staining a t the bone-cem ent interface, and regions o f 
num erous small pores near portions o f the stem -cem ent 
interface,

3.2. Temperature and polymerisation history

Cem ent tem perature rose rapidly between 6.7 and 
10 min, after which it cooled quickly (Fig. 4a) with the 
ra te  o f cooling dependent on deviation from  am bient 
conditions. The m iddle o f  the cement layer exhibited 
greater and m ore rapid tem perature rise than  cement

near the interfaces (Fig. 4b). T em perature rise was 
lowest a t the stem -cem ent interface because heat loss 
was greatest here, while the bone-cem ent interface 
experienced som ewhat higher tem perature rise due to 
the bone’s lower heat transfer coefficient. The time taken 
to  reach the peak tem perature increased slightly for 
cooler regions; the stem -cem ent interface reached it last 
(Fig. 4b), but, in general, the time a t which the peak 
occurred was spread over a relatively small interval 
Fig. 5 —  the entire cem ent layer reached its peak 
tem perature within a time interval o f  38 s. The through- 
layer tem perature d istribution was approxim ately uni
form  over the length o f the observable cem ent (Fig. 4c) 
a t the time that the peak occurred, with tem peratures 
along the length o f the central region o f the layer 
ranging between approxim ately 46-53°C (Fig. 4c). 
Tem perature o f  the PM M A  at the end of polym erisation 
ranged between 27-29°C. Com plete polym erisation of 
the entire acrylic cem ent occurred alm ost sim ulta
neously, with 97.5%  o f  cement elements polymerising 
before 697 s.
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#1 #2  #3  #4  #5

Fig. 3. Pre-load cracks for each o f  the five specimens. D ots and lines indicate cracks.

Table 2
N um ber o f  cracks and  sum o f  crack lengths for each specimen

Specimen no.

No. cracks
Sum o f crack lengths

136
38.332

218
31.111

173
84.136

350
19.319

315
34.756

3.3. Shrinkage stresses

W hether stress-locking was implemented at the peak 
tem perature o r a t the end o f polym erisation had a 
pronounced effect on the predicted residual stress in the 
cement. The maximum principal stresses are in the range 
o f 1-2 M Pa for the case o f shrinkage from the 
tem perature at the end o f polym erisation, whereas they 
are in a range o f 4 -7  M Pa for the case o f  shrinkage from 
the maximum tem perature reached (com pare Fig. 6 (a) 
and (b)). The effect o f  the inclusion o f porosity in the 
stress calculation had a pronounced effect on maxim um  
stress (Fig. 6(c)), resulting in increases o f  approxim ately 
three times the predicted maxim um  principal stress in 
m any regions.

The m axim um  residual stresses were predom inantly 
directed parallel to  the interfaces, which fits the 
experimental observation o f crack direction, as shown 
in Fig. 7. Some deviation occurs for short cracks 
radiating from pores.

Shrinkage also creates norm al tensile stresses on the 
interfaces. These were predicted to range from 1.6 to 
3.6 M Pa on  the lateral stem -cem ent interface (Fig. 8). 
Shear stresses in the longitudinal direction a t the same

interface were low; approxim ately —0.2-0.4 M Pa 
(Fig. 8); those in the direction perpendicular to the 
exposed cement surface were som ewhat higher, at 
approxim ately -0 .8  M Pa (Fig. 8). The same pattern  o f 
stress was found for the m edial stem -cem ent interface.

4. Discussion

T hat the stress and crack orientations are m utually 
orthogonal (Fig. 7) give a strong indication that residual 
stresses initiate cracks prior to mechanical loading. The 
level o f  pre-cracking supports the conclusion that 
stresses are relatively high, and suggests that the peak 
tem perature is probably  the correct reference point for 
residual stress calculations. Some experim ental data 
exists to  support the case o f shrinkage from  peak 
tem perature —  W helan et al. (2000), using em bedded 
fibre optic sensors, a ttem pted to  measure strain  within 
the interior o f  a curing block o f PM M A  and did no t find 
strain  in the sensor until the peak tem perature was 
reached.

L im itations apply to both physical and com putational 
models. As the cem ent m antle is m odelled by layers, the
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• Interior cem ent
- Bone-cem ent-interface
- Stem -cem ent-interface
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Fig. 4. (a) Tem perature history a t three poin ts  through the cement thickness, between stem -cem ent and cem ent-bone interfaces; (b) time-magnified 
view o f  tem perature pulse to  illustrate peak tem perature o f  each region occurring at different times; (c) con tou r plo t o f  tem perature in viewable 
cement for iteration when highest tem perature was reached (t  =  536 s).
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Fig. 5. H istogram  showing volum es o f  cem ent tha t reached their peak 
tem perature a t different times. Time intervals are n o t uniform  because 
time-step procedure was based on fastest polym erising element. Notice 
tha t m ost cem ent peaks a t 559 s while the entire interval is 38 s.

effect o f hoop stress is no t incorporated  in either model. 
Because the dye penetran t needs access to  surfaces in 
order to  stain cracks, only cracks that intersect with the 
exposed surface can be m easured. A nother understim a- 
tion o f cracks relates to the use o f  an  orthographic 
projection o f the crack to  m easure its length; i.e. there is 
no guarantee that the longest projection o f  the crack is

being imaged. The m easurem ent m ethod is therefore 
conservative in its estim ate o f  sum m ed length o f  cracks. 
Also, to retain  transparency, cem ent w ithout radio
opaque filler o r o ther additives was used. In the 
com putational m odel there is significant uncertainty 
with respect to the therm al properties o f cancellous bone 
and  its interface with the cem ent, as well as the stem - 
cem ent interface —  this has been m entioned previously 
by others (Huiskes, 1980; Starke et al., 1997). F u rth e r
m ore, the bone in this m odel was a t room  tem perature 
(approxim ately 23°C com pared with 37.5°C for the 
physiological case). Therefore, Less shrinkage m ight be 
expected for the in vivo case. However, the higher 
am bient in vivo tem peratures w ould likely result in an 
increased tem perature pulse —  if large enough, this 
could com pensate for the higher final tem perature and 
result in a sim ilar tem perature d rop  as for o u r in vitro 
case. A further lim itation could be the arbitrarily- 
assigned initial polym erisation rate; however, since the 
heat generation rate depends on the to ta l polym erisation 
fraction, which is set as a 5%  increment, ra ther than  its 
ra te  (Eq. (2)), subsequent polym erisation is insensitive 
to this assum ption. Finally, the m odel calculates stress 
due to  therm al shrinkage from  element reference 
tem peratures but these tem peratures occur a t different 
times for different elements. An element which has just 
begun to  lock-in stress, bu t is surrounded by others
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polym erisation  te m p era tu re
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-p o re s  inc luded

Fig. 6. M axim um principal stress in cem ent cut-outs for shrinkage o f  each element relative to (a) its tem perature at the time it completed 
polym erisation, (b) its m aximum tem perature achieved during polym erisation, and  (c) the maxim um  stress for a uniform  pore distribution for stress 
state o f  case (b).

Fig. 7. Plot o f maxim um  principal stress vectors (heavy lines) superim posed on  com bined crack d istribution (light lines) for all five specimens.

which have not yet stress-locked, m ay not experience 
significant resistance to  shrinkage and little stress would 
be induced in it. The m odel is unable to  account for this 
and assumes th a t elements which have not yet stress- 
locked will provide the same resistance to  neighbouring 
elem ents as those th a t have. However, as the time span 
for stress-locking is quite small (Fig. 5), the effect will 
not be too severe. T o overcome this deficiency it would 
be necessary to account for the changing m aterial 
properties during polym erisation. Such a constitutive 
relation for chemically hardening m aterials has been 
proposed by Shaffer and Levitsky (1974) and imple
m ented for bone cem ent by Ahm ed et al. (1982a).

The therm al analysis predicted differing rates o f  
tem perature rise, as well as different peak tem perature 
times, within the m antle, which agrees with the results o f  
o ther studies, e.g. M eyer et al. (1973), Baliga et al. 
(1992), and Starke et al. (1997). O ther studies have 
predicted a m axim um  rise o f  45-50°C (Huiskes, 1980), 
40°C (Baliga et al., 1992), and 36-45°C (Starke et al., 
1997). Peak tem perature rise for the observable cement 
o f  our physical m odel was approxim ately 30°C, which is 
therefore between 6°C and 20°C lower than  the 
predicted in vivo tem perature rise from the aforem en
tioned studies. T hus, the predicted tem perature d rop  o f 
o u r model, in spite o f  its lower final tem perature, is
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Fig. 8. Plot o f  norm al and shear interface stresses (from  distal to proxim al) along lateral stem -cem ent interface for case o f  shrinkage from  maximum 
tem perature. Inset illustrates local interface coordinate system and stress legend.

likely to be o f sim ilar proportions to  th a t occurring in 
vivo. I f  the drop from  peak tem perature is a controlling 
factor in residual stress generation, then the observable 
cem ent o f the the physical m odel could be expected to 
develop similar residual stress, and hence pre-load 
cracking, as occurs in vivo (a higher tem perature rise 
(48°C) was predicted below the distal tip o f the stem but 
this region was not observable for the purposes o f crack 
m easurement).

If  shrinkage is the prim ary mechanism  o f  stress 
generation, then a num ber o f factors should further 
influence the level o f  stress generated:

(i) T he expansion coefficent o f  PM M A  is quite high, 
and is likely to be even higher prior to complete 
polym erisation — this would have the effect o f 
further increasing residual stresses, especially if 
stress-locking occurs at the m axim um  tem perature.

(ii) G eom etry and boundary  conditions o f the structure 
will affect the shrinkage direction. Consider, first, 
an annulus o f  cement — if unrestrained, it would 
shrink radially inward. However, if  an im plant is 
placed inside, the cement will constrict around  the 
im plant and the interior surface o f the cement will 
be radially compressed against it and, in the 
absence o f the bone, the external surface would be 
free o f stress in the radial direction. However, if  a 
stiff cortical shell could bond to the external 
cem ent, it would restrain the cem ent from  shrinking 
inwards resulting in radial tension. Thus, in a real 
hip prosthesis cem ent m antle, radial cement stress 
can be expected to vary from  com pression a t the

stem -cem ent interface to tension a t the cem ent- 
bone interface, provided a bond can be m aintained 
with the bone. These geom etric and interfacial 
constraints would also induce tensile hoop stresses 
as the cement shrinks.

A difierent m ode o f shrinkage occurs in the physical 
m odel presented above. Shrinkage in the transverse and 
longitudinal directions depend on the total tem perature 
d rop  in each direction. C onsider three points, oriented 
in a transverse direction, from  the central region o f  the 
slice (Fig. 9) —  because o f the tem perature gradient in 
this direction, a lower average tem perature change 
occurs in the transverse direction com pared with the 
perpendicular set o f poin ts in the longitudinal o rien ta
tion. The points in the longitudinal direction are a t a 
m ore uniform , and higher, average tem perature. G reater 
shrinkage would then occur in the longitudinal direc
tion. Therefore, provided this shrinkage was restrained 
(e.g. under conditions o f  plane strain  and interfacial 
bonding), greatest tensile stresses would be expected in 
the longitudinal direction, as predicted (see Fig. 7).

We predict som ew hat higher m axim um  tensile stres
ses, bu t still o f the same order o f  m agnitude, as those 
predicted by o ther authors; i.e a range o f  4-1  M Pa 
com pared with a range o f 1-5.5 M Pa found in: Huiskes 
(1980), M ann et al. (1991), and A hm ed et al. (1982a). 
The level o f  shrinkage stress for both cases is still an 
order o f  m agnitude below the static strength o f  the 
cem ent (approx. 25 M Pa for Simplex-P according to a 
review by Saha and Pal, 1984), suggesting th a t pre-
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Fig. 9. Schem atic illustrating difference between transverse and  longitudinal tem perature change in a longitudinal slice o f  cement — the average 
tem perature change o f  three points in a representative square a t the centre o f  the bar depends on which o rien tation  is exam ined. Effective 
tem perature d rop  is thus greater for the longitudinal direction (legend on left o f  figure illustrates peak tem perature change — i.e. peak tem perature 
occurs in central region).

cracking is dependent on a com bination o f factors, 
ra ther than  residual stress alone. One such factor is 
likely to  be porosity  —  this was dem onstrated by the 
estim ation o f stress around  a pore for each element 
(Fig. 6 (c)) which raised the stress very close to  the 
ultim ate tensile strength of the m aterial. This m ethod of 
stress calculation did not include interaction effects so, 
in practice, stresses could be even higher around clusters 
o f pores. As porosity takes on an apparently  random  
distribution, at least away from the cem ent-m etal 
interface, it would be expected that pre-load crack 
distributions would also appear to  be random  and 
would have higher densities in regions with pores. Such 
a random  distribution o f  cracks is evident from  the data  
for the individual specimens (see Fig. 3) but any study of 
direct correlation  with pores could no t be undertaken as 
the pore distributions were not quantified.

A nother possible initiation site for cracks is the bo n e- 
cem ent interface —  the interdigitated cement is likely to 
contain stress concentrations which may, possibly in 
com bination with nearby pores, be sufficient to  initiate 
cracks in the shrinking cement. U nfortunately , it was 
no t possible to observe any such behaviour directly, as 
this interface stained so heavily that it became opaque 
(due to  easier access to the dye penetrant through the 
cancellous bone).

In con trast to the nonporous stress predictions for the 
bulk cem ent, m agnitudes o f  norm al interface stresses 
(1.6-3.6 M Pa) were o f the same order o f m agnitude as, 
although lower than, static interface strength; e.g. 
6.9 M Pa for ultim ate tensile strength (R aab  et al,, 
1981), and could be expected to  accelerate interfacial 
debonding upon cyclic loading of the specimen. This 
interface was difficult to observe in the specimens due to 
increased opacity, created m ainly by shadows from the 
high density o f  pores in this region, and so no definitive 
assessment o f interface integrity could be made. As the 
stem had a m att surface finish (R a ^  3 nm), and hence 
relatively high strength, the interface was expected to 
rem ain bonded under the predicted interface stresses. If 
debonding were to occur it would be expected to relieve 
residual stresses since the cement would not be

restrained from shrinking. F o r the in vivo case this is 
not likely to be an issue since, as m entioned above, an 
annular cement m antle shrinking a round  an  im plant is 
likely to result in radial compressive stresses at the 
im plant interface, as predicted by Huiskes (1980).

The presence o f shrinkage stress immediately post- 
operatively can create dam age only, it seems, if pores are 
present. The im portance o f vacuum  mixing would seem 
to  be emphasised by the present results, since it 
decreases the num ber o f pores and increases the average 
fatigue life (M urphy and Prendergast, 2000). Similarly, 
m ethods to reduce interfacial porosity, such as pre
heating the stem (Bishop et al., 1996) could be explored 
using the present analysis since the am ount o f conduc
tion tow ards the stem would be reduced by increasing 
stem tem perature; however, the beneficial effect o f 
reduced interface porosity may be offset by the likely 
increase in m agnitude o f  the tem perature pulse. The use 
o f lower exotherm  cements, which would result in a 
reduced tem perature pulse, could also be a m ethod of 
reducing shrinkage stresses but experience with cements 
such as Boneloc (Biomet, U K ) indicate th a t it may be 
difficult to  develop such a cem ent with sufficient fatigue 
strength (Nilsson and D alen, 1998; W alczak et al., 
2000).

In conclusion, residual stress is a factor in pre-load 
cracking o f  cem ent m antles o f  orthopaedic jo in t 
replacem ents bu t requires additional factors, such as 
porosity, stress concentrations, o r excessive heat gen
eration, to initiate large cracks. The peak tem perature 
reached for a given region o f cem ent appears to have a 
significant effect on the level o f  residual stress that 
occurs, indicating that control o f polym er/m onom er 
ratios as well as am bient conditions during polym erisa
tion are critical in controlling the phenom enon o f pre
load cracking due to shrinkage.
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USE OF GRATING INTERFEROMETRY FOR VALIDATION OF 
FINITE ELEMENT MODELS AND TO INVESTIGATE RESIDUAL 

STRAIN IN POLYMETHYLMETHACRYLATE

A.B. Lennon'’̂ , P.J Prendergast', M.P. Whelan^ and C. Fomo^

1. ABSTRACT

Important physical aspects of cemented joint reconstructions, such as residual stress, 
cement viscoelasticity, porosity, and interdigitation of bone-cement interfaces, are often 
neglected in finite element models, with little knowledge of the effect of their omission. 
Grating interferometry was used to measure in-plane displacement of two designs of 
polymethylmethacrylate (PMMA) beam specimens loaded in three-point bending— (i) a 
plain PMMA beam, and (ii) a steel-PMMA-foam-PVC layered beam. Measurements 
were also taken when the load was removed. Displacements predicted from finite 
element models incorporating the aforementioned simplifications, were compared to the 
measured displacements for both specimens. No residual stress was evident in specimen 
(i) and good agreement was obtained between finite element and measured 
displacements. On the other hand specimen (ii) exhibited increasing displacements over 
time, even in the unloaded state. This indicates relaxation of residual cement stresses, 
and prevented good agreement between the finite element and measured displacements 
for this specimen. Porosity that is substantially smaller than the dimension of the 
cement layer did not significantly affect structural behaviour.

2. INTRODUCTION

The use of finite element modelling has become widespread in the analysis of 
orthopaedic joint replacements, with frequent attention focused on the stress 
experienced by the cement used to fixate the implant [1]. However, many physical 
features of the reconstruction, such as residual stress, viscoelasticity, porosity in the 
cement layer, and interdigitation of the bone-cement interface, are often omitted from 
the models. Studies that have investigated these features [2, 3, 4, 5, 6] are the exception 
rather than the rule.

The enclosed nature of the cement mantle around implants requires either indirect

KEYWORDS: Polymethylmethacrylate, optical strain measurement, residual stress, porosity.
' Bioengineering Group, Department of Mechanical Engineering, Trinity College, Dublin 2, Ireland 
 ̂Photonics Technologies and Diagnostics Sector —  Institute for Systems Informatics and Safety,
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validation, by measurement of strains on accessible surfaces [7, 8], or direct validation, 
by means of embedded strain gauges [9, 10], The use of strain gauges, however, has 
some disadvantages— namely, that measurements are made only at discrete points of the 
structure, and the gauge can locally reinforce the region under investigation. This limits 
the value of comparison between finite element and experimental models. Optical 
techniques, on the other hand, involve little or no contact with the measured surface and 
are full-field. A review of the application of several optical strain measurement 
techniques to biomechanics can be found in Orr and Shelton [11]. The use of in vitro 
models that expose the cement layer [12, 13, 14] offer an opportunity for the application 
of optical methods to measurement of PMMA deformation.

One such optical technique is grating interferometry [15,16], in which interferograms of 
surface displacement are produced by the interaction of an applied specimen grating and 
a reference grating. The reference grating is produced by the interference of two 
collimated wavefronts of coherent light at the surface of the specimen. Fringe formation 
is based on the combination of two diffracted wavefronts, but a simple explanation can 
be made in terms of moire. Using the intensity distributions obtained from several 
interferograms at known phase intervals from each other, the phase ambiguity can be 
removed from the measurements [17] and a full-field distribution of surface 
deformations can be obtained by scaling phase values to displacements. The sensitivity 
and full-field nature of the technique is such that it is very suitable for investigating 
complex displacement and strain distributions.

By comparing displacement distributions from finite element models that do not 
incorporate residual stress, viscoelasticity, porosity or interdigitated interfaces, with 
measured displacement distributions from physical models, the effect of the omission of 
these physical features can be investigated.

3. METHODS

Two designs of specimen (Fig. 1) were investigated under 3 point bending 
configurations. The first was a beam made only of PMMA (specimen (i)), and the 
second was a composite beam of steel, PMMA, polyurethane foam and PVC (specimen 
(ii)). The latter specimen was representative of a layered structure such as a hip 
reconstruction. Hand-mixed Simplex Rapid acrylic cement was used for both 
specimens. The composite specimen contained a large subsurface pore (Fig. 1).

Gratings of 1200 lines/mm were applied to the specimens shortly after the cement had 
cured and cooled. A three-point-bend rig was used which had a mirror system attached 
to it in such a way as to allow measurement of both horizontal and vertical 
displacements. Phase-stepping of the laser beam was achieved using a piezoelectric 
actuator attached to an adjustable mirror frame. Images of the interferograms were 
captured at the exit pupil of the interferometer using a CCD camera. Fringe Application 
Ver. 3.2 (Warsaw, Poland) was used to calculate the wrapped and unwrapped 
phasemaps as well as converting phase to displacement. A five-step algorithm was used 
which required the phase-steps to be increments of Till.

Both specimens were tested in 3-point bending with a 100 N load. To investigate 
shrinkage and stress relaxation phenomena, interferograms were recorded for the 
composite beam at three different times (1, 10 and 21 days) without any load being
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applied. This was not necessary for specimen (i) as no change in the displacements were 
observed over time while load was removed.

STEEL

PMMA

Figure 1: Schematic o f Specimen (i) (left) and composite (right) beams. Grating areas shown as 
rectangular outlines in central region o f each specim ea Dimensions in mm. Out-of-plane thickness is 8 
mm.

Finite element models were constructed in ANSYS 5.4 (SAS IP, Inc., USA) for both of 
the specimens. Eight-node, isoparametric brick elements were used for all analyses. 
Material properties are shown in Table 1. The pore was assumed to be 20 mm long (the 
length of the visibly translucent portion of the cement), 4 mm wide, and 2 mm high and 
to sit centrally in the cement layer. As its dimensions were the same order of magnitude 
as those of the cement layer, the presence of the large pore in the mesh was acceptable.

Material Steel PMMA PU Foam PE PVC
E (GPa) 215 2.4 0.15 0.85 2

v 0.3 0.33 0.3 0.33 0.3

Table 1: Material properties used in finite element analysis

4. RESULTS

Displacements in the horizontal direction for specimen (i) at 100 N load are shown in 
Figure 2. Comparison of the displacement maps shows that the finite element analysis 
predicted displacements to within approximately 0.75 |im of the measured 
displacements.

For the loaded composite, the FEM predicts a horizontal displacement value which is 
2.1 |ô m less than in the actual specimen (Figure 3). Some qualitative difference in the 
distribution can also be seen, particularly in the lower regions of the plots. Vertical 
displacements are shown in Figure 4. The displacement range predicted is -2.8 |im 
compared to the measured range of -7.3 (xm. However, the general trend of increasing 
displacement magnitude from left to right is captured in the finite element result. Again 
the lower portion of the measured displacement plot differs qualitatively (particularly in 
the lower left comer) due to the presence of the pore.

Figures 5 and 6 show comparisons between interferograms of the specimen in an 
unloaded state at three different times after the application of the grating: 1 ,10, and 21 
days. It can be seen that for both directions there is increased displacement over time, 
indicating a stress relaxation process. The distributions also become more complex over 
time. After 3 weeks no more change in the interferograms was apparent. Figure 7 shows 
unwrapped and scaled phasemaps of the displacements for the last time point in Figures 
5 and 6.

181



78 A. B. LENNON ETAL.

Grating Interferometry Finite Element

Figure 2: Measured and predicted horizontal displacements for specimen (i), the PMMA beam, at 100 N 
load. Displacements in nm.

Grating Interferometry Finite Element

Figure 3: Measured and predicted horizontal displacements for specimen (ii), the composite beam, at 100 
N load. Displacements in nm.

Grating Interferometry Finite Element

Figure 4: Measured and predicted vertical displacements for specimen (ii), the composite beam, at 100 N 
load. Displacements in nm.

5. DISCUSSION

Agreement between predicted and measured displacements is good for specimen (i), 
showing that the finite element method is suitable for modelling the deformation 
behaviour of bulk cement (Figure 2). Specimen (ii) does not show similar quantitative 
agreement but does achieve some similarity in a qualitative sense (Figures 3 and 4). 
However, there are still significant differences between predicted and measured 
behaviour. Comparison of Figure 7 with Figures 3 and 4, shows that the regions 
differing most are those near the pore. Increasing displacements over time, with no 
applied load, were exhibited for the entire cement and interdigitated cement-foam layers 
(Figures 5 and 6). These are almost certainly due to relaxation of residual stress. The 
magnitude of these displacements indicates that the omission of residual stress and its
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relaxation are the main reasons for discrepancy between measured and predicted results. 
As no relaxation was apparent in specimen (i), in which the cement was not constrained 
from shrinking, it is likely that the main factor in generation of residual stress is thermal 
shrinkage. Approaches based on such an assumption were used by Huiskes [2], and 
Mann et al. [3]. A study by Ahmed et al. [4], however, suggests that stress is also 
generated during the curing phase, mainly due to thermal expansion. The pore had the 
further effect of increasing the complexity of displacements generated by stress- 
relaxation. Poor knowledge of the exact morphology of the subsurface pore, the possible 
existence of other subsurface pores, and the interdigitated nature of the 'bone'-cement 
interface, could also lead to discrepancy between predicted and measured 
displacements. Omission of small pores (as are commonly found in hand-mixed cement) 
did not affect the results from the finite element model as their presence is normally 
accounted for in the material properties for the relevant cement. The effect of the 
interdigitated interface led mainly to an increase in complexity of the displacement 
distributions near the interface and became more apparent as displacements were 
induced by stress-relaxation (Figures 5 and 6).

6. CONCLUSIONS

(i) Residual stresses occur in the immediate post-operative period and relax in 
approximately 3 weeks. This has consequences for damage accumulation from 
pores and interfaces in the immediate post-operative period.

(ii) Features, such as porosity, approaching the dimension of the cement thickness 
should not be neglected for stress analysis.

(iii) Grating interferometry indicates that thermal shrinkage may have a significant 
effect on stress levels in bone cement. This fact needs to be borne in mind when 
reconciling theoretical and experimental analyses of damage accumulation in 
total joint arthroplasty.

t = l  t = l O  t = 2l

Figure 5: Horizontal component interferograms for three different times after grating application for 
specimen (ii), the composite beam. Time is in days

t = l  t = 1 0  t = 21

Figure 6: Vertical component interferograms for three different times after grating application for 
specimen (ii), the composite beam.
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Evaluation of Cement Stresses in 
Finite Eiement Analyses of 
Cemented Orthopaedic Implants

A. B. Lennon 

P. J. Prendergast

D e p a r tm e n t  o t  M e c h a n ic a l  E n g in e e r in g ,  
T rin ity  C o lle g e ,  

D u b lin  2 ,  I re la n d

Stress analysis o f  the cement fixation o f  orthopaedic implants to bone is frequently carried 
out using finite element analysis. However, the stress distribution in the cement layer is 
usually intricate, and it is difficult to report it in a way that facilitates comparison o f  
implants fo r  pre-clinical testing. To study this problem, and make recommendations fo r  
stress reporting, a finite element analysis o f  a hip prosthesis implanted into a synthetic 
composite fem ur is developed. Three cases are analyzed: a fu lly bonded implant, a deb
onded implant, and a debonded implant where the cement is removed distal to the stem 
tip. In addition to peak stresses, and contour and vector plots, a stressed volume and 
probability-of-failure analysis is reported. It is predicted that the peak stress is highest fo r  
the debonded stem, and that removal o f  the distal cement more than halves this peak 
stress. This would suggest that omission o f  the distal cement is good fo r  polished pros- 
theses (as practiced fo r  the Exeter design). However, i f  the percentage o f  cement stressed 
above a certain threshold (say 3 MPa) is considered, then the removal o f  distal cement is 
shown to be disadvantageous because a higher volume o f  cement is stressed to above the 
threshold. Vector plots clearly demonstrate the different load transfer fo r  bonded and 
debonded prostheses: A bonded stem generates maximum tensile stresses in the longitu
dinal direction, whereas a debonded stem generates most tensile stresses in the hoop 
direction, except near the tip where tensile longitudinal stresses occur due to subsidence 
o f the stem. Removal o f  the cement distal to the lip allows greater subsidence but allevi
ates these large stresses at the tip, albeit at the expense o f  increased hoop stresses 
throughout the mantle. It is concluded that a thorough analysis o f  cemented implants 
should not report peak stress, which can he misleading, but rather stressed volume, and 
that vector plots should be reported i f  a precise analysis o f  the load transfer mechanism 
is required. [DOI: 10.1115/1.1412452]

1 Introduction
Advances in pro.sthesi.s design have the ultimate objective of 

increasing implant longevity so that one replacement will suffice 
for the remaining life of the patient. However, this has not yet 
been achieved despite the considerable advances in prosthe,sis de
sign and fixation technique. The rate of revision is significantly 
dependant on implant design; for example, one .study of hip pros
theses reports a survival rate, at six years, of 86.9 percent (±21.1 
percent) for the Miiller design and 96.1 percent (±  1.4 percent) for 
the Stanmore design [1]. The predominant failure mode for ce
mented hip reconstruction is aseptic loosening of the femoral stem 
[2]. Usually, loosening is caused by fatigue failure of the cement 
mantle under cyclic loading. To reduce loosening rates, the me
chanical integrity of the cement must be maintained for as long as 
possible.

Maintaining the mechanical integrity of the mantle is not sim
ply a matter of reducing the peak stress in the cement mantle or on 
the cement/bone and cement/prosthesis interfaces, although this 
criterion can be u.sed to optimize a stem profile [3]. Mechanical 
integrity can only be maintained if the overall stress within the 
mantle is kept below some threshold over time. Many design con
cepts have been proposed to achieve this, including polished ta
pered stems to achieve support via a wedging action [4], stems 
pre-coated with polymethylmethacrylate to maintain stem/cement 
bonding [5], and stems with various surface features such as 
dimples, undercuts, etc. [6]. Each de.sign concept creates a signifi-

C ontributed  by the B ioengineering D ivision fo r publication in the JOURNAL OF 
BlOMECHANICAL ENGINEERING. M anuscript received by the B ioengineering D iv i
sion A ugust 24, 2000; revised m anuscript received July 10. 2001. A ssociate Editor: 
R. T. Hart.
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cantly different distribution of stress within the mantle [7]; how
ever these data cannot, as yet, be correlated directly with the like
lihood of implant loo.sening.

In theory, finite element modeling is the ideal tool for determin
ing the stresses in the cement and hence the durability of the 
implant fixation. However, a significant problem is that the stress 
distribution in a cement mantle around an orthopjedic implant is 
very intricate, and furthermore, the influence of cement porosity 
may dominate the effect of the stress to a degree that failure may 
not occur at the site of peak stresses in the cement mantle, but 
rather may occur where the pores are largest [8]. In this respect, 
the peak stress may give an incorrect picture of the potential du
rability of a cemented fixation since it only occurs in a very small 
volume of the cement mantle. Finally, there are several problems 
in reporting of cement stresses, viz.

(0 the critical peak stresses may occur at .singularities in the 
stress field,

(a) high peak stresses may be dissipated by localized cement 
failure (damage formation or creep) in vivo so that they will 
not initiate failure. In this way, stres.ses may be distributed 
away from high stress regions so that through-mantle cracking 
may not finally occur in the region initially under the peak 
stress [9].

One approach used to solve the first problem is to use a non
local definition of stress [10], or to determine the volume of ce
ment stressed above a certain level [11]. Stolk et al. [12] showed 
that volume percentages of cement above a specified stress tended 
to converge quickly with mesh density. To address the .second 
problem, Verdonschot and Huiskes [13] used continuum damage 
mechanics to model the progressive failure of the cement due to 
fatigue, and predicted that high cement stres.ses exist predomi-
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nantly in the early part of the life of the replacement, after which 
they are dissipated— the damaged cement, being less stiff, allows 
a “ stress bypass" to the surrounding undamaged cement, thereby 
dissipating the peaks in cement stress. They also found that deb
onding can affect peak sttesses [13]. In femoral hip replacement, 
the consequences of debonding can be further complicated by the 
presence or absence of cement distal to the cement tip, since sub
sidence of a stem can be increa.sed when no distal cement exists to 
support it. A further approach to avoiding the problems a.ssociated 
with using peak values when reporting cement stress is to relate 
volumetric distribution of cement with the probability-of-failure 
within a specified time frame, by using cement volumes at speci
fied stress levels the probability of that volume failing within a 
certain lifetime can be estimated [11]. Furthermore, the use of the 
average stresses for an element diminishes the influence o f any 
singularities in the stress field.

In this paper, the stress field in the cement mantle surrounding 
a hip replacement is analyzed with the goal of evaluating stress- 
ba.sed criteria u.sed to predict durability of orthopaedic implant 
fixation. The stress is quantified in three ways; peak stress, 
stressed volume, and probability-of-failure; and it is hypothesized 
that each measure may lead to differing conclusions regarding 
durability of the fixation. If this is true, then results reported in the 
literature for comparing orthopaedic implants by finite element 
analysis need careful interpretation.

Y

(a)

2 M ethods
The finite element models were generated using ANSYS finite 

element software (Rhode Island, USA). The standardized femur 
was used as a basis for a finite element model of a composite 
femur [ 14], A combination of automatic and manual meshing was 
used to generate an 11,807 element model of the proximal half of 
the femur. An IGES file of a tapered stem prosthesis and its ce
ment mantle was placed within the composite femur geometry. 
This prosthesis has a straight lateral border, and a medial border 
that was straight distally and curved proximally; it had a wedge- 
shaped cross section. Figure 1 shows a view of the mesh for the 
prosthesis and bone. Three cases of prosthesis fixation were ex
amined in the study: (i) a fully bonded stem-cem ent interface, (i7) 
a debonded stem-cem ent interface with friction, retaining the ce
ment distal to the stem tip, and (iii) a debonded stem-cem ent 
interface with friction, with the distal cement removed.

Node-to-surface contact wa-s used to model debonding of the 
metal stem from the cement. Both sticking (elastic) and sliding 
(inelastic) friction were included. The coefficient of friction used 
was 0.32 and was determined from a pin-on-plate sliding test 
(Dr.-Ing. M, Pfleiderer, De Puy Johnson and Johnson, U.K., per
sonal communication).

The loading applied was taken from the work of Bergmann 
et al. [15], and Duda et al. [16]. As only the proximal femur was 
used and loads had to be applied in the same coordinate system 
for intact and implanted femurs, a different but comparable coor
dinate system from that of Bergmann et al. was u se d — this coor
dinate system was then assumed to be equivalent to that defined in 
[15] for the purpose o f defining loads. Using Bergmann et al. [15], 
the maximum gait resultant force (F) on the head of the femur is 
given by 4.6 times body weight (BW) at 45 percent of the gait 
cycle. This can be resolved into

Fig. 1 Finite elem ent m eshes of: (a) intact femur, (b) hip p ros
thesis femoral com ponent, (c) cem ent mantle, and (d) im
planted femur. Note tfiat x a x is  poin ts medially, y  anteriorly, and 
z  superiorly, a  Is the angle the neck axis m akes with its own 
projection onto the transverse ( x -y )  plane, p  is the angle the 
neck axis m akes with the x a x is  in the transverse ( x -y )  plane.

F x = -1 .8 0 B W , F y = -0 .7 4 B W , and F z = -4 .1 7 B W

where the xyz axes are indicated in Fig. 1.
At 45 percent of the gait cycle, a simplified set of active 

muscles are the abductor muscles, located on the greater tro
chanter (Gluteus medius and Gluteus minimus), and the illio-tibial 
band (Gluteus maximus and Tensor fascia latae). In this study, 
body mass was taken as 70 kg giving the joint and muscle forces 
shown in Table 1. All nodes on the most distal .section (Fig. 1) 
were fully restrained against displacements in all directions.

For the prosthesis. Young’s modulus equals 210 GPa, Poisson’s 
ratio equals 0.3. For the cement. Young’s modulus equals 2.28 
GPa, Poisson’s ratio equals 0.3. Table 2 shows the material prop
erties for the composite femur; those of real bone are shown 
alongside for comparison.

Table 1 Joint and m uscle load m agnitudes applied to the finite 
elem ent model

'T he  z  axis used had a fem oral axis defined by connecting the "po in t w here the 
fem oral m idline crosses the m idsection o f  the fem oral sh a ft"  to the "sad d le  point 
betw een the greater trochanter and fem oral head” ; see Fig. 1. T his resulted in a long 
ax is fo r the standardized fem ur that w as approxim ately parallel to  one that w ould 
have been defined using the intersection o f  the fem oral m idline with the intercondy
lar notch and neck axis (as proposed by B eigm ann e t al. [15]). T he fem ur was then 
rotated about this axis until the neck axis form ed an angle in the transverse plane that 
was equivalent to the one it w ould form  w ith an x  ax is passing through the m edial 
and lateral condyles (as defined by Bergm ann et al. [15]). This allow ed the x - z  
plane to be defined and the v direction was defined using the right-hand nile.

Force

Component

Joint (N) G luteut Medias

(N)

Gluteus 

M lnitnui (N)

Uio>tibitl band

(N)

Fx 1236 259 279 59

Fy 508 160 269 74

Fz 2864 319 134 58
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Table 2 Elastic properties for composite and real bone
Com posite  material properties Real bone m a iehal properties

Y oung 's 

modulu.4 ((jPa)

Poisson 'a

ratio

Y oung’s

m odulus{(iPa)

Po Irsoh' s

Cortical Bon« n.s 0.4 17 0.33

O n c d l M S  bone 0 4 1 3 0,3 1.5 0.33

V l "  '' '  t  . '  I ;  I

'Wssr, ■—ro.r’~ i r e s ' '’

3 R esults

3.1 Stress Generated in the Bone Cement

3.1.1 Contours o f  Cement Stress. For the case of a com
pletely bonded cement/metal interface, the stresses are generally 
low, with highest stress regions occurring on the medial and lat
eral sides, with only the proximal and distal anterior regions ex
periencing comparable tensile stress (Fig. 2(a)). Debonding in- 
crea-ses the size of regions experiencing higher stress, especially 
the proximal medial side, and the region surrounding the distal tip 
where the peak occurs (Fig. 2(b)). Removal of the cement distal to 
the stem tip obviously eliminates this peak; the same stress distri
bution as the previous case occurs except that there is a slight 
increase in the size o f the highly stressed proximal medial region 
(Fig. 2(c)).

3.1.2 Direction o f Stress in Cement Mantle. The loading be
havior can be better understood when the direction of the maxi
mum principal stress is considered. For the bonded case, the ce
ment mantle is subjected to a combination of bending (shown by 
the longitudinally oriented lateral tensile stresses in the middle

Fig. 3 Tensile maximum principal stress vectors in proximal, 
middle, and distal sections of cement mantle for: (a) bonded,
(b) debonded, and (c) debonded with distal cement removed. 
The proximal and distal sections were taken a small distance 
away from the layers containing the peak stresses so as to give 
a more representative illustration of principal stress vectors 
(this Is why the anterior vectors In (a) and distal vectors in (b) 
do not appear as maxima). P=posterlor, M=medial, 
A-anterior, and L-laterai.

MPa

Max

>8

Max

and distal sections of Fig. 3(a)) and a small degree of wedging 
action (shown by the hoop components in the lateral region of the 
proximal section and posterior side of the middle section; .see Fig. 
3(a)).

Debonding fundamentally alters the stress state in the cement 
mantle; the bending action is replaced by a wedging action of the 
pro.sthesis as illustrated by the increase in cement hoop stress in 
the proximal and middle sections (Fig. 3(ft)). However, the cement 
surrounding the distal tip is subjected to .significant longitudinal 
tensile stresses; these are not due to bending, however, but are a 
result of a tensile force exerted by the cement below the stem tip 
on the cement surrounding the tip (Fig. 3(b)). This is caused by 
the distal displacement of the prosthesis. The removal of the distal 
cement relieves the high longitudinal stresses in this region. This 
also allows greater distal displacement of the stem; this was veri
fied by calculating the displacement of the tip, which increased 
from 122 yitm for the debonded case to 209 /u.m for the case with 
distal cement removed. When the distal cement is removed, sig
nificant hoop stres.ses appear in the distal region; see Fig. 3(c).

3.1.3 Peak Cement Stresses. The peak tensile cement stress 
for the bonded prosthesis was 7.6 MPa (Table 3). It was located 
on the anterior side of the proximal region (Fig. 2(a)) and was 
oriented primarily in the radial direction (Fig. 3(a)). Debonding 
increases the magnitude of the peak tensile stress to 38 MPa 
(Table 3), shifting the site of the maximum to the region surround
ing the distal tip of the stem (Fig. 2(6)) in a predominantly longi-

(a) bonded (b) detx)nded (c) debonded (distal 
cement removed)

Table 3 Comparison of results of each criterion

Fig. 2 Comparison of maximum tensile principal stresses in 
the anterior half of the cement using the scale for the bonded 
case. The stresses are extrapolated from the integration points 
and averaged at the nodes. Cases are: (a) bonded, (b) deb
onded, and (c) debonded with distal cement removed.

Measure Bonded Debooded No Distal 
Cement

Peak Stress (MPa) 7.6 38.0 15.8

%Volume > 3 MPa 3.0 21.1 25.8

% Volume P f= 1 .0 0.0 0.35 0.18
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Fig. 4 Distribution of percent volume of cem ent over a s tre s s  
range of 0 -8  MPa, for the three implanted m odels

Probab ility  of F a ilu re

Fig. 5 Percentage volume of cem ent satisfying probability-of- 
failure survival at 10 million cycles (Pp-1  predicts failure 
within 10 million cycles and Pp=0 predicts survival for ttie 
sam e time period)

tudinal direction (Fig. 3(b)). Removal of the cement distal to the 
stem tip reduces the peak tensile stress to 15.8 MPa (Table 3) and 
moves it to the medial proximal region (Fig. 2(c)) and a hoop 
orientation (Fig. 3(c)). The scale of the changes in the stress is 
considerable, as illustrated in Table 3.

S. 1.4 Volume o f  Cement at a Given Stress. For the bonded 
stem, much of the cement is stres.sed within the 0 -2  MPa range, 
as shown by the contour plots in Fig. 2(a). To examine the distri
bution of stress quantitatively within the cement mantle, the aver
age stress for each element in the cement mantle was recorded and 
the elements were divided into groups with stress ranges between 
0 and 1 MPa, 1 and 2 MPa, etc. The total volume of elements for 
each stress range could then be plotted, as shown in Fig. 4. An 
increase in the proportion of cement experiencing higher stresses 
due to debonding is well illustrated using this method. Further
more, if a stress level, e.g., of 3 MPa, is considered critical, it is 
clearly shown that the volume of endangered cement is greater 
when the distal cement is removed (~ 2 6  percent for debonded 
stem with distal cement removed compared with ~ 2 1 percent for 
debonded stem with cement distal to the tip, as illustrated in Table 
3). This result would not be expected from the peak stresses only.

3.1.5 Probability-of-Failure. In order to compare the re.sults 
from the different models, a probability-of-failure analysis was 
performed on the cement mantle. A relationship between the 
probability-of-survival at 10 million cycles and the applied stress 
was used to calculate the probability-of-survival for each element 
of the cement mantle, ba.sed on the experimental data from Mur
phy and Prendergast [17]. The regression polynomial has the fol
lowing form:

/>s= -  O.OOOStr  ̂-I- 0.0202cr^ -  0.3304o-l-1.8365 (1)

This regression curve applies within the stress range o f 3-11 
MPa. The probability-of-failure can then be expressed a.s

P f = ^ - P s  (2)

The percentage volume of cement was then plotted against 
probability-of-failure to compare the three cases of fixation.

This approach gives interesting results because it becomes ap
parent that, for the bonded stem, none of the cement ha.s a failure 
probability greater than 0.4, wherea.s debonding shifts a small but 
significant amount of the cement towards higher failure probabili
ties (Fig. 5). The volume fractions of cement predicted to fail 
within 10 million cycles (i.e., P f  = 1) for the cases of debonding, 
and debonding without distal cement, were 0.35 percent and 0.18 
percent (Table 3), respectively. Therefore, while the debonded 
stem with distal cement removed has the highest percentage of 
cement above the failure threshold (i.e., percent volume > 3  MPa)
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at 10 million cycles, it is the debonded stem retaining cement 
distal to the tip which has the highest percentage predicted to fail 
(i.e., Pf7= I ) within the same period of loading.

4 Discussion
This paper presents a detailed examination of the stress in the 

cement mantle around a hip prosthesis. The primary question of 
interest is how best to report the stress pattern so that the results 
can be interpreted in a way that allows intercomparison of im
plants. This is important if finite element models are to achieve 
their potential as pre-clinical testing tools [6]. To investigate this 
question, a finite element model based on a composite femur bone 
was u.sed. The suitability o f the composite femur has been dem
onstrated using experimental methods by Cri.stofolini et al. [18] 
who showed that no significant differences in mechanical behav
ior were found between composite femora and two groups of ca
daveric specimens, while the inter-femur variability for the com
posite specimens was 20-200  times lower than the cadaveric 
groups; this allows reduction in required sample sizes for me
chanical testing while increasing sensitivity in characterising dif
ferences in behavior. Although the composite femur can never 
match the behavior of an individual bone exactly, its use is seen as 
central to the pre-clinical analysis of new implant designs since it 
offers a consistent geometry for comparing results across studies. 
Furthermore, a strain gauge analysis was carried out (see appen
dix), in which it was found that the finite element model predicts 
strains reasonably similar to those found experimentally. Similar 
results have been obtained by others [19,20]. It should be noted, 
however, that all materials were assumed to be i.sotropic in the 
present study. In reality both the fiber-reinforced epoxy of the 
composite femur and the cancellous and cortical bone are known 
to be anisotropic. The strain gage validation showed that accept
able results can be achieved without including the directional ma
terial properties, as has been shown previously by Vichnin and 
Batterman for a cadaveric femur [21].

Apart from the assumption of material isotropy a number of 
other simplifications have been made. Firstly, only one load case 
(45 percent of the gait cycle during walking), has been included, 
even though this means that the higher stres.ses that may occur 
during stair climbing or stumbling are not included in the failure 
prediction. It is noteworthy that a recent study [22] has shown that 
walking accounts for approximately 80 percent of dynamic load 
cycles for the hip and so represents a significant contribution to 
the fatigue loading of the cem ent Another simplification is that 
the interdigitation at the bone/cement interface is not included; 
this is commonly made in finite element models due to the diffi
culty in including sufficient geometric detail; the result is a 
smoothing of the stress distribution in this region. Since it is con
sistent for each model it should not affect the comparisons made 
between implants. The same argument applies to other limitations
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such as the exclusion of residua] stress, creep, and biological re
sponse of bone to stress shielding or thermal shock due to cement 
curing. Finally, a limitation to the use of stres.sed volumes and 
probability-of-failure as comparative criteria is that only cement 
mantles of very similar volumes can be correctly compared, i.e., 
mantles of much greater volume are likely to have greater vol
umes of cement with high failure probability and vice versa.

Debonding has a number of effects on the cement mantle that 
would not be captured by reporting of peak stresses alone. The 
increased wedging action of the stem is immediately apparent 
when examining the vector plots (Fig. 3). These clearly predict 
that greater hoop stresses occur in the bulk of the cement mantle 
for both debonded stems compared to the bonded case. The relief 
of the proximal anterior stresses is captured well by both stress 
contours and vectors while the increase in overall stress levels is 
apparent, qualitatively, from the contour plots and, quantitatively, 
from the shift in volumetric distribution of stress towards higher 
ranges (i.e., growth of volumes in the 2 -7  MPa range, illustrated 
in Fig. 4). This shift toward higher stress explains the increase in 
probability-of-failure for the two debonded models. Because the 
maximum tensile stresses in the,se regions are in the hoop direc
tion, damage is most likely to be in the form of radial cracking.

Peak stresses are likely to be dissipated by local damage and/or 
localized plastic deformation due to creep. Therefore, peak 
stresses may be considered to indicate damage initiation events in 
the early life of the joint replacement. The combination of mag
nitude and direction information for the peak tensile stresses 
therefore offers u-seful insight into possible sites of damage initia
tion or critical crack-s. Cement failure probability, however, offers 
a more general indication of the performance of the prosthesis in 
the longer term. When combined with direction vectors and volu
metric distribution of stress, a rea.sonably complete understanding 
of the possible long-term nature of damage accumulation in the 
cement mantle can be obtained. As the probability-of-survival of 
the cement mantle is based on the volume of cement above a 
specified stress level, it is less mesh sensitive than the peak stress 
[12]; this makes it better for comparing different designs of re
placement. In other words, if two implants generate the same peak 
stress, then the implant with the greater volume of cement stressed 
to that level will have the greatest likelihood of failure. If peak 
stress is reported without volume this information is missed.

The novelty of the probability-of-failure measure is not .so ap
parent in this particular case becau.se of the near linear relation
ship between probability-of-failure and stress, in the stress range 
of interest here (see I ^ .  (1)), resulting in similar results to the 
stressed volume approach, but it contains a number of advantages: 
(i) it identifies, for a given lifetime, the appropriate stress levels 
that should be used in reporting stressed volumes; in this way the 
probability-of-failure adds information about lifetime and is there
fore more meaningful than the stress data alone; («') comparison 
of contour plots is made more readily using probability-of-failure 
than stress because of a defined (zero to one) scale for generating 
displays and thus avoiding the need to rescale contours for models 
with different stress ranges (a common problem when attempting 
to compare contour plots from different studies); (iii) it may also 
be useful when attempting to convey results to clinicians who may 
better understand the significance of a probability-of-failure level 
than a stress magnitude.

The most important point of this paper for clinicians and im
plant designers is that the measures used to report the stresses in 
the cement mantle around orthopaedic implants can give quite 
different information, and could lead to different conclusions 
(Table 3). Reporting of peak stress alone would seem to be a 
particularly misleading measure o f  the durability of a cemented 
fixation. On the other hand, the approaches based on stressed vol
ume (e.g., Fig. 4) and probability-of-survival (Fig. 5) show the 
general nature of the change in the distribution in stress; however, 
the fact that cement volume will be different for different designs 
needs to be accounted for. Finally, the stress vector plot (Fig. 3)
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shows that polished implants (such as the Exeter prosthesis) have 
an entirely different load transfer mechanism than matt bonded 
implants.

Given the primary value of finite element modeling as a tool for 
intercomparison of implants [7,8,23-25], it is suggested by these 
results that stressed volume is the best way to compare stres.ses 
generated in cement mantles surrounding orthopaedic implants. 
This information could be supplemented with vector plots if a 
detailed comparison of the stress transfer mechanism is required.
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Appendix

Experimental Collaboration of Numerical Results

Method. Rosette strain gages were used in this study. Three 
rosettes were applied at the proximal, middle, and distal levels on 
each of the anterior, posterior, medial and lateral surfaces, i.e., 12 
rosettes in total, as shown in Fig. 6. The type o f rosette used was 
EA-06-062RB-120 strain gage (Micro-measurements Group Inc., 
USA). The composite femur was held in a clamp, 44 mm distally, 
and was inclined at an angle of 20 deg in the coronal plane and 
rotated anticlockwise by 20 deg about the long axis of the femur. 
A compressive load was applied on the femoral head; .see Fig. 7. 
This configuration provides strains not only on the medial and 
lateral surfaces but al.so on the anterior and posterior surfaces, and 
hence it can confirm the FE model more completely than a strictly 
physiological load. Loads o f 0.3, 0.45, 0.6, and 0.9 kN were ap
plied to the femoral head. Loading was repeated three times for 
each gage to assess repeatability of the measurement. For each

Fig. 6 A photograph of the strain gaged fem ur in the Instron 
testing machine. Note, there are four gages on each of the an
terior, posterior, medial and lateral su rfaces (i.e., 12 altogether)
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y=1.0235x-10.796 
R^ = 0.a373;R = 0.9150
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Finn* E l«m nt PrBdkted Microstrain

Fig. 7 Strain m easured in the femur (strain gauges) versus 
strain predicted in the fem ur (finite element). Error bars show  ± 
two standard deviations of each mean gage m easurem ent from 
three readings.

strain measurement the output voltage was measured before load
ing, during loading and after loading to check zeroing of the 
circuit.

Results. A plot of the measured microstrain against the pre
dicted microstrain at each gage site shows that the predicted strain 
and measured strain are reasonably well correlated (Fig. 7). A 
linear regression analysis was performed to find the line o f least- 
squares fit between the experimentally measured values and the 
calculated finite element prediction. If the measurements and pre
dictions were equal at all points, all the data would lie on a line of 
slope equal to one. The slope of the line was found to be 1.02 and 
the y  intercept found to be very low at -1 0 .8 4  microstrain.
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Bonded (i.e. Matt): Predictions for Specimen #2

Shrinkage Stress Porosity Pre-load Damage Test Stress Final Damage

Figure B . l .  Stress, porosity, and damage distributions for bonded specimen no. 2. A fter generation of the pore distribution (pores are plotted 
as spheres scaled to the volume fraction of each pore), the residual stresses were read in from the original thermoelastic analysis. The pore 
distribution was then used to calculate local stress concentrations in the stress field. This new shrinkage stress distribution was used to initiate 
damage around pores (damage data are plotted as principal damage vectors) and the test load was then applied. Damage accumulation was 
calculated according to the timestep scheme of section 3.2.4 for the superposed stress distributions from loading and shrinkage (the stress 
distribution shown is for the first cycle of testing).



Bonded (i.e. Matt): Predictions for Specimen #3

Shrinkage Stress Porosity Pre-load Damage Test Stress Final Damage

Figure B .2. Stress, porosity, and damage distributions for bonded specimen no. 3. A fter generation of the pore distribution (pores are plotted 
as spheres scaled to the volume fraction of each pore), the residual stresses were read in from the original thermoelastic analysis. The pore 
distribution was then used to calculate local stress concentrations in the stress field. This new shrinkage stress distribution was used to initiate 
damage around pores (damage data are plotted as principal damage vectors) and the test load was then applied. Damage accumulation was 
calculated according to the timestep scheme of section 3.2.4 for the superposed stress distributions from loading and shrinkage (the stress 
distribution shown is for the first cycle o f testing).



Bonded (i.e. Matt): Predictions for Specimen #4

Shrinkage Stress Porosity Pre-load Damage Test Stress Final Damage

Figure B .3. Stress, porosity, and damage distributions for bonded specimen no. 4- A fter generation of the pore distribution (pores are plotted 
as spheres scaled to the volume fraction of each pore), the residual stresses were read in from the original thermoelastic analysis. The pore 
distribution was then used to calculate local stress concentrations in the stress field. This new shrinkage stress distribution was used to initiate 
damage around pores (damage data are plotted as principal damage vectors) and the test load was then applied. Damage accumulation was 
calculated according to the timestep scheme of section 3.2.4 for the superposed stress distributions from loading and shrinkage (the stress 
distribution shown is for the first cycle of testing).



Bonded (i.e. Matt): Predictions for Specimen #5

Shrinkage Stress Porosity Pre-load Damage Test Stress Final Damage

Figure B .4. Stress, porosity, and damage distributions for bonded specimen no. 5. A fter generation of the pore distribution (pores are plotted 
as spheres scaled to the volume fraction of each pore), the residual stresses were read in from the original thermoelastic analysis. The pore 
distribution was then used to calculate local stress concentrations in the stress field. This new shrinkage stress distribution was used to initiate 
damage around pores (damage data are plotted as principal damage vectors) and the test load was then applied. Damage accumulation was 
calculated according to the timestep scheme of section 3.2.4 for the superposed stress distributions from loading and shrinkage (the stress 
distribution shown is fo r the first cycle o f testing).



Debonded (i.e. Polished): Predictions for Specimen #2

Shrinkage Stress Porosity Pre-load Damage Test Stress Final Damage

F igure B .5 . Stress, porosity, and damage distributions fo r  debonded specimen no. 2. A fter  generation o f the pore distribution (pores are 
plotted as spheres scaled to the volume fraction o f each pore), the residual stresses were read in from  the original thermoelastic analysis. The 
pore distribution was then used to calculate local stress concentrations in the stress field. This new shrinkage stress distribution was used to 
initiate damage around pores (damage data are plotted as principal damage vectors)  and the test load was then applied. Damage accumulation 
was calculated according to the timestep scheme o f section 3.2.4 fo r  the superposed stress distributions from  loading and shrinkage (the stress 
distribution shown is fo r  the first cycle o f testing).



Debonded (i.e. Polished): Predictions for Specimen #3

Shrinkage Stress Porosity Pre-load Damage Test Stress Final Damage

Figure B .6. Stress, porosity, and damage distributions for debonded specimen no. 3. A fter generation of the pore distribution (pores are 
plotted as spheres scaled to the volume fraction of each pore), the residual stresses were read in from the original thermoelastic analysis. The 
pore distribution was then used to calculate local stress concentrations in the stress field. This new shrinkage stress distribution was used to 
initiate damage around pores (damage data are plotted as principal damage vectors) and the test load was then applied. Damage accumulation 
was calculated according to the timestep scheme of section 3.2.4 for the superposed stress distributions from loading and shrinkage (the stress 
distribution shown is for the first cycle o f testing).



Debonded (i.e. Polished): Predictions for Specimen #4
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Figure B.7. Stress, porosity, and damage distributions for debonded specimen no. 4- After generation of the pore distribution (pores are 
plotted as spheres scaled to the volume fraction of each pore), the residual stresses were read in from the original thermoelastic analysis. The 
pore distribution was then used to calculate local stress concentrations in the stress field. This new shrinkage stress distribution was used to 
initiate damage around pores (damage data are plotted as principal damage vectors) and the test load was then applied. Damage accumulation 
was calculated according to the timestep scheme of section 3.2.4 for the superposed stress distributions from loading and shrinkage (the stress 
distribution shown is for the first cycle of testing).



Debonded (i.e. Polished): Predictions for Specinnen #5
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Figure B .8. Stress, porosity, and damage distributions for debonded specimen no. 5. A fter generation of the pore distribution (pores are 
plotted as spheres scaled to the volume fraction of each pore), the residual stresses were read in from the original thermoelastic analysis. The 
pore distribution was then used to calculate local stress concentrations in the stress field. This new shrinkage stress distribution was used to 
initiate damage around pores (damage data are plotted as principal damage vectors) and the test load was then applied. Damage accumulation 
was calculated according to the timestep scheme of section 3.2.4 for the superposed stress distributions from loading and shrinkage (the stress 
distribution shown is for the first cycle of testing).
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A ppendix C 

Finite elem ent code

The computational scheme was implemented using the finite element method, coded 

in Fortran 90. A static hbrary (Fem_Lib. l ib )  was compiled from 12 modules, 

each of which consist of several subroutines to accompUsh associated tasks within a 

given module, e.g. element shape functions and element strain-displacement matrix 

formation within a given element module. A main program (m ain .f90) contains all 

the necessary I/O  and the general algorithm of the computational scheme (described 

briefly in Fig. 3.9). This was then compiled and linked with the library to give a 

single executable containing any procedures from the library required to implement 

the algorithm. A brief description of the various modules is given below. All code 

in m ain .f90 and Fem_Lib.f90 is then listed. Originally, some subroutines from a 

library accompanying the book ’’Programming the Finite Element Method” by I.M. 

Smith and D.V. Griffiths (1998, John Wiley and Sons) were used to develop the 

algorithm. Some features remain but most of the library has been reimplemented 

and many new subroutines have been added.

• General FEM modules

p re-ops — pre-processing of the mesh, e.g. assigning degree-of-freedom 

numbers to nodes, convert between node numbering to internal degree- 

of-freedom numbering, and set up some volumetric search trees

e lem en ts_ to t — subroutines that pass through all elements, e.g. global 

stiffness matrix assembly, calculation of global internal nodal load vector

s o lu tio n  — subroutines related to solution stage, only line-search sub

routine at this time

so lv e rs  — common operations required to interface to a hnear system 

solver, e.g. store stiffness coefficients in skyline matrix, interface to vendor
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Math library solver 

Element modules

hex8_xtr — subroutines required for 8 node hexahedron, e.g. Gauss pt. 

samphng, shape functions, etc.

e lC on tactS urf — surface-to-surface contact element subroutines 

Material modules

1 in e la s t i c  — isotropic linear elasticity

damage — damage growth, timestep prediction, and constitutive model 

closedPorous — elastic medium with non interconnected porosity 

v is c o e la s t ic  — only stress relaxation at this time

Helper modules

tensor_ops — useful operations for handling tensors and their matrix 

representations, e.g. calculate and order principal values/vectors, form 

rotation and projection matrices

post_ops — subroutines used to read/write global arrays, e.g. results 

or mesh geometry, and filter some of the data, e.g. calculate stressed- 

volumes



program cdm.fem
Program for reading vtk format file of general unstructured mesb
and subsequent damage analysis for a single pore

variables
mesa
nels « array of no. elements of each type
nn ■ no. nodes
nip » array of no. gauss pts per element type
nod no. nodes per element
nshare = node sharing array (indicates no. elements sharing a node)
nodof - no. dof per node
ndof • euray of no. dof per element type
ndim m no. of dimensions
g_coord = global nodal coordinate array
g_ipCoord ■ global gauss pt coordinate array
g.ipSurf « ditto for contact elements
g.num global element node no.s array
g.nconn global ztrray of node-element connectivites
max.elconn B max no. elements connected to another element
g.elconn ■ global array of element-element connectivities
r_bkt » radius of spatial buckets around gauss pts
maz.ipbkt » max no. of gauss pts in a bucket
g.ipbktl ■ global array of level 1 gauss pt buckets within radius, r.bkt
g » element steering vector
g-g « global element steering array
eltypes no. element types
etype array of element types id's
mat.id * array of element material id’s
g.ipMat ■ array of gauss pt material id’s
vol_el * array of solid element volumes
g.ipvol array of solid element gauss pt volumes
totvol * array of total volume of each individueO. material

maceriaj.8 prup«*rvi«*t*~--------------------------------------------------------
np_types ■ no. material property types
nprops » max no. of constants req’d from all occurring types

e.g. isotropic elastic only requires tvo but 3D contact surface
requires 3

e,nu « Young’s modulus and Poisson’s ratio
ndam no. of damaging materials
mat.dam ■ array of damaging material id’s
uts » y-intercept of S-N curve
sn.slope slope of S*N curve
nels.dam no. elements that can damage
ncpore » no. closed porous materials
mat.cpore array of closed porous material id’s
cpore.m ■ array of mean of ’cpore’ distribution for each cpore material
cpore_std ditto for standard deviation
prad.m » array of mean pore radii for each ’cpore’ material
prad.std * standard deviations of pore radii for each ’cpore’ material
nels.cpore s no. elemnts that can contain closed pores
ks,kn,mu > shear and normal stiffnesses, and friction coefficient for

! contact surfaces
solDee s matrix of elastic constants for solid
surfDee ditto for surface

loads, boundary conditions and global stiffness----------- — --------------

nr . no. restrained nodes
nf IB nodal freedom matrix
g-k •» global stiffness matrix stored as vector
loads vector of nodal loads (gets overwritten by displacements after

solution in order to save storage space)
elforce array of gauss pt surface loads on an element face
npres = no. applied element surface pressure load
nodPres * no. nodes per face

nvec
Icoord

Pval
ipPres
force

* normal vector of surface
- array of nodal coordinates rotated to local surface csys 

(with normal, nvec)
* array of pressures applied to a given node on an element
* pressure at a gauss pt on element face 
B force vector at a gauss pt

face

ei.emeni; sxiuix------------------------ ~ —
element ■ character variable describing element type (e.g. hexahedron)
solpoints B array of sampling pt coords for a solid element
surfpoints • ditto for surface contact element
weigths * vector containing weighting for each gauss pt
km m element stiffness matrix
coord * element nodal coordinates matrix
nuffl ■ vector of element node no.s
numip * vector of element gauss pt no.s
g.num * global array of all elements’ num vectors
g.numip * ditto for numip vectors
g » element steering vector
eld_inc • element displacement vector
solFun > array of shape functions for solid element
surfFun ■■ ditto for surface
ntot * array of shape functions for all dof of element

(used for contact elements)
solDer * array of shape derivatives wrt natural csys for solid

' surfDer * not needed at this time
solDeriv « array of shape derivatives wrt global csys for solid
surfDeriv • not needed at this time
solBee « strain displacement matrix for solid
contBee * ditto for surface
gap.tot • total relative displacement vector at interface gauss pt
gap.inc > incremental relative displacement vector at interface gauss pt
gaptol * tolerance above which gap is said to be open
bonding * status of interfacial bonding

1 ■> fully bonded ; 0 *> debonded

soi.ver BTivui—  -------------- ---- —
strategy * character variable for solver strategy (i.e. mesh-free. mfree’

or assembly, ’assem’)
solver m character variable describing type of solver:

’bam’ (constant bandwidth), ’sky’(skyline), amd
’peg’ (preconditioned conjugate gradient)

nbemd « half bandwidth of global stiffness matrix
' neq « no. dof in mesh

m banded or skyline global stiffness matrix stored as vector
! kb • banded global stiffness matrix stored as vector
' kdiag • vector of diagonal positions for skyline strategy
' skyRhs > rhs loads vector for skyline solver
' storkm • array used to store mesh-free element stiffness matrices
' diag_precon " diagonal preconditioner used for peg solver

iteration s tuff
arrays

apload ■ applied forces vector
lastdisp ■ displacements from last iteration
totdisp a accumulated displacents
ipload • gauss pt internal body load
eload m accumulated gauss pt internal body load for element

! bdylds * accumulated internal body loads for mesh
resld ■ residual load vector
lastresid ■ residual for last N-R iteration
resdisp ■ residual displacement

scalars
time ■ elapsed time (not real time)
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astep M analysis step
iter » iteration no.
maxiter ■ max allowable iterations per step
totiter » total no. elapsed iterations
c.val » integer controlling which convergence controls are present

0 »> none; 1 -> displacement ; 2 >> disp + load
d.crit ■ displacement convergence criterion
l.crit ■ load convergence criterion
Itoler ■ load tolerancedtoler ■ displacement tolerance
Inorm > euclidean load normidnorm ■ euclidean displacment increment norm
idnormO ■ ” for initial load step
tdnonn • euclidean total displacment norm
rlnorm » euclidean residual load normrdnorm B euclidean residual displacement norm

logical
converged ■ true if morm < Itoler
mlconv a master load convergence on/off
Iconv ■ analysis step load convergence on/off
dconv ■ displacement convergence on/off

state vauriables and their associated variables-----------------
v.scheme » voigt storage scheme (i.e. 12 or 23)

g.ipEptot « global array of gauss pt total strains
(stored as vectors vectors)

eptot =“ individual gauss pt. voigt strain vector
g.ipSigma ■ global array of gauss pt stresses for solid elements
g.ipSigcnv « global stress array for last converged solution
sigs>a = individual gauss pt. voigt stresses
sigma_el « array of all gauss pt stress for em element
g.stress ■ globed eirray of nodal stresses
stress > individual node voigt stresses

g.ipDam ” global array of gauss pt damages
solDam ■ individual gauss pt. voigt damage vector
dam.el = array of all gauss pt damages for an element
g.dam <■ global array of nodal damages
tstep.fail * sirray indicating failure in less than the min allowable tstep

1 -> gauss pt is flagged for failure for current tstep
0 *> " " not H « H « « "

crackstat B array of gauss pt crack satus
0 »> no cracks present ; 1 => 1 crack present
2 *> 2 " " ; 3 *> all directions ruptured

cpores * array of pores (1»> present, 0»> not). Length of array matches
(no. cpore materials) x (no. elements) x (no. gauss pts/elem)

poros s porosity values (1st implementation is isotropic, i.e. equal
diagonal values only)

g.ipPoros * global array of gauss pt porosities
g.poros s global array of nodal porosities
poros.el * element array of gauss pt porosities
poros.vol ■ array of gauss pt volumes which belong to porous materials

is overwritten by random pore generator to give array of
gauss pt void ratios (i.e. porosities)

tot.pvol “ array of total volume of pores for each porous material
tot.poros * array of total porosity (i.e. void/vol ratio) for each porous

material

output stuf
ftype « file type for output (ascii or binary as specified in vtk

datafile format

ipout “ character array used to assign whether gauss pt results are
extrapolated or copied to nodes 

nout.inc ■ no. time increments between output of nodal results to
datafiles; default is 1 

ipout.lnc ■ no. time increments between output of gauss pt results to
datafiles; default is 1 

ostep ■ next analysis step no. flagged for output of nodal results
ipstep * next analysis step no. flagged for output of gauss pt

results
sigvol.tab * array of stress-volume data for a given step
sigMin.sigMax » ain and max values defining stress range for output
sigRange * range of stress intervals for sigvol output

i.e. sigMax - si^in + 1, where extra ’1’ is for stresses 
above sigHax

fs » shear force at a contact gauss pt
(used when calculating shear stress at interface)

iarray ■ dummy integer array used for output (ensure to deallocate
after use so that can be used again for different output
quantities)

! df98 provided libraries 
use dflib
! user supplied libreiries for general mesh, tensor, or results manipulation 
use pre.ops ; use tensor.ops ;use post.ops ;
! solver and solution tools use solvers ; use solution
! general tasks for elements (tangent stiffness and nodal restoring load calc) 
use elements ! user supplied elements 
use hex8_xtr ; use elcontactsurf 
! user supplied materials
use linelastic ; use damage ; use closedPorous

I
implicit none
integer:;neq,nband,nn,nodof,nr,neltot,max_elconn,max_ipbkt,ft

iel,inod,ip,ipore,imat,lastmat,g_ip,g_ipSurf,niptot,i,j,k,k 
astep,iter(-l:0),totiter,m8uciter,itioe,itime_last 
ndim,disp_shapes,loaded_nodes,fixed_nodes,npres,nodPres,ft 

nprops,np.types,ndam,ncpore,nvisc,nels_dam,k 
v.scheme,nout.inc,ipout_inc,ostep,ipstep,ft
eltypes, cell.size, cell_pts,ncrack,optype,lastcrack,dummy,width, k 
file.id, m_i, sigMin,sigNax,sigRange,listnodes,maxshare 

integer(2):: status,c_val.bonding,load.incs,l_inc,loading,bisects,init.stress 
real(8):; det,tstep,tstep_min,tstep_min2,t_solve_in,t_solve_out,t.solve,t 

ft t.iter_in,t_iter.out,t_iter,t_inc_in,t_inc_out,t.inc,t_astep_in,ft 
ft t.astep.out,t.astep,time,t.visc,oaxtime,meut_inc,l.inc.r(-l:0),ft 
ft delta.l.inc,l.inc.fact.d.crit,l.crit,Itoler,dtoler,Inorm,Inorm.ap,ft 
ft tdnorm,idnorm,idnormO,rlnorm,rdnorm,last.rlnorm,ls.norm(l :3) ,ls_slope,fc 
ft ls.yO,ls.param(l:3),lsearch,e,nu,notch,maxsig,ks,kn,mu,gaptol,ipPres,ft 
ft fs,r.bkt.cnv.ratio,cnv.err,lbound 

logical::mlconv,Iconv,dconv,converged,load.loop,initiate 
character*3::solver; character*4::suffix; character*S::ftype,strategy 
chauracter*6:: ipout; character*24:: fname; character*12:: element,wordl,word2, wordS

I
!--- ---------------------dynamic arrays------------------------------------
real(8), allocatable :: coord(:,:),g_coord(:,;),g_ipCoord(:,:),solpoints(:,:)ft 

ft,surfpoints(:,:),solwts(:),surfwts(:),jac(:,:),jac2D(:,:),solFun(:),ft 
ft solDerC:,:),solDeriv(:,:),surfFun(:),ntot(:,:),solBee(:,:),ft 
ft contBee(:,:),eld.inc(:),eld.tot(:),g.ipEptot(:,:).g.ipEpInit(:,:) ,ft 
ft g.eptot(:,:),eptot(:),epinc(:),gap.tot(:),gap_inc(:),gap_elas(;),ft 
ft gap.plas(:),solDee(:,:),incDee(:,:),surfDee(:,:),srf_incD(:,:),km(:,:)ft 
ft .g.ltC :) ,kb( :,:) ,prop( :,:) ,loads( : ) ,skyRhs( :,:) ,apload( :) ,apl.inc( : ) ,ft 
ft lastdisp(:),cnvdisp(:),totdisp(:),incdisp(:),tot.inc(:),value(:),ft 
ft Pval( :),nvec(:),lcoord(:,:),ipload(:),eload(:),elforce(:,:),forceC:),ft 
ft frc_inc(:),bdylds(:),lastresid(:),ls_resid(:),resld(:),resdisp(:),ft 
ft l8_incdisp(:),sigma(:),sigma.el(:,:),pr.el(:,:),pr.nod(:>,sig_inc(:),ft 
ft sigvol_tab(:,:),cnvlds(:),dummysig(:,:),g_ipSigma(:,:),g.ipSigcnv(:,:)ft 
ft.g.ipPrSigC:,:),g_PrSig(:,:),stress(:),g_stress(:,:), stressTensor(:,:)ft 
ft,solDam(:),dam_el(:,:),g.ipDam(:,:),g.ipRefDam(:,:),ipOam(:),g_dam(:,:)ft
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4,g_ipPrDam(:,;) ,g_PrDjun(:,:) ,uts(:) ,sn_8lope(:),totdam(:) ,refdainC: , ,ft 
t nevdam(: , ,prindaffl(:),prdamtdns(:,:),prbasis(:,:),prinrot(:>:) 
ft actrot(:,:),maxpvec(:),cporo_m(:),cpore_std(:),prad_m(:),prad_std(:) 
k poros(:),g_ipPoros(:,:),g_poroa(:,:),poros_el(:,:),poros_vol(:) ,k 
k avPorosC:),vol_el(:),g_ipvol(:),totvol(:),diag_precon(:),storkm(:,:, 

real(4), allocatable :: sgl_vec(:), sgl_tens(: , ,sgl_arr(:,:), nlis_arr(:) 
integer» allocatable :: nelsC:),nod(:),nst(:),ndof(:),nip(:),nf(:,:),kdiag(:)fc 

it,nshare(:) ,g_nconn(: , ,g_elcoim(:,:) ,g_ipbktl(:,:) ,g(:) ,num(:) ,k 
k numip(:),g_num(:,:),g_numip(: , ,g_g( :),g_ipMat(:),g_ipType(:)
k no(:),sense(:),node(:),mat_id(:),etype(:),tstep_fail(:),crackstat(:),k 
k mat.damC:),totcrack(:),mat_cpore(:),mat_visc(:),nels_cpore(:),k 
k cporesC:),iarray(:,:),nli8.idarr(:)

!      --------
i----------------------input and initialisation---- -------------------------
! set up file-*prefix naming variable 
call getarg(l,fname,status)
! Display message describing initial phase
print *, "Reading in grid from vtk file emd building finite element mesh..."
! open up files required for generating mesh and outputting results and 
! runtime messages:
! mesh file in vtk unstructured grid format 
fname » fnamed : status)//’.vtk’ 
open (10 ,f ile-f name,status** 'old’,action*’read')
! types, loads etc. 
fname “ fname(i:status)//’.gen’ 
open (11,file«fname,status**old’,action*’read’)
! nodal results file 
fname * fname(l:status)//’.res ’
open (20,file*fname.status*’replace’,action«’write’)
! integration pt. results 
fname * fnamed : status)//’. ipr ’
open (22,file>»fname,status* ’replace *,action*’write ’)
1 runtime messages 
fname * fnamed :status)//’.mes’
open (21,file*fname,status*’replace',action*’write’)
! results summary table 
fname * fnamed :status)//’.tbl’
open (23,file*fname,status*’replace',action*’vrite’)
! solution convergence summary table 
fname * fnauDe(l:status)//’.cnv’
open (24,file*fname,status*’replace’.action*’write’)
! linesearch data for debugging purposes 
fname * fnauDed:status)//’.Isr’
open (25,file*fname,status*’replace’,action*’write’)
! ascii results listing for individual nodes 
fname « fname(l:statu8)//’.nls’
open (26,file-fname,status*’replace’,recl*1024,action*'write’)

!— read/write headers for vtk formatted input/results files------------
! note: wordl string is often read in Just to advamce to the next record 
! get output file format from ’gen’ file first 
read (11,•) wordl, word2, word3, wordl 
read (11,*) ftype, ipout, nout.inc, ipout.inc 
!header
read (10,*) wordl 
do i*20,22,2
vrite (i,’(a)’) "# vtk DataFile Version 3.2" 

enddo ! title
read (10,*) wordl 
do i*20,22,2
write (i,’(a)’) "3D FE Analysis - Structural" 

enddo! data type 
read (10,*) wordl 
do i*20,22,2
select case (ftype)

case ('ascii’); 
write (i,’(a)’) "ASCII" ; write (i,*) 
case (’binar’) 
write (i,’(a)’) "BINARY"; write (i,*) 
end select enddo

! mesh geometry/topology. this will generally be of type ’unstructured.grid' 
read (10,*) wordl 
do i-20,22,2
write (i,’(a)’) "DATASET UNSTRUCTURED.GRID" 

enddo

I--------------------------- QEu file initiation----------------------------
1 read analysis dimensionality, no. dof/node, no. element types 
read (11,*) wordl,word2,word3 
read (11,*) ndim, nodof, eltypes
allocate (nels(eltypes),nod(eltypes),nip(eltypes),nst(eltypes),ndof(eltypes))
1 read element type data
! assigns hex8 as type 1 and contact surf as type 2 (if present) 
read (11,*) wordl,word2,word3,wordl 
do i*l,eltypes
! element type name, nodes/elem, no. gauss pts, no. stresses 

read (11,*) element,nod(i),nip(i),nst(i)
1 calc no. dofs/elem 

ndof(i)*nod(i)*nodof 
end do
read (11,*) wordl,disp_shape8
* read contact options if contact elements exist 
if (eltypes .ne. 1) then 
read (11,*) wordl, gaptol 

endif
1 read stress range for stress volume tabular output data 
read (11,*) wordl, word2 
read (11,*) sigMin, sigMax 
sigRange * sigHax sigMin *■ 1
! read list of nodes to track for displacement output listings 
read (11,*) wordl, listnodes 
if (listnodes .ne. 0) then 
allocate(nlis.idarr(listnodes),nli8_arr(ndim*li8tnodes)) 
read (11,*) nlis.idarr 
endif
! read no. of material types and no. constemts for type with highest no.
! of constants
read (11,*) wordl ; read (11,*) wordl,word2 
read (11,*) np.types, nprops
allocate (prop(nprops,np_types),sigvol_tab(np_types*8igRange,9) 

k totvoKnp.types))
! read material property array 
do i*l,np_types
read (11,*) propd:nprops ,i) 

end do

!------------- '-Read in mesh, set up array allocations and results file-----
! read/write point data headers for node results files 
read (10,*) wordl, nn, word2 ! point data header 
write (20,’(a,i7,TRl,a)’) ’POINTS', nn, ’float’
100 format (fl5.6,trl,fl5.6,trl,fl5.6)
! assign voigt storage scheme variable as ’12 23 31’ form 
v.scheme * 12
! allocate and read/write global nodal coordinate matrix 
allocate (g_coord(ndim,nn),sgl.vec(ndim),sgl.tens(ndim,ndim)) 
read (10,*) g.coord
call write_globArray (g_coord,ftype,20,ndim,v_scheme,fnamed:status) , ’ .res')
!
! read connectivity array header (i.e. no. elements and total size of array) 
read (10,*) wordl, neltot, cell.size
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! allocate arrays
allocate (nf (nodof ,nn) ,nshare(nn) ,nuin(nod(l)) ,numip(nip(l)) 

g.numCnodd) .neltot) , coord(nod(l) ,ndiD) ,k
solpointsCnipd) ,ndim) ,solwts(nip(l)) , jac(ndiiD,ndim) ,jac2D(2,2) ,k 
vol.eKneltot) ,k
solDee(nst(l),nst(l)),incDee(nst(l).nstCl)),km(ndof(1),ndof(1)),k
iploadCndof(1)),eload(ndof(1)),k
eld_inc(ndof(1)),eld_tot(ndof(1)),k
g_eptot(nst(l) ,im) ,epinc(n8td)) ,eptot (nst(l)) .ft
sigma(nstd)) ,sigma_el(DSt(l) ,nipd)) ,sig.inc(nst(l)) ,k
pr_el(ndim,nipd)) ,pr_nod(ndim) ,t
g.stressCnstd) ,ixn) ,g_PrSig(ndim,im) ,k
stressCnstd)) ,stressTensor(ndim,ndim) ,k
g(ndof (D) ,g_g(ndof (1) .neltot) ,mat_id(neltot) ,etype(neltot) , ft 
solDamCnst(!)),dam_el(nst(l),nip(l>),ipDam(nst(l)),ft 
g_dam(nst(l) ,zm) ,g_PrDam(ndim,mi) ,ft
refdaffl(ndim,ndim) ,newdam(ndim,Ddim) ,prdaffltens(ndini,iidim) ,ft 
actrotCndim.udim) ,prbasis(iidim,ndiai) ,prindam(ndim) ,k 
prinrot(ndiai,ndiffl) ,aaxpvec(ndim) ,k
poros(nst(l)) ,poros_el(nst(l) ,nip(l)) ,g_poros(nst(l) ,im))

! allocate element arrays depending on whether extra displacement shapes are 
! used: 1 ■> extra shapes; 0 ■> standard formulation
if (disp.shapes .eq. 1) then

allocate (solFun(nodd)+ndim) ,solDer(ndim,nod(l)4-Ddim) ,k
solDeriv(ndim.nod(1)+ndim),solBee(nst(1),ndof(1) -f ndim*nodof))

else
allocate (solFun(nodd)) ,solDer(ndim,nod(l)) ,ft

solDeriv(ndim.nodd)) ,solBee(nstd) ,ndof (1)))
endif
! allocate arrays for contact elements if present 
if (eltypes .eq. 2) then

allocate (surfpoints(nip(2),ndim),surfvts(nip(2)),surfPun(nod(2)/2),ft 
ntot(nodof,nod(2)*nodof),gap_tot(nodof),gap_inc(nodof),ft 
gap.elas(nodof),gap.plas(nodof),contBee(nst(2).ndof(2)).ft 
surfDee(nst(2),nst(2)),srf_incD(nst(2),nst(2)).ft 
force(nodof),frc_inc(nodof))

endif
! write connectivity array header to nodal results file 
write (20.•) ; write (20,’(a,trl,i7,trl,i7)*) wordl. neltot, cell.size 
! read/write global element node no. array 
call rw.vtkCells (g.num, 10,20,ftype,foeuoed:status) , ’ .res’)
! convert vtk cells numbering to Fem90 global element node no. array 
g_num ■ g_num + 1
! read/vrite vtk ’cell types’ section (i.e. what element type is each cell)
! 12 - 8 node hex solid (ok since contact is just a hex8 with zero volume) 
readdO,*) wordl, neltot ; write(20,*) ; write(20,*) wordl, neltot 
read(10,*) etype
call write_globArray(etype,f type,20 ,f named : status) , *. res *)

I --------------------------Material input section - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

! read/write element material no.s (vtk scaleur cell dataset) from/to ’cell 
1 data’ section
! CELL.DATA ncells (overall header for cell data section-*i.e. not repeated 
! for types)
read (10.*) wordl, dummy ; write (20,*) 
write (20,’(a.iS)’) "CELL_DATA", neltot 
! SCALARS Materials int ncells 
read (10,*) wordl,word2,word3,dummy
write (20,’(a,TRl,a,TRl,a,i5)*) wordl,word2,word3,dummy 
! LOOKUP.TABLE default
read (10,*) wordl, word2 ; write (20,’(a,TRl,a)’) wordl, word2 
! material no.s 
read (10,*) mat.id
call write_globArray(mat_id,ftype,20,fname(1:status),’.res’)
! set mat id for elements which can damage

read (11,*) wordl 
read (11,*) ndam 
if (ndam .ne. 0) then

allocate (mat_dam(ndam),uts(ndam),sn_slope(ndam).totdam(ndaffl),ft 
ft totcrack(ndam)) 

do i»l,ndam
readdl,*) mat.daa(i), uts(i), sn_slope(i) 

end do 
endif
! set mat id for elements which can contain closed pores 
read (11,*) wordl 
read (11,*) ncpore 
if (ncpore .ne. 0) then
allocate (mat.cpore(ncpore),nels_cpore(ncpore),ft 

cpore_m(ncpore),cpore_std(ncpore),ft 
prad.m(ncpore).prad.std(ncpore),ft 
avPoros(ncpore)) 

do i"l,ncpore
readdl ,*) mat_cpore(i) ,cpore_m(i) ,cpore_std(i) ,prad_m(i) ,prad_std(i) 

end do 
endif
! set mat.id for viscoelastic materials (stress relaxing for the moment) 
read (11.*) wordl 
read (11,*) nvisc 
if (nvisc .ne. 0) then

allocate (mat.vise(nvisc)) 
do i»l,nvisc

readdl,*) mat_visc(i) 
enddo 

endif
! check if initial stress results are to be used
! 1«> use initial stress (to be read in); 0*> no initial stress 
read (11,*) wordl, init_stress 
if (init.stress .eq. 1) read (11,*) notch

!----------  Element types section and Gauss pt sampling-------
! read/write element type id’s (vtk scalar cell dataset) from/to ’cell data’
! section
! 1 > 8 node hex solid
1 2 > 4-node-surface to 4-node-surface contact element 
! (note: still an 8 node element)
! SCALARS Materials int ncells 
read (10,*) wordl,word2,word3,dummy
write (20,’(a.TRl,a,TRl,a,trl,iS)’) wordl,word2,word3,dummy 
! LOOKUP.TABLE default
read (10,*) wordl, word2 ; write (20,’(a,TRl,a)’) wordl, word2 
! element type no.s 
nels » 0 
do iel*l,neltot

read (10,*) etype(iel)
nels(etype(iel)) “ nels(etype(iel)) * 1 

end do
call write.globArray(etype,ftype,20,fname(l:status),’.res’)
! calc total no. of gauss pts 
if (eltypes .eq. 2) then
niptot ■ nels(l)*nip(l) + nels(2)*nip(2) 

else
niptot ■ nelsd)*nip(l) 

endif
! allocate global ’ip’ arrays
allocate(g.ipcoord(ndim,niptot) ,g_nufflip(maxval(nip) ,neltot) ,ft 

g.ipType(niptot),g.ijrf!at(niptot),g.ipvol(niptot),ft 
g_ipEptot(nstd) ,niptot) ,g_ipEpInit(nst(l) ,niptot) ,ft 
g.ipSigma(nstd) ,niptot) ,g_ipSigcnv(nst (1) ,niptot) ,ft 
g_ipPrSig(ndim,niptot),g.ipPrDam(ndim,niptot),ft 
g.ipDam(nstd) ,niptot) ,g_ipRefDam(nst(l) ,niptot) ,ft 
crackstat(niptot),g_ipPoro8(n8t(l).niptot).ft 
tstep.fail(niptot))



! calculate all gauss pt coordinates for oesb and set up gauss pt number,
! property, type, and volume arrays as veil as no. porosity and damage elems 
g-ip - 1
nshare ■ 0 ; nels.dam « 0 ; nels.cpore = 0 
g_ipvol » .0 ; vol_el ■ .0 ; g_numip » 0 
call hex8GaussSample(nip(l),solpoints,solwts) 
if (eltypes .eq. 2) then
call surfSampleCaussPtsLocal (nip(2),surfpoints,surfwts) 

end if!loop elements 
do iel*l,neltot
num ■ g_num(:,iel); coord » transpose(g_coord(: , num))

! fill node-share array
nshare(num) " nshare(num) + 1 

! HexSif (etype(iel) .eq. 1) then 
! loop gauss pts 

do ip“l,nip(l)
call hexBShapeFun (solpoints(ip,:),solFun) 
g_ipCoord(:,g_ip) * matmul(solFun(l:nod(l)),coord)
! fill global element ip-number vectors 
g_numip(ip,iel) “ g_ip
! get shape derivatives wrt local elem csys 
call hex8ShapeDer(solpoints(ip,:),solDer)
! calculate jacobian and determinant 
jac=matmul(solDer(:,1:nod(l)),coord) 
call gen_det(jac,det)
! fill in volume arrays 
g_ipvol(g_ip) « det 
vol_el(iel) « vol_el(iel) + det
totvol(mat_id(iel)) ■ totvol(mat_id(iel)) + g_ipvol(g_ip)
! fill global ip material id vector 
g_ipMat(g_ip) “ mat_id(iel) 
g-ipTyp«(g_ip) • etype(iel) 
g_ip - g.ip + 1 

end do! check if dam material and update relevant variables 
if (ndam .ne. 0) then 
do i«l,ndam
if (mat.daffl(i) .eq. mat_id(iel)) then 

nels.dam « nels.dam + 1 
endif end do endif! check if cpore material and update relevant variables 

if (ncpore .ne. 0) then 
do i«l,ncpore
if (mat.cpore(i) .eq. mat.id(iel)) then 

nels.cpore(i) » nels.cpore(i) + 1 
endif end do endif ! contactelseif (etype(iel) .eq. 2) then 

lloop gauss pts 
do ip*l,nip(2)
call surfShapeFunCsurfpointsCip,:).surfFun) 
g.ipCoordC: ,g.ip) » matmuKsurfFun,coord) 
g.numip(ip.iel) ■ g_ip 
g.ipMat(g.ip) ■ mat.id(iel) 
g.ipType(g.ip) - etype(iel) 
g-ip “ g.ip + 1 

end do endif end do
! build node-element connectivity array 
maxshare • maxvaKnshaure) +1 
allocate (g.nconn(maxshare,nn))

>) call node.connect (g_num,g_nconn)
! build eleo-elem connectivity array

I get max no. eleoects connected to another element 
call parse.elconnect (g_num,g.nconn.max.elconn)
! allocate and fillallocate (g.elconn(max.elconn,neltot)) 
call el.connect(g.num,g.nconn,g.elconn)
1 build gauss pt spatial bucket array 
if (ncpore .ne. 0) then
r.bkt * maucval(prad.m) + 3.*maxval(prad.std) 

elser.bkt ■ 1. 
endifcall parse.ipbucketl(g.elconn,g.numip,g.ipcoord,r.bkt,max.ipbkt) 
allocate (g.ipbktl(max.ipbkt,niptot))
call ipbucketl(g.elconn,g.numip,g.ipcoord,r.bkt,g.ipbktl)
I---------------------- gauss pt output file set-up---------------------
1 write point data headers for gauss pt results files 
vrite (22,'(a,trl,i7,TRl,a)’) ’POINTS’, niptot, ’float’
! vrite gauss pt coordinates to ’.ipr’ file 
call vrite.globArray(g.ipCoord,ftype,22,ndim.v.scheme,fname(l:status),’.ipr’)
! vrite cell ’connectivity’ and type data for vtk unstructured grid format 
allocate (iarray(2,niptot)) 
iarrayd,:) ■ 1 
do ij>“l,niptot
iarray(2,ip) ■ ip - 1 

enddovrite (22,’(/,a,trl,i,trl,i)’) "CELLS", niptot, 2*niptot 
call vrite.globArray(iarray,ftype,22,fname(1:status),’.ipr’) 
vrite (22,’(/,a,trl,i)’) "CELL.TYPES", niptot
call vrite.globArray(iarrayd,:) ,ftype,22,fnamed:status) ,' .ipr’) 
deallocate (iarray)
I vrite material id’s for gauss pts 
vrite (22,’(/,a,trl,i)’) "CELL.DATA", niptot 
vrite (22,’(a)’) “SCALARS Materials int 1" 
vrite (22,’(a)’) "LOOKUP.TABLE default "
call vrite.globArray(g.ipMat ,ftype,22,fnamed:status) , ’. ipr’)
! headers for results data sections of nodal and gauss pt results files 
! vrite header for ’nodal results data’ section of ’.res’ file 
vrite (20,’(/,a,trl,i7)’) "POINT.DATA", nn 
! vrite header for ’data’ section of ’.ipr’ file 
vrite (22,»(/,a,trl,i7)’) "POINT.DATA", niptot 
I Output gauss pt volumes as first dataset 
vrite (22,’(a)’) "SCALARS Volumes float 1" 
vrite (22,’(a)’) "LOOKUP.TABLE default *
call vrite.globArray(g.ipvol,ftype,22,fnamed:status), ’. ipr’)

I--------------------Restraints (nodal freedom array)— — ----------------
1 read in nodal freedom array (i.e. boundary constraints) and generate 
! nodal freedon no.s! array, nf; note: 1 ■> free and 0 ■> restrained 
nf»l
read(11,*) vordl
readdl,*) nr ; if(nr>0) readdl,*) (k,nf (: ,k) ,i“l,nr)
I ’formnf’ increments and substitutes the value of a counter every time it 
'finds a ’free’ nodal dof 
call formnf(nf)! no. eqts “ maximum nodal freedom value 
neq>maxval(nf)
!
! allocate load, and displacement arrays
! note: 0:neq allocation used to prevent 0 values from nf causing out-of-bounds 
! ref; i.e. only l:neq used for calculations
allocate (loads(0:neq),apload(0:neq),apl.inc(0:neq),lastdisp(0:neq), k 

cnvdisp(0;neq),totdisp(0:neq).incdisp(0:neq),tot.inc(0:neq),ft 
bdylds(0:neq),cnvlds(0:neq),resld(0:neq),lastresid(0:neq),t 
ls.resid(0:neq),resdi8p(0:neq),ls.incdisp(0:neq))



208 loads *.0; apload ■ .0; apl.inc ■ .0; bdylds » .0 ;cnvlds « .0
cnvdisp ■ .0; lastdisp » .0; incdisp > .0; totdisp * .0 ; lastresid « .0
! solver strategy set-up
read (11,*) vordl, strategy
read (11,*) wordl, solver
select case (solver) 
case (’sky') 
allocate (kdiag(neq),skyRhs(neq,l)) 
kdiag =* 0 
case(’itr’) 
allocate (diag_precon(0:neq)) 
diag.precon = .0 

end select

!------------------Assembly strategy set-up requirements------------ --------
1 loop elements to find nband,kdiag and store steering vectors 
nband«0do iel >l,neltot 
oum*g_num(:,iel) 
call Quffl_t0_g(nuffl,nf,g); 
g.g( ; .iol ) - g
! check bandwidth and reset if necessary 
if(nband < bandvidth(g)) nband > bandwidth(g)
! calculate max bandwidth for skyline storage for this element 
! and store in kdiag
if (solver .eq. ’sky’) call fkdiag(kdiag,g) 

end do
! allocate stiffness arrays based on storage scheme 
select case (solver) 
case (’ban’)

! band storage
allocate (g_k(neq*(nband+l))) 
case (’sky’)

! skyline storage
! use bandwiths in kdiag to calculate positions of diagonal stiffness matrix 
1 entries and update kdiag to store these positions 

kdiag(l) “ 1 
do i*2,neq
kdiag(i) * kdiag(i) + kdiag(i-l) 

end do
allocate (g.k(kdiag(neq)))

! case (*itr’)
! iterative solver using general non zero storage by rows 
! find no. non-zero entries 
! call fknz(g_g,nz)
! allocate (g_k(nz),g_i(nz+l),g_j(nz)) 
end select
! initialise global stiffness to zero 
g.k- .0
! display problem size
print *, "There are",neq," equations and the half-bandwidth is",nband 
write (21,’(a,i7)’) "There are",neq," equations and the half-bandwidth is",ft 

nband

I -------  Read in residual stress------- -------------------
! -------------------- -- - generate porosity----------------------------
I ------------------------- initiate deunage — ------------------------ ----
! read/generate damage and/or pores and write to ’.ipr’ file
g.ipDam ■ .0 ; g.dam = .0 ; g.ipPrDam * .0 ; crackstat » 0 ; totcrack » 0
totdam • .0 ; g_ipPoros » .0 ; g_poros ■ .0 ; poros ■ .0 
g.ipSigma » .0 ; g.ipPrSig ■ .0 ; g_ipEpInit “ .0 
!check if any porous materials are present 
if (ncpore .ne. 0) then
! generate random pore distribution to return eurray of porosities

call random.pores (cpore_m,cpore.std,prad_m,prad_std,g_ipvol,g.ipHat

g_ipbkt1,g_ipcoord,mat_cpore,g.ipPoros,avPoros) 
read initial stresses to be used in assigning initial damaiges 
if (init.stress .eq. 1) then
open file and read nodal stresses
open (30,file**init_sig.txt’,status*’old’,action“’read’) 
read (30,*) k 
do i*l,k
read (30,*) j, g_stress(:,j) 

enddo
loop elements to read initial stress and calculate initial damage 
do iel»l,neltot 
do imat>l,ncpore
if (mat.id(iel) .eq. mat_cpore(imat)) then 
Dumip » g.numip(:,iel) 
num ■ g_num(: ,iel)
store element gauss pt porosites (and nodal initial stresses 
(if present)) 
do ip*l,nip(l)
poros_el(;,ip) ■ g_ipPoros(:,numip(ip)) 
if (init.stress .eq. 1) then
sigma_el(:,ip) ■ g_stress(:,num(ip)) 

endif enddo
interpolate to give gauss pt stresses (if present) 
if (init.stress .eq. 1) then
e ■ prop(l,mat_id(iel)) ; nu ■ prop(2,mat_id(iel)) 
do ip*l,nip(l)
call hexSShapeFun (solpointsdp,:) ,solFun) 
do j»l,nst(l)
8igma(j) ■ dot.product (solFund :nod(D) ,sigma_el(J ,:) ) 

enddo
poros » g_ipPoros(:,numip(ip)) 
do j«l,ndam

if (mat.id(iel) .eq. mat_dam(j)) maxsig - uts(j) 
enddo
call poreStress(max8ig,poros(l),v_scheme,sigma) 
g_ipSigma(:,numip(ip)) » sigma 
sigma.eK: ,ip) « sigma
default to isotropic ’dee’ for equivalent strain calc 
call isoDee(solDee,e,nu) 
invert to give compliance 
call gen_invert(solDee,solDee)
calculate shrinkage damage if a pore is present and material 
can damage
if (ndam .gt. 0) then 
do i»l,ndaffl

if (poros(l) .gt. .0 .and. mat_id(iel) .eq. mat_dam(i)) then 
call shrinkage.dam (sigma,poros,uts(i),notch,v.scheme,ft 

ft ncrack,ipDam) 
g_ipDam(:,numip(ip)) ■ ipDam
totdam(i) ■ totdam(i) + ipdam(l) + ipdam(2) + ipdam(3) 
totcrack(i) » totcrack(i) + ncrack 
crackstat(numip(ip)) » ncrack 
Ibound » 0.9999 ; optype = 1 ; eptot ■ .0 
if (poros(l) .eq. 1.) then 
don’t calculate equiveilent strain if pore occupies 
entire vol solDee » .0 
else
treat ccmpliance with same projection operator as 
stiffness
call damdee(solDee,e,nu,ipDam,eptot,ncrack,Ibound,ft 

ft optype)
endif

endifenddo
endif
g_ipEpInit( : ,numip(ip)) * matmuKsolDee,sigma)



calculate aod store principal values
call vprinval (signa,v_scbeoe,g_ipPrSig(:.numip(ip))) 
call vprinval (ipDaffl,v.scbeDe,g_ipPrDani(:,numip(ip))) 

enddo 
eodif 

endif 
enddo 

enddo 
endif
copy and average values at nodes
g.poros ■ .0 ; g.stress ■ .0 ; g.prSig ■ .0 ; g.prDam ■ .0 
do iel*l,neltot 

do imat*l,ncpore
if (mat.idCiel) .eq. mat.cporeCioat)) then 
numip “ g_numip(:,iel) 
num • g_nuffl(:,iel) 
do lnod*l,nod(l)

g_poros(: ,ntiffl(inod)) • g.porosC: ,nua(inod)) ft 
* (1 ./nshare(nua(inod)))*g_ipPoro8(: .nuniipCinod)) 
if (init.stress .eq. 1) then
g_dam( : ,nuffl(inod)) “ g.damC: ,ntun(inod)) ft 
+ (1./nshare(nufli(inod)))*g_ipDam(:,numip(inod)) 
g_8tress(: ,nua(inod)) “ g_stress( : ,nuni(inod)) ft 
+ (1 ./nsh8u:e(nus(inod)))*g_ipSigma(:, numip (inod)) 
g.prSigC:,num(inod)) ■ g_PrSig(:.num(inod)) ft 
+ (1./nshare(num(inod)))*g_ipPrSig(:,numip(inod)) 
g_prDam(:.num(inod)) ■ g.prDamC:,num(inod)) ft 
+ (1./nshare(nuffl(inod)))*g_ipPrDaffl(:,numip(inod)) 

endif 
end do 

endif 
enddo 

enddo
write total volume and porosity data to ’.tbl’ file
13 format (a,tr4,a,tr5,a,tr5,a,tr5,a)
14 format (f3.0,tr6,f8.I,tr4,f7.2,tr4,f8.I,tr4,f8.1)
write (23,13) " mat.id"."volume","X_pores",’ totcracks’,* totdam’ 
do imat “ l,np_types

re-zero table before filling 
sigvol.tab ■ .0 
sigvol_tab(l,l) • imat 
sigvol_tab(l,2) ■ totvol(imat) 
do j«l,ncpore

if (imat .eq. mat_cpore(J)) then 
sigvol.tabd,3) “ avPoros(j)*100 

endif 
enddo
do j«l,ndam

if (imat .eq. mat.dam(J)) then 
sigvol.tabd,4) - totcrack(j) 
sigvol.tabd ,5) ■ totdam(j) 

endif 
enddo
write (23,14) 8igvol.tab(l,l:5) 

enddo
write porosities to ’.res* and *.ipr' files
write (20,*(a,TRl,a,TRl,a)») "TENSORS","Porosity","float*
write (22,»(a,TRl,a,TRl,a)») "TENSORS","Porosity","float"
call write_globArray(g.Poros,ftype,20,ndim,v.scheme,fneuDe(l:status),'.res*) 
call write_globArray(g_ipPoros,ftype,22,ndiin,v_8cheffle,fnamed:status) ,ft 

ft ».ipr’) 
if (Init.stress .eq. 1) then
write initial stresses and damages to *.res’ and *.ipr* files 
write (20,’(a,TRl,a,TRl,a)») "TENSORS","init.sig"."float" 
write (22,’(a,TRl,a,TRl,a)') "TENSORS","init.sig","float" 
call write_globArray(g_8tres8,ftype,20,ndim,v_scheme,fnamed:statiis) ,ft 

ft ’.res’)
call write_globArray(g_ipSigma,ftype,22,ndim,v_scheme,fnamed:status),ft

ft ’.ipr’)
write (20,’(a.TRl,a,TRl,a)’) "TENSORS","init_dam","float" 
write (22,’(a,TRl,a.TRl,a)’) "TENSORS"."init.dam"."float" 
call write globArrayfg dam.ftype,20,ndim.v.scheme.fname(1:status).’.res’) 
call write_globArray(g_ipDam,ftype,22,ndim.v_scheme,fneused:status) ,ft 

ft ’.ipr*)
write (20,»(a,TRl,a,TRl,a)*) "VECTORS","init.prsig","float" 
write (22,*(a,TRl,a,TRl,a)’) "VECTORS","init.prsig","float" 
call write_globArray (g.PrSig,ftype,20,ndim,v.scheme,fname(1:status),ft 

ft *.res’)
call write_globArray (g.ipPrSig,ftype,22,ndim,v_scbeme,fname(1:status),ft 

ft *.ipr’)
write (20,*(a.TRl,a,TRl,a)’) "VECTORS","init_prdam","float" 
write (22.’(a.TRl,a.TRl,a)’) "VECTTCRS","init_prdam","float" 
call write.globArray (g.PrDam,ftype,20.ndim.v.scheme,fname(1:status),ft 

ft ’.res’)
call write.globArray (g.ipPrDam,ftype,22,ndim,v.scheme,fname(1:status),ft 

ft ’.ipr’)
endif

endif

! initialise time, loadstep counters and convergence controls 
time ■ .0
astep ■ 1 ; iter(O) ■ 1 ; 
ostep - 1 ; ipstep ■ 1
! check ’gen’ file for tolerance controls, load increments and max iterations 
read (11,*) wordl, c.val 
select case (c.val) 
case (0) 
dconv “ .false, 
mlconv “ .false, 
case (1) 
dconv * .true, 
mlconv > .false, 
readdl,*) wordl,dtoler 

case (2) 
dconv ■ .false, 
mlconv ■ .true, 
readdl,*) wordl,Itoler 

case (3) 
dconv ■ .true, 
mlconv ■ .true, 
readdl,*) wordl,dtoler 
readdl.*) wordl.Itoler 

end select
read (11.*) wordl. load.incs 
read (11.*) wordl. maziter 
read (11.*) wordl. maxtime

j------------------------------------- apply loads--------------------------
! message
write (*.’(/.trl,a./)’) "Applying loads and boundary conditions..." 
write(21.’(/.trl,a./)’) "Applying loads and boundary conditions...”
! read loading type
I 1 «> cyclic ramped loading/unloading
! 2 *> ramp loading for first step and hold constant for subsequent steps 
readdl,*) wordl, loading 
! applied forces 
readdl,*) wordl 
readdl, *) loaded.nodes 
if(loaded.nodes .ne. 0) then
read (11,*)(k,apload(nf(:,k)),i«l,loaded.nodes) 

endif
I
! applied displacements 
readdl,*) wordl 
readdl,*) fixed.nodes 
if(f ixed.nodes/>0)then



allocate(node(fixed_nodes),sense(fixed_nodes),value(fixed.nodes),k 
no(fixed_nodes)) 

rdadCll,*) (node(i) ,sensed) .value(i) .fixed.nodes)
do i*l,fixed_nodes
no(i)«nf(sense(i),node(i)) 

end do 
end if

1
! applied surface pressures 
! read no. faces and no. nodes per face 
readdl,*) wordl 
readdl,*) npres, nodPres 
if (nprea .ne. 0) then

allocate (Pval(nodPres),nvec(ndim),lcoord(nodPres,ndim) 
k elforce(nodof,nodPres)) 

if (eltypes .ne. 2) allocate (force(nodof))
! if no contact elements present then must explicitly allocate 
! shape function and sampling points, etc. arrays for a surface 
! note: assume same no. gauss pts. as nodes making face 
if (eltypes .eq. 1 .and. etype(l) .ne. 2) then

allocate (surf points (nodPres.ndim) ,surfFiin(nodPres) ,ft 
8urfwts(nodPre8),ntot(nodof,nodPres*nodof)) 

endif
elforce * .0 
do i»l,npres 

! loop nodes to generate num emd coord arrays 
do j“l,nodPres

readdl,*) num(j), Pval(j) 
coord(j,:) = g_coord(: , num(j)) 

end do
! loop gauss pts to calc load contribution 

do ip*l,nodPres
! interpolate gauss pt pressixre from nodal values 
call surfSampleGaussPtsLocal (nodPres,surfpoints,surfvts) 
call surfShapeFun(surfpoints(ip,:),surfFun) 
ipPres * dot_product(surfFun,Pval)

! calc jacobian, rotation matrix, normal vector, and eo’ea 
call surfJac(surfpoints(ip,:),coord(l:nodPres,:),actrot,jac2D) 
nvec » actrot(:,3) 
call gen_det(jac2D,det)

! force vector = (pressure*area)*(normal vector)
! ’-I’ premultiplier because ansys uses negative value for tensile 
! pressure
force * (-l.*ipPres*det)*nvec 
elforce(:,ip) ® force 
end do 

! extrapolate to nodes 
call surfExtrapSample (nodPres,surfpoints,surfvts) 
do inod-1,nodPres
call surfShapeFun (surfpoints(inod,:),surfFun) 
do j»l,nodof

force(j) ® dot_product(surfFun,elforce(j,:)) 
end do

! add to global loads vector
apload(nf ( : ,num(inod) )) » apload(nf ( : ,nuffl(inod))) force 

end do 
end do 

endif

I------------------------------- start analysis------------------— ---------------
! vrite headers for solution convergene summary file 
vrite (24,’(a)’)&

ft " astep l.inc iter(O) tdnorm idnorm Inorm rlnorm Icrit"
! start time step loop-------------------------------------------------- ---------
I
converged = .true. 
load_loop = .true.
timesteps: do uhile (time .le. maxtime)
! intitialise iteration counter and load increment size

iter(O) “ 1 ; iter(-l) « 5 ; totiter “ 1 ; l_inc_r(-l) » .0 ; bisects ■ 0 
load increment loop 
l.inc » 0
load.increments:do

set total displacement to last converged displacement 
totdisp « cnvdisp
reset total displacement increment 
tot.inc ■ .0
set break condition for load increment loop 
if (load.loop .eq. .false.) exit
set load increment counter and reset iteration counter if starting from 
a converged solution 
if (converged) then 

l_inc ■ l_inc + 1 
iter(O) » 1 

endif 
message
print *, "Beginning load increment", l.inc 
write (21,'(a,i3)’) "Beginning load increment", l.inc 
set load scaling factor and scale applied forces for current increment 
if (l.inc .eq. 1 .and. iter(O) .eq. 1 .and. converged) then 

set load increment position based on direction of loading 
l_inc.r(0) = l_inc 

bisect load increment if previous increment size failed to converge 
elseif (iter(O) .eq. 1 .and. converged .eq. .false.) then 

assume linear analysis if maxiter is 1 and exit 
if (meixiter .eq. 1) then 

cnvdisp = cnvdisp + tot.inc 
exit

else stop if bisection limit exceeded 
elseif (bisects .gt. 3) then
print *,"Maximum no. bisections exceeded analysis stopped"
write (21,*(a)’) "Maximum no. bisections exceeded analysis stopped"
stop

endif
print «,"Bisecting load increment"
write (21,’(a)’) "Bisecting load increment"
bisect load increment
l_inc_r(0) = l_inc_r(-l) + 0.5*delta_l_inc 
bisects > bisects + 1
set displacements to last converged displacements unless constant load
is being held in such case use bisection to give extra iterations
if (loading .eq. 1) then 
totdisp ~ cnvdisp

elseif (loading .eq. 2 .and. l.inc.fact .eq. .1 .and. astep .eq. 1) then 
totdisp » cnvdisp 

elseif (loading .eq. 2 .and. astep .gt. 1) then 
totdisp = totdisp 

endif
increase load increment size if analysis shoving good convergence 
elseif (iter(O) .eq. 1 .and. iter(-l) .le. 3) then 

l_inc_r(0) = l_inc_r(-l) +■ 1.25*delta_l_inc 
default behaviour is to increment by last increment 
else

l_inc.r(0) * l_inc_r(-l) delta_l_inc 
endif
calc load increment size for current increment 
delta_l_inc ■ l_inc_r(0) - l_inc_r(-l) 
calc load scaling factor
if (loading .eq. 1 .or. (loading .eq. 2 .and. astep .eq. D )  then 

l_inc_fact » l_inc_r(0)/load_incs 
elseif (loading .eq. 0) then

l_inc_fact “ 1. - l_inc_r(0)/load_incs 
elseif (loading .eq. 2 .and. astep .ne. 1) then 

l-inc_fact * 1. 
endif
prevent load from exceeding applied load 
if (l_inc_fact .gt. 1.) then



l.inc.fact “ 1. 
elseif (l.inc.fact .It. .1 .and. astep .ne. 1) then 
l_inc_fact ■ .1 

endifscale applied load for load increment 
apl.inc ■ l.inc.fact • apload 
write scale factor to output
print •, "Proportion of applied load is l_inc_fact
write (21,’(a,f5.3)’) "Proportion of applied load is ", l.inc.fact
calculate Euclideem norm and set convergence criterion if required
Inorm.ap » (dot_product(apl.inc,apl.inc))**0.5
Iconv ■ mlconv
if (c.val .eq. 2 .or. Iconv) then 
l.crit ■ ltoler*lnonn_ap 
print «, "Load norm is ", Inoro.ap 
write(21,*(a,el2.6)’) "Load norm is ", Inorm.ap 
print *, "Load convergence criterion is ", l.crit 
write(21,'(a,el2.6)') "Load convergence criterion is ", l.crit 
if (Inorm.ap .It. ld-8) then 

l.crit ■ 0.05 
endif 

endif
start Newton-Raphson convergence iterations----------------— — — -------

converged false.
iterations: do while ((converged .eq. .false.) .and. (iter(O) k 

k .le. maxiter)) 
calculate residual load vector here if first iteration 

if (iter(O) .eq. 1) then
bdylds ■ .0 ; g.ipSigma » .0
call bodyloads (g.g,g.num,g.nufflip,g.coord,prop,cnvdisp,tot.inc,k

mat.id,mat.dam,mat.cpore.etype,gaptol,g.ipDam,g.ipPoros,4; 
crackstat,bdylds,g.ipSigma) 

compute residual load vector and norm for current step 
resld “ apl.inc - bdylds 
rlnonn ■ (dot.product(resld,resld))**0.5 

endif
if (iter(O) .eq. 1 .and. astep .eq. 1) lastresid * apl.inc

-------------- Tangent stiffness formation---------------------------------
message
print *, "Beginning element stiffness integration and assembly...* 
write (21,'(a)*) k

"Beginning element stiffness integration and assembly...”
call fonn.K.tan (g.g,g.num,g.numip,g.coord,prop,totdisp,incdisp,ft

mat.id,mat.dam,mat.cpore,etype,gaptol,g.ipDam,g.ipPoros,ft 
crackstat,solver,g.k,kdiag,kdiag) 

use penalty approach for applied displacements 
if(fixed.nodes/»0)then
if (solver .eq. ’ban') then 
g.k(no)»g.k(no) + l.e20 
loads(no) • g.k(no) * value 

endif end if
--------------------------- equation solution—-------- ---------------------

message
210 format (trl,a,13,a,13,a,13)
211 format (a,i4,a,i4,a,i4,a,/)
212 format (a,i3,a,iS,a/)
240 format (i4,tr2,i4,tr2,i4,trl,el2.6,trl,el2.6,trl,el2.6,trl,ft 

ft el2.6,trl,el2.6) 
print 210,"Solving equations for analysis step", astep, ", load.inc ",ft 

ft l.inc, ", iteration ", iter(O) 
write(21,210) ft

"Solving equations for analysis step", astep, ", load.inc ", ft 
ft l.inc, ", iteration ", iter(O)

calculate displacement increment from Kt*incdisp ■ resld 
i.e. by invoking relevant solver on residual 
select case (solver) 
case ('ban')
print *,"Performing Gaussian reduction on global stiffness" 
vrite(21,’(a)’)"Performing Gaussian reduction on global stiffness" 
call banred(g.k,neq)
print •,"Performing back-substitution" 
write(21,’(a)’) "Performing back-substitution" 
call bacsub(g.k,resld) 
incdisp ■ resld 

case ('sky') 
skyRhs (:,1) ■ resld(l:neq) 
t.solve.in ■ .0 
call cpu.time(t.solve.in) 
call skysolve (g.k,kdiag,skyRhs,21)
call cpu.time(t.solve.out) ; t.solve * t.solve.out - t.solve.in 
print *, "Time to solve system was ",t.solve 
write(21,'(a,f)’) "Time to solve system was ",t.solve 
incdispd :neq) ■ skyRhs(:,l) 

end select 
message
print *, "Equation solution finished for iteration", iter(O)
write(21,'(a,i3)') "Equation solution finished for iteration ", iter(O)
calculate some displacement norms
idnorm ■ (dot.product(incdisp,incdisp))**0.5
if (astep .eq. 1 .and. load.incs .eq. 1) idnormO ■ idnorm
tdnorm ■ (dot_product(totdisp,totdisp))**0.5
if 1st iteration set displacement tolerance
if (iter(O) .eq. 1) then
if (astep .eq. 1 .amd. c.val .ge. 1) then 
d.crit ■ dtoler*idnorm 

endif
! ensure rdnorm > d.crit for 1st iteration 
rdnorm “ idnorm else
resdisp ■ totdisp + incdisp - lastdisp 
rdnorm ■ dot.product(incdisp,incdisp) 

endif
print *, "Displacement increment norm is ", rdnorm
write(21,*(a,el2.6)’) "Displacement increment norm is ", rdnorm
if (c.val .ge. 1) then
print •, "Criterion is ", d.crit 
write(21,’(a,el2.6)’) "Criterion is ", d.crit 

endif
-------------------- recover internal bodyloads--—  --- ------
bdylds ■ .0 ; g.ipSigma “ .0
call bodyloads (g_g,g.nua,g.numip.g.coord,prop,totdisp,incdisp,ft

mat.id.mat.dam,mat.cpore,etype,gaptol,g.ipDam,g.ipPoros,ft 
crackstat,bdylds,g.ipSigma) 

compute residual load vector and norm for current step 
resld ■ apl.inc - bdylds 
rlnorm ■ (dot_product(resld,resld))**0.5 
Inorm ■ (dot.product(bdylds,bdylds))**0.5
------------------------- perform line-search------------------------ —
if (rlnorm .gt. l.crit) then
call line.search (apl.inc,lastresid,resld,rlnorm,totdisp,incdisp,ft 

g.g,g_num,g.numip,g.coord,prop,mat.id,mat.dam,mat.cpore,etype,ft 
gaptol,g.ipDaa,g.ipPoros,crackstat,Isearch,25)

endif
update last residual and calculate current residual norm 
rlnonn “ (dot.product(resld,resld))**0.5 
cnv.ratio ■ rlnorm/last.rlnorm 
write messages



212 print *, "Line search parameter is ”, Isearch 
vrite(21,'(a,f6.4)') "Lioe search parameter is *, Isearch 
print *, "Residual load convergence norm is ", rlnorm 
vrite(21,*(a,f12.6)’) "Residual load convergence norm is ", rlnorm 
print *, "Criterion is ", l.crit 
vrite(21,’(a,f12.6)’) "Criterion is ", l.crit 

! vrite convergence info to file
vrite (24,240) astep, l.inc, iter(O), tdnorm, idnorm, Inorm, rlnorD,ft 

k l_crit
! update total displacement vector

totdisp " totdisp * incdisp 
! update total displacement increment

tot.inc ■ tot.inc + incdisp 
idnonn ■ (dot.product(tot.inc,tot.inc))**0.5 

! store total displacement and residual
lastdisp ■ totdisp 
lastresid * resld 
last.rlnorm ■ rlnorm 

! reset displacement increment to zero
incdisp - .0

I------------------------------check for convergence—   ------ -—  --------- —
if (Iconv .and. dconv) then

if(rlnorm .It. l.crit .and. rdnorm .It. d.crit) then 
converged ■ .true, 

else
converged * .false, 

endif 
elseif (Iconv) then

if (rlnorm .It. l.crit) then 
converged * .true, 

else
converged * .false, 

endif 
elseif (dconv) then
if (rdnoriD .It. dtoler) then 
converged ■ .true, 

else
converged « .false, 

endif 
endif
iter(-l) ■ iter(O)
if (converged .and. l.inc.fact .It. 1. .and. loading .eq. 1) then
print 212, " Load increment",l.inc," has converged after ", iter(0),fc 

" iterations" 
vrite(21,212) "Load increment",l.inc,ft

" has converged after ", iter(0," iterations" 
l_inc_r(-l) » l.inc.r(O) 
bisects « 0
cnvdisp ■ cnvdisp * tot.inc 
cnvlds * bdylds 
g.ipSigcnv ■ g.ipSigma 
load.loop ■ .true, 
exit

elseif (converged .and. l.inc.fact .gt. 0.1 .and. loading .eq. 0) then 
print 212, " Load increment",l.inc," has converged after ", iter(0),fc 

" iterations" 
vrite(21,212) "Load increment",l.inc,ft

" has converged after ", iter(O)," iterations" 
l.inc.r(-l) ■ l.inc.r(O) 
bisects “ 0
cnvdisp ■ cnvdisp +■ tot.inc 
cnvlds * bdylds 
g.ipSigcnv « g.ipSigma 
load.loop “ .true, 
exit

elseif (converged .and. l.inc.fact .It. 1. .and. loading .eq. 2) then 
print 212, " Load increment",l.inc," has converged after ", iter(0),fc 

" iterations" 
vrite(21,212) "Load increment",l.inc,ft

" has converged after ", iter(O)," iterations"

l_inc_r(-l) ■ l_inc_r(0) 
bisects * 0
cnvdisp ■ cnvdisp tot.inc 
cnvlds “ bdylds 
g.ipSigcnv « g.ipSigma 
load.loop » .true, 
exit

elseif (converged .and. l.inc.fact .eq. 1.) then
print 211," Analysis step ",astep," has converged after ", l.inc,ft 

" load increments and", totiter," iterations" 
vrite(21,211) "Analysis step ",astep," has converged after ",l.inc,ft 

" load increments and", totiter," iterations" 
l.inc.r(-l) ■ l.inc.r(O) 
bisects « 0
cnvdisp « cnvdisp *■ tot.inc 
cnvlds “ bdylds 
g.ipSigcnv - g_ipSigma 
load.loop * .false, 
l.inc ■ 0 
exit

elseif (converged .and. l.inc.fact .eq. 0.1 .and. loading .eq. 0) then 
print 211," Analysis step ”,astep," has converged after ", l.inc,ft 

" load increments and", totiter," iterations" 
vrite(21,211) "Analysis step ",astep," has converged after ",l.inc,ft 

” load increments and", totiter," iterations" 
l.inc.r(-l) ■ l.inc.r(O) 
bisects > 0
cnvdisp ■ cnvdisp + tot.inc 
cnvlds • bdylds 
g.ipSigcnv ■ g.ipSigma 
load.loop “ .false, 
l.inc • 0 
exit

elseif (iter(O) .ge. maxiter .and. converged .eq. .false.) then 
cnv.err ■ rlnorm - l.crit
if (cnv.err .It. 0.5*l.crit .and. cnv.ratio .It. 0.2) then 

exhibiting convergent behaviour so keep iterating 
iter(O) * iter(O) + 1 

else
not close enough to convergence to warrant further iterations 
iter(O) » 1 
totdisp • cnvdisp 
g.ipSigma » g.ij^igcnv 
exit 

endif 
else

iter(O) • iter(O) + 1 
endif
totiter ■ totiter +■ 1 

enddo iterations 
enddo load.increments

--------------     nonconverged termination— — — — -— — ------
if not converged after maxiter iterations then stop execution 
if (converged .eq. .false.) then
print •, "Analysis step ",astep," failed to converge after ", iter(0)-l,ft

" iterations terminating analysis!"
print «, "Total elapsed time is ", time 
vrite(21,*(a,i3,a,i3)’) ft

ft "Analysis step ",astep," failed to converge after ft
", iter(0)-l," iterations terminating analysis!"

vrite(21,’(a,f20.7)*) "Total elapsed time is", time
assume that if maxiter is 1 then a linear analysis has been performed 
i.e. continue in spite of failed convergence, otherwise terminate 
if (maxiter .ne. 1) stop 

endif
-----------------calc gauss pt stresses and strains, and map to nodes--------
reset global stress arrays
g.ipEptot ■ .0 ; g_eptot ■ .0 ; g.ipSigma ■ .0 ; g.ipPrSig ■ .0 
g.stress “ 0. ; g.PrSig ■ .0 
calculate effective stresses 
t.visc • 604800. + time/5.
call calc.stress (g.g,g.num,g.numip,g.coord,prop,totdisp,incdisp,t.visc,ft



Dat.id,mat.daffl,mat_cporo.mat.visc,etypd,v.scheme,gaptol 
g_ipDaffl,g_ipPoro8»crackstat,g.ipEpInit,g_ipEptot 
g.ipSigma)

! loop elements 
do iel^l^neltot
num ■ g_num(:,iel) ; coord “ transpose(g_coord(:»num))
Dumip “ g.numipC:,lel)
g ■ g_g( : , iel )

{ loop gauss pts
! solids

if (etype(iel) .eq. 1) then 
do ip«l,nip(l)

I retrieve stress tensor
sigma * g.ipSigmaC:.numip(ip)) 
sigma.el(:,ip) * sigma 

! calculate and store principal values
call vprinval (sigma.v_scheme,g_ipPrSig(:,numip(ip))) 
pr_el(:,ip) ■ g_ipPrSig(:,numip(ip)) 

end do
! extrapolate/copy to nodes

select ca^e (ipout)
! extrapolation

case (’extrap') 
call hexSExtrapSample (nod(l),solpoints,solvts) 
do inod>l,nod(l)
call hexSShapeFun (solpointsCinod,:)^solFun) 
do j“l,nst(l)
stress(j) “ dot.product(solFun(l:nod(l)),sigma_el(j,:)) 
if (j .le. ndim) pr_nod(j) « dot.product(solFund :nod(l)) ,4 

ft pr.eKj,:))
end do
g.stressC:.num(inod))- g_stress(:.num(inod)) ft
* (1./n8hare(nua(inod)))«stress
g_PrSig(:,num(inod)> « g_PrSig(:,num(inod)) ft
* (l./nshare(num(inod)))*pr_nod 

end do! copy gauss pt values to nodes
case (’copyip*) 
do inod«l,nod(l)
g_stress(:,num(inod)) ■ g_stress(:,num(inod)) ft
* (1./nshare(nuffl(inod)))*sigDa_el(:,inod) 
g_PrSig(:.num(inod)) ■ g_PrSig(:,num(inod)) ft 
+ (1./nshare(num(inod)))*pr_el(:,inod) 
g.eptot(:,num(inod)) » g_eptot(:,num(inod)) ft
+ (1./nshare(num(inod)))*g.ipEptot(:,numip(inod)) 

end do end select 
endif end do

I-------------- - — -calculate timestep-------------------------------------
! only calc timestep emd dameige if model is being loaded (unloading will result 
! in very long tstep)

if (loading .eq. 1 .or. loading .eq. 2) then 
! message

print •, "Estimating new timestep" 
vrite(21»’(a)*) "Estimating new timestep"

I
max.inc * 200000000 
tstep.min ■ max.inc 
tstep_min2 ■ tstep.min 

! reset timestep failure indicator array
tstep.fail ■ 0 

! loop elements
damage_l:do iel«l.neltot 

if (etype(iel) .eq. 1) then 
numip ■ g_numip(:»iel) 
do imat*l,ndam

if (mat.id(iel) .eq. mat_dam(imat)) then

do ip«l,nip(l)
ncrack * crackstat(numip(ip)) 
if (ncrack .ne. 3) then
sigma > g_ipSigma(:.nufflip(ip))
SolDam * g_ipDam(:»numip(ip))
call tstep_bisect(sigma,uts(imat),sn_slope(imat),SolDam,ft 

ft v.scheme,ncrack,’murphytstep) 
check for minimum timestep 
if (tstep .It. tstep.min) then
first replace 2nd shortest time step 
tstep_min2 * tstep.min 
update minimum time step to new value 
tstep.min “ tstep 

endif endif 
end do endif end do 

endif end do damage.1
select minimum tstep unless time exceeds test time 
if ((time + tstep.min) .le. maxtime) then 
tstep “ tstep.min 

elseif (time .eq. maxtime) then 
tstep “ 1 

else
tstep * maxtime - time 

endif
— ---------------calculate damage at end of block-------------------
message
print *, "Updatating damage" 
vrite(21,’(a)') "Updatating damage" 
initiate * .false, 
lastcrack * sum(crackstat)
loop twice in case nin tstep is not enough to initiate a crack 
g.ipRefDam » g.ipDam 
damage.2:do i«l,2
brejQc condition if any cracks have initiated 
if (initiate) then 
exit

elseif (initiate .eq. .false, .and. i .ne. 1) then 
use 2nd shortest timestep 
if ((time * tstep.min) .le. maxtime) then 

tstep * tstep.min2 
elseif (time .eq. maxtime) then 

tstep « 1 
elsetstep “ maxtime - time 
endif endif

rezero nodal damages and total damage and crack variables 
g_dam ■ .0 ; g.PrDam * .0 ; totdam ■ .0 ; totcrack “ 0 
loop elements 
do iel«l,neltot

if (etype(iel) .eq. 1) then 
numip > g.numip(:,iel) 
do imat*l,ndam

if (mat.id(iel) .eq. mat.dam(imat)) then 
loop gauss pts 
do ip«l,nip(l)
actrot ■ 0. : ncrack * crackstat(numip(ip)) 
solDam * g.ipRefDam(:,numip(ip)) 
sigma * g.ipSigma(:,numip(ip)) 
call formsymtens.l2(solDam,refdam)
only calculate damage if at least one direction remains 
undamaged
if (ncrack .It. 3) then
and if failure in less than min tstep is not flagged 
call damgrowtb(refda]H,ncrack, ’murphy’ ,uts(imat) ,k 

ft sn.slope(imat),sigma,tstep,newdam)



1 check if any values have ruptured asd explicitly set to
1 exactly one if so ; also update no. cracks for pt.

call r2prinval(nevdam,prindam) 
ncrack » 0 do j»l,ndim

if (prindao(j) .gt. 0.95) then 
prindaffl(j) •  1 
ncrack ■ ncrack +■ 1 endif enddo

! update no. cracks at gauss pt zmd for material
crackstat(numip(ip)) “ ncrack 
totcrack(ifflat) » totcrackCimat) + ncrack 

! update total damage (i.e. sum of principal damages)
totdam(imat) » totdamCimat) *  sum(prindam)

! form tensor of principal damages and rotate back to global
! csys

prdamtens “ 0. ; prdamtens(l,l) ■ prindam(l) 
prdamtens(2,2) ■ priDdam(2) ; prdamtens(3,3) « prindamO) 
call r2rot_t(nevdam,prinrot) 
nevdam « matmul(transpose(prinrot) 

ft matmul(prdamtens,prinrot))
else

! every direction cracked so damage is unchanged
nevdam “ refdam

! still have to update total cracks and damage as they are
! zeroed at every iteration

totcrack(imat) ■ totcrack(imat) + 3 
\ update total damage (i.e. sum of principal damages)

totdam(imat) * totdam(imat) + 3 
endif

! update global gauss pt and local element damage vector
call formvoigt_12(nevdam,solDam) 
dam_el(:,ip) ■ solDsuo 
g.ipDam(:,numip(ip)) « solDam 

! calculate and store principal values
call vprinval (solDam,v_scheme,g_ipPrDam(:,numip(ip))) 
pr_el(:,ip) ■ g_ipPrDam(:,numip(ip)) 

enddo! copy to nodes
nuffl “ g_Dum(:,iel) 
do inod^l,nod(l)
g_dam(:,num(inod)) « g_dam(:»num(inod)) ft 

(1. /nshare(num(inod)))*dam_el( : , inod) 
g_PrDam(:,num(inod)) ■ g_PrDam(:,num(inod)) ft 
+ (1./nshare(num(inod)))*pr_el(:,inod) 

end do endif 
end do endif enddo

ncrack » sum(crackstat)
if (ncrack .gt. lastcrack) initiate » .true, 

enddo damage_2 
! message

print *, "New timestep is", tstep 
write(21,’(a,f20.7)') "New timestep is", tstep 

endif

!-------------------------- output results------  —
! message

print *, "Updating results output files" 
write(21,’(a)’) "Updating results output files"

I
! set formatting width of astep for start of step 

call numtfidth(astep-l,width)
! force results output if displacement incrmeot discontinuity has occurred 

if (time .ge. (time *  tstep)) then 
ostep ■ astep 
ipstep - astep

endif
! Output for beginning of current step--------------------------------------
! Stress-volume data and results summary 
! re-zero table before filling 

sigvol.tab “ ,0 
! main body of table 

sigvol_tab(l,4)» time 
sigvol_tab(l,5)“ time + tstep 
sigvol_tab(l,6)« astep 
sigvol_tab(l,7)» totiter
call stressvol (g_ipSigma,v_scheme,g_ipvol,g_ipMat,sigMin,sigMax,sigvol_tab) 

! format statements used for different parts of table
10 format (a,tr4,a,tr3,a,trl5,a,trl0,a,trl0,a,tr2,a,tr2,a,tr2,a)
11 format (f3.0,tr7,f5.1,trl,f15.6,trl,f18.6,trl,f18.6,tr3,f4.0,tr4,f4.0,ft

tr4,f6.0,fl5.2)
12 format (f3.0,tr7,f5.1,trl,fl5.6)

! write table headings
if (astep .eq. 1) then
write (23,10) " mat.id","stress",“volume","tstart","t_end","astep",ft 

ft "iters","ncracks totdam"
else
write (23,*) 

endif
! initialise output, material and porosity counters, and start main table loop 

lastmat ■ 0
do i>l,ubound(sigvol.tab,1) 

f write full line if material id changes 
if (sigvol_tab(i,l) .ne. lastmat) then 
do j*l,Ddam
if (sigvol_tab(i,1) .eq. mat.dam(j)) then 
sigvol_tab(l,8) “ totcrack(j) 
sigvol_tab(i,9) ■ totdam(j) 

endif enddo
write (23,11) sigvol.tab (i,:) 

else
write (23,12) sigvol.tab (i,l:3) 

endif
lastmat » sigvol_tab(i,l) 

enddo
! nodal results listing 
! lists displacement components as;
! nodel node2 node3 ... nodel node2 node3... nodel node2 node3...! uz ux ux uy uy uy uz uz uz

if (astep .eq. 1) write (26,*) nlis.idarr, nlis_idarr, nlis.idarr 
do i«l.listnodes 
k » nlis_idarr(i) 
nlis_arr(i) “ totdisp(nf(l,k)) 
j “ i + listnodes 
nlis_arr(j) » totdisp(nf(2,k)) 
nlis,arr(j + listnodes) ■ totdisp(nf(3,k)) 

enddo
write (26,*) nlis.arr

t
i vtk point.data sections

102 format (fl5.6,trl,fl5.6,trl,fl5.6) 
if (astep .eq. ostep) then 

\ write nodal stresses to ’.res’ file
write (20,'(a,TRl,a,i<width>,TRl,a)’) "TENSORS", "S",astep-1, "float" 
call write^lobArray (g.stress.f type ,20,ndim,v,scheme,fname(1:status) ,ft 

ft ’.resO
! write nodal principal stresses to '.res’ file

write (20,’(a,TRl,a,i<width>,TRl,a)’) "VECTORS", "prS",astep-l, "float" 
call write_globArray (g.PrSig,ftype,20,ndim,v_scheme,fnamed:status),ft 

ft ' .res’)
! write nodal strains to ’.res' file

write (20,'(a,TRl,a,i<width>,TRl,a)’) "TENSORS", "eptot",astep-l, "float" 
call write.globArray (g.eptot ,ftype,20,ndim,v_scheme ,fnamed:status) ,ft 

ft ’.res’)



gauss pt stresses to ’.ipr’ file 
if (astep .eq. ipstep) then
write (22,’(a,TRUa,i<width>,TRl,a)*) "TENSORS", "S",astep-l, "float" 
call vrite_globArray (g.ipSigma,ftype,22,ndio,v.scheme,fnameC1:status) 

k ’.ipr’)
write (22,’(a.TRl,a,i<tfidth>,TRl,a)’) "VECTORS", "prS",astep-l, "float" 
call vrite_globArray (g.ipPrSig,ftype,22,ndim,v.scheme,fname(1:status) ,k 

k ’.ipr’)
endif

write nodal displacements to ’.res’ file
write (20,’(a,TRl,a4,i<width>,TRl,a)’) "VECTORS", "disp",astep-l, "float" 
select case (ftype) 
case (’ascii’) 
do i«l,nn
write (20,102) totdisp(nf(:,i)) 

end do 
case (’binar’) 
fname ■ fnamed :status)//’.res’ 
close (20)
open (20,file*fname.positiOQ>’append',form*’binary’,status~’old’ 

act ion*’wri te’) 
do i«l,nn
sgl.vec “ totdisp(nf(:,i)) 
write (20) sgl.vec 

end do 
close (20)
open (20,file*fDame,position*’append’.status-’old’,action*’write’) 
write (20,*) 

end select
Output for present time-------------------------------- ------------------
call numwidth(astep,width)
if (ndam .ne. 0) then
write nodal damages to ’.res’ file
write (20,*(a,TRl,a3,i<width>,TRl,a)’) "TENSORS", "D“,astep, "float* 
call write_globArray (g_daffl,ftype,20,ndim,v_scheme,fnamed;status) 

k ’.res’)
write nodal principsd damages to ’.res’ file
write (20,’(a,TRl,a4,i<width>,TRl,a)’) "VECTORS", "prD",astep, "float" 
call write^globArray (g.PrDam,ftype.20,ndim,v.scheme,fname(lrstatus) 

k ’.res’)
gauss pt damage tensors to ’.ipr* file 
if (astep .eq. ipstep) then
write (22.*(a,TRl,a3,i<width>,TRl,a)’) "TENSORS", "D",astep, "float" 
call write.globArray (g.ipDam,ftype,22,ndim.v_scheme,fnamed:status) ,k 

k ’.ipr’)
write (22. ’(a,TRl,a3,i<width>,TRl,a)’) "VECTORS", "prD",Mtep, "float" 
call write.globArray (g_ipPrDam,ftype,22,ndim,v_scheme.ft 

k fname(l:status),*.ipr’) 
ipstep * ipstep + ipout.inc 

endif endif
set next analysis step for output 
if (loading .eq. 0 .or. loading .eq. 2) then 
ostep • ostep nout.inc 

elseif (loading .eq. 1) then 
ostep * ostep + 1 

endif 
endif
update time and step counter for loop and print to output----- --- ------- -
time * time + tstep 
astep * astep i 
iter(-l) “ iter(O) ; iter(O) ■ 1 
load.loop “ .true, 
if (loading .eq. 1) then 
loading - 0

elseif (loading .eq. 0) then 
loading * 1 

endif
write(*,’(trl,a,f20.7./)’) "Total elapsed time is", time 
write(21,’(trl,a,f20.7,/)’) "Total elapsed time is", time 

! force exit if displacement incnnent discontinuity has occurred 
if (idnonn .ge. 1.75*idnorm0 .and. load.incs .eq. 1) then 
print *, "Displacement increment exceeded allowable limit",ft

k ” probable specimen failure"
write(21,’(a)’) "Displacement increment exceeded allowable limit"ft 

k "— probable specimen failure"

! close timestep loop 
enddo timesteps 
! message
print •, "Analysis complete program terminated" 
write(21,’(a)’) "Analysis complete —  program terminated" 
end program cdm.fem

module closedPorous 
contains
subroutine randcxn.pores (xm,xstd,rm,rstd,g_ipvol,g_ipHat,g_ipbkt,g_ipCoord.ft 

mat_ cpore.g_ ipPoros,avPoros)
! subroutine to randomly generate pores according to a normal distribution 
! requires IHSL Stat libraries
I
! algorithm is based on
t (i) generating a random standard normal distribution which 
! is then scaled to the mean and standard deviation desired (results in
• ’tvec’)
* (ii) a pore is said to exist at some entry of tvec if its value falls 
! within
! some tolerance of the mean
! (iii) the ratio of porous pts to total pts is then cedculated and checked 
! against the desired mean and the tolerance is scaled up or down iintil the 
! percentage porosity falls within one standard deviation of the desired 
! mean !
! variables-------------------------------------------------------------
xm ■ mean porosity of distribution
xstd ■ standard deviation of porosity of distribution
rm * mean pore radius of distribution
rstd ■ standard deviation of pore radius of distribution
g.ipvol ■ on input contains array of volumes for each point of material

on output contains the void ratio for each point 
g.ipMat > global array of gauss pt material id’s
g_ipCoord ■ global array of gauss pt coordinates
out----------g.ipPoros ■ global array of gauss pt porosities 
internal-----tvec ■ trial vector produced by generator containing real values
rvec ■ vector produced by generator containing pore radii
pvol ■ vector containing pore volumes
pvol.xs > excess volume of pore (a pore with vol > the vol attributed to

the pt at its centre has excess vol: pvol(pt) - vol(pt)) 
n « size of vec (i.e. no. points to be sampled for pore existence)
npores > no. pores generated (real valued to prevent rounding down or
up)
cpores ■ array of closed pores (1 ■> present; 0 *> not present)

this is derived from the real valued vector produced by random 
number generator

p2g > array transforming pore material numbering to global numbering
g2p * array transforming global numbering to pore material numbering
numbkt * global gauss pt no.s for a given gauss pt bucket
s « coordinates of source pt in spatial seairch through a bucket



t coords if target pt in spatial search through a bucket
dvec * distance vector between s and tdist “ distance between source and target pts
fflindist ■ minimum distance for a given search (used when no pts fall

vithin desired distance) 
min.id > id of pt at min distance from source pt
tot.pvol > total volume of pores in active material for material loop
totvol X total volume of active material for material loop
testm “ test of mean of sample
testmlast^ previous testm (used for bisection iterations) 
scedetol ■ scale factor used to increase the tolerance lastscale* scale factor for previous 2 iterations 
i ■ loop counter
iter ■ iteration counter
ncomp ■ no. independent components in porosity tensor
ndiiD = no. coordinate dimensions
max.bkt > max no. of pts in a gauss pt bucket
ibkt > counter for loops through buckets
npts « no. pts vithin pore radius

! call IMSL libs 
use numerical.libraries
implicit none
integer,intent(in)::mat.cpore(:),g_ipHat(:),g_ipbkt(:,:) 
real(8),intent(in)::xm(:), xstd(:), rm(:), rstd(:),g_ipvol(:) 

ft g.ipCoord(:,:) 
real(8),intent(out)::g.ipPoros(:,:),avPoros(:)
real(8),allocatable::vol(:),tvec(:), rvec(:), pvol(:),poros(:),s(:),t(:),ft 

dvec(:)
integer,allocatable::cpores(:),p2g(:),g2p(:),numbkt(:),pbkt(:) 
real(8)::testm,testmlast,scaletol,pi,lastscale(-2:-l),tot.pvol,totvol,ft 

dist,mindist,pvol_xs,r_p,r_ip 
integer::npmat,ipore,imat,niptot,ip,i,iter,ptot,ncomp,max.bkt,ibkt,ndim,ft 

ft npts,min.id,iseed 
logical::converged
! eissign a value for pi for use in pore volume calcs
pi » 3.14159
npmat » size(mat_cpore)
niptot » si2e(g.ipvol)
nccMnp ■ ubound(g.ipPoros,l)
max.bkt » ubound(g_ipbkt,l)
ndim ■ ubound(g.ipCoord,1)
edlocate (poros(ncomp),numbkt(max.bkt),pbkt(max.bkt),s(ndim),t(ndim),ft 

ft dvec(ndim))
! loop through mesh to determine hov many pts are allowed to have porosity 
! and what their volumes are; then allocate relevant arrays 
do imat*l ,n]XDat

1 loop gauss pts 
ptot = 0 
do ip=l,niptot

if (g.ipNat(ip) .eq. mat.cpore(imat)) then 
ptot » ptot + 1 

endif enddo
allocate (cpores(ptot),vol(ptot),tvec(ptot).rvec(ptot), ft 

pvol(ptot),p2g(ptot),g2p(niptot))
! loop again to retrieve gauss pt volumes of porous materials 

ipore * 1 ; g2p * 0 
do ip®l,niptot

if (g.ipNat(ip) .eq. mat.cpore(imat)) then 
vol(ipore) » g.ipvol(ip) 
p2g(ipore) » ip 
g2p(ip) • ipore 
ipore “ ipore + 1 

endif end do
trial vector of pore existence-

set seed
call mget(iseed) 
call mset(iseed)
generate standard normally distributed numbers
call dmnoa (ptot, tvec)
scale to actual standard deviation
tvec « xstd(imat)*tvec
offset to actual mean
tvec ■ tvec + xm(imat)
trial vector of pore radius-----------------
generate standard normally distributed numbers 
set seed
call rnget(iseed) 
call mset(iseed) 
call dmnoa (ptot, rvec)
! scale to actual standard deviation 
rvec ■ rstd(imat)*rvec 
! offset to actual mean 
rvec ■ rvec + rm(imat)
> ensure all +ive radii do ip«l,ptot

rvec(ip) * dabs(rvec(ip)) 
enddo
Initialise to no. pores and loop through tvec to determine presence 
of pores. Retrieve pore radius and calc void ratio etc. and finally 
check total porosity until trial distribution falls vithin one 
stetndaurd deviation of mean note: scaletol is also randomly generated 
since setting a fixed initial value for every r\in tends to bias the 
distribution towards one side; the means from different simulation 
do not then match the desired means and standard deviations 
generate random number between 0 and 1 
set seed
call mget(iseed)
call mset(iseed)
call dmun(l,s(l))
scaletol ■ 2*s(l)
testm ■ .0 ; lastscale « .0
iter » 1
do while (testm .It. (xm(imat) ~ xstd(imat)) .or. ft

testm .gt. (xm(imat) xstd(imat)) .or. iter .eq. 1)
! break condition 
if (iter .ge. iOOO) then

print *, "Random pore generation did not converge vithin 1000 ft 
ft iterations"stop

endif
\ generate pore vector according to tolerance 
cpores ■ 0 
do ip»l,ptot

if ((xm(imat) - scaletol*xstd(imat)) .le. tvec(ip) ft
.and. tvec(ip) .le. (xm(imat) *■ scaletol*xstd(imat))) then 

cpores(ip) » 1 
endif 

end do
I
! calculate individual void volumes 
pvol * .0 
do ip»l,ptot

! calculate pore volume if gauss pt is flagged for a pore and if 
! pore radius 
! is +ive
if (cpores(ip) .ne. 0 .and. pvol(ip) .eq. 0) then 

pvol(ip) * 4./3.*pi*rvec(ip)**3.
! don't allov pore vol > gauss point vol 
if (pvol(ip) .gt. vol(ip)) then

! find all gauss pts vithin pore radius of current gauss pt 
numbkt - g_ipbkt(:,p2g(ip)) 
pbkt “ 0 ; npts ■ 0 
* cedc excess volume 
pvol.xs “ pvol(ip) - vol(ip)
! set source pt



8 « g_ipCoord(:,p2g(ip)) 
do i*l ,majc.bkt

! exit loop if zero entry in bucket array 
if (Dumbkt(i) .eq. 0) exit
! check whether pt is porous material, does not already 
* have a pore
if (g_ipMat(numbkt(i)) .eq. mat_cpore(imat)) then 

if (cpores(g2p(numbkt(i))) .eq. 0) then 
! set target pt and calculate distance 
t » g_ipCoord(:,numbkt(i)) 
dvec “ t - 8
dist » dot_product(dvec,dvec)**0.5 
! check if target falls within pore radius 
if (dist .le. rvec(ip)) then 

npts ■ npts + 1 
pbkt(npts) » numbkt(i) 

endif! check for pt within min distance of source pt 
if (i .eq. 1) then 

mindist * dist 
min_id » numbkt(i) 

elseif (dist .It. mindist) then 
mindist » dist 
min_id “ numbkt(i) 

endif endif endif enddo! set pore volumes of surrounding pts 
if (npts .eq. 0 .emd. min.id .ne. 0) then

if (g2p(min_id) .gt. 0) pvol(g2p(min_id)) - pvol_xs 
elsedo i~l,npts

if (pbkt(i) .ne. 0 .and. g2p(pbkt(i)) .gt. 0) then 
if (pvol_xs/npts .gt. vol(g2p(pbkt(i)))) then 

pvol(g2p(pbkt(i))) “ vol(g2p(pbkt(i))) 
else

pvol(g2p(pbkt(i))) ■ pvol_xs/npts 
endif 

endif enddo endif! set pore volume of pore centre pt equal to entire pt 
! volume
pvol(ip) » vol(ip) 

endif 
endif 

end do
i test mean total porosity and exit loop if criterion is satisfied 
tot_pvol ■ sum(pvol) 
totvol » sum(vol) 
testm * tot.pvol/totvol
if (testm .gt. (xm(imat) - 2*xstd(imat)) .and. ft 

testm .It. (xm(iJDat) *■ 2*xstd(iinat))) then 
converged » .true, 
exit

elseif (sum(cpores) .eq. ptot) then 
converged = .false, 
exit endif

1 increase/decrease tolerance if necessary using bisection
if (iter 1) testmlast • testo
if (testm .It. (xm(imat) - xstd(imat)) .and. ft

testmlast .It. (xm(imat) - xstd(imat))) then 
! both below -std »> too many rejected *> increase tol 
lastscale(-l) » scaletol
scaletol B scaletol + 0.5*dabs(lastscale(-2) - scaletol) 

elseif (testm .gt. (xm(imat) + xstd(imat)) .and. ft 
testmlast .gt. (xm(imat) + xstddmat))) then 

! both above +std *> too many accepted *> decrease tol 
lastscale(-l) « scaletol

scaletol « scaletol 0.5«dabs(lastscale(-2) - scaletol) 
elseif (testm .It. (xm(imat) - xstd(imat)) .and. ft 

testmlast .gt. (xm(imat) -*■ xstd(imat))) then 
! current mean below -std emd leist above +std
! *> too many rejected *> increase tol
lastscale(~2) » scaletol
scaletol * scaletol + 0.5*dabs(lastscale(-l) - scaletol) 

elseif (testm .gt. (xm(imat) xstd(imat)) .emd. ft 
testmlast .It. (xm(imat) - xstd(imat))) then 

! current mean above +std and last below -std 
! 'too many accepted «> decrease tol
lastscale(~2) - scaletol
scaletol > scaletol - 0.5*dabs(lastscale(-l) - scaletol) 

elsereturn
endif
if (iter .ne. 1) testmlast “ testm 
iter * iter + 1 end do

! scale pore volumes if non-converged exit from loop and meam is too 
! low/high
I this can occur when the mean pore volume is significantly .It. or 
! .gt. each gauss pt volume 
if (converged .eq. .false.) then

! start by setting a scale factor 
if (testm .It. (xm(imat) - xstd(imat))) then 

scaletol ” 2. 
elseif (testm .gt. (xn(imat) - xstd(imat))) then 

scaletol = 0.5 endifI loop until the desired mean is achieved 
iter “ 1 do ! loop porous gauss pts 

do ip*l,ptot
! scale pore vol
pvol(ip) * scaletol*pvol(ip)
\ don’t allow pores .gt. ip vol 
if (pvol(ip) .gt. vol(ip)) pvol(ip) » vol(ip) 

enddo
! test mean total porosity and exit loop if criterion is
! satisfied
tot.pvol * sum(pvol)
totvol » sum(vol)
testm » tot_pvol/totvol
if (testD .gt. (xa(imat) - xstd(imat)) .and. ft 

testm .It. (xm(imat) + xstd(imat))) then 
converged * .true, 
exit 

endif
! increase/decrease tolerance if necessary using bisection
if (iter 1) testmlast > testm
if (testm .It. (xm(imat) - xstd(imat)) .and. ft

testmlast .It. (xm(imat) - xstd(imat))) then 
! both below -std «> pores too small >> increase scaletol
lastscade(-l) = scaletol
sczdetol ■ scaletol * 0.5*dabs(lastscale(-2) - scaletol) 

elseif (testm .gt. (xm(imat) + xstd(imat)) .and. ft 
testmlast .gt. (xm(imat) + xstd(imat))) then 

! both above +std ■> pores too big ■> decrease scaletol 
lastscale(-l) = scaletol
scaletol * scaletol - 0.5*dabs(lastscale(-2) - scaletol) 

elseif (testm .It. (xm(iDat) - xstd(imat)) .and. ft 
testmlast .gt. (xm(imat) xstd(imat))) then 

1 current mean below -std and last above +std
! «> pores too small *> increase scaletol
lastscale(-2) * scaletol
scaletol > scaletol * 0.5*dabs(lastscale(-l) - scaletol) 

elseif (testm .gt. (xm(imat) + xstd(imat)) .amd. ft 
testmlast .It. (xm(imat) - xstd(imat))) then 

! current mean above -t-std and last below -std
! e> pores too big «> decrease scaletol



lastscale(-2) > scaletol
scaletol ■ scaletol - 0.5*dabs(lastscale(-l) - scaletol) 

endif 
enddo 

endif
I loop gauss pts to store porosities 
do ip»l,ptot

! zero poros
poros ■ .0
! set porosity according to void ratio
if (pvol(ip) .ne. .0) then

r.p - ((3.*pvol(ip))/(4.*pi))**(l./3.) 
r_ip • ((3.*vol(ip))/(4.*pi))**(l./3.) 
poros(l:3) » pvol(ip)/vol(ip) 
if (poros(l) .gt. 1.) poros(l:3) » 1. 

endif
! store in element and global arrays 
g_ipPoros(:,p2g(ip)) ■ poros 

end do
! deallocate arrays to enable reallocation for next porous material 
deallocate (cpores,vol,tvec,rvec,pvol,p2g,g2p)
! store average porosity 
avPoros(imat) ■ testm 

end do 
return

end subroutine remdom.pores 

subroutine cporeDee(dee,e,v,vr)
! returns the elastic stiffness matrix of a material vith closed pore 
! microstructurej
! Note: models porosity as isotropic damage without closure capability

e “ young's modulus for isotropic material
V  * poisson's ration
vr ■ void ratio (i.e. (vol pore)/(vol region))
out—— — — ———------ --
dee > stiffness matrix in global coordinate system (must be returned by

user)

internal variables--------
nsta ■ no. stress/strain components

3->plane stress
4->axisymmetry or plane strain elastoplasticity 
6->general three dimensional

pore.eff ■ rank4 pore-effect tensor (matrix form)

use linelastic ; use tensor.opsI
implicit none
real(8),intent(in)::e,v,vr 
real(8),intent(out)::dee(:,:) 
real(8),allocatable::pore.eff(:,:)
Integer::nst,dim

t
! assign dimensionality 
nst • ubound(dee,1) 
select case (nst) 
case (6) 
dim ■ 3 
case (3) 
dim “ 2 

end select
allocate (pore.eff(nst,nst))

I - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
! exit condition: if no pore exists then return elastic ’dee’ 
call lsoDee(dee,e,v) 
if (vr .eq. .0) then

endif

! construct pore-effect matrix (analogue of damage effect operator) 
! only contains diagonal ccxnponents so can zero and fill 
pore.eff ■ 0. 
if (vr .It. 1.) then 
! normal components

pore.eff(I,1)» (1.-vr)
pore.eff(2,2) ■ (l.-vr) 
if (dim .eq. 3) then 
pore.eff(3,3) • (l.-vr) 

elseif (dim .eq. 2) then 
! 2D shear ccMnponent

pore.eff(3,3) ■ (((l.-vr)**0.5)*((l.-vr)**0.5)) 
endif 

! shear components
if (dim .eq. 3) then
pore.eff(4,4) » ((l.-vr)**0.5)*((l.-vr)**0.5)
pore.eff(5,5) ■ ((1.-vr)**0.5)•((1.-vr)*»0.5) 
pore.eff(6,6) ■ ((l.-vr)**0.5)*((l.-vr)**0.5)

endif 
endif

! calculate effective stiffness in crack csys
I
dee ■ matmul(pore.eff,aatmul(dee,transpose(pore_eff))) 
return 

end subroutine cporeDee
subroutine poreStress(uts,vr,vscheme,stress)
! returns the elastic stiffness matrix of a material vith closed pore 
! microstructure
I
! Note: models porosity as isotropic damage
I
i in-------------------------
! uts • ultimate tensil stress for material
! vr = void ratio (i.e. (vol pores)/(vol region))
! vscheme « voigt storage scheme
I
! in/out— ----------------------
f stress • stress tensor (voigt form)
I
i internal variables--------
! nst “ no. stress/strain components
! 3->plane stress
! 4->axisyoaetry or plane strain elastoplasticity
1 6->general three dimensional
* s_tens ■ stress tensor (matrix form)
! pore.eff * rank4 pore-effect tensor (matrix form)

use tensor.ops 
implicit none
real(8),intent(in)::uts,vr 
integer,intent(in)::vscheme 
real(8),intent(inout)::stress(:)
real (8),allocatable::pore.eff(:,:),tensor(:,:),prval(:),rot(:,:) 
integer::nst,dim,i
t
! assign dimensionality 
nst a size(stress,l) 
select case (nst) 
case (6) 
dim “ 3 
case (4) 
dim “ 2 
case (3) 
dim “ 2 

end select
allocate (pore.eff(nst.nst).tensor(dim,dim).prval(dim),rot(dim,dim))



1 default to 0 pore effective operator (to be used for the case of porosity 
! equal to 1) 
pore.eff • .0
! construct pore-effect matrix (analogue of damage effect operator)
! only contains diagonal components so can zero and fill 
! write out in full form in case a future version needs to use non- 
! isotropic pores 
if (vr .It. 1.) then 
! normal components

pore.eff(1,!)• 1./(I.-vr)
pore.eff(2,2) * l./(l.-vr) 
if(dim .eq. 3) then
pore.eff(3,3) ■ l./(l.-vr) 

elseif (dim .eq. 2) then
pore.eff(3,3) ■ l./(((l.-vr)**0.5)*((l.-vr)*»0.6)) 

endif 
! shear components 

if (dim .eq. 3) then
pore.eff(4,4) ■ !./(((!.-vr)**0.5)*((1.-vr)**0.5)) 
pore.eff(5,5) ■ 1./(((I.-vr)**0.5)*((l.-vr)**0.5)) 
pore.eff(6,6) ■ 1./(((1.-vr)**0.5)*((1.-vr)**0.5)) 

endif endif
! calculate effective stress 
stress “ matmuKpore.eff,stress)
! check if principal stresses exceed ultimate tensil strength— — — — ------
! convert stress vector to tensor and find principal values and rotation matrix 
if (vscheme .eq. 12) then
call formsymtens.12 (stress,tensor) 

elseif (vscheme .eq. 23) then
call formsymtens.23 (stress,tensor) 

endif
call r2prinall(tensor.prval,rot) 
tensor “ .0 do i«l,dim
if (prval(i) .gt. uts) then 
tensor(i,i) - uts 

else
tensor(i,i) ■ prval(i) 

endif 
enddo1 rotate stress back to global csys and convert to voigt storage 
tensor * matmul(trajx8pose(rot) ,matmul(tensor,rot)) 
if (vscheme .eq. 12) then
call formvoigt.12 (tensor,stress) 

elseif (vscheme .eq. 23) then
call formvoigt_23 (tensor,stress) 

endif 
returnend subroutine poreStress
subroutine poreStrain(vr,vscheme,strain)
! returns the elastic stiffness matrix of a material with closed pore 
! microstructureI
! Note: models porosity as isotropic damage

vr ■ void ratio (i.e. (vol pores)/(vol region))
vscheme - voigt storage scheme
in/out---------------------
strain > strain tensor (voigt form)
internal variables-------
nst ■ no. stress/strain components

3->plane stress
4->8ucisymmetry or plane strain 
6->general three dimensional

pore.eff ■ rank4 pore-effect tensor (matrix form)

use tensor.ops 
implicit none 
real(8),intent(in)::vr 
integer,intent(in)::vscheme 
real(6),intent(inout)::strain(:) 
real(8),allocatable::pore.eff(:,:) 
integer::nst,dim,i 
! assign dimensionality 
nst * size(strain,l) 
select case (nst) 
ce^e (6) 
dim “ 3 
case (4) 
dim ■ 2 
case (3) 
dim ■ 2 end select

allocate (pore.eff(nst,nst))
! default to 0 pore effective operator (to be used for the case of porosity 
! equal to 1) 
pore.eff ■ .0
1 construct pore-effect matrix (analogue of damage effect operator) 
f only contains diagonal conponents so cam zero euid fill 
! vrite out in full form in case a future version needs to use non- ! isotropic pores 
if (vr .It. 1.) then 
! normal components

pore.eff(1,1)* (1.-vr)
pore.eff(2,2) ■ (l.-vr) 
if(dim .eq. 3) then
pore.eff(3,3) ■ (l.-vr) 

elseif (dim .eq. 2) then
pore.eff(3,3) = ((l.-vr)**0.5)*((l.-vr)**0.5) 

endif ! shear components 
if (dim .eq. 3) then 
pore.eff(4,4) ■ ((l.-vr)**0.5)*((l.-vr)**0.5) 
pore.eff(5,5) « ((l.-vr)**0.5)*((l.-vr)**0.5) 
pore.eff(6,6) * ((l.-vr)**0.5)*((l.-vr)**0.5) 

endif endif
! calculate effective strain 
strain ■ matmuKpore.eff, strain) 
returnend subroutine poreStrain 
end module closedPorous

module elContactSurf
! module of ccNunon operations for contact analysis 
contains
subroutine surfSampleGaussPtsLocal (nip,s,vt)
f calc local 2D coords of gauss pts in natural nodal surface csys
I
f in---------- — ----- — --------------
! nip * no. gauss pts

! s > eurray of sampling pts
! vt ■ weighting for each point
!
! internal------------------------ ---
! root3 * temp variable used to prevent recalculation of dsqrt(3.)
f
implicit none
!
f declare variables 
integer, intent(in)::nip



bO
real(8),intent(out)::s(:,:),vt(:) 
real(8): :root3
I
! select sampling according to no. gauss pts 
select case(nip) 
case(l)
! centroid only
s(l,l) - .0 ; s(l,2) - .0
wt(l) ■ 4.
case(4)
! 2x2 quadrature
! set local sampling points emd weighting
roots ■ dsqrt(3.)
s(l,l) ■ -l./root3; s(l,2) “ -l./root3
s(2,l) ■ -l./root3; s(2,2) * l./root3
s(3,l) ■ l./root3; s(3,2) » l./root3
s(4,l) ■ l./root3; s(4,2) » -l./root3
wt - 1.0end select 

return
end subroutine surfSampleGaussPtsLocal 
subroutine surfExtrapSample (nip,s,vt)
! calc local 2D coords of nodes in natural gauss surface csys
j
i in— — — — — — ------------------
! nip » no. gauss pts
!! out--------------— —  ---------------
I s • array of sampling pts
! vt * weighting for each point
t
! internal— — — — --------------
! roots » temp variable used to prevent recalculation of dsqrt(3.)
I
implicit none
I
! declare variables 
integer, intent(in)::nip 
real(8),intent(out):;s(:,:),vt(:) 
real(8)::root3I
! select sampling according to no. gauss pts 
select case(nip) 
case(l)
! centroid only
s(l,l) « .0 ; s(l,2) - .0
vt(l) ■ 4.
case(4)
! 2x2 quadrature
! set local sampling points and weighting 
roots « dsqrt(S.) 
s(l,l) “ -rootS; s(l,2) ■ -rootS
s(2,l) » -rootS; s(2,2) ■ rootS
s(3,l) ■ roots; s(3,2) • rootS
s(4,l) = rootS; s(4,2) * -rootS
wt » 1.0 end select 

returnend subroutine surfExtrapSample 
subroutine surfShapeFun (s,fun)
! calc 2D shape functions for quadrilateral surface

! s = sampling point on surface
I out------------------ ----- --------
! fun = array of shape functions
! internal------------------------- --
! xi.eta.zeta • natural coordinates of surface
implicit none

1
! declare variables

real(8),intent(in)::s(:) 
real(8),intent(out)::fun(:) 
real(8)::xi,eta!
\ eissign gauss pt local coords 
xi“s(l); eta*s(2)
! calculate shape functions
fun»(/.25*(l.-xi)*(l.-eta),.25*(1.-xi)*(l.+eta),k 

.25*(1.+xi)*(l.+eta),,25*(1.+*i)»(l.-eta)/)
returnend subroutine surfShapeFun 
subroutine surfShapeFunArr (fun,ntot)
! assemble total shape function array
! (used in calc of bee matrix and relative displacement vector)
in------
fun - vector of shape functions

ntot • array of shape functions
intemal-______________
ntop - array of shape fns for top face
nbot m ditto bottom1 » length of ntot
i.j “ counters

}
implicit none
• declare variables
real(8),intent(in)::fun(:) 
real(8).intent(out)::ntot(:,:) 
real(8),allocatable::ntop(:,:),nbot(:,:) 
integer::i,j,1 
1 “ ubound(ntot»2) 
select case (1) 
case (24)

* 8 comer node quadriateral contact element
allocate (ntop(S»l/2)»nbot(3,l/2)) 
case (12)

! 4 comer node quadrilateral single surface element or surface load 
allocate (ntop(3,l),nbot(3,l)) 

end select? fill shape function arrays 
ntop - .0 ; nbot * .0 ; ntot ■ .0
j " 1do i»l,S
ntop(i,j) * fun(l) 
ntop(i,j+S) • fun(2) 
ntop(i,j+6) “ fun(S) 
ntop(i,j+9) ■ fun(4) 
j - j + 1 

end donbot = -l.*ntop
ntot(:.1:l/2) * ntop ; ntot(:,(l/2)+l:l) ■ nbot 
returnend subroutine surfShapeFunArr 
subroutine surfShapeDer (s,nod,der)
\ calculate 3d linear surface shape derivatives of a given point on the surface

I s ■ sampling point on surface
! nod « no. nodes on surface
! out---------------------------- ----
! der * array of shape derivatives
i internal----------------------------! xi,eta,zeta « natural coordinates of surface
implicit none
!
! declare variables
real(8),intent(in)::s(:) ; integer,intent(in)::nod



real(8),iotent(out)::der(:, 
real(8)::xi,etaj
! eissign gauss pt local coords 
xi*s(l); eta«s(2)!
select case (nod) 
case (4)

! calculate shape derivatives 
! row 1

der(l,l)= -.25*(l.-eta) ; der(l,2)« 
der(l,3)“ .25*(l.+eta) ; der(l,4)«

\ row 2
der(2,D- -.25»(l.-xi) ; der(2,2)-
der(2,3)» .25»(l.+xi) ; der(2,4)»

end select 
returnend subroutine surfShapeDer
subroutine surfJac (s,surfcoord,rot»jac) 
calc 3D jacobian of a surface

coords of sampling pt 
array of all nodal coords

-.25*(l.+eta)
.25*(l.-eta)
.25*(l.-xi)

-.25*(l.+xi)

out-----
jac
internal-der
nod
Icoord

' jacobian matrix

array of shape function derivatives 
no. of nodes on surface surfcoord rotated to local csys

implicit none
!
! declare variables
real(8),intent(in)::s(:),surfcoord(:,:) 
real(8).intent(out)::rot(:,:),jac(:,:) 
real(8).allocatable::der(:»:),lcoord(:,:) 
integer::nod,ndimI
nod “ ubound(surfcoord,l)
ndim B ubound(surfcoord,2)
allocate (der(2,nod),Icoord(nod,ndim))
! calculate shape derivatives 
call surfShapeDer(s,nod,der)
! calculate rotation matrix 
call surfRot(s,nod,surfcoord,rot)
! rotate coordinates to local csys (should make coeffs of 3rd dimension zero) 
Icoord » transpo8e(matmul(trsuispose(rot),transpose(surfcoord)))
! calulate jacobian 
jac ■ matmul(der,lcoord(:,1:2))

to
bO

subroutine surfRot(s,nod,surfcoord,rot)
calculate surface normal and temgent vectors using cross products of first 
two rows of jacobian and assemble into rotation matrix
in  — ---------- ------------ -----
s ■ coords of sampling pt
nod "no. of nodes on surfacesurfcoord “ array of all nodal coords
out------------------ ---------- -----
rot “ rotation matrix - tangent and normal vectors stored in

each column
internal-------- ------- -------------jac ■ 3D surface jacobiem matrix
n > surface normalsi “ first tangent vector
s2 * second (mutually orthogonal to n and si) tangent vector

\ gbv ■ global base vector (used when calculating si from n)
I
use tensor.ops ; implicit none

integer,intent(in)::nod
! declare variables
real(8),intent(in)::s(:),surfcoord(:,:) ; 
real(8),intent(out)::rot(:,:) 
real(8)::der(2,4),n(3),sl(3),s2(3),gbv(3)
! calc shape derivatives 
call surfShapeDer (s,nod.der)
! n
! (note:use si and s2 as dummy variables for rows 1 and 2 of jac) 
sl(l) “ dot.product(der(l,:),surfcoord(:,1)) 
sl(2) ■ dot_product(der(l,:),surfcoord(:,2)) 
sl(3) “ dot_product(der(l,:),surfcoord(:,3)) 
s2(l) * dot_product(der(2,:),surfcoord(:,1)) 
s2(2) ■ dot_product(der(2,:),surfcoord(:,2)) 
s2(3) ■ dot_product(der(2,:),surfcoord(:,3)) 
call cross.product(si,s2,n)
! normalise
n • n/dsqrt(dot_product(n,n))
1 si! select appropriate form of globeO. base vector in case n is in line with any 
! n - (+/-1,0,0)
if (n(l) .eq. 1. .or. n(l) .eq. -1.) then 
gbv - (/.0,1.,.0/)

! n » (0,+/-l,0) 
elseif (n(2) .eq. 1. .or. n(2) .eq. -1.) then 
gbv » (/.O,.0,1./)

» n - (0,+/-l,0)
elseif (n(3) .eq. 1. .or. n(3) .eq. -1.) then 
gbv « (/.0,1.,.0/)

“’̂ gbv • (/1...0,.0/) 
endif
call cross_product(gbv,n,sl) 
si “ sl/dsqrt(dot_product(sl,sl))
! s2 (uniquely defined as cross prouduct of other two vectors) 
call cro88_product(n,8l,s2) 
s2 ■ s2/dsqrt(dot.product(s2,82)) 
f fill â rray of sxirface base vectors 
rot(:,l) » si 
rot(:,2) « s2 
rot(:,3) « n

subroutine surfBee (s,coord,det,bee)
! calc ’bee’ matrix for a gauss pt
! note: contact bee matrix is used to relategap vector at gauss pt 
! to element nodal displacement vector
Ii in----- sampling pt

eurray of nodal coordinates
! out- 
det ■ determinant of Jacobian matrix (needed for numerical 

integration) 
bee “ bee matrix
internal ----- -------------------fun = shape functions
ntot « array of shape functions
rot ■ rotation matrix of surface normal and tangent vectors
use tensor.ops
declare variables 
implicit none
real(8),intent(in)::s(:),coord(:,:)



222 r e a l ( 8 ) , i n t e n t ( o u t ) : : d e t ,b e e ( : , : )  
r e a l ( 8 ) : ; r o t ( 3 ,3 )
r e a l ( 8 ) , a l l o c a t a b l e : : f u n ( : ) , n t o t ( : , : ) , ja c 2 D ( : , : )  
in te g e r : :n d im ,n o d  
ndim » u b o u n d (co o rd ,2 ) 
nod » u b o u n d (co o rd ,l)
a l l o c a t e  ( fu n (n o d ) ,n to t(n d im ,n d im * n o d ) , ja c 2 D (n d im - l ,n d im - l) )

! c a lc u l a t e  shape f u n c t io n s  and assem ble  shape f u n c t io n  a r r a y  
c a l l  su rfS h a p e F u n (s ,fu n )  
c a l l  su rfS h a p e F u n A rrC fu n .n to t)

I c a lc  j a c o b ia n  and r o t a t i o n  m a tr ix  
c a l l  s u r f J a c ( s ,c o o r d ( l :n o d /2 , : ) , r o t , jac2D )

! g e t  2x2 d e te rm in a n t 
c a l l  g e n _ d e t( ja c 2 D ,d e t)

I c a lc  ’b e e ’ m a tr ix  
bee ■ m a tm u K tra n s p o s e ( ro t)  ,n to t )  
r e tu r n  

end s u b ro u t in e  su rfB ee
su b ro u t in e  surfDebondDee ( g a p ,g a p to l ,k s ,k n ,m u ,d e e )
! c a lc u l a t e  i n t e r f a c i a l  s t i f f n e s s  b a sed  on r e l a t i v e  d isp la c e m e n t v e c to r

gap « r e l a t i v e  d isp la c em e n t v e c to r
ks ■ sbesu: s t i f f n e s s
kn “  norm al s t i f f n e s s
mu B c o e f f i c i e n t  o f  f r i c t i o n

o u t—  -----------------------------------------------
dee » dee ( e l a s t i c i t y  m a tr ix )  m a tr ix

i n t e r n a l -------------------------------------------
fn  B norm al fo rc e
r s  » r e s u l t a n t  s h e a r  fo rc e
fy  * y i e l d  fo rc e  f o r  s l i p

im p l ic i t  none
1 v a r i a b le  d e c la r t io n
r e a l ( 8 ) , i n t e n t ( i n ) : :g a p ( : ) ,g a p to l ,k s ,k n ,a u  
r e a l ( 8 ) , i n t e n t ( o u t ) : : d e e ( : , ; )  
r e a l ( 8 ) : : f n , r s , f y

! i n i t i a l i s e  dee t o  z e ro  ( d e f a u l t  i s  open) 
dee =• .0

! i f  open th en  r e tu r n  t o  c a l l in g  r o u t in e  
i f  (gap (3 ) .g e .  g a p to l)  th en  

r e tu r n  
e n d if

! c a lc  norm al fo rc e  
f n  “  kn*gap(3)

! c a lc  l im i t in g  f r i c t i o n  fo rc e  
fy  » dabs(m u*fn)

! c a lc  r e s u l ta m t sh e a r  fo rc e
r s  * d s q r t ( (k s * g a p ( l) )* ‘*2. + (k s* g a p (2 ))**2 .)

! i f  norm al t r a c t i o n  i s  z e ro  o r  com pressive  th e n  assume c lo s e d  and s e t  norm al
! s t i f f n e s s  t o  kn 
i f  ( fn  . l e .  0 .0 )  th en  

d e e (3 ,3 )  = kn 
e ls e  r e tu r n  
e n d if

! check f o r  s l i p  and s e t  r e l e v a n t  s t i f f n e s s e s  
i f  ( r s  . l e .  fy )  th en  

d e e ( l , l )  -  ks 
d e e (2 ,2 )  ■ ks 

e l s e i f  ( r s  . g t .  fy )  th en
i f  ( g a p ( l)  .n e . .0  .an d . gap (2 ) .n e . .0 )  th en  

d e e ( l , l )  » f y * * 2 ./d s q r t (g a p ( l) * * 2 .  + g a p (2 )* * 2 .)  
e ls e

d e e ( l . l )  » .0  
e n d if
d e e (2 .2 )  » d e e ( l , l )

e n d if
r e tu r n

end su b ro u t in e  surfDebondOee 
su b ro u t in e  surfBondD ee (k s ,k n ,d e e )
) c a lc u la t e  i n t e r f a c i a l  s t i f f n e s s  b a sed  on r e l a t i v e  d isp la c em e n t v e c to r

gap = r e l a t i v e  d isp la c em e n t v e c to r
ks = sh e a r  s t i f f n e s s
kn “  norm al s t i f f n e s s
mu -  c o e f f i c i e n t  o f f r i c t i o n
o u t---------------------------------------------------
dee * dee ( e l a s t i c i t y  m a tr ix )  m a tr ix

i n t e r n a l — — ------------------------------------
f n  * norm al fo rc e
r s  » r e s u l t a n t  s h e a r  fo rc e
fy  » y i e l d  fo rc e  f o r  s l i p

i m p l ic i t  none
t
i v a r i a b le  d e c la r t i o n  
r e a l ( 8 ) , i n t e n t ( i n ) : :k s ,k n  
r e a l ( 8 ) , i n t e n t ( o u t ) : : d e e ( : , : )

! i n i t i a l i s e  dee t o  z e ro  f o r  o f f  d ia g o n a l  e n t r i e s  
dee “  .0

! s e t  norm al s t i f f n e s s  t o  kn 
d e e (3 ,3 )  = kn

t s e t  t a n g e n t ia l  s t i f f n e s s e s  
d e e (1 ,1 )  » ks 
d e e (2 ,2 )  * ks 
r e tu r n

end s u b ro u t in e  surfBondD ee
end m odule e lC o n ta c tS u rf

module damage
c o n ta in s
s u b ro u t in e  sh rin k a g e .d a m  ( s ig m a ,p o r o s ,u ts , n o tc h ,v s c h e m e ,n c ra c k ,in i td a m )
! i n i t i a t e  damage due t o  s h r in k a g e  s t r e s s

! sigm a =• s h r in k a g e  s t r e s s  t e n s o r  ( v o ig t  form )
! p o ro s  = p o r o s i t y  t e n s o r  ( v o ig t  form )
! u t s  « u l t im a te  t e n s i l e  s t r e n g th  o f  n o n -p o ro u s  m a te r ia l
! n o tch  > n o tch  p a ra m e te r  t o  red u c e  c r i t i c a l  s t r e s s  a t  p o re  s u r f a c e
! vscheme » v o ig t  s to r a g e  scheme
! o u t— ---------------------------------------------
> n c ra c k  « n o . o f  c ra c k s  i n i t i a t e d
! in itd a m  » i n i t i a t e d  damage te n s o r  ( v o ig t  form )
use  t e n s o r .o p s
r e a l ( 8 ) , i n t e n t ( i n ) : : s i g m a ( : ) , p o r o s ( : ) , u t s ,n o tc h  
r e a l  ( 8 ) , i n t e n t ( o u t ) : : i n i t d a m ( :)  
i n t e g e r , i n t e n t ( i n ) : :vscheme 
i n t e g e r , i n t e n t ( o u t ) : :n c ra c k
r e a l ( 8 ) , a l I o c a t a b l e : : p r s i g ( : ) , s t r e s s ( : , : ) , r o t ( : , : ) ,new dam (: , : )  
r e a l ( 8 ) : : s i g _ f a i l  
i n te g e r ; : n d im ,n s t , i

! f in d  s t r e s s  com ponents n o . and d im en sio n s  
n s t  * s iz e (s ig m a )  
s e l e c t  c a se  ( n s t )  

c a se  (6 ) 
ndim « 3 

c a se  (4) 
ndim > 2 

c a se  (3 ) 
ndim * 2 

end s e l e c t
\ a l l o c a te  n e c e s s a ry  a r r a y s  
a l l o c a te  ( p r s ig (n d im ) , s t r e s s ( n d im ,n d im ) , ro t(n d im ,n d im ),n ev d am (n d im ,n d im ))



! conveirt stress vector to tensor and find principal values and rotation matrix 
if (vscheme .eq. 12) then
call formsymten8_12 (sigma,stress) 

elseif (vscheme .eq. 23) then
call formsymtens_23 (sigma,stress) 

endif
call r2prinall(stress,prsig,rot)
! set adapt ultimate tensile strength to account for lowered strength at the
! edge of a pore due to matrix-bead structure 
sig.fail ■ notch*uts
! calculate initial damage in principed stress csys 
nevdam ■ .0 ncrack ■ 0 
do i*l,ndim

if (prsig(i) .gt. .0) then
nevdam(i,i) ■ prsig(i)/sig_fail 

else
newdaffl(i,i) ■ .0 

endif
! apply a rupture criterion

if (nevdam(l,i) .ge. 0.95) then 
newdaa(i,i) ■ 1. 
ncrack • ncrack + 1 endif enddo

! rotate damage back to global csys and convert to voigt storage 
newdam - Datmul(transpose(rot),matmul(nevdam,rot)) 
initdam • .0
if (vscheme .eq. 12) then
call formvoigt_12 (newdam,initdam) 

elseif (vscheme .eq. 23) then
call formvoigt_23 (newdam,initdam) 

endif 
returnend subroutine shrinkage.dam

subroutine damgrovth(refdam,ncrack,dam.model,a,b,sigma.ip,cycles,newdam) 
forms complete damage matrix for given stress tensor and time step
in------ ------------ --------
refdam - damage tensor at beginning of loading block
ncrack • no. cracks present for this point at reference time
dam.model ■ damage growth model used
a,b ■ S'N curve constants
sigma.ip ■ voigt form of stress tensor for gauss pt
cycles ■ no. of cycles for loading block

 ̂uf>dated damage at end of loading block
internal---
prin.stress
stressactrot -> principal stress.

toCO

principal stresses 
stress tensor
rotation matrix: reference csys 
i.e. active damage, csys 

act.dam • damage tensor rotated to active damage csys
! cycles.ref • equivalent no. of cycles req’d to induce damage in given active 
! direction for stress in that direction
! prindam - array of principal damages
! dambasis • array of principal damage base vectors (stored in columns)
! cycles.fail • failure life at a given stress level (froo S-N curve)
! alpha • exponent for power type growth equation
! i,j “ cotinters
! nst * no. stress components
! dim “ no. dimensions (computed from nst)
use tensor.ops 
implicit none
character*(•),intent(in)::dam.model
real(8),intent(in)::refdam(:,:), sigma_ip(:),a.b,cycles 
real(8),intent(out)::newdam(:,:)

real(8).allocatable::prln.stres8(:),stress(:,:),actrot(;,:),act_dam(:,:), ft 
prindam(:), dambasis(:,:) 

real(8) cycles.fail,cycles_ref,alpha 
integer::ncrack,i,j,nst,din 
nst “ ubound(sigma.ip,1)
1 check if ncrack - 3 (i.e. all directions cracked) and return if so 
if (ncrack .eq. 3) then 
newdam ■ refdam return endif

! set dimensionality 
select case (nst) 
case(l): dim • 1 ! ID case
C!ise(3); dim * 2 ! 2D case
case(6); dim * 3 ! 3D case
end select
allocate (prin.stress(dim), stress(dim,dim), actrot(dim,dim), k 

act.dam(dia,din), prindam(dim), dambasis(dim,dim))
1 convert stress vector to tensor and find principal values 
call form8ymtens_12 (sigma.ip,stress) 
call r2prinall(stress,prin.stress,actrot)
! limit principal stresses to ultimate tensile strength 
! * prevents excessively short time steps 
newdam ■ .0 
do i"l,dim

if (prin.stressd) .gt. a) then 
newdam(i,i) ■ a 

else
newdam(i.i) * prin.stress(i) 

endif enddo
! rotate stress back to global csys 
stress “ matmuKtranspose(actrot) ,matmul(newdam,actrot)) 
newdam ■ .0 
! choose damage model 
select ceise (dam.model) 
case(’murphy') 
if (ncrack .It. 2) then 

! until two crack planes exist there is no unique damage csys and growth
! should be governed by principal stresses.
! Rotate refdam to active (principal stress) csys

act.dam ■ matmul(actrot,matmul(refdam,transpose(actrot)))
! &pply damage growth in principal stress directions

do i«l,dim
! check if plane has cracked already

if (act.dam(i,i) .It. 1.) then 
! calculate no. ref cycles req'd to induce this damage

if (prin.stressd) .gt. .0) then 
1 calculate growth

call murphydam(act.daffl(i.i).prin.stress(i),a,b,cycles,cycles.ref) 
endif 

endif enddo
elseif (ncrack .eq. 2) then 

\ if 2 planes cracked already its better to rotate to the 3rd damage rather
! than stress direction as this direction is now uniquely defined by the
! other directions start by calculating principal damages and rotation 
! matrix

call r2prinbasi8 (refdao,prindam,dambasis) 
call r2rot.b(dambasis,actrot)

1 rotate stresses and damages to damage csys
! (in theory undamaged component should be in position (3,3))

stress ■ matmul(actrot,matmul(stress,transpose(actrot))) 
act.dam • matmul(actrot.oataul(refdam,transpose(actrot)))

! calculate growth for tensile stress
if (stress(3,3) .gt. .0) then
call murphydaa(act.dam(3,3),stress(3,3),a,b,cycles,cycles.ref) 

else
act.dam(3,3) “ act.dam(3,3) 

endif



224 else
! all directions are cracked so return 

neydeun “ refdam return 
endif 

end select
! rotate updated damage tensor back to global csys 
newdam » oatmul(tran8pose(actrot) »matmul(act_dain,actrot)) 
return

end subroutine daungrovtb
subroutine murphydam(dam,stress,a,b,cycles,cycles_tot)
! calculates damage for a given direction based on Murphy’s power type model

stress » applied stress
a,b » S-N curve constants
cycles > no. cycles at applied stress
cycles.tot * total elapsed no. cycles from previous load blocks

in/out----------
dam “ scalar damage value

implicit none
real(8),intent(in)::stress,a,bicycles, cycles.tot
real(8),intent(inout)::dam
real(8) cycles.fail, alpha, cycles.eq
call SD.life(a,b,stress,cycles.fail)
call murphyalphaCstress,alpha)
! calculate equivalent elapsed cycles 
cycles.eq • cycles_fail*dam**(l/alpha)
! allow damage growth only if stress is tensile 
if (stress .gt. 0.1) then
dam » ((cycles.eq + cycles)/cycles.fail)**alpha 

else
dam “ dam 

endif
! limit the maximum damage possible to avoid excessive large damage growth from 
! crashing the tsep.bisect subroutine 
if (dam .gt. 2.) dam » 2. 
return 
end subroutine murphydam
subroutine murphyalphaCstress,alpha)
! calculates damage for a given direction based on Murphy's Power Law model 
implicit none
real(8),intent(in)::stress ; real(8),intent(out)::alpha 
real(8) beta, gamma

I
! beta and gamma are material parameters for power law exponent 
beta s 2.73; gamma » 5.6;

I
! limit maximum value of alpha 
if (stress .gt. 55.) then 

alpha B (55. - gamma)/beta 
elseif (stress .gt. (beta+gamma) .and. stress .le. 55.) then 

alpha • (stress - gamma)/beta 
else

alpha = 1. 
endif 

return
end subroutine murphyalpha
subroutine sn.life(a,b,stress,cycles.fail)
\ calculates cycles to failure at a given stress according to SN data 
1
i in— ----------
! a,b “ constants for S-N curve (i.e. S ■ a - b*loglO(Nf))
\ stress B value of stress component
!
i out------------
* cycles.fail » no. cycles to failure at applied stress 
implicit none

real(8),intent(in)::a,b,stress; real(8),intent(out)::cycles.fail
! calculate Kf 
if (stress .gt. .0) then

cycles.fail • 10**((a-stress)/b) 
else
\ return a very large value if stress is negative 

cycles.fail • 1000000**((a-dabs(stress))/b) 
endif

subroutine tstep_bisect(stress,a,b,dam,v.scheme,ncrack,dam.model,tstep) 
calculate time required to induce crack in at least 1 direction

stress * voigt form of stress tensor
a,b ^ S-N curve constants (a » uts, b » slope of S-N curve)
v.scheme » voigt storage scheme variable (i.e. 12 or 23 format)
ncrack = no. cracks present for this point at reference time
dam.model * damage growth model used
tequiv = equivalent time req’d to cause pre-existing damage at current

stress
out— -- ----------------------
tstep s timestep req’d to induce failure in one direction

’ on input contains voigt form of damage tensor upto present 
on output gives damage tensor for final predicted tstep (should 
be ruptured in at least one direction)

i ■ principal direction flagged for rupture (depends on no. of
existinc cracks, ncrack) 

prindam - principal deunage values predicted from current iteration
prindvec - principal damage vectors
prindamlast ” principal damage values for start of current iteration
sigma = rank2 stress tensor
prinstress ■ principal stress values
remlife = remaining life values for each principal stress direction

! alpha * damage growth exponent
! alphamax ■ maximum damage growth exponent
! cycles.fail • no. cycles to failure at applied stress (from S-N curve)
! refdam > damage tensor at start of timestep
! actdam = refdam rotated to principal stress (active dauoage) csys
! actrot ■ rotation matrix from global->active csys
! newdam = trial damage tensor at a given iteration of tstep
! minstep « minimum value of remlife array
! maxstep = maximum value of remlife array
! min.id ■ array subscript of minimum component of an array
! max.id » array subscript of maximum component of an array
use tensor.ops 
implicit none
character*(*),intent(in)::dam_model 
real(8),intent(in)::stress(:),a,b 
real(8),intent(inout)::dam(:) 
real(8),intent(out)::tstep
real (8)::tequiv,toltest,minstep,maxstep,cycles.fail,understep,overstep,ft 

alpha,dot1,dot2,dot11,dot21 
real(8),allocatable::prindam(:),prindvec(:,:),crack(:,:),actdvec(:,:) 

sigma(;,:),prinstress(:),actrot(:,:),remlife(:),ft 
refdam(:,:),actdam(:,:),newdam(:,:) 

integer,intent(in)::v.scheme, ncrack; integer::i,j,k,1,nst,dim,min.id,max.id 
! Determine and set dimensionality of problem 
nst « ubound(stres8,l) 
select case (nst)

case(l); dim > 1 ! ID case
case(3); dim > 2 ! 2D case
case(6); dim > 3 ! 3D case

end select



allocate (prindain(diin) ,prindvec(diffl,dia) .crack(dim,dim) ,actdvdc(dia,dim) ,k 
sigma(dim>dioi) .priostress(diffl) .remlife(dim) .refdamCdim.dim) ,k 
actdam(dim.dim).actrot(dim,dim).nevdaffl(dlm.dim))

! form synmetric tensor 
select case(v_scbeme) 
case (12) 
call fonnsyDten8_12(stre3S,sigma) 
call formsymtens_i2(dam,refdam) 

case (23) 
call formsymtens.23(stress.sigma) 
call formsymtens_23(dam»refdam) 

end select
! calculate principal stresses, rotation matrix, and principal damage for 
! active damage csys
ced.1 r2prinbasis(sigma,prinstress,actdvec)
actrot > transpose(actdvec) !call r2rot_t(sigma,actrot)
call r2prinbasis (refdam,prindam,prindvec)
! initied.ise variables newdam « 0. ; actdeuD » 0. ; crack ■ .0 
select case (ncrack) 
case(O) ! target direction is ’1' and all directions free to damage 
i - 1

case(i) ! target direction is ’2' and direction ’1’ is fixed 
i “ 2 ; crack(:,i) « prindvec(:,1) 

case(2) ! target direction is ’3’ and directions 'I’and *2* are fixed and,
! by right band rule, so is direction '3' 

i ■ 3 ; crack » prindvec 
case(3) ! cracked in all three directions so return with large tstep 
tstep “ ld9 ; return 

end select
! check that all principal stresses are not very low or compressive and return 
! to calling program with very large tstep if they all are 
if (prinstress(l) .le. .01 .and. prinstress(2) .le. .01 k 

.and. prinstress(3) .le. .01) then 
tstep - ld9 
return 

endif
! rotate to active csys and calculate equivalent reference time and 
! remaining life estimate for each principal stress direction 
! absolute values reqd when very numerically small damages are rotated and 
! become negative
actdam ■ matmul(actrot,matmul(refdam,transpose(actrot)))
!alphamax • 0. 
do j*l,dim

call sn_life(a,b,prinstress(j),cycles.fail) 
call murphyalpha(prinstress(j).alpha)
! split expression over two lines for readability 
tequiv « cycles_fail*(dabs(actdam(j,j))**(l/alpha)) 
remlife(j) ■ cycles_fail - tequiv 

enddo
! get minimum remaining life estimate for tstep
! (maximum used to identify intermediate value only in case that zero is 
! returned)
call minvalue(remlife.minstep.min.id) 
call maxvalue(remlife.maxstep.max.id) 
if (minstep 0.) then 
do k*l.dim
dotl » dot_product(crack(:,1),actdvec(:.k)) 
dot2 » dot_product(crack(:,2),actdvec(:,k))
if (k .ne. min.id .and. k .ne. max.id .and. dotl .It. 0.01 .and. k 
dot2 .It. 0.01) then
dir 'k' has non-zero remaining life and not in any existing crack 
direction
minstep ■ remlife(k) 
min.id ■ k 
exit endif

to
toCn

end do endiftstep “ minstep
! initialise tstep for undershoot to zero for bisection loop 
understep > .0
! calculate damage at trial step and test for rupture 
ceQ.1 damgrotfth (ref dam, ncrack. dam.model, a, b. stress, tstep, newdam) 
call r2prinbasis (newdzun,prindam,prindvec) 
dotll • dot_product(crack(:,1).prindvec(:,1))
I
i calculate tstep to cause overshoot and store last tstep before overshoot 
if (prindam(l) .gt. 1. .and. dotll .It. 0.1) then 
! triad step already causes failure 

overstep “ tstep 
else
! increeise tstep imtil overshoot 

do k»l,100 
! exit condition

if (prindam(l) .ge. 2.) exit 
\ double tstep

tstep - 2*tstep 
! calc. damage growth and principal values

call damgrovth(refdam.ncrack.dam.model,a,b.stress,tstep,newdam)
call r2prinbasis (newdam,prindam,prindvec)
dotl ■ dot_product(crack(:,1),prindvec(:,i))
dot2 ■ dot_product(crack(:,2).prindvec(:,i))
dotll ■ dot_product(crack(:,1),prindvec(:,1))

! check for over- or undershoot
if (prindam(l) .gt. 1.1 .amd. dotll .It. 0.1) then 

! damage direction has overshot
overstep * tstep 
exit

elseif (prindam(l) .le. 1. .and. prindam(i) .It. 1. .and. & 
dotl .It. 0.1 .and. dot2 .It. 0.1) then 

understep ■ tstep 
endif end do 

endif! if the loop rim the full 100 iterations then assume no overshoot and try 
I some multiple of tstep as the overshoot 
if (k .ge. 100) then 
overstep ■ ld9 

endif
I start main bisection loop 
do k-1,100

! set break condition
if (toltest .gt. 0.01 .or. prindam(l) .gt. 1.) then 
tstep » overstep

! calculate tstep
tstep * understep * 0.5*(overstep - understep)

1 calculate damage at trial step
call damgrovth(refdam,ncrack,dam.model,a,b.stress,tstep,newdam)
call r2prinbasis (nevdam,prindam.prindvec)
dotl “ dot.product(crack(:,l),prindvec(:,i))
dot2 “ dot.product(crack(:,2),prindvec(:,i))
dotll ■ dot_product(crack(:,1),prindvec(:,1))

! overshoot
if (prindam(l) .gt. 1. .and. dotll .It. 0.01 .and. tstep .It. overstep) ft 
overstep ■ tstep 

! imdershoot
if (prindam(l) .le. 1. .and. prindam(i) .It. 1. .and. dotl .It. 0.01 ft 

.and. dot2 .It. 0.01 .and. tstep .gt. understep) understep • tstep 
! test for loop control damage criterion and increment counter 
toltest • dabsd - prindam(i)) 

enddo
! eissume that if maximimum iterations have elapsed that tstep was not found



226 ! smd assign a very large step
if (k .ge. 100 .or. overstep .eq. Id9 .or. tstep .It. 0.1) tstep * ld9 
return

end subroutine tstep.bisect
subroutine damdee(dee,e ,v ,d_v,eptot,ncrack,Ibound,optype)

returns the elastic stiffness matrix of a user defined material 
current implementation for orthogonally cracking material (bone cement)
requires damage to be coupled in principal dameige csys 
therefore
(i) rotate stiffness matrix to damage csys
(ii) couple damage into stiffness
(iii) rotate back to global csys
speci8d requirements:
(i) 4th order rotations in matrix form
(ii) 4th order projections of crack normals in matrix form

- required for tracking crack strain and ifflplementing closure

note: vorks vith voigt form of damage tensor instead of established crack 
vectors this is to allow future implementation of coupling before 
prlndaffl(i,i)>l

nst«3->plane stress; nst»4->axisymmetry or pleme strain elastoplasticity 
nst*6->general three dimensional

! e » young’s modulus for isotropic material
! v > poisson’s ration
! d_v ■ damage tensor stored as vector (i.e. {dll,d22,d33,dl2,d23,d31}
! eptot B total strain (..12,23.31 voigt form) of gauss pt
! ncrack • no cracks for this point
optype - operation type: 0 *> used for calculating stress for unconverged 

solution 1 ®> " ** " M *. converged ^

inout-'**-— —  --------- --- ------- --------------------------- -- -------
dee * stiffness matrix in global coordinate system

(must be passed in as undamaged stiffness and returned by user)

prdam « vector of principal values
crk * matrix of eigenvectors (stored as rovs) for each principal damage

direction
dam.eff > rank 4 damage effect tensor represented as voigt matrix 
dee.eff = effective stiffness matrix 
dee.O = undamaged stiffness matrix
epcrk » vector of normal crack strains
eptmp = temp voigt strain vector used for projected voigt strain
r s rank 2 rotation matrix
pl,p2,p3 " matrices of rak 4 projection operator for each crack
t_e » rotation matrix for voigt strain/stiffness

i.e: d *■ transpose(t_e) .d’.t_e
t_s “ rotation matrix for voigt stress/stiffness

i.e. d ’“ t_s.d.transpose(t_s) 
i » counter
nst » no. stress'strain relations
a ■ damage coupling comonent in 1st principal damage direction
b a dsimage coupling comonent in 2nd principal damage direction
c = damage coupling ccxnonent In 3rd principal damage direction
sp = softening parameter used for convergence stability

use tensor.ops ; use llnelastic
1
implicit none
real(8),intent(in)::e,v,d_v(:),eptot(:),lbotmd 
integer,intent(in)::ncrack,optype 
real(8),intent(inout)::dee(:,:)
real(8),allocatable:;prdam(:),crk(:,:),r2dam(:,:),&

dam_eff(:,:),dee_eff(:,:),dee_0(:,;),&
epcrk(:),eptmp(:)
r(:,:),t_e(:,:), t_s(:,:),ft
pl(:,:), p2(:,:), p3(:,:),k
deel(:,:),dee2(:,:),dee3(:,:)

real(8)::a,b,c,sp
integer: :i,nst,dim,vscheme; nst » ubo\xnd(dee,l)
allocate (dam.eff(nst,nst),dee_eff(nst,nst),dee_0(nst,nst),eptmp(nst),k 

pi(nst,nst),p2(nst,nst),p3(nst,nst),t_e(nst,nst),t_s(nst,nst) 
deel(nst,nst),dee2(nst,nst),dee3(nst,nst))

j
! assign dimensionality 
select case (nst)
1 3d 
case (6) 
din “ 3 
case default
print «, "Only 3d case is supported at this time" 

end select
allocate (prdam(dlm),crk(dim,dim),r2dam(dlm,dlo),epcrk(dim).r(dim,dim))
! assign voigt storage scheme 
vscheme * 12

I - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
! exit condition: If no damage exists then return elastic 'dee' 
if (ncrack .eq. 0) then 

return 
endlfI--- ---------------------------------- -
! check if any directions have cracks in them and set relevant damage values 
! and matrix for rank 4 projection 
call vprinall (d_v,vscheme,prdam,r) 
call r4rot_12 (r,t_s,t_e)
! direction 1
if (prdam(l) .gt. Ibound) then 
call r4proj_12 (crk(:,1),pl) 
eptmp • matmul(pi,eptot) 
epcrk(l) • eptmp(l) + eptmp(2) +■ eptmpO) 
a ■ 1. 

else
pi ■ 0. ; a ” 0. 

endif
! direction 2
if (prdam(2) .gt. Ibound) then 

call r4proj_12 (crk(:,2),p2) 
eptmp » matmul(p2,eptot) 
epcrk(2) » eptmp(l) *■ eptmp(2) *■ eptmp(S) 
b » 1. 

else
p2 « 0. ; b » 0. 

endif
! direction 3 
if (dim .eq. 3) then

if (prdam(3) .gt. Ibound) then 
call r4proj_12 (crk(:,3),p3) 
eptmp - matmul(p3,eptot) 
epcrk(3) » eptmp(l) + eptmp(2) + eptmpO) 
c » 1. 

else
p3 - 0. ; c » 0. 

endlf 
endif
I--------------------------------------- ---- ---------------------------- ----------------

! set undamaged stiffness matrix 
dee.O = dee
I
t construct damage effect matrix in crack csys 
! only contains diagonal components so can zero and fill 
dam.eff » 0.
! normal components 
dam.eff(1,1)» (1.-a)



i fC d is  .e q .  3) th e n  
d am _ ef£ (3 ,3 ) •  ( l . - c )

e l s e i f  (dim  .e q .  2) th e n
i f  (a  . I t .  1 . .an d . b . I t .  1 . )  th e n

d a m .e f f (3 ,3 )  -  ( ( l . - a ) * * 0 . 5 ) * ( ( l . - b ) * * 0 . 6 )  
e ls e

d au n .e ff(3 ,3 )  » .0 
e n d if  

e n d if
! s h e a r  com ponents 
i f  (dim  .e q .  3) th e n

i f  (a  . I t .  1 . .an d . b . I t .  1 . )  th e n
d a m _ e ff(4 ,4 )  ■ ( ( l . - a ) * * 0 . 5 ) * ( ( l . - b ) » * 0 . 5 )

(4 .4 )  -  .0
e n d if
i f  (b  . I t .  1 . .an d . c  . I t .  1 . )  th e n

d a m .e f f ( 5 ,5 )  -  ( ( l . - b ) » * 0 .5 ) * ( ( l . - c ) * * 0 . 5 )  
e l s e

d a m .e f f (5 ,S )  ■ .0  
e n d if
i f  (a  . I t .  1 . .an d . c . I t .  1 . )  th e n

d a m _ e ff(6 ,6 )  » ( ( 1 . - a ) * * 0 . 5 ) * ( ( 1 . - c ) **0 .5 )

d a m _ e ff(6 ,6 )  -  .0  
e n d if  

e n d if
! c a lc u l a t e  e f f e c t i v e  s t i f f n e s s  i n  c ra c k  c sy s  
d e e .e f f  •  m a tm u l(d a m _ e ff,m a tm u l(d e e .O ,tran sp o se (d a ff l_ e ff) ) )

! r o t a t e  e f f e c t i v e  s t i f f n e s s  b ack  t o  g lo b a l  c sy s  
! d e e .e f f  “  t r a n 8 p o s e ( t . e ) . d e e . e f f * .t . e  
d e e .e f f  •  m a t m u l( t r a n s p o s e ( t .e ) ,m a tm u l ( d e e .e f f , t _ e ) )

I -------------------------------------------------- — ------------------------------------------------------------------------ ---------------------------------------------------------- --
! check  f o r  c ra c k  a c t i v a t i o n /d e a c t i v a t i o n -------------------  —•
! t h i s  i s  a c h ie v e d  by decom posing  th e  s t r a i n  t e n s o r  i n to  a  s t r a i n  t e n s o r  f o r  
! each  c ra c k  th e  t r a c e  o f  e a ch  d e c o m p o s itio n  c o rre sp o n d s  t o  norm al c ra c k  s t r a i n  
! f o r  t h a t  p a r t i c u l a r  c ra c k ;  i . e .  e . c r k ( i )  -  t r a c e ( p ( i ) : e t o t )  ( t e n s o r  n o ta t io n )  
f i f  -^-ive th e n  u se  th e  p r o j e c t i o n  o p e r a to r  t o  iisp lem en t th e  e f f e c t i v e  s t i f f n e s s  
} f o r  t h a t  c ra c k ;  i . e .  d e e . e f f . i  ■ t r a n s p o s e ( p ( i ) ) . d e e . e f f . p ( i )
I th e  a c t i v a t i o n /d e a c t i v a t i o n  i s  a p p l ie d  by summing th e  c o n t r ib u t io n  f o r  each  
! c ra c k  
!
! f i r s t  check  c ra c k  s t r a i n s  and c o n v e r t  p ( i )  t o  l o s s  o f  s t i f f n e s s  c o n t r ib u t io n  
f i f  r e q ’d 
I
! c ra c k  1
i f  (n c ra c k  .e q .  1) th e n  

i f  ( e p c r k ( l )  . l e .  .0 )  th e n  
sp  ■ 1 .0

e l s e i f  ( e p c r k ( l )  . g t .  .0  .a n d . e p c r k ( l )  . l e .  25d-6  .an d . o p ty p e  .e q .  0 ) th e n  
sp  -  1 . + ( ( 0 . 5 - l . ) / ( 2 5 d - 6  -  . 0 ) ) * ( e p c r k ( l ) - . 0 )  

e l s e i f  ( e p c r k ( l )  . g t .  25d6 .a n d . e p c r k ( l )  . l e .  5 0 d -6  .a n d . o p ty p e  .e q .  0) k  
k  th e n

sp  - 0 .5  + ( ( 0 .1 - 0 .5 ) / ( 5 0 d - 6  -  2 5 d - 6 ) ) * ( e p c r k ( l ) -2 S d - 6 )  
e l s e i f  ( e p c r k ( l )  . g t .  50d6 .a n d . e p c r k ( l )  . l e .  lOOd-6 .an d . o p ty p e  .e q .  0 ) k  

k  th e n
sp  - 0 .1  ♦ ( ( 0 . 0 1 - 0 . l ) / ( 1 0 0 d - 6  -  5 0 d -6 ) ) * ( e p c r k ( l ) -5 0 d - 6 )  

e l s e
sp  -  .0  

e n d if
d e e l  -  sp * m a tm u l( tr8 u isp o se (p l)  ,m a tm u l((d ee .O  -  d e e .e f f )  ,p D )  

e l s e
d e e l  -  .0  

e n d if
I
! c ra c k  2 
i f  (n c ra c k  .e q .  2) th e n

i f  ( e p c rk (2 )  . l e .  .0 )  th e n  
sp  -  1 .0

e l s e i f  (e p c rk (2 )  . g t .  .0  .a n d . e p c rk (2 )  . l e .  25d-6  .an d . o p ty p e  .e q .  0 ) th e n  
sp  -  1. + ( ( 0 . 5 - l . ) / ( 2 5 d - 6  -  . 0 ) ) * ( e p c r k ( 2 ) - .0 )

e l s e i f  (e p c rk (2 )  . g t .  25d6 .an d . e p c rk (2 )  . l e .  5 0 d -6  .a n d . o p ty p e  .e q . 0) k 
k  th en

sp  - 0 .5  ♦ ( ( 0 .1 - 0 .5 ) / ( 5 0 d - 6  -  2 5 d -6 ) )* (e p c rk (2 ) -2 5 d -6 )  
e l s e i f  (e p c rk (2 )  . g t .  S0d6 .an d . e p c rk (2 )  . l e .  lOOd-6 .an d . o p ty p e  .e q . 0) k 

k  th en
sp  - 0 .1  ♦ ( ( 0 . 0 1 - 0 . l ) / (1 0 0 d - 6  -  5 0 d -6 ) )* (e p c rk (2 ) -5 0 d -6 )  

e ls e
sp  -  .0  

e n d if
dee2 -  sp * ffla tm u l(tra n sp o se (p 2 ),m atm u l((d e e .O  -  d e e .e f f ) ,p 2 ) )  

e ls e
dee2 -  .0  

e n d if
I
! c ra c k  3
i f  (n c ra c k  .e q .  3) th e n  

i f  (e p c rk (3 )  . l e .  .0 )  th e n  
sp  -  l .O

e l s e i f  (e p c rk (3 )  . g t .  .0  .a n d . e p c rk (3 )  . l e .  25d'>6 .an d . o p ty p e  .e q . 0 )  th e n  
sp  -  1 . + ( ( 0 . 5 - l . ) / ( 2 5 d - 6  -  .0 ) ) * ( e p c r k ( 3 ) - .0 )  

e l s e i f  (e p c rk (3 )  . g t .  2&d6 .an d . e p c rk (3 )  . l e .  6 0 d -6  .a n d . o p ty p e  .e q .  0) k  
k  th en

sp  - 0 .5  + ( ( 0 .1 - 0 .5 ) / ( 5 0 d - 6  -  2 S d -6 ))» (e p c rk (3 )-2 5 d -6 )  
e l s e i f  (e p c rk (3 )  . g t .  50d6 .an d . e p c rk (3 )  . l e .  lOOd-6 .an d . o p ty p e  .e q . Q)k 

k  th en
sp  - 0 .1  + ( ( 0 .0 1 - 0 . l ) / (1 0 0 d - 6  -  5 0 d -6 ) )* (e p c rk (3 ) -5 0 d -6 )  

e ls e
sp  “  .0  

e n d if
dee3 -  sp * m a tm u l( tra n sp o se (p 3 ),m a tm u l((d e e _ 0  -  d e e . e f f ) ,p 3 ) ) 

e ls e
dee3 -  .0  

e n d if
• sum t o  g iv e  a c t i v e  e f f e c t i v e  s t i f f n e s s --------------------------------------------------------------------
dee -  d e e .e f f  + d e e l  * dee2 + dee3 
r e tu r n  

end su b ro u t in e  damdee
su b ro u t in e  d a a . s t r e s s  (dam ,vschem e,sigm a)
! c a lc u la t e  s t r e s s  r e q u i r e d  t o  produce e q u iv a le n t  s t r a i n  i n  undamaged m a te r ia l  
! based  on an av erag e  s t r e s s  a lr e a d y  computed u s in g  an en erg y  e q u iv a le n c e  model
f in --------------------------
! dam -  v o ig t  v e c to r  o f  deuDages
I vscheme -  v o ig t  s to r a g e  scheme
\ in o u t—  -----  —
! sigm a -  s t r e s s  v e c to r
u se  t e n s o r .o p s  ; u se  l i n e l a s t i c
I m p l ic i t  none
r e a l ( 8 ) , i n t e n t ( i n ) : :d am (:) 
i n t e g e r , i n t e n t ( i n ) : : vscheme 
ree d  ( 8 ) . i n t e n t ( i n o u t ) : : s ig m a ( :)
r e a l ( 8 ) .a l lo c a t a b l e : : p r d a m ( : ) ,d a m .e f f ( : , : ) , r o t ( : , : ) , t . e ( : , : ) , t . s ( : , : )  
r e a l ( 8 ) : : a , b ,c  
i n te g e r :  :d ijn ,n s t
n s t  -  s ize (d am )
a l l o c a t e  ( d a m . e f f ( n s t , n s t ) , t _ e ( n s t , n s t ) , t . s ( n s t , n s t ) )

! a s s ig n  d im e n s io n a l ity  
s e l e c t  c a se  (n s t )

! 3d 
c a se  (6) 

dim -  3 
c a se  d e f a u l t

p r i n t  * , "Only 3d c a se  i s  s u p p o rte d  a t  t h i s  t im e"  
end s e l e c t
a l l o c a t e  (p rd a m (d im ),ro t(d im ,d im ))  
c a l l  v p r in a l l  (d am ,v sch em e,p rd am ,ro t)  
a  -  p rd am (l)  
b  -  prdam (2)
i f  (dim  .e q . 3) c -  prdam (3) 
i f  (vschem e .e q . 12) th en



to
to call r4rot_12 (rot,t_s,t_e)

elseif (vscheme .eq. 23) then 
call r4rot_23 (rot,t_s,t_e) 

endlf
! construct damage effect matrix in crack csys 
! only contains diagonal components so can zero and fill 
1 also calculate inverse directly since matrix is diagonal 
dam.eff * 0.
! normal components 
dam.effd,!)- l./(l.-a) 
dam.eff(2,2) - 
if(dim .eq. 3) then
dam.eff(3,3) » l./(l.-c) 

elseif (dim .eq. 2) then
if (a .It. 1. .and. b .It. 1.) then
dam.eff(3,3) “ 1./((I.-a)**0.5)*((l.-b)**0.5)
dam.eff(3,3) = .0 

endif 
endif! shear components 
if (dim .eq. 3) then
if (a .It. 1. .and. b .It. 1.) then
dam_eff(4,4) ■ l./((l.-a)**0.5)*((l.-b)**0.5)

°^dL_8(l(4,4) - .0 
endif
if (b .It. 1. .and. c .It. 1.) then
dam.eff(5,5) - l./((l.-b)**0.5)*((l.-c)»*0.5)
dam.eff(5,5) - .0 

endif
if (a .It. 1. .and. c .It. 1.) then
dam.eff(6,6) » 1./((1.-a)**0.5)•((1.-c)»*0.5)
dam_eff(6,6) - .0 

endif endif
! rotate damage effect operator back to global csys 
dam.eff = matmul(transpose(t_e),matmul(dan_eff,t_e))
* calculate stress 
sigma ~ matmul(dam_eff,sigma) 
returnend subroutine dam.stress 
end module damage

module elements
! module containing common tasks required in FE solution process
■ e.g. nodal restoring loads and tangent stiffness calculation 
contains
subroutine form_K_tan (g_g,g_num,g_numip,g_coord,prop,totdisp,incdisp,&

mat_id,mat_dam,mat.cpore,etype,gaptol,g_ipDaffl,g_ipPoros,ft 
crackstat,solver,g_k,g_ka,g_kb)

! form global tangent stiffness matrix
■ ” global stiffness matrix stored as l~d array
*■ g.ka « 1st locator array (used for all schemes; e.g. kdiekg for skyline)
*■ g-kb » 2nd locator array (used for compressed storage schemes)
! user supplied elements (hex8 • 1, contact > 2) 
use hexS.xtr ; use elcontactsurf 
! user materialsuse linelastic ; use damage ; use closedPorous 
! matrix-tensor memipulation amd solver front-ends 
use tensor.ops ; use solvers 
implicit none
real(8).intent(in)::g_coord(:,:),prop(:,:),totdisp(0:),incdisp(0:) ,b 

gaptol,g_ipDam(:,:),g_ipPoros(:,:) 
integer,intent(in)::g_g(:,:),g_num(:,:),g_nvanip(:,:),g_ka(:),g_kb(:),k

mat_id(:),etype(:),mat_dam(:),mat_cpore(:),crackstat(:) 
ch8uracter*(*), intent (in) :: solver 
real(S).intent(out);:g.k(0:)
real(8).allocatable::coord(:,:),solpoints(:,:),surfpoints(:,:),solvts(:),k 

k surfwts(:),surfFun(:),eld_tot(:),eld_inc(:),gap_tot(:),gap_elas(:),k 
k gap_plas(:),eptot(:),epinc(:),gap_inc(:),solDeriv(:,;),solDer(:,:) 
ft jac(:,:),jac2d(:,:),ntot(:,:)»SolBee(:,:),contBee(:,:),solDee(:,:),ft 
ft surfDee(:,:).solDam(:),poros(:),actrot(:,:),ke(:,:) 

integer,allocatable::g(:),num(:),numip(:),nip(:),nst(:)
integer: :neq,ndim,neltot,nod,nodof ,ndof ,ntypes,i,iel,ip,imat ,ncpore,ndam,ft 

ft ncrack.optype 
real(8)::e,nu.lbound,ks,kn,mu,bonding,det 
I assess problem size and make necessary allocations 
neq « size(totdisp) - 1
ndim ■ ubound(g_coord,l) ; neltot * ubound(g_g,2) ; nod * ubound(g_num,l)
ndof ■ ubound(g_g,l) ; nodof = ndof/nod ; ntypes “ maxval(etype)
ncpore = size(mat_cpore) ; ndam * size(mat_dam)
allocate (nip(ntypes),nst(ntypes))
nip(l) “ 8
nst(l) » ubound(g_ipDam,l)
allocate (g(ndof),num(nod),numip(nip(l)),coord(nod,ndim),ft

eld_tot(ndof),eld_inc(ndof),eptot(nst(l)),epinc(nst(l)),k 
solpoints(nipd) ,ndim) ,solvts(nip(l)) , jac(ndim,ndim) ,ft 
solDee(nstd) ,nst(D) ,solDam(nst(l)) ,poros(nst(l)) ,ke(ndof,ndof))

! allocate element arrays depending on whether extra displacement shapes 
! are used: 1 «> extra shapes; 0 «> standard formulation 
if (shapes .eq. 1) then
allocate (solDer(ndim,nod+ndim),solDeriv(ndim,nod+ndim).ft 

solBee(nst(l),ndof+ndim*nodof))
else
allocate (solDer(ndim,nod),solDeriv(ndim,nod),solBee(nst(l),ndof)) 

endif
! allocate arrays for contact elements if present 
if (ntypes .eq. 2) then 
nip(2) = 4 
nst(2) “ nodof
allocate (gap.tot(nodof),gap_elas(nodof),gap_plas(nodof),gap_inc(nodof),k 
surfvts(nip(2)),surfFun(nod/2),ntot(nodof,ndof),surfpoints(nip(2),ndim),ft 
actrot(ndim,ndiffl),jac2D(ndim-l,ndim-l),contBee(nst(2),ndof),ft 
surfDee(nst(2),nst(2))) 

endif
! fill array of gaussian integration sampling points 
call hexSGaussSample(nip(1),solpoints,solvts) 
if (ntypes .eq. 2) then
call surfSaapleGaussPtsLocal(nip(2),surfpoints,surfvts) 

endif
■ loop elements
I zero any required arrays to be filled 
g_ls ■ .0
call hexSGaussSample (nip(l),solpoints,solvts) 
do iel*l,neltot
! retrieve element node and gauss pt no.s 

nun ■ g_num(:,iel) ; numip » g_numip(: ,iel)
! retrieve nodal coordinates

coord » transpose(g_coord(: , num))
! retrieve element steering vector 

g*g_g(:,iel)
! retrieve elem nodal disps 

eld.tot * totdisp(g)
< default stiffness to zero 

ke » .0 1 loop gauss pts
if (etype(iel) .eq. 1) then 

! material; (props are: e, nu)
e « propd ,mat_id(iel)) ; nu ■ prop(2,mat_id(iel))



do ip*l,nip(l)
get shape derivatives tfrt local elem csys
call hexSShapeDerCsolpointsCip,:).solDer)
calculate Jacobian, and its determinant and inverse
jac^atmul (solDerC:, 1 :nod), coord)
call gen_det(jac,det)
invert Jacobian
call gen_invert(jac, jac)
calculate shape deriv vrt global ref csys
solDeriv * matmul(jac,solDer)
calc strain-displacement matrix ’solBee’
call hexSDerivToBee (solDeriv,solBee)
calc ’solDee' matrix for either linear isotropic or damaged
default to isotropic elastic
call isoDee(solDee,e,nu)
check if porous ’dee' req’d
do i“l,ncpore

if (mat_id(iel) .eq. mat_cpore(i)) then 
poros * g_ipPoros(:,numip(ip)) 
call cporeDee(solDee,e,nu,poros(1)) 
exit endif 

end docheck if damage 'dee’ req’d 
do i-l,ndam

if (mat_id(iel) .eq. mat.damCi)) then 
ncrack • crackstat(numipCip)) 
eptot « matmuKsolBeeC: ,l:ndof) ,eld_tot)
SolDam g.ipDamC: ,numip(ip) )
Ibound = .9999 ; optype » 0
call damdee(solDee,e,nu,SolDam,eptot,ncrack,Ibound,optype) 
exit endif 

end dofill in relevant portion of element stiffness matrix 
ke« ke &
matmul(matmul(transpose(solBee),solDee),8olBee)*det*solwts(ip) 

end do
elseif (etype(iel) .eq. 2) then 
do ip*l,nip(2)
calculate shape functions and assemble shape function eurray 
call 8urfShapeFun(surfpoints(ip,:),surfFun) 
calc jacobian and rotation matrix
call surfJac(surfpoints(ip,:),coord(l:nod/2,:),actrot,jac2D)
get 2x2 determinant
call gen_det(jac2D,det)
fill shape function array
call 8urfSbapeFunArr(8urfFun,ntot)
calc ’bee' matrix
contBee « matmul(tran8pose(actrot),ntot) 
calc gap displacement vector 
gap.tot • matfflul(contBee,eld_tot)
calc force-displacement ’dee’ matrix (props are: ks, kn, mu) 
ks ■ prop(l,mat_id(iel)) ; kn * prop(2,mat_id(iel)) 
mu ■ prop(3.mat_id(iel)) ; bonding ■ prop(4,mat_id(iel)) 
if (bonding .eq. 0) then
call surfDebondDee(gap.tot,gaptol,ks,kn,mu,surfDee) 

elseif (bonding .eq. 1) then 
call surfBondDee(ks,kn,surfOee) 

else
call 8urfBondDee(ks,kn,8urfDee) 

endifcalc contribution to stiffness matrix ke « ke
matoul(transpose(contBee),matmul(surfDee,contBee))*det*8urfvts(ip) 

end do endif
assemble into global stiffness 
select case (solver) 
case (’itr’)

! iterative solver ! store stiffness matrix 
! call formkgnr (g_k,g_ka,g_kb,ke,g) 

case (’ban’)
! band storage

call formkv (g_k,ke,g,neq) 
case (’sky')

! skyline storage
call fsparv (g_k,ke,g,g_ka) 
end select 

end do 
return

end subroutine form.K.tan
subroutine bodyloads (g_g,g_nuffl,g_numip,g_coord,prop,totdisp,incdi8p,ft

mat_id,mat_dam,mat_cpore,etype,gaptol,g_ipDam,g_ipPoros,ft 
crackstat,bdylds,g_ipSigma)

! calculate nodal restoring loads from current displacements for comparison 
! with externally applied loads 
! user supplied elements (hex8 » 1, contact « 2) 
use hexB.xtr ; use elcontactsurf 
! user materials
use linelastic ; use damage ; use closedPorous 
! matrix and tensor manipulation front-end 
use tensor.ops 
implicit none
real(8).intent(in)::g_coord(:,:),prop(:,:),totdisp(0:),incdisp(0:),ft 

gaptol,g_ipDam(:,:),g_ipPoros(:,:) 
integer,intent(in)::g_g(:,:),g_Qum(:,:),g_numip(:,:),mat_id(:),etype(:),ft 

mat_dam(:),mat_cpore(:),crackstat(:) 
real(8),intent(out)::bdylds(0:),g_ipSigma(:,:)
real (8),allocatable::coord(:,:).solpoints(:,:),surfpoints(:,:).solvts(:),k 

t 8urfvts(:),surfFun(:),eld_tot(:),eld.inc(:),gap_tot(:),gap_elas(:),k 
k gap_plas(:),eptot(:),epinc(:),force(:),f_inc(:),gap_inc(:), ft 
ft solDeriv(:,:),soIDer(:,:),jac(:,:),jac2d(:,:),ntot(:,:),SolBee(:,:).ft 
ft contBee(:,:) ,solE>ee(:,:) ,surfDee(:,:) .sigma(:) ,sig_inc(:) .ipload(:) .ft 
ft eload(:),solDam(:),poros(:),actrot(:,:) 

integer,allocatable::g(:),num(:),numip(:),nip(:),nst(:)
integer: :ndim,neltot,nod,nodof .ndof .ntypes.iel,ip,imat.ncpore.ndeun,ncrack.ft 

ftoptype
reeO.(8)::e,nu,lbound,ks,kn,mu,bonding,det.fs,theta,fy 
! assess problem size and make necessary allocations
ndim • ubound(g_coord,l) ; neltot » ubound(g^,2) ; nod ■ ubound(g_num,l)
ndof *■ ubound(g_g, 1) ; nodof ■ ndof/nod ; ntypes “ maxval(etype)
ncpore ■ size(mat_cpore) ; ndam > 8ize(mat_dam)
allocate (nip(ntypes),n8t(ntypes))
nip(l) “ 8
nst(l) “ ubound(g_ipSigma.l)
allocate (g(ndof),num(nod),numip(nip(l)),coord(nod,ndim),ft 

eld.tot(ndof),eld_inc(ndof).eptot(nst(l)),epinc(nst(l)),ft 
8olpoints(nip(l),ndim).solvts(nip(l)),jac(ndim.ndim),ft 
solDee(n8t(l),nst(l)),solDam(nst(l)),poros(nst(l)),sigma(n8t(l)),ft 
sig_inc(nst(D) ,ipload(ndof ) .eload(ndof))

! allocate element arrays depending on whether extra displacement shapes are 
! used: 1 ■> extra shapes; 0 ■> standard formulation 
if (shapes .eq. 1) then
allocate (solDer(ndim,nod+ndim),solDeriv(ndim,nod+ndim),ft 

solBee(nst(l),ndof+ndim*nodof))
else
allocate (solDer(ndim.nod).solDeriv(ndim.nod),solBee(n8t(l),ndof)) 

endif
( allocate arrays for contact elements if present 
if (ntypes .eq. 2) then 
nip(2) » 4 
nst(2) - nodof
eillocate (gap_tot(nodof) ,gap.elzis(nodof) .gap.plas(nodof) .actrot(ndim.ndim) ,ft



230 surfvts(nip(2)) , surf FuB(xiod/2) ,ntot(nodof ,ndof ) ,surfpoints(nip(2) ,ndim) ,k 
jac2D(ndiiii-l ,ndiin-l) ,surfDee(n8t(2) ,nst(2)) ,contBee(nst(2) ,ndof) 
force(nodof),f.incCnodof),gap.inc(nodof)) 

endif
* fill array of gaussian IntegratioD sampling points 
call bex8GaussSampl«(nip(l),8olpoints,8olvt8) 
if (ntypes .eq. 2) then
call surfSaapleGau88PtsLocal(nip(2),surfpoints,surfvts) 

endif
! loop elements 
do iel"l»neltot

num ■ g_num(:,iel) ; numip “ g_nuiDip(: ,iel) 
coord * transposeCg.coordC:,nuffl)) 
g “ g-g(:,iel) 
ipload • .0 ; eload “ .0 

! loop gauss pts:
if (etype(iel) .eq. 1) then 

! set total displacements for end of increment 
eld.tot ■ totdisp(g) + incdisp(g)
e ■ propd ,mat.id(iel)) ; nu ■ prop(2,oat_id(iel)) 
do ip«l,nip(l)

call for^exSBee (solpoints(ip,:),coord,det,solBee) 
eptot • matmul(solBee(:,1:ndof),eld_tot)

! default to isotropic elastic ’dee’
call isoDee(solDee,e,nu)

! check if pore is present and couple only if void ratio equal to 1
do imat*l.ncpore

if (mat.idCiel) .eq. mat.cpore(imat)) then 
poros ■ g_ipPoros(:.numip(ip)) 
call cporeDee(solDee,e,nu,poros(l)) 
exit 

endif 
end do

! check if damage 'dee’ req’d
do imat«l,ndaa

if (oat.id(iel) .eq. mat.dam(imat)) then 
ncrack ■ crackstatCnunipCip))
SolDam ■ g.ipDamC:,numip(ip))
Ibound ■ .9999 ; optype ■ 0
call damdee(sol£>ee,e,nu,SolDam,eptot,ncrack,Ibound,optype) 
exit 

endif 
end do

! calculate total stress
sigma - matmulCsolDee,eptot)

! calculate nodal contribution for current gauss pt
ipload ■ matmuKtransposeCsolBee) ,sigma)

! add to nodal load vector for element
eload » eload + ipload*det*solvts(ip)

! store stress in global array 
g_ipSigma(:,numip(ip)) « sigma 

end do
elseif (etype(iel) .eq. 2) then 

! set total displacements for beginning and end of increment
eld.tot ■ totdisp(g) + incdisp(g) 
ks • propCl,mat_id(iel)) ; kn • prop(2,mat_id(iel)) 
mu » prop(3,mat_id(iel)) ; bonding ■ prop(4,mat_id(iel))

! loop gauss pts
do ip«l,nip(2)

call surfShapeFun(surfpoints(ip»:),surfFun)
call surfJacCsurfpointsCip,:),coord(l:nod/2,:),actrot,jac2D)
call gen_det(jac2D,det)
call surfShapeFunArr(surfFun,ntot)
contBee ■ matmul(transpose(actrot),ntot)
gap_tot “ matmul(contBee,eld_tot)
if (bonding .eq. 0) then
call surfDebondDee(gap.tot,gaptol,ks,kn,mu,surfDee) 

elseif (bonding .eq. 1) then

call 8urfBondDee(ks,kn,surfDee) 
endif

! calculate total force
force • matmul(surfDee,gap_tot)

! calculate nodal contribution for current gauss pt
ipload ■ matmul(transp08e(c0ntBee).force)

! add to nodal load vector for element
eload “ eload + ipload*det*surfvts(ip)

! store some gauss pt results (requires ’dee* for end of increment)
fs ■ dsqrt(force(l)**2. + force(2)**2.) 
fy « dabs(mu*f_inc(3))

! l->3: force components
g_ipSigma(l:3,numip(ip)) ■ force/det 

! 4: sticking/sliding status
if (gap_tot(3) .gt. gaptol) then 

! open
g_ipSigma(4,numip(ip)) ■ .0 

elseif ((surfDee(l,l) .eq. ks .and. gap_tot(3) .le. gaptol) ft
.or. bonding .eq. 1.) then 

! closed and sticking
g_ipSigma(4,numip(ip)) * 1. 

elseif (surfDee(l,l) .It. ks .and. gap_tot(3) .le. gaptol) then 
! closed and sliding

g_ipSigma(4,numip(ip)) ■ 2. 
endif

! 5: store penetration
g.ipSipiaC5,DUffllp(ip)) ■ gap_tot(3)

! 6: calculate and store irreversible displacement
gap.elas * .0
gap.elas(l) ■ l./ks • force(l) 
gap.plasd) - gap.totd) - gap.elas(i) 
if (ndim .gt. 2) then
gap_elas(2) ■ l./ks • force(2) 
gap_plas(2) • gap_tot(2) - gap_elas(2)

! calc resultant
gap.plasd) ■ dsqrt(gap_plasd)**2. + gap_plas(2)**2.) 

endif
g_ipSigma(6,nufflip(ip)) ■ gap.plas(l) 

enddo 
endif

* update global internal nodal loads vector 
bdylds(g) “ bdylds(g) eload

end do
bdylds(O) - .0 
return 
end subroutine bodyloads
subroutine calc.stress (g_g,g.num,g_numip,g_coord,prop,totdisp,incdisp,time,ft 

mat_id,mat.dam,mat_cpore,mat_visc,etype,vscheme,gaptol,ft 
g.ipPoros,g_ipDam,crackstat,g_ipEpInit,g.ipEptot,ft 
g.ipSigma)

! calculate effective stress based on average stress recovered from porous 
! and damaged materials
t user supplied elements (hex8 ■ 1, contact « 2) 
use hex8_xtr ; use elcontactsurf
* user materials
use linelastic ; use damage ; use closedPorous ; use viscoelastic 
! matrix and tensor manipulation front-end 
use tensor.ops 
implicit none
real (8),intent(in)::g_coord(:,:),prop(:,:),totdisp(0:),incdisp(0:).time,ft 

gaptol,g_ipDam(:,:),g_ipPoros(:,:),g_ipEpInit(:,:) 
integer,intent(in)::g_g(:,:),g_num(:,:),g_nufflip(:,:),mat_id(:),etype(:),ft

mat_dam(:),mat_cpore(:),mat_visc(:),vscheme,crackstat(:) 
real(8),intent(out)::g_ipEptot(:,:),g_ipSigma(;,:)
real(8).allocatable::coord(:,:),solpoints(:.:).surfpoints(:.:).solvts(:).ft 

ft surfvts(:),surfFun(:),eld_tot(:),eld_inc(:),gap_tot(:),gap_elas(:),ft 
ft gap_plas(:).eptot(:),epeff(:),epini(:),force(:),f_inc(:),gap_inc(:),ft



ft solDerivC:»:),solDer(:,:),Jac(:,:),jac2d(;,:),ntot(; , ,SolBee(:,:),ft 
ft contBeeC:,:),solDed(:,:),surfDee(:,:),sigma(:),sig_ini(:),80lDaffl(:>.ft 
ft poros(:),actrot(:, 

integer,allocatable: :g(:) ,nua( : ) ,nuniip( :) ,nip( :) ,nst ( :)
integer::ndim,neltot,nod,nodof,ndof,ntypes,iel,ip,imat,ncpore,ndain,nvisc,ft 

ft ncrack.optype
real(8)::e,e_inf,tau,nu,lbound,ks,kn,mu,bonding,det,fs,theta,fy
ndio *= ubound(g_coord,1) ; neltot » ubound(g_g,2) ; nod ■ abound(g_num,l)
ndof = ubound(g_g,l) ; nodof ■ ndof/nod ; ntypea * maxval(etype)
Dcpore “ size(oat_cpore) ; ndam * size(mat_dam) ; nvisc * size(mat_visc) 
allocate (nip(ntypes),nst(ntypes)) 
nip(l) ■ 8
nst(l) “ ubound(g_ipSigma,l)
allocate (g(ndof) ,num(nod),numip(nip(l)),coord(nod,ndim),ft

eld_tot(ndof) ,eld_inc(ndof) ,eptot(nst(l)),epeff(nst(l)),epini(nst(l)),ft 
solpoint8(nip(l),ndim),soltfts(nip(l)),jac(ndim,ndim),ft 
8olDee(n8t(l),n8t(i)),solDam(nst(l)),poros(nst(l)),ft 
sigma(n8t(1)),8ig.ini(nst(1)))

! allocate element su^ays depending on whether extra displacement shapes are 
1 used: 1 *> extra shapes; 0 ■> standard formulation 
if (shapes .eq. 1) then

allocate (solDer(ndim.nod-^ndim) ,solDeriv(ndim,nod+ndim) ,ft 
solBee(n8t(l),ndof+ndim*nodof})

else
allocate (80lDer(ndim,n0d),solDeriv(ndim,nod),solBee(nst(l),ndof)) 

endif
if (ntypes .eq. 2) then 

nip(2) • 4 
nst(2) ■ Dodof
allocate (gap.tot(nodof),gap.elas(nodof) ,gap_plas(nodof) ,actrot(ndim,ndim),ft 

8urfwt8(nip(2)),surfFun(nod/2),ntot(nodof,ndof),surfpoints(nip(2),ndim),ft 
jac2D(ndim-l,ndim-l),surfDee(nst(2),nst(2)),contBee(nst(2),ndof) ,ft 
force(nodof),f_inc(nodof),gap.inc(nodof)) 

endif
call hex8GaussSample(nip(l).solpoints.solwts) 
if (ntypes .eq. 2) then

call surfSainpleGaussPtsLocal(nip(2) ,8urfpoints,surfvts) 
endif
! loop elements 
do iel>l,neltot 

Dum * g_num(:,iel) 
numip - g_nufflip(:,iel) 
coord « tran8pose(g_coord(:,nuffl))
6 “ g_g(:,iel)

! set total displacements for end of increment 
eld_tot ■ totdisp(g) + incdisp(g)

! loop gauss pts:
if (etype(iel) .eq. 1) then

e « prop(l,mat_id(iel)) ; nu • prop(2,mat_id(iel)) 
if (nvisc .ne. 0) then

e.inf ■ prop(3,mat_id(iel)) 
tau > prop(4,mat_id(iel)) 

endif
do ip»l,nip(l)

! calculate Bee matrix
call formHexSBee (solpointsdp,:) ,coord,det,solBee)

! calculate and store total strain
eptot > matfflul(solBee(:,l:ndof),eld_tot) 
epeff - eptot
g_ipEptot(: .numipdp)) ■ eptot 

! default to isotropic elastic ’de e ’
call isoDee(solDee,e,nu)

! check if pore is present
do imat>l,ncpore

if (oat_id(iel) .eq. mat.cpore(imat)) then

poros « g.ipPoros(: .nvimip(ip))
call poreStrain(poros(l),vscheme,epeff)

! calc effective stiffness 
if (poros(l) .eq. 1.) then 

solDee ■ .0 
!else
! call cporeDee(solDee,e,nu,poros(i)) 
endif 
exit 

endif 
end do

! check if damage stress req’d
do imat»l,ndam

if (mat_id(iel) .eq. mat.damdmat)) then 
solDam ■ g_ipDam(:,numip(ip)) 
ncrack ■ crackstat(numipdp))
Ibound • 0.9999 ; optype “ 1 

! ensure that crack planes lose complete stiffness (i.e. c an’t support 
! stress)

if (ncrack .ne. 0) call damdee(solDee,e,nu,SolDaffl,eptot,ncrack,ft 
ft Ibound,optype)

exit 
endif 

end do 
! calculate stress

sigma “ matmuKsolDee,epeff)
! calculate relaxed initial stress

sig_ini « .0
if (nvisc .ne. 0) then

do imat»l,nvisc
if (mat.id(iel) .eq. oat.viscdmat)) then 

epini » g_ipEpInit(:,numip(ip)) 
call relax.mod (e,e.inf,nu,tau,time,solDee) 
sig_ini - matmuKsolDee,epini) 
exit 

endif 
enddo 

endif
! store stress in global arrays

g_ipSigma(: .nxoDipdp)) « sigma * sig.ini 
end do

elseif (etypedel) .eq. 2) then
ks ■ prop(l,oat_id(iel)) ; kn ■ prop(2,mat_id(iel)) 
nu ■ prop(3,mat_id(iel)) ; bonding • prop(4,mat_id(iel))

! loop gauss pts 
do ip*l,nip(2)

! calculate contact Bee matrix and gap vector
call surfBee (surfpointsdp,:) ,coord,det ,contBee) 
gap.tot » matmul(contBee,eld_tot)

! assign relevant constitutive stiffness matrix
if (bonding .eq. 0) then

call surfDebondDee(gap.tot,gaptol,ks,kn,mu,surfDee) 
elseif (bonding .eq. 1) then

call surfBondDee(ks,kn,surfDee) 
endif

! calculate total force
force ■ matmuKsurfDee,gap.tot)

! store
g_ipSigma(l:3,numipdp)) ■ force(l:3) 

enddo 
endif 

end do 
return

end subroutine calc.stress 
end module elements

module hexS.xtr
! module of required operations for 8 node hexahedral element with extra shape 
! functions
! specify shapes (identifier for extra displacement shapes) as public 
public::shapes



bO
CO
t o  c o n ta in s

s u b ro u tin e  hexSGaussSample ( n i p , s , v t )
! c a lc  l o c a l  3D c o o rd s  o f  g au ss  p t s  i n  n o d a l n a tu r a l  c sy s
I
! in   --------------- ------------------------------------
! n ip  = no. g au ss  p t s
I
i o u t— — —  ------------------------
! s  a  a r r a y  o f sam pling  p t s
! v t  -  w e ig h tin g  f o r  each  p o in t
I
! i n t e r n a l ----------------------------------------- -------—
! ro o t3  •  temp v a r i a b le  u sed  t o  p re v e n t r e c a l c u l a t i o n  o f  d s q r t ( 3 . )
I
im p l ic i t  none

j
! d e c la re  v a r ia b le s  
i n te g e r ,  i n t e n t ( i n ) : :n ip  
r e a l ( 8 ) . i n t e n t ( o u t ) : : s ( : , ,w t ( : )  
r e a l ( 8 ) : : ro o t3  
ro o t3  ■ l . / d s q r t ( 3 . )

! s e l e c t  sam pling  a c co rd in g  t o  no. g au ss  p t s  
s e l e c t  c a se (n ip )  

c a s e d )
I c e n tr o id  on ly  
s ( l , l )  -  .0  ; w t ( l )  -  8 . 

c a s e (8)
s ( 1 ,1 ) » - r o o t3 ; s ( 1 ,2 ) » - r o o t3 ;s ( 1 ,3 ) “ - ro o tS  
s (2 ,1 )  * - r o o t3 ; s (2 ,2 )  —r o o t s ; a ( 2 , 3 )«  ro o tS  
s (3 , l )®  r o o t3 ; s ( 3 ,2 ) « - r o o t3 ; s ( 3 ,3 ) “  ro o t3  
s ( 4 , 1)» r o o t3 ; s ( 4 ,2 ) « - r o o t3 ;s ( 4 , 3 )» - ro o t3  
s ( 5 , l ) « - r o o t 3 ; s ( 5 ,2 ) »  r o o t3 ; s ( 5 ,3 ) * - r o o t3  
s ( 6 , l ) » - r o o t 3 ; s ( 6 ,2 ) “  r o o t3 ; s ( 6 ,3 ) “  ro o t3  
s ( 7 , l ) “  r o o t3 j s ( 7 ,2 ) »  r o o t3 ; s ( 7 ,3 ) =  ro o t3  
s ( 8 , l ) “  r o o t3 ; s ( 8 ,2 ) «  r o o t3 ; s ( 8 ,3 ) * - r o o t3  
wt « 1 .0  

end s e le c t  
r e tu r n

end s u b ro u tin e  hexSGaussSample 
su b ro u t in e  hexBExtrapSam ple ( n i p . s .v t )
1 c a lc  lo c a l  3D coords o f node p t s  in  g au ss  n a tu r a l  c sys
I
i i n —- - — -----------—  --------------------------------
! n ip  = no. g au ss  p t s
f
! o u t ---------------------- — — — — -----------------
! s  ® a r r a y  o f sam p lin g  p t s
! v t  > w e ig h tin g  f o r  each  p o in t
}
! i n t e r n a l -----------------------------------------  — -----
! r o o ts  -  temp v a r i a b le  used  t o  p re v e n t  r e c a l c u l a t i o n  o f d s q r t ( 3 . )
1
im p l ic i t  none

t
! d e c la re  v a r ia b le s  
i n te g e r ,  i n t e n t ( i n ) : :n ip  
r e a l ( 8 ) . i n t e n t ( o u t ) ; : s ( ; , : ) , w t ( : )  
r e a l ( 8 ) : : ro o t3

I
r o o ts  = d s q r t ( 3 . )

f
1 s e l e c t  sam pling  a c c o rd in g  t o  n o . g au ss  p t s  
s e l e c t  c a se (n ip )  

c a s e d )
! c e n tr o id  only  
s ( l , l )  ■ .0  ; w t d )  » 8 . 

c a se (8 )
8 (1 ,1 )  **-root 3 ; 8 (1 .2 )  » - r o o t3 ; s  (1 ,3 )  = -ro o tS  
8 ( 2 , l ) * - r o o t3 ; 8 ( 2 .2 ) — r o o t3 ; s ( 2 .3 ) *  ro o tS  
s ( 3 , l ) “  r o o t3 ; 8 ( 3 ,2 ) “ - ro o tS ;8 ( 3 ,3 ) *  ro o t3  
s (4 .1 )■  r o o t s ; s ( 4 ,2 ) « - ro o tS ;s ( 4 , 3 )* -ro o tS

8 ( 5 .1 ) “ - r o o t s ; s ( 5 ,2 ) “ r o o tS ; s ( 5 .3 ) » - ro o t3  
s ( 6 , l ) * - r o o t 3 ; s ( 6 ,2 ) “ r o o tS ; s ( 6 ,3 ) *  ro o tS  
s (7 .1 ) «  r o o tS ; s ( 7 .2 ) »  r o o tS ; s ( 7 ,3 ) =  ro o tS  
s (8 , l )®  r o o tS ; s ( 8 ,2 ) *  r o o t3 ; s ( 8 ,3 ) “ - ro o tS  
wt » 1 .0  

end s e l e c t  
r e tu r n

end s u b ro u t in e  hexSExtrapSam ple 
s u b ro u tin e  hexSShapeFun ( s . f u n )
! c a lc  3D shape  f u n c t io n s  f o r  q u a d r i l a t e r a l  hexBace 
1
? in ------------------ -------------------------------------------
! s « sam pling  p o in t
t
i o u t———— —— ----------------- ----------------- -------
! fun  ■ a r r a y  o f  shape  f u n c t io n s
1
! i n t e r n a l ---------- --------------- --------------------------
! x i . e t a . z e t a  » n a tu r a l  c o o rd in a te s
I
im p l ic i t  none

I
! dec la ire  v eu riab les  
r e a l ( 8 ) . i n t e n t ( i n ) : : s ( : )  
r e a l ( 8 ) . i n t e n t ( o u t ) : : f u n ( : )  
r e a l ( 8 ) : : x i , e t a , z e t a  
i n t e g e r : : l e n

!
l e n  ■ s iz e ( fu n )

! a s s ig n  g au ss  p t  l o c a l  c o o rd s  
x i  » s ( l ) ;  e t a  •  s ( 2 ) ;  z e ta  » s (3 )

! c a lc u l a t e  shape f u n c t io n s  
s e l e c t  c a se  ( le n )  

case  (8)
! s ta n d a rd  fo rm u la tio n  
sh ap es  * 0
f u n » ( / . 1 2 S * ( l . - x i ) * ( l . - e t a ) * ( 1 . - z e t a ) , . 125 » (1 . - x i ) * ( l . - e t a ) * ( 1 ,+ z e ta ) .f t  

,125*(1  . + x i ) * d  . - e t a ) * ( l  .+ z e ta )  , .  1 2 5 » ( l .+ x i ) * d  . - e t a ) * ( l  . - z e t a )  .& 
. 1 2 5 * d - - x i ) * d  . + e t a ) * ( l . - z e t a )  . .  1 2 5 * ( l . - x i ) * ( l  .+ e t a ) * ( l  .+ z e ta )  ,& 
. 1 2 5 * ( 1 .+ x i ) » d .+ e t a ) * ( l .+ z e t a ) , . 1 2 5 * ( l . + x i ) * ( l . + e t a ) * ( l . - z e t a ) / )  

c a se  d l )
! e x t r a  shape  f u n c t io n s  (d isp la c e m e n t sh a p es )  
sh ap es  > 1
f u n » ( / .  125*(1 .-“x i ) * ( l .  - e t a ) * ( 1  . - z e t a )  , .  1 2 5 * ( l . - x i ) * d  . - e t a ) * ( l  .+ z e ta )  .ft 

. 1 2 5 * d .+ x i ) * ( l  . - e t a ) * ( l . + z e t a )  . .  1 2 5 * ( l .+ x i) * ( l  . - e t a ) * ( l  . - z e t a )  ,ft 

. 1 2 5 * ( 1 . - x i ) * ( l .+ e t a ) * ( l . - z e t a ) . . 125 * (1 . - x i ) * ( 1 . + e t a ) * ( l . + z e ta ) .f t  

. 1 2 5 * ( l .+ x i ) * ( l .+ e t a ) * ( l .+ z e t a ) . . 125 » (1 .+ x i ) * ( 1 . + e t a ) * ( l . - z e t a ) .ft 
( 1 . - x i * * 2 . ) ,  ( 1 . - e t a * * 2 . ) . ( 1 . - z e t a * * 2 . ) / )  

end s e l e c t  
r e tu r n

end s u b ro u t in e  hexSShapeFun 
s u b ro u t in e  hexSShapeFunArr ( f u n .n to t )
! assem ble t o t a l  shape f u n c t io n  a r r a y
! (u sed  in  c a lc  o f  bee m a tr ix  and r e l a t i v e  d isp la c e m e n t v e c to r )

fu n  > v e c to r  o f shape  f u n c t io n s

o u t—  -------------------------------— ------------------
n to t  « a r r a y  o f  shape  fu n c t io n s

in t e r n a l   ------------------------------------------
1 « le n g th  o f n to t
i . j  ■ c o u n te rs

im p l ic i t  none 
! d e c la r e  v a r i a b le s  
r e a l ( 8 ) , i n t e n t ( i n ) : : f u n ( :)  
r e a l ( 8 ) . i n t e n t ( o u t ) : : n t o t ( : , : )  
i n t e g e r : : i , j . l e n

I
l e n  “  u b o u n d (n to t» 2 ) 
n t o t  ■ .0

! f i l l  shape  f u n c t io n  a r r a y s



J * 1 
do i=l,3 

shapes “ 0 
ntot(i,j) 
ntot(i,j+3) 
ntot(i,j+6) 
ntot(i,j+9) 
ntot(i,j+12) 
ntotCi,j+15) 
ntotCi,j+18) 
ntotCi,j+2l) 
if (len .eq. 

shapes = 1 
ntotCi,j+24) 
ntotd, j+27) 
ntot(i,j+30) 

endif 
j * j + 1 

end do 
retvirn

end subroutine hexSShapeFunArr 
subroutine hexSShapeDer (s,der)

calculate 3d linear shape derivatives at a given point

* fund)
- fun(2)
= fun(3)
- fun(4)
= fun(5)
“ fun(6)
= fun(7)
■ fun(8)
33) then

fun(9) 
fun(lO) 
fun(ll)

sampling point

der = array of shape derivatives

xi,eta,zeta - natural coordinates of hexSace 
implicit none
t
! declare variables 
real(8),intent(in)::s(:) 
real(8),intent(out)::der(:,:) 
real(8)::xi,eta,zeta 
integer::len

len B ubound(der,2)
! assign gauss pt local coords 
xi«s(l); eta«s(2); zeta* s(3)
! default to no extra displacement shapes 
shapes = 0
1 calculate shape derivatives for first 8 shape f 
! rov 1

der(l,l)» 125*(1.-eta)»(l.-zeta) ; der(l,2)*
der(l,3)“ .125*(1.-eta)*(l.+zeta) ; der(l,4)* 

125*(1.+eta)*(l.-zeta) ; der(l,6)* 
.125*(1.+eta)*(l.+zeta) ; der(1,8)®

der(l,5)« 
der(l,7)* 

! row 2
der(2,D- 
der(2,3)* 
der(2,5)« 
der(2,7)» 

! row 3
der(3,l)“
der(3,3)»
der(3,5)«
der(3,7)«

-.125*(l.-xi
-.125*(l.+xi
.125*(l.-xi
.125*(l.+xi

-.125*(l.-xi
.125*(l.+xi

-.125*(l.-xi
.125*(l.+xi

l.-zeta)
l.+zeta)
l.-zeta)
l.+zeta)
l.-eta) ; 
l.-eta) ; 
l.+eta) ; 
l.+eta) ;

der(2,2)- 
der(2,4)« 
der(2,6)» 
der(2,8)«
der(3,2)«
der(3,4)“
der(3,6)“
der(3,8)-

.125*(1.-et a)•(1.+zeta) 

.125*(1.-eta)•(1.-zeta) 

.125*(1.+eta)*(l.+zeta) 

.125*(1.+eta)*(l.-zeta)

.125*(1.-xi)*(l.+zeta)

.125*(1.+xi)*(l.-zeta)

.125*(1.-xi)*(l.+zeta)

.125*(1.+xi)*(l.-zeta)

.125*(1.-xi)•(1.-eta)

.125*(1.+xi)*(l.-eta) 

.125*(l.-xi)*(l.+eta)

.125*(l.+xi)*(l.+eta)
! calculate extra shape derivatives if necessary 
if (len .eq. 11) then

shapes '
! row 1 
derd,9) 
I row 2 
der(2,9) 
! row 3 
der(3,9)

.0;

.0;

der(l,10)
der(2,10)
der(3,10)

.0; derd
-2.*eta; der(2 

.0; der(3

11) - .0 
,11) “ .0 
,11) “ -2.*zeta

endif 
return 

end subroutine
subroutine hex8DerivToBee (deriv,bee)
! calc *bee’ (strain-displacement) matrix for a gauss pt from deriv matrix

! deriv ® matrix of shape derivatives wrt. global csys
I
i out---------------- --------------- — —
! bee ■ bee matrixt
! internal-------------------------------
! x,y,z dummy variables used to make notation concise
! k,l,m,n - counters
! len - length of bee (used to differentiate between standard
1 and extra shape function (hierarchical) formulations
I
implicit none

I
! declare variables 
real(8),intent(in)::deriv(:,:) 
real (8).intent(out);:bee(:,:) 
real(8)::x,y,z 
integer::k,l,m,n,len

I
! get length of deriv 
! 8 => standard 
!11 *> hierarchical 
len « ubound(deriv,2)
I
! initialise bee to zero c<»Dponents and then fill non zero entries 
bee * .0 
do m~l,len
n*3*m; k*n-l; l*k-l
x»deriv(l,n); y*deriv(2,m); z®deriv(3,m) 
bee(l,l)«x; bee(4,k)»x; bee(6,n)»x 
bee(2,k)*y; bee(4,l)»y; bee(5,n)»y 
bee(3,n)»z; bee(5,k)«z; bee(6,l)®z 

end do 
return

end subroutine hex8DerivToBee
subroutine fomHex8Bee (s,coord,det,solBee)
! fona strain-displacement matrix from coordinates for a single gauss pt
! in-----------------
! s « sampling pt
! coord * array of nodal coordinates for element

! solBee « strain-displacement matrix
! det » determinant of Jacobian matrix
use tensor.ops
real(8),intent(in)::s(:),coord(:,:) 
re!d(8),intent(out)::det,solBee(:,:)
real(8),allocatable::solDer(:,;),jac(:,:),SolDeriv(:,:) 
integer::ndim,nod,ndof,nshapes
ndim « ubound(coord,2) ; nod > ubound(coord,l) 
ndof s ubound(solBee,2) ; nshapes * ndof/ndim
allocate (solDer(ndim,nshapes),jac(ndim,ndim).solDeriv(ndim,nshapes))
! calc shape derivatives wrt natural csys 
call hex8ShapeDer(s,solDer)
! form jacobian and calculate determinant and inverse 
jac«matmul(solDer( u, 1:nod),coord) 
call gen_det(jac,det) 
call gen_invert(jac, jac)
! calc shape derivatives wrt global csys 
solDeriv > matmuKjac .solDer)
! form Bee matrix from components of global csys shape derivative matrix 
call hexSDerivToBee(solDeriv,solBee) 
return 

end subroutine



end module bexS.xtr 
module linelastic 
contains
subroutine isoDee(dee,e,v)
1 returns the isotropic elastic dee matrix for given ih 
! ih*3,plane strain; «4,axisymmetry or plane strain elastoplasticity 
I *6 , three dimensional 
implicit none

real(8),intent(in)::e ,v; real(8),intent(out)::dee(:,:)
! local variables

real(8): :vl,v2,c,vv; integer :: i,ih; d e e O . O  ; ih » ubound(dee.l) 
vl » 1. - v; c ■ e/((l.+v)*(l.-2.*v)) 

select case (ih) 
case(S)

dee(l,l)*vl*c; dee(2,2)=vl*c; dee(l,2)“v*c; dee(2,l)«v*c 
dee(3,3)“ .5»c*(l,-2.*v) 

case(4)
dee(l,l)»vl*c; dee(2,2)«*vl*c; dee(4,4)»vl*c 
dee(3,3)«.5*c*(l.-2.*v) ; deed,2)«v*c; dee(2,l)»'v*c 
dee(l,4)*v*c; dee(4,l)*v*c; dee(2,4)*v*c; dee(4,2)“v*c 

case(6)
v2*v/(l.-v); w»(l.-2.*v)/(l .-v)*.5
do i**l,3: d e e d , 1 )b 1 end do; do i*4,6; dee(i,i)»w; end do 
dee(l,2)-v2; dee(2,l)“v2; dee(l,3)*v2; dee(3,l)»v2 
dee(2,3)-v2; dee(3,2)=v2 
dee * dee*e/(2.*(l.+v)*w) 

case default
print*,’wrong size for dee matrix’

end select 
return 

end subroutine isoDee
end module linelastic

module viscoelastic 
! module for viscoelastic materials 
! (very simplified at this time) 
contains
subroutine relax.mod (e_0,e_inf,nu,tau,t,dee_t)
\ returns the isotropic releixation viscoelastic stress-strain matrix 
use linelastic 
implicit none
real(8),intent(in)::e_0,e_inf,nu,tau,t 
real(8),intent(inout)::dee_t(:,:) 
integer::nst
real(8),allocatable:tdee_0(:,:),dee_inf(:,:) 
nst « ubound(dee_t,l)
allocate (dee_0(nst,nst).dee.inf(nst,nst))
I assume input dee is unrelaxed 
dee_0 “ dee_t
! stiffness at infinite time 
dee.inf * (e_inf/e_0)*dee.0 
! at req’d time
dee_t ■ dee.inf + (dee_0 - dee_inf)*dexp(-l»(t/tau)) 
return

end subroutine relax.mod 
end module

module post.ops
! module of common operations on results of analysis (interim and/or final) 
\ e.g. get max principal vectors or values etc. 
interface write^globArray
! generic name’s explicit interface for procedures that write global arrays 
! to file

module procedure write_gmat_r, write_gvec_r, write_gmat_i, write_gvec_i 
end interface write_globArray 
contains
subroutine write.gmat.r (globmat,rectype,iounit,ndim,vscheme,prefix,suffix) 

write 2-dimensional real valued global array to output file 
e.g. global stress array

glohmat ■ global matrix to be written to output file
rectype * record type (siscii or binary)
iounit « file io unit number
ndio s no. spatial dimensions
vscheme * storage scheme if voigt form of tensors are being used
prefix » file name (including last used suffix which may be required to

change based on value of suffix) 
suffix > file suffix 
internal--------
fname * name of output file
l.pfix » length of prefix
ncnnp « no. components for particular entry in global array

assumes entries stored as columns (hence ncomp • no. rows)
sgl.arr “ single precision array used for output quantities in case binary

record type (to save file size and post-processing effort) 
dbl.arr » double precision array
i * loop counter
tensor operations module r eq’d for procedure to convert voigt storage to full 
symmetric tensor 

use tensor.ops 
implicit none
real(8).intent(in)::globmat(:,:) 
integer,intent(in)::iounit,ndim,vscheme 
character*(*),intent(in)::rectype,prefix,suffix 
real(4),allocatable::sgl_arr(:,:) 
real(8).allocatable;:dbl.arr(:,:) 
integer::l_pfix,ncomp,i,fmt_lab 
character*24::fname 
l_pfix ■ len(prefix) 
ncomp * ubound(globoiat, 1) 
select case (rectype) 
case C a s c i i ’)
! set formatting based on no. dimensions and write 
103 format (fl5.6,trl,fl5.6,trl,fl5.6)
102 format (fl5.6,trl,f15.6)

! find out what type of variables are being stored to determine if a loop 
! through the array is req’d 

if ((ndim .eq. 2 .and. ncomp .eq. 3) .or. ft 
(ndim .eq. 3 .and. ncomp .eq. 6)) then 

! tensor is stored in upper triangular form so loop through entries auid 
! write symmetric tensor to output 

allocate (dbl.arr(ndim,ndim)) 
do i*l,ubound(globaat,2)
! form symmetric tensor based on voigt storage scheme 

if (vscheme .eq. 12) then
call formsymtens_12 (globoat(:,i),dbl_2urr) 

elseif (vscheme .eq. 23) then
call formsymtens_23 (globmat(:,i),dbl.arr) 

endif
if (ndim .eq. 3) then

write (iounit, 103) dbl.aurr 
elseif (ndim .eq. 2) then 

write (iounit,102) dbl.arr 
endif 

enddo 
else
! non-tensor variable so just write 

if (ndim .eq. 3) then



write (iounit,103) globmat 
elseif (ndiffi .eq. 2) then 
write (iounit,102) globmat 

endif 
endif 
case ('binarO 
! set name of file 
fname - prefix//suffix
! close file (in case it was ascii before this operation) and re-open as 
! binary file 
close (iounit)
open (iounit,file*fname,position»’append’,status*’old*.form^’binary’,k 

action-’write’)
! find out what type of vzuriables are being stored to determine if a loop 
! through the array is req’d 
if ((ndim .eq. 2 .and. ncomp .eq. 3) .or. k 

(ndio .eq. 3 .and. ncomp .eq. 6)) then 
! tensor is stored in upper triangular form so loop through entries and 
! write symmetric tensor to output
allocate (sgl_arr(ndim,ndim),dbl_arr(ndlm,ndim)) 
do i"l,ubound(globaat,2)

1 form symmetric tensor based on voigt storage scheme 
if (vscheme .eq. 12) then
call formsyDtens_12 (glotmat(:,i),dbl_arr) 

elseif (vscheoe .eq. 23) then
call formsyntens_23 (glot«kat(:,i),dbl_arr) 

endifsgl.arr ■ dbl.arr
write (iounit) sgl.arr 

enddo else
allocate (sgl.arr(ncomp,ubound(globmat,2))) 

sgl.arr • globmat 
write (iounit) sgl.arr 
endif! close and re-open as ascii file, emd insert blank line 
close (iounit)
open (iounit,file-fname,position>’append’,status*’old’,action*’write’) 
write (iounit,*) 

end select 
retiumend subroutine write.gmat.r
subroutine write.gvec.r (globvec,rectype,iounit,prefix,suffix)
! write l-dimensional real valued global array to output file 
! e.g. global vector of pore radii 
! in------------! globvec • global matrix to be written to output file
! rectype ■ record type (ascii or binary)
I  iounit *  file io unit number
( fname ■ file name (including last used suffix which may be required to
! change based on value of suffix)
! suffix " file suffix
! internal------! sgl.arr “ single precision array used for output quantities in case binary
f record type (to save file size and post-processing effort)
implicit none
real(8),intent(in)::globvec(:) 
integer,intent(in)::iounit
character*(•),intent(in)::rectype,prefix,suffix 
real(4),allocatable::sgl.arr(:) 
character*24::fname

select case (rectype) 
case (’ascii’)
100 format (fl5.6) 
write (iounit,100) globvec
case (’binar’)

! set name of file emd allocate single precision output array 
fname ■ prefix//suffix 
allocate (sgl.arr(size(globvec)))
! close file (in case it was ascii before this operation) and re~open as 
! binary file 
close (iounit)
open (iounit,file*fname,position-’append’.status*’old’,form*’binary’ 

action*’write’) 
sgl.arr * globvec 
write (iounit) sgl.arr 

! close and re-open as ascii file, and insert blank line 
close (iounit)
open (iounit,file*fname.position*’append’,statiis*’old*,action*’write’) 
write (iounit,*) 

end select 
return

end subroutine write_gvec_r
subroutine write.gmat.i (globmat.rectype,iounit.prefix,suffix)
! write 2-dimensional integer valued global array to output file 
! e.g. global array of element node no.s 
! in------------! globaat * global matrix to be written to output file
! rectype * record type (ascii or binary)
1 iounit * file io unit number
! fnaoe * file name (including last used suffix which may be required to
! change based on value of suffix)
! suffix * file suffix
! l.pfix * length of file prefix
I internal------! sgl.arr * single precision array used for output quantities in case binary 
1 record type (to save file size and post-processing effort)
implicit none
integer,intent(in) : :glofaisat(:,:) 
integer,intent(in)::iounit
character*(•),intent(in)::rectype,prefix,suffix 
integer,allocatable::sgl.arr(:,:) 
character*24::fname 
select case (rectype) 
case (’ascii’)
100 format (i,trl,i.trl.i,trl,i,trl.i,trl.i,trl.i,trl,i.trl,i) 
write (iounit.100) glotoat 
case (’binar’)
! set name of file and allocate single precision output array 
fname * prefix//suffix
allocate (sgl.arr(ubound(globmat.1),ubound(globoiat.2)))
! close file (in case it was ascii before this operation) and re-open as 
! binary file 
close (iounit)
open (iounit.file*fname,position*’append’,status*’old’.form*’binary’,k 

action*’write’) 
sgl.arr * globoat 
write (iounit) sgl.arr 

! close and re-open as ascii file, and insert blank line 
close (iounit)
open (iounit,file*fname,position*’append’.Status*’old’.action*’write’) 
write (iounit.*) 

end select 
returnend subroutine write gmat i

subroutine write.gvec.i (globvec.rectype,iounit,prefix,suffix)
! write l-dimensioned integer V8dued global array to output file 
■ global vector of element type no.s
! in------------! globvec * global vector to be written to output file



236 ! rectype ■ record type (ascii or binary)
1 iounit » file io unit number
! fname « file name (including last used suffix vhich may be required to
! change based on value of suffix)
! suffix “ file suffix
! l.pfix = length of file prefix
! internal-------
! sgl.arr ■ single precision array used for output qusmtities in case binary
I record type (to save file size and post-processing effort)
implicit none
integer.intent(in)::globvec(:) 
integer,intent(in)::iounit
character*(*),intent(in)::rectype,prefix,suffix 
integer,allocatable::sgl_arr(:) 
character*24::fname
select case (rectype)
case (’ascii*)
100 format (i) 
vrite (iounit,100) globvec 
case (’binar*)
! set name of file and allocate single precision output eurray 
fname = prefix//suffix 
allocate (sgl_arr(size(globvec)))
! close file (in case it vas ascii before this operation) and re-open as 
! binary file 
close (iounit)
open (iounit,file-fname,positions’append’,status>*old*,form*’binary’ ,k 

action»’write’) 
sgl.arr ■ globvec 
write (iounit) sgl_arr 

! close and re-open as ascii file, and insert blank line 
close (ioiinit)
open (iounit,file=fname,positions’append',status*’old*.action^’vrite') 
vrite (iounit,*) 

end select 
return

end subroutine vrite.gvec.i
subroutine rv.vtkCells (g_nuffl,iunit,ounit,rectype,prefix,stiffix)

read and vrite vtkCells array from and to vtk unstructured.grid file 
vtkCells corresponds to global array of element node numbers in finite 
element program

iunit ■ file unit no. for input, i.e. reading
ounit « file unit no. for output, i.e. vriting
rectype ■ record type (binary or ascii)
prefix > filename prefix
suffix > filename suffix
out----------—
g.num ■ global array of element node numbers
internal-------
nels » no. elements
iel s loop counter for pass through elements
cell.pts ■ dummy variable for no. nodes for a given element (this is used 

by vtk when reading unstructured grid data but is not required 
for this code since the g_num airray is allocated based on the 
element type vith the highest no. nodes per element; unused 
are filled as zero, vhich can be achieved by zeroing the array 
before calling this subroutine) 

fname » string variable for filename
implicit none
integer,intent(in)::iunit,ounit 
integer,intent(out)::g_num(;,:) 
character*(*),intent(in):rrectype,prefix,suffix 
integer::nels,iel,cell.pts 
character*24::fname

\ query g.num size for no. elements 
nels = ubound(g_num,2)
select case (rectype) 
case (’ascii’)
! set default format for 8 node brick; i.e. 9 integers (1 for cell.pts 
I dummy variable («8 for 8 node brick) and the 8 node no.s)
100 format (i,trl,i,trl,i,trl,i,trl,i,trl,i,trl,i,trl,i,trl,i)
! loop through elements and read, fill g.num, and vrite vtkCells 
do iel«l,nels

read (iunit,*) cell.pts,g.num(iel) 
vrite (ounit,100) cell.pts, g.num(:,iel) 
end do

case (’binar’)
! set name of file 
fname » prefix//suffix
! close file (in case it vas ascii before this operation) and re-open as 
! binary file 
close (ounit)
open (ounit,file=fname,position«’append’,form«’binary’,status>’old’,ft 

action®’vrite’)
! loop through elements and read, fill g.num, and vrite vtkCells 
do iel*l,nels
read (iunit,*) cell.pts,g_num(:,iel) 
vrite (ounit) cell.pts, g.num(:,iel) 
end do

! close and re-open as ascii file, and insert blank line 
close (ounit)
open (ounit,file»fname,position*’append’,status*’old’,action*’vrite’) 
vrite (ounit,*) 

end select 
return

end subroutine rv.vtkCells 
subroutine numvidth (int.v)
! subroutine to return vidth for formatting an integer to remove trailing space 
! when labelling variable names in output (only vorks to 9.9e8 at the moment) 
integer,intent(in)::int 
integer,intent(out)::w
if ((int .gt. 9) .and. (int .le. 99)) then 

w - 2 
elseif ((int 
w » 3 

elseif ((int 
w » 4 

elseif ((int 
w ■ 5 

elseif ((int 
w ■ 6 

elseif ((int
V ■ 7 

elseif ((int
V « 8 

elseif ((int
V - 9 

else
w « 1 

endif 
return 
end subroutine numvidth
subroutine stressvol (g.ipStress,vscheme,g.ipVol,g_ipMat,sNin,sMax,sv.tab)
• returns the volumes of individual materials experiencing prescribed ranges of 
I maximum principal stress

gt. 99) .and. (int .le. 999)) then 

gt. 999) .and. (int .le. 9999)) then 

gt. 9999) .and. (int .le. 99999)) then 

gt. 99999) .and. (int .le. 999999)) then 

999999) .and. (int .le. 9999999)) then 

gt. 9999999) .and. (int .le. 99999999)) then 

gt. 99999999) .and. (int .le. 999999999)) then

g.ipStress “ global array of gauss pt stress tensors (voigt form)
vscheme > storage scheme for voigt form

’12’ «> ...,12,23,31 
’23’ «> ...,23,31,12 

g.ipVol * global array of gauss pt volumes
g.ipMat “ global array of gauss pt material id’s



sMin
sMaz

internal-
prS
min,max
nst
nip,ip
range
i
rov

' fflinimuffl stress requested by user 
' maximum stress requested by user

array representing tabular data for stress-volume data

array of principal stresses for a given point 
’ min and max of a given interval under consideration 
: no. stress components
: no. gauss pts and gauss pt counter for loops 
: no. stress ranges 
: loop counter 
' rov counter for table

size(g.ipVol)

format of output array
I mat id I stress range I volume I misc I
req’d libraries--

use tensor.ops
I
1 declare variables 
implicit none
real(8),intent(in)::g_ipStress(: , ,g_ipVol(:) 
real(8),intent(out)::sv_tab(:,:) 
real(8).allocatable::prS(:) 
real(8)::min,max
integer,intent(in)::vscheme,sMin,sHax,g.ipMat(:) 
integer::nst,dim,nip,ip.range,i,nmat,row

!
! find dimensionality, etc. 
nst • ubound(g_ipStress,l) ; nip > 
select case (nst) 
case (6) 
dim * 3 

case (3) 
dim “ 2 

end select 
allocate(prS(dim))

t
I set stress range 
range ■ sMax - sMin
!
! no. materials (extra interval (i.e. ** 1’) for values above sMax) 
ninat “ ubound(8v_tab,l) ; nmat ■ nmat/(range 1)
! fill 'mat id* column 
row » 1 
do i*l,nmat

sv_tab(rotf:row+range,1) ■ i 
row ■ row + range + 1 

end do
! loop gauss pts 
do ip-1,nip

call vprinval (g_ipStress(:,ip),vscheme,prS) 
min ■ sMin ; max » min 1 
do i“l,range+l

(update row counter
row = (range+l)*g_iirf!at(ip) - (range*»-l) + i 
sv_tab(row,2) » sHax - (range-^1) + i 
if (prS(l) .ge. min .and. prS(l) .It. max) then

! stress within interval
sv_tab(row,3) « sv_tab(row,3) + g.ipVol(ip) 
exit

elseif (prS(l) .gt. sMax) then
! stress above max desired stress

row ■ (range+l)*g_ipMat(ip) 
sv_tab(row,3) » sv_tab(row,3) +• g_ipVol(ip) 
exit 

endif
min • min + 1. ; max « max 1. 

end do 
end do 
return

end subroutine stressvol
end module post.ops 

module pre.ops
I
• module for some common operations in generating the finite element model 
! prior to solution stage of analysis 
!
contains
subroutine formnf(nf)
I reform array of nodal freedoms for entire mesh

f in/out------------------
! nf * array of nodal freedoms
I
! internal----------------
! i,j,m » counters 
!
implicit none
integer,intentdn out) : :nf (:,:) 
integer:: i,j,m
I
m*0
do j*l,ubound(nf,2) 

do i>l,ubound(nf,1)
! everytime a nonzero value is found (i.e. *1' which implies a 'free’ dof) 
! the dummy index m is incremented and substituted for the current array 
! position
if(nf(i,j)/*0) then 
m*m+l; nf(i,j)*m 

end if 
end do 

end do 
return 

«nd subroutine formnf
subroutine num_to_g(num,nf,g)
I Node to freedMn number conversion
! finds the steering vector from nodal connectivity vector and nodal freedoms

! num « nodal connectivity vector for element
! nf ■ nodal freedcxus vectorI
i out— — — — — — — —
! g * element steering vector
!
! internal— --------------
! nod * no. of nodes
! nodof * no. dof per node
! i,k ■ coimters
!
implicit none
integer,intent(in)::num(:),nf(:,:) ; integer,intent(out) :: g(:) 
integer::i,k,nod,nodof
!
! find no. nodes and no. dof/node 
nod*ubound(nxiffl,l) ; nodof*ubound(nf ,1)
I
do i*l,nod 

k ■ i*nodof
g(k-nodof+i:k) • nf( : , num(i) ) 

end do 
return 

end subroutine num.to.g
subroutine node.connect (g_num,g_nconn)
I Returns array of elements connected to each node

! g.num * global array of element node numbers 
!
! out---------------- ----
! g.nconn “ global array of node-element connectivites 
!
! internal---------------



to
C O
00 nels ■

nn ■
nod ■
num ■
indexor ■

implicit none

no. elements 
no. nodes
no. nodes per element
array of current element node numbers
array used to index to next unused position in connectivity array

integer,intent(in)::g_num(:, 
integer,intent(out)::g_nconn(:.:) 
integer::nels,nn,maxshare,nod,iel,inod 
integer,allocatable::num(:),indexor(:)
1 get size of arrays and make allocations 
nels ” ubound(g_num,2) 
nn = ubound(g_nconn,2) 
maxshare ■ ubound(g_nconn,1) 
nod » ubound(g_niun,l) 
allocate (nuffl(nod),indexor(nn))
! initialise indexing array and start main loop 
indexor ■ 0 ; g_nconn ■ 0 
do iel«l,nels

nuffl “ g_nuffl(:,iel) 
do inod*l,nod

indexor(num(inod)) ■ indexor(num(inod)) + 1 
g_nconn(indexor(nuffl(inod)),num(inod)) ■ iel 

enddo 
enddo

subroutine parse.elconnect (g_num,g_nconn,max.elconn)
Parse element connectivity to find max no. elements connected to another

g_num
g.nconn

' global array of element node numbers 
 ̂global array of node-eleoent connectivites

max.elconn ■ maximum element-element connectivity in mesh
intemal- 
nels 
nn

no. elements 
no. nodes
no. nodes per element
max no. elements shared by a node
array of current element node numbers
array of connectivities with duplicate entries
index indicating no. non-repeated array entries for an element
variable to assign whether non-repeated index is incremented
loop counters

nod
max.nconn 
num 
elnum 
k
inc
iel,i,j 

implicit none
integer,intent(in)::g_num(:,:),g_nconn(:,:) 
integer,intent(out)::max_elconn 
integer::nels,nn,nod,max_nconn,iel,inod,i,j,k 
integer,allocatable::num(:),elnum(:) 
logiced: :inc 
get size of arrays and make allocations 

nels * ubound(g.num,2) 
nn • ubound(g_nconn,2) 
nod =* ubound(g_num,l) 
max.nconn » ubound(g_nconn,1) 
allocate (num(nod),elnum(max_nconn*nod))
' start main loop 
do iel*l,nels

num ■ g_num(:,iel) 
k»l
do inod»l,nod

elnum(k:k+max_nconn-l) 
k « k + max.ncoxm 
enddo 
k - 1

' loop from entry 2 ~> end and increment k for non-repeated entries

 ̂g_nconn(:,num(inod))

do i«2,max.nconn*nod 
! default ’inc’ to true 
inc ■ .true.

! loop through preceding entries and check if current entry already present 
do j-l,i-l
if (elnum(i) .eq. elnua(j)) then 
! repeated entry so exit and do not increment 
inc ■ .false, 

exit 
endif 

enddo
if (inc .eq. .true. .and. elnum(i) .ne. 0 .and. elnum(i) .ne. iel) k > k+1 
enddo

! check if k exceeds existing maximum 
if (k .gt. max.elconn) max.elconn * k 

enddo 
return

end subroutine parse.elconnect
subroutine el.connect (g_num,g.nconn,g.elconn)

Returns array of elements connected to each element

g_num > global array of element node numbers
g.nconn ■ global array of node-element connectivities

out— — — — — — — —
g.elconn ■ global array of element-element connectivities

internal— — — — — — —
nels ■ no. elements
nn ■ no. nodes
nod * no. nodes per element
num ■ array of current element node numbers
elnum • array of connectivities vith duplicate entries
connector ■ array of connectivities without duplicate entries
k ■ index indicating no. non-repeated array entries for an element
store ■ variable to assign whether non-repeated entry is stored
iel,i,j ■ loop counters

implicit none
integer,intent(in)::g.num(:,:),g.nconn(:,:) 
integer,intent(out)::g.elconn(:,:)
integer::nels,nn,nod,max.nconn.max.elconn,iel,inod,i,j,k 
integer,allocatable::num(:),elnum(:),connector(:) 
logical::store
! get size of arrays and make allocations 
nels “ ubound(g.num,2) 
nn » ubound(g.nconn,2) 
nod • ubound(g.nuffl,l) 
max.nconn “ ubound(g.nconn,1) 
max.elconn ■ ubound(g.elconn,1)
allocate (num(nod),elnum(max.nconn*nod),connector(max.elconn))
! start main loop 
do iel*l,nels

num > g.nuo(:,iel) 
k - 1
elnum “ 0; connector ■ 0 
do inod«l,nod

elnum(k:k-fmax.nconn-l) ■ g.nconn( : ,num(inod) ) 
k « k -f max.nconn 
enddo 
k ■ 1

! loop from entry 2 -> end and store emy non-repeated entries 
do i«l,max.nconn*nod 
! default ’inc’ to true store ■ .true.
! loop through preceding entries and check if current entry already present 
do j-l,i-l
if (elnum(i) .eq. elnum(j)) then 
! repeated entry so exit and do not increment 
store “ .false, 

exit 
endif 

enddo



if (store .eq. .true. .and. elnuin(i) .ne. 0 
\ store entry and increment index counter 
connector(k) ■ elnum(i) 
k - k -f 1 

eodif 
enddo

* store in global array
g_elconn(:,iel) • connector 

enddo

.and. elnum(i) .ne. iel) then

subroutine parse.ipbucketl(g_elconn,g_numip,g_ipcoord,r_bkt,max_ipbkt)
Parse element connectivity to find max no. gauss pts vithin a specified 
radius of each gauss pt stops at one level of connectivity element search 
tree

g.elconn • global array of element-element connectivites
g.numip > global array of element gauss pt numbers
g.ipcoord “ global array of gauss pt coordinates
r.bkt “ radius of bucket
out-------
max.ipbkt
internal—
nels
nip.el
ndim
numip
elconn
k
inc
iel,ipi.j
iel_t
s.coord
t_coord

toCOCO

at maximiuo no. gauss pts in a bucket

no. elements 
' no. gauss pts per element 
no. of coordinate dimensions 
array of current element gauss pt numbers
array of current element connectivity bucket (i.e. surrounding 
elements

' index indicating no. non-repeated array entries for an element 
variable to assign whether non-repeated index is incremented 
outer loop counters 
inner loop counters 
target element id
coords of source gauss pt (i.e. centre of bucket) 
coords of target gauss pt (i.e. gauss pt that is being checked 
for intersection vith bucket around source pt 
distance vector
euclidean distance norm between s.coord and t.coord 

implicit none
integer,intent(in)::g_elconn(:,:),g_nuoip(:,:) 
real(8),intent(in)::g_ipcoord(:,:),r_bkt 
integer,intent(out)::max_ipbkt
integer::nels,nip.el,max.elconn,ndifli,k,iel,iel.t,ip,i,j 
real(8)::dnorm
real(8),allocatable::s_coord(:),t_coord(:),dvec(:) 
integer,allocatable::numip(:),elconn(:) 
logical::inc
! get size of arrays and make allocations 
nels * ubound(g_elconn,2) 
max.elconn ■ ubound(g_elconn,1) 
nip.el “ ubound(g_nufflip,l) 
ndim * ubound(g_ipcoord,l)
allocate (s.coord(ndim),t.coord(ndim),dvec(ndim),niuiip(nip_el) 

elconn(max.elconn))
! main loop 
do iel*l,nels

elconn - g_elconn(:,iel)
I loop gauss pts for bucket centres 

do ip*l,nip.el
! re-zero k and retrieve source coordinate if ip no. not zero 
k - 0

if (g_numip(ip,iel) .ne. 0) then
s.coord ■ g.ipcoord(:,g_numip(ip,iel))

! check gauss pts in current element for intersection vith bucket 
do i^l,nip.el

! calc distance if current gauss pt is not the source pt and not 
! a zero entry

if (i .ne. ip .and. g_numip(i,iel) .ne. 0) then 
t.coord • g.ipcoord(:,g_numip(i,iel)) 

dvec ■ t.coord - s.coord 
dnorm * dot.product(dvec,dvec)**0.5 
if (dnorm .le. r.bkt) k * k + 1 
endif 

enddo
! loop surrounding elements for targets 
do i*l.max.elconn 

iel.t ■ elconn(i)
! only operate on non-zero entries of connectivity array 
if (iel.t .ne. 0) then 
numip ■ g_numip(iel.t)

! loop gauss pts vithin current target element 
do j“l,nip.el

! elements with less nodes than hihest order element in mesh will 
\ have zero entries so check for this before calculating distance 
if (nufflip(J) .ne. 0) then

t.coord ■ g_ipcoord(:,numip(j)) 
dvec ■ t.coord - s.coord 
dnorm ■ dot.product(dvec,dvec)**0.5 
if (dnono .le. r.bkt) k ■ k + 1 

endif 
enddo 

endif 
enddo
if (k .gt. max.ipbkt) max.ipbkt * k 
endif 

enddo 
enddo 
return

end subroutine parse.ipbucketl
subroutine ipbucketl(g.elconn,g.numip,g.ipcoord,r.bkt,g.ipbktl)

Generate bucket of gauss pts vithin a specified radius of each gauss pt in 
mesh
in-— ------------------
g_elconn • global array of element-element connectivites
g.numip “ global array of element gauss pt numbers
g.ipcoord “ global array of gauss pt coordinates

! r.bkt * radius of bucket
} out-
g.ipbktl • global array of level 1 gauss pt buckets

! internal---------------
! nels * no. elements
! nip.el « no. gauss pts per element
! ndim « no. of coordinate dimensions
I max.ipbkt * meucinum no. gauss pts in a bucket
\ numip ■ array of current element gauss pt numbers
elconn « array of ciirrent element connectivity bucket (i.e. surrounding

elements
ipbkt ■ array of gauss pts in current bucket
k ■ index indicating no. non-repeated array entries for an element
inc * variable to assign whether non-repeated index is incremented
iel,ip ■ outer loop counters
i.j ■ inner loop counters
iel.t ■ target element id
s.coord “ coords of source gauss pt (i.e. centre of bucket)

I t.coord * coords of target gauss pt (i.e. gauss pt that is being checked
I for intersection vith bucket euround source pt
1 dvec ■ distance vector
! dnorm ■ euclidean distance norm between s.coord and t.coord
implicit none
integer,intent(in)::g_elconn(:,:),g.numip(:,:) 
real(8),intent(in)::g_ipcoord(:,:),r.bkt 
integer,intent(out)::g_ipbktl(:,:)
integer::nels,nip_el,niptot,max.elconn,max.ipbkt,ndim,k,iel,iel.t,ip,i,j 
real(8)::dnorm
reed (8),allocatable::s.coord(:),t_coord(:),dvec(:) 
integer,allocatable::numip(:),elconn(:),ipbkt(:) 
logical::inc



240 \ get size of arrays and make allocations 
nels = ubound(g_elconn,2) 
max.elconn ” ubound(g_elconn,i) 
nip.el “ uboimd(g_numip,l) 
ndim » ubound(g_ipcoord,1) 
niptot * uboimd(g_ipbktl,2) 
max.ipbkt ■ ubound(g_ipbktl,l)
allocate (s_coord(ndim),t_coord(ndio),dvec(ndim),nufflip(nip_el),k 

elconn(max.elconn),ipbkt(max.ipbkt))
! default to zero 
g.ipbktl * 0
! main loop 
do iel»l,nels

elconn “ g_elconn(:,iel)
! loop gauss pts for bucket centres 

do ip*l,nip_el
I re-zero ipbkt and k, emd retrieve source coordinate 
ipbkt » 0 
k » 0

if (g_numip(ip,iel) .ne. 0) then
s.coord » g_ipcoord(:,g_numip(ip,iel))

! check gauss pts in current element for intersection vitb bucket 
do i“l,nip_el

! calc distance if current gauss pt is not the source pt 
if (i .ne. ip .and. g_numip(i,iel) .ne. 0) then 
t.coord * g_ipcoord(:,g_nunip(i,iel)) 

dvec » t.coord - s.coord 
dnorm ■ dot_product(dvec,dvec)**0.5 
if (dnorm .le. r bkt) then 
k « k + 1
ipbkt(k) “ g_numip(i,iel) 

endif 
endif 

enddo
! loop surrounding elements for targets 
do i*l.max.elconn 

iel.t ■ elconn(i)
! only operate on non-zero entries of connectivity array 
if (iel.t .ne. 0) then 
numip = g.numipC:,iel_t)

! loop gauss pts vithin current target element 
do j»l,nip_el 
if (numip(j) .ne. 0) then

t.coord “ g_ipcoord(:,numip(j)) 
dvec * t.coord - s.coord 
dnorm = dot_product(dvec,dvec)**0.5 
if (dnonn .le. r.bkt) then 
k » k + 1
ipbkt(k) = g_numip(j,iel_t) 

endif 
endif 

enddo 
endif 

enddo
! store in global array 
g_ipbktl(:,g_numip(ip,iel)) ■ ipbkt 

endif 
enddo 

enddo 
return 

end subroutine ipbucketl
subroutine vtkcell2fem90 (type_id, type.string, nod, nip)
! returns the fem90 element type string variable and no. of nodes and gauss pts 
! per element from the vtk cell-type id

type.id » vtk cell-type id 

out---------------------
type.string » element type name stored as string 
nod * no. of nodes per element

! nip "no. of gauss pts
I
implicit none
integer,intent(in)::type.id ; character*(•).intent(out)::type.string 
integer,intent(out)::nod, nip
I
! generate req’d values frc«i type.id 
select case (type.id) 
czise (12)

type.string ■ ’hexeihedron’ 
nod =* 8 
nip * 8 

case (0)
print *, * Element type not supported at this time" 
return 

end select 
return 
end subroutine
end module pre.ops

module solution 
contains
I module of CMnmon operations required for solution of finite element 
! linear systems of equations (e.g. Newton-Raphson iteration and line search) 
subroutine line.search (apl_inc,lastresid,resid,rlnorm.totdisp,incdisp,ft

g-g,g-nua»g_nufflip,g.coord,prop,mat_id,mat_dam,mat.cpore,etype,ft 
gaptol,g.ipDam,g_ipPoros,crackstat,Isearch,iounit) 

use elements 
implicit none
real (8).intent(in)::apl_inc(0:),lastresid(0:),totdisp(0:),g_coord(:,:).ft 

prop(:,:),gaptol,g_ipDam(:,:),g_ipPoros(;,:) 
integer,intent(in)::g_g(:,:),g_num(:,:),g_numip(;,:),etype(:) ,mat_id(:),ft 

mat_dam(:),mat_cpore(:),crackstat(:),iounit 
real(8),Intent(inout)::incdisp(0:),resid(0:),rlnorm 
real(8),intent(out)::Isearch
real(8) .allocatable::ls_incdisp(:),ls_resid(:),resid_min(:),bdylds(:),ft 

t g_ipSigma(:,:)
real(8)::ls_param(0:5),ls_norm(0:5),ls_deriv(0:2),deriv_0,deriv_l,ls_rlnorm,ft 

k test (0:1), crit ,deriv_min ,paraffl.min,min_nonxi, inc ,siscend_pt ,ft 
Jt descend.pt, eiscend.norm, descend.norm 

integer::iter,totdof,nst,niptot,i 
logical::intersect 
totdof > size(totdisp) - i 
nst « ubound(g_ipDam,l) 
niptot “ ubound(g_ipDam,2)
allocate (ls_incdisp(0:totdof),ls_resid(0:totdof),resid_min(0:totdof) ,& 

bdylds(0:totdof),g_ipSigma(nst,niptot)) 
vrite (iounit,’(f12.6,/)’) rlnorm 
ls_param(0) « 0.999 
ls_param(l) “ 1.0 
ls_param(2) ■ 0.5 
ls_param(3) • 0.501 
ls_param(4) » 0.0 
ls_param(5) ■ 0.001 
intersect ■ .false.
\ calculate derivative for first position 
! calculate the residual "vork" norm 
do iter»l,3 
do i«0,5

if(ls_param(i) .ne. 1.) then
Is.incdisp = ls_param(i)*incdisp ; bdylds * .0 ; g.ipSigma ■ .0 
call bodyloads (g_g,g_num,g_numip,g_coord,prop,totdisp,ls_incdisp,ft 

k mat_id,mat_dam,mat_cpore,etype,gaptol,g_ipDam,ft 
k g.ipPoros,crackstat,bdylds,g_ipSigma)

Is.resid » apl.inc - bdylds



else
Is.resid ■ resid 

endif
ls_nonn(i) * dabs(dot_product(iiicdisp,Is.resid)) 

enddo
derivative slope of n o m  function over the interval 
ls_deriv(0) ■ (I8_nomi(l)-l8_norm(0))/(l8_par8un(l)-ls_param(0))
Is.derivd) ■ (l8_norm(3)-l8_norm(2))/(ls_param(3)-ls_paraja(2)) 
ls_deriv(2) ■ (Is_norm(5)-l8_nonn(4))/(l8_param(5)-ls_parao(4)) 
store initial Dinimiim
if (Din(dabs(ls_deriv(0)),dabs(ls.deriv(l)),dabs(ls_deriv(l))) k 
.eq. dab8(ls_deriv(0))) then 
deriv.min ■ Is.deriv(O)
param.oin ■ ls_param(0) + 0.5*(ls_parao(l) - ls_param(0)) 

elseif (oin(dabs(l8_deriv(0)),dabs(l8_deriv(l)),dabs(ls_deriv(l))) ft 
.eq. dabs(ls_deriv(l))) then 
deriv_min ■ l8_deriv(l)
param.oin ■ l8_param(2) + 0.5*(ls_param(3) - ls.peu:affl(2)) 

elseif (min(dab8(l8_deriv(0)),dab8(l8_deriv(l)),dabs(ls_deriv(l))) k 
.eq. dabs(ls_deriv(2))) then 
deriv.fflin • ls_deriv(2)
param.oin ■ ls_parani(4) + 0.5*(ls_param(5) - ls_param(4)) 

endif
store derivative at zero for possible use in acceptance criterion 
if (Is.paramCO) .eq. .0) then 
deriv.O ■ ls_deriv(0) 
crit • dabs(0.3*deriv_0) 

endif
vrite data to file 
do i*0,5

write (iounit,’(f12.6,trl,el2.6)’) l8_parao(i), Is.normCi) 
enddo
check derivatives to see between which two the minimuiB lies and calculate 
intersection if req’d
if (Is.deriv(O) .gt. 0 .and. Is.deriv(l) .It. .0) then
first store data for last used ascending and descending pts 
ascend.pt ■ Is.paramCO) ; ascend.norm ■ Is.nomCO) 
descend.pt • Is^paramO) : descend.nons ■ ls_nona(3) 
l8_paraffl(0) • descend.pt *■ k

descend_norm*(a8cend_pt - descend_pt)/(ascend_nonn * descend.norm) 
intersect * .true, 
exit

elseif (Is.derivCl) .gt. 0 .and. ls_deriv(2) .It. .0) then 
ascend.pt • l8_parain(2) ; ascend.norm ■ ls_nonn(2) 
descend.pt * l8_parain(5) ; descend.norm • ls.norm(5)
Is.paraffl(O) * descend.pt ft

descend.Dorm*(ascend.pt - de8cend.pt)/(a8cend.norm *■ descend.norm) 
intersect * .true, 
exit

elseif (Is.deriv(O) .It. .0 .and. Is.deriv(l) .It. .0 .and. ls_deriv(2) k 
k .It. .0) then 

Is.param « Is.param * 1. 
elseif (Is.deriv(O) .gt. .0 .and. Is.deriv(l) .gt. .0 .and. ls.deriv(2) k 

k .gt. .0) then 
Is.param ■ Is.peuram - 1. 

endif 
enddo
iterations to find a suitable interval with a leftmost descending pt and a 
rightmost ascending pt 

do iter*l,5
exit condition when an intersection pt has been found 
if (intersect) exit
calc new interval of line-search parameter for second position by solving
for the x-axis intercept of slope-lines through the two trial pts
ls.param(2) ■ -l*ls.norm(0)/ls.deriv(0) ♦ ls_param(0)
inc ■ 0.001*dabs(ls.paraa(2) - Is.param(l))
if (inc .gt. 0.001) inc ■ 0.001
ls.param(3) ■ ls.param(2) * inc

! calculate derivative for second position 
do i-2,3

if(Is.param(i) .ne. .0) then
Is.incdisp > ls.param(i)*incdisp ; bdylds ■ .0 ; g.ipSigma ■ .0 
call bodyloads (g.g,g.nuffl.g.numip,g.coord,prop,totdisp,Is.incdisp,ft

mat.id.mat.dam,mat.cpore,etype,gaptol,g.ipDam,g.ipPoros,ft 
crackstat.bdylds,g.ipSigma)

Is.resid ■ apl.inc - bdylds 
else

Is.resid * lastresid 
endif
Is.norm(i) « dabs(dot.product(incdi8p,Is.resid)) 
write (iounit,’(f12.6,trl,el2.6)’) Is.param(i), Is.norm(i) 

enddo
Is.deriv(l) ■ (ls_norm(3)-l8_norm(2))/(ls.param(3)-ls.param(2))

! check if less than minimum derivative found previously 
if(dabs(ls.deriv(l)) .It. dabs(deriv.min)) then 
deriv.min ■ Is.deriv(l)

if (deriv.min .It. .0) then 
param.min ■ ls.param(3) 

else
param.min * ls.param(2) 

endif 
endif

! calculate new increment for derivative calcs based on gap between two 
! intervals for current iteration

inc ■ 0.001*dabs(ls.param(2) - Is.pareuD(l)) 
if (inc .gt. 0.001) inc « 0.001 

* calculate Is.param 0 intersection or else update first search interval 
if (Is.deriv(O) .gt. 0 .and. Is.derivd) .It. .0) then 

ascend.pt ■ Is.param(O) ; ascend.norm • Is.norm(O) 
descend.pt > ls.p8U‘am(3) ; descend.norm ■ ls.norm(3)
Is.paraffl(O) • descend.pt ft
descend.norm*(ascend.pt - descend.pt)/(ascend.norm * descend.norm) 
intersect ■ .true, 
exit 

else
f calculate new position and interval for next iteration

ls_param(0) • ls.param(2)
Is.param(l) > Is.paramO)

! update Is.deriv(O)
Is.deriv(O) ■ Is.deriv(l) 

endif 
enddo
! improve the line search psurameter estimate if an intersectio pt has been 
! foiind
if (intersect) then 
do iter*l,5 

! calculate derivative at new pt
inc ■ 0.001*dabs(ascend.pt - descend.pt)
Is.param(l) ■ Is.param(O) + inc 
do i*0,l

Is.incdisp * ls.param(i)*incdisp ; bdylds * .0 ; g.ipSigma « .0 
call bodyloads (g.g,g.num,g.numip,g.coord,prop,totdisp,Is.incdisp,ft

mat.id,mat.dam,mat.cpore,etype,gaptol,g.ipDam,g.ipPoros,ft 
crackstat,bdylds,g.ipSigma)

Is.resid ■ apl.inc - bdylds
l8.norm(i) > dabs(dot.product(incdisp,Is.resid)) 
write (iounit,'(f12.6,trl,el2.6)’) Is.param(i). Is.norm(i) 

enddo
Is.deriv(O) ■ (Is.norm(l)'-ls.norm(0))/(l8.param(l)'l8_param(0))

! check if less than minimum derivative found previously 
if (dabsds.derivd)) .It. dabs (deriv.min)) then 
deriv.min ■ Is.deriv(O) 
if (deriv.min .It. .0) then 
param.min • Is.paramd) 

else
param.min ■ Is.param(O) 

endif



242 endif
I check if ascending or descending and calculate pt for second intersection 

if (ls_deriv(0) .It. .0) then 
descend.pt =■ ls_param(l) 
descend.norm * ls_norm(l) 

elseif (Is.deriv(O) .gt. .0) then 
ascend.pt * ls_param(0) 
ascend.norm » ls_norm(0) 

endif
ls_param(0) = descend.pt + k
descend_norTD*(ascend_pt - descend.pt)/(ascend_norm + descend.norm) 

enddo
Isearch ” ls_param(0) 

elseI default to pt with minimiim derivative found from previous iterations 
Isearch = param.min 

endif
! calculate residual load norm at trial value Is.incdisp = Isearch^incdisp ; bdylds » .0 ; g.ipSigma » .0 
C80.1 bodyloads (g_g,g_num,g_numip,g_coord,prop,totdisp,ls_incdi8p,&

mat_id,mat_dam,inat_cpore,etype,gaptol,g_lpDani,g_ipPoros,fc 
crackstat,bdylds.g.ipSigma)

Is.resid • apl.inc - bdylds
Is.rlnorm » dot_product(ls_resid,ls_resid)**0.5 
! compare vith Nevton-Raphson residual 
if (Is.rlnorm .It. rlnorm) then 
resid * Is.resid

incdisp = Is.incdisp 
rlnorm = Is.rlnorm 

elseIs.incdisp = paraBi.min*incdisp ; bdylds » .0 ; g_ipSigma ■ .0 
if (Isearch .ne. paran.min) then
call bodyloads (g_g,g_num,g_numip,g_coord,prop,totdisp,ls_incdisp,ft

mat_id,mat_dam,mat_cpore,etype,gaptol,g_ipDaua,g_ipPoros,fc 
crackstat,bdylds,g_ipSigma)

Is.resid * apl.inc - bdylds
Is.rlnorm = dot_product(ls_resid,ls_resid)**0.5 
if (Is.rlnorm .It. rlnorm) then 
Isearch = param.min 
incdisp » lsearch*incdisp 
rlnorm ■ Is.rlnorm 

elseIsearch » 1. 
endif endif endif

! write resulting linesearch and residual norm to file 
write (iounit,’{/,f12.6)’) Isearch 
write (iounit,’(f12.6,/)’) rlnorm 
returnend subroutine line.search 
end module solution

module solvers 
contains
1 module of common operations required for solvers of linear systems 
I of equations generated by finite element method 
function bandwidth(g) result(nband)
! finds the element bandwidth from element steering vector

g ^ element steering vector
out---------nband = bandwidth
implicit none ; integer :: nband 
integer,intent(in)::g(:)

nband= maxvaKg, 1 ,g>0)-minval(g, 1 ,g>0)
t
end function bandwidth 
subroutine fkdiag(kdiag.g)
! finds the maximum bandwidth for each freedom (row) in a skyline storage 
! system

g > element steering vector
out  ------kdiag « array storing row lengths of stiffness matrix
internal------idof « dof counteriwpl temporary bandwidth for main loop
im > temporary bandwidth from inner loop
i,j * loop counters
implicit none
integer,intent(in)::g(:); integer,intent(out)::kdiag(:) 
integer::idof,i,iwpl■j,im
I
! find the no. dofs (i.e. entries) in g 
idof>size(g)

I
! loop through dofs 
do i » l,idof 
1
iwpl»l 

!if active freedom 
if(g(i)/*0) then

! loop through all dofs and calculate bandwidth between dof of inner loop 
! and dof of outer loop 

do j»l,idof
! calculate bandwidth + diagonal only if active dof

if(g(j)/=0) then 
im*g(i)-g(j)+l

! if this bandwidth is higher than that of outer loop replace outer
! value with inner one

if(im>iwpl) iwpl«im 
end if end do! substitute bandwidth into kdiag for this global dof if it is greater

! than current value
if(iwpl > kdiag(g(i))) kdiag(g(i)) * iwpl 

end if 
end do 
return end subroutine fkdiag
subroutine parse_nz(g_g,nz)
! find no. non-zero entries in global stiffness matrix
• in------------• 8-g ® global array of steering vectors
! out-----------
! nz « no. non-zero entries
! internal------! nels * no. elements! iel - element counter
1 i ■ row counter
! j = column counter
implicit none
real(8).intent(in)::g_g(:,:) 
real(8),intent(out)::nz 
integer::i,j 
nz * 0 
return end subroutine parse.nz
subroutine formkv(bk,km,g,n)
! form global stiffness matrix stored as a vector (upper triangle)



in------
km m element stiffness matrix
S * element steering vector
n * no. equations for global system

out-----
bk

■
upper triangular banded global stiffness matrix 
store as a vector

internal
idof s dof counter
icd m
ival s
i.j loop counters

iDplicit none
real(8).intent(in)::km(: , ; real(8).intent(out)::bk(:) 
integer.intent(in)::g(:).n 
integer::idof,i,j .icd.ival
!
! get no. dof (i.e. entries) in km 
idof-size(ka.1)
i loop through dofs for first array index 
do i«l,idof
! check if dof is active 
if(g(i)/»0) then
! loop throgh dofs for second array index 
do j«l,idof 

! check if dof is active 
if(g(j)/«0) then 

! calculate bandwith * diagonal vrt dof in outer loop 
icd ■ g(j) - g(i) ♦ 1 

I this dof occurs after outer loop dof if icd-1 is >*0 
if(icd-l>-0) then 

! if so, then icd-1 is position beyond dof in outer loop 
! convert this posn to overall position in matrix 

ival ■ n*(icd-l) + g(i)
! store relevemt stiffness coefficient in global stiffness 

bk(ival) ■ bk(ival) + km(i,j) 
end if 

end if 
end do 

end if 
end do 
return 

end subroutine fomkv
subroutine fsparv(bk»km,g»kdiag)
f eissembly of element matrices into skyline global matrix 
! note: this uses a 'profile-in' storage scheme.
! The elements in a row of the lover triangular part are stored
! starting froo the first nonzero eleaent in the rov and moving
! right to the diagonal element. The data for each rov are stored 
! in consecutive locations, the rovs are stored in order and
! there is no space betveen the rovs.
!
! in~-*— ---------
I km ■ element stiffness matrix
! g “ element steering vector
! kdiag « vector storing positions of diagonal entries
!
i out------------
! bk ■ skyline global matrix stored as a vector
I
! internal— — —
! idof - dof counter
! iv «
! ival
! i.j ■ loop counters
! k - dummy variable used for dof no. retrieved from g
! (used to make statements read more concisely)
!
implicit none
real(8).intent(in)::km(:.:); integer,intent(in);:g(:),kdiag(:) 
real(8),intent(out)::bk(:)

integer::i .idof.k ,j.iv.ival

! get no. dof (i.e. entries) in g 
idof *ubound(g,1)
1 loop through dofs (by rov) for first array index 
do i>l,idof
I check if dof is active 
if(g(i) /■ 0) then
! loop through dofs (by column) for second array index 
do j“l.idof
! check if dof is active 
if(g(j)/»0) then
! calculate rov dof no. - col dof no.
iv ■ g(i) - g(j)

( check if outer loop dof is greater than inner loop dof 
if(iv>*0) then
i calculate position in global array 
ival • kdi^(g(i)) - iv 

! add nev stiffness to any existing one 
bk(ival) “ bk(ival) + km(i.j) 

end if 
end if 

end do 
end if 

end do 
return 

end subroutine fsparv
subroutine skysolve (au,audiag.bx,iounit)

subroutine to solve synmetric linear systems of equations in skyline storage 
uses CXML libraries

au > Ihs matrix in skyline storage (i.e. profile-in or diagonal'Out)
audiag ■ vector storing locations of diagonal elements of au

may not be double precision integer so must be explicitly 
converted

iounit * io unit for output of any message

in/out- 
bx rhs of system (can be a 2d array storing several rhs vectors if 

needed; usually only one rhs vector though

f internal variables-------
f (used for the simple driver routine ’dsskyd’ vhich only needs one call to 
! solve the system)

nau
iaudiag 
Idbx 
nbx 

f niparam 
! nrparam 
• ivrk 
! rvrk 
!
! iounit

istore
ipvt

ipvt.loc

pvt.sml

order of 'a' i.e. rectangular form of 'au*
no. elements in au
double precision version of audiag
leading dim of bx (i.e. no. dof in a given rhs vector in bx)
no. of rhs vectors stored in bx
iparam(l) “ length of the array iparam (>■ 100)
iparam(2) “ length of the array rparam (>• 100)
iparamO) * size of integer vorkspace (>• 2n)
iparam(4) ■ size of real vorkspace (default to zero as not yet

implemented
iparam(5) “ io unit for output of any message; must be assigned in 

calling program 
iparam(6) ■ level of messaging (0.1.2) 0: error only

1: error + minimal 
2: error + detailed 

iparam(7) ■ flag for use of default values
0: defaults

1: user values
iparam(8) ■ storage scheme, 1: profile-in. 2: dieigonal-out 
iparamO) ■ flag for stopping if abs(pivot) is smaller than 

pvt.sml; 0: stop; 1: continue 
2: continue * replace pvt term vith pvt.nev 

iparam(lO)* location of pivot smaller than pvt_sml 
if ■ 0 then no such pivot exists 

rparam(l) * value belov vhich to stop if abs(pivot) is smaller



244 ! th a n  p v t .s m l
! p v t .v a l  ■ rp aram (2 ) * v a lu e  t o  r e p la c e  s m a ll p iv o t  w ith  i f  i t  o c c u rs  and 
! i f  ip v t  =■ 2
! iv rk  s  i n i t i a l  s i z e  o f in te g e r  work sp a ce  ( d e f a u l t  2n) b u t  can  change due
! c a l l s  w ith  o th e r  r o u t in e s  f o r  f a c t o r i s a t i o n  o f  Ih s  e t c .
! rw rk = i n i t i a l  s i z e  o f r e a l  work sp a c e ;  rem a in s  unchanged a s  n o t  y e t
! im plem ented
! i e r r o r  = e r r o r  f l a g  (z e ro  im p lie s  norm al e x i t )
I
in c lu d e  ’cxml i n c l u d e . f 9 0 ’

I
im p l ic i t  none
r e a l ( 8 ) , i n t e n t ( i n ) : : a u ( : )  ; i n t e g e r , i n t e n t ( i n ) : : a u d i a g ( : ) , i o u n i t  
r e a l ( 8 ) , i n t e n t ( i n o u t ) : : b x ( : , : )
i n t e g e r ( 4 ) : :n ,n a u ,ld b x ,n b x ,n ip a re u D ,n rp a ra m ,ie r ro r  
r e a l ( 8 ) : :p v t_ s m l,p v t_ v a l
i n t e g e r ( 4 ) . a l l o c a t a b l e : : ip a ra m ( : ) , iw r k ( : ) , i a u d i a g ( ;)  
r e a l ( 8 ) . a l l o c a t a b l e : : r p a r a m ( : ) » rw rk (:)

I
! g e t  n o . e lem en ts  in  au 
nau ■ s iz e ( a u )

! le a d in g  dim o f  bx i s  a ls o  o rd e r  o f f u l l  r e c t a n g u la r  a 
Idbx  ■ u b o u n d (b x ,l)  
n ■ Idbx
a l l o c a te  ( ia u d ia g ( n ) ) 
ia u d ia g  * a u d iag  

! g e t  n o . rh s  v e c to r s  
nbx ■ ubou n d (b x ,2 )

! a s s ig n  iparam  e t c .  
n iparam  = 100 ; n rparam  = 100
a l l o c a te  ( ip a ra m (n ip a ra m ) ,rp a ra m (n rp a ra f f i) ,iw rk (2 * n ) ,rw rk ( l) )
iparam  ■ 0 ; rparam  * .0
ip a ra m ( l)  = n iparam  ; ip aram (2 ) = nrparam
iparauDO) = 2*n ; ip aram (4 ) > 0
ip aram (5 ) -  i o u n i t  ; ip aram (6 ) = 0
ip aram (7 ) = 1 ; ipairam (8) ”  1
ip a ra m O ) = 2
rp a ra m ( l)  ■ l .O d -1 2
rparam (2) ■ l .O d -1 2

I
! c a l l  th e  s im p le  d r iv e r  r o u t in e  f o r  f a c t o r i z a t i o n  and s o lu t io n ,
! w ith  a  s in g le  r i g h t  hand s id e  (rw rk  i s  a  dummy a rg u m e n t) .
[
c a l l  d sskyd  ( n , a u , i a u d ia g , n a u ,b x , Id b x , nb x , ip a ra m , rp a ra m , iw rk , rw rk , i e r r o r )

}
j STOP c o n d it io n :  i e r r o r  = -3001 
i f  ( i e r r o r  .e q . -3001) th e n

p r i n t  * , " S o lv e r  can n o t s o lv e  system  o f  e q u a tio n s "
p r in t  * , " P o s s ib le  i n s t a b i l i t y  due t o  m a te ria d  f a i l u r e :  check  r e s u l t s  k 

c a r e f u l l y ! "
w r i te  ( i o u n i t ( a ) ’ ) ,  " S o lv e r  can n o t so lv e  system  o f  e q u a tio n s "  
w r i te  ( i o u s i t , ’ ( a ) ')>  " P o s s ib le  i n s t a b i l i t y  due t o  m a te r i a l  f a i l u r e :  ft 

check  r e s u l t s  c a r e f u l ly ! "
s to p  

e n d if  
r e tu r n  

end s u b ro u tin e  sk y so lv e
su b ro u t in e  b a n re d (b k ,n )
! g a u s s ia n  r e d u c t io n  on u p p e r t r iz m g le  o f a sym m etric  m a tr ix  s to r e d  in  
! banded v e c to r  form  -
1 a v o id  u s in g  i f  p o s s ib le  as  v e ry  slow  -  u se  s k y s o lv e r  i f  p o s s ib le  
I
i i n ------------------------
! n  * no . e q u a tio n s
I
\ i n /o u t ----------------------
! bk * u pper t r i a n g u l r  m a tr ix  s to r e d  a s  a v e c to r
I
i m p l ic i t  none
r e a l ( 8 ) . i n t e n t ( i n  o u t ) : : b k ( : ) ; i n t e g e r . i n t e n t ( i n ) : :n  
i n t e g e r : : i , i l l . k b l , j , i j . n k b . m . n i . n j , i w  ; r e a l ( 8 ) : :sum

iw ■ u b o u n d ( b k ,l ) /n - l  
do i “2 ,n

i l l » i - l ; k b l « i l l + i w + l  
if (k b l-n > 0 )k b l* n  
do j » i , k b l

i j “ ( j - i ) * n + i ; s u m * b k (i j) ;n k b “ j- iw  
if(n k b < * 0 )n k b = l 
i f  ( n k b - i lK “0 ) th e n  

do m * n k b ,i ll
n i*(i-m )*n+ m  ; n j*(j-m )*n+ m  
sum =sum -bk(ni) * b k (n j) /bk(m ) 

end do 
end i f  
bk (ij)® sum  

end do 
end do

r e tu r n  
end s u b ro u t in e  b an red
s u b ro u t in e  b a c su b (b k .lo a d s )
! p e rfo rm s  th e  com ple te  g aussieo i b a c k s u b s t i t u t io n

! bk » red u c e d  f o r a  o f  u p p e r t r i a n g l e  o f sym m etric  m a tr ix  packed  band form
I
! i n /o u t ----------------------
! lo ad s  ■ rh s  v e c to r  o f l i n e a r  system  
I

i m p l ic i t  none
r e a l ( 8 ) . i n t e n t ( i n ) : : b k ( : ) ; r e a l ( 8 ) . i n t e n t ( i n  o u t ) : : l o a d s ( 0 :)  
i n t e g e r : : n k b ,k , i . j n , j j , i l . n . i w ; r e a l ( 8 ) : : sum 
n ■■ u b o u n d ( lo a d s ,l )  : iw » u b o u n d (b k ,l ) /n  -  1 
l o a d s ( l ) - l o a d s ( l ) / b k ( l )  

do i« 2 ,n
sum“ l o a d s ( i ) ; i l * i - l  ; n k b » i-iw  
if(n k b < * 0 )n k b * l 
do k = n k b .il

j  n « ( i-k )* n + k ; sum«sum-bk( j  n ) " lo a d s (k )  
end do
lo a d s ( i)B s u m /b k ( i)  

end do 
do j j » 2 ,n

i « n - j j+ 1 ; s u m » .0 ;i l “ i+ l;n k b * i+ iw  
if(n k b -n > 0 )n k b * n  
do k » i l ,n k b

jn * (k - i ) * n + i  ; sum = siao+ bk(jn )* loads(k ) 
end do
l o a d s ( i ) * lo a d s ( i ) - s u m /b k ( i )  

end do 
r e tu r n  

end s u b ro u t in e  bacsub
end m odule s o lv e r s  
module t e n s o r .o p s
I
I m odule f o r  common te n s o r  o p e ra t io n s  r e q ’d i n  FE c a lc u l a t i o n s  
i n t e r f a c e  p r in . t e n s o r

1 i n te r f a c e  t o  s u b ro u t in e s  t h a t  c a lc u l a t e  p r in c i p a l  v a lu e s ,  v e c to r s  and 
! r o t a t i o n
! m a tr ic e s  (can  be u sed  f o r  fu n c t io n  o v e r lo a d in g ,  i . e .  c a l l i n g  s e v e r a l  s im i l a r  
! b u t  s l i g h t l y  d i f f e r e n t  s u b ro u t in e s  u s in g  th e  same c a l l i n g  name b u t  d i f f e r e n t  
t argum ents)

m odule p ro ce d u re  v p r in v a l ,  v p r i n a l l ,  r 2 p r i n v a l ,  r 2 p r i n a l l  
end in te r f a c e  p r in . t e n s o r

I
c o n ta in s
s u b ro u t in e  fo rm syn tens_23  ( v e c to r . t e n s o r )
! form s a sym m etric  t e n s o r  from  i t s  v o ig t  ( i . e .  colum n v e c to r )  form  
> w ith  o rd e r in g  o f s h e a r  com ponents a s :  23 . 3 1 . 12 
i m p l ic i t  none
r e a l ( 8 ) . i n t e n t ( i n ) : : v e c t o r ( : ) ;  r e a l ( 8 ) . i n t e n t ( o u t ) : : t e n s o r ( : , : )



integer::n.comp, din 
n.cofflp “ ubound(vector,l) 
select ca8e(n_coDp) 
caseO)
tensorCl,l)»vector(l);tensor(2,2)-vector(2)5 

tensor(2»l)*vector(3);tensor(1,2)*ten8or(2,1) 
ca8e(6) 
dial " 3

tensord,l)*v6Ctor(l) ; tensor(2,2)*vector(2) ; tensor(3,3)»vector(3)
tensor(2,3)*vector(4) ; ten3or(3,l)*vector(5) ; tensor(l,2)*vector(6)
tensor(2,l)*tensor(l,2) ; tensor(3.2)«ten8or(2,3) ; tensor(l,3)*tensor(3,l)
end select 
returnend subroutine fonnsymtens_23 
subroutine formsymtens_12 (vector,tensor)
! forms a synunetric tensor from its voigt (i.e. column vector) form 
! with ordering of shear components as: 12, 23, 31 
implicit none
real(6).intent(in)::vector(:); real(8).intent(out)::tensor(:,:) 
integer::n_cofflp, dim 
n.comp * ubound(vector,l) 
select case(n_comp) 
case(3)
tensord, l)»vector(l) ;tensor(2,2)«vector(2) ; 

tensor(2,l)*vector(3);tensor(1,2)«tensor(2,1)
C2ise(6) 
dim ■ 3

tensor(l,l)“vector(l) ; tensor(2,2)*vector(2) ; tensor(3,3)*vector(3)
tensor(l,2)*vector(4) ; tensor(2,3)"vector(5) ; tensor(3,l)*vector(6)
t6D8or(2,l)*tensor(l,2) ; tensor(3,2)*tensor(2,3) ; tensor(l,3)*tensor(3,1)
end select 
returnend subroutine formsymtens_12 
subroutine formvoigt.23 (tensor,vector)
! forms a symmetric tensor from its voigt (i.e. coluffln vector) form 
! vith ordering of shear cmnponents as: 23, 31, 12 
implicit none
real(8),intent(in)::tensor(:,:); real(8),intent(out)::vector(:) 
integer::n_comp, dim 
dim “ ubound(tensor,l) 
select case(dim) 
case(2)
vector(l)«ten8or(l,1);vector(2)“tensor(2,2); 
vector(3)“tensor(2,1) 
case(3)
vector(l)«tensor(l,1);vector(2)“tensor(2,2);vector(3)“tensor(3,3) 
vector(4)“tensor(2,3);vector(5)“tensor(3,1);vector(6)“tensor(1,2) 
end select 
return
end subroutine formvoigt_23 
subroutine fomvoigt.l2 (tensor,vector)
! forms a symmetric tensor from its voigt (i.e. column vector) form 
! vitb ordering of shear components as: 12, 23, 31 
implicit none
real(8).intent(in)::tensor(:,:); real(8).intent(out)::vector(:) 
integer::n_comp, dim 
dim “ ubotind(tensor, 1) 
select case(dim) 
case(2)
vector(l)*tensor(l,1);vector(2)“tensor(2,2); 
vector(3)“tensor(2,1) 
case(3)
vector(l)“tensor(l.1);vector(2)“tensor(2,2)jvector(3)“tensor(3,3) 
vector(4)“tensor(1.2);vector(5)“tensor(2,3);vector(6)“tensor(3,1) 
end select 
returnend subroutine formvoigt_12 

4 ^  subroutine vl2to23 (vector)
01 ! converts a ...12,23,31 voigt representation of a symmetric rank 2 tensor to

! a ...23,31,12 representation
! this is req'd becaiise Smith and Griffiths FE library uses 12,23.31 whereas 
! 23,31,12 notation is more commonly found in anisotropic elasticity texts 
implicit none
real(8).intent(inout)::vector(:) 
real(8).allocatable::tmpvec(:) 
integer::nst 
nst “ ubound(vector,1) 
select case (nst) 
case(3)
print *, "No need to convert from 12->23 voigt notation for 2d case" 

print *, **See subroutine 12to23 in tensor.ops module" 
case(6)
! position: 4 5 6
! out: 23, 31, 12
! in: 12. 23, 31
allocate (tmpvec(nst)) 
tmpvec(l) “ vector(l) 
topvec(2) ■ vector(2) 
tmpvec(3) “ vector(3) 
tmpvec(4) * vector(5) 
tmpvec(5) “ vector(6) 
topvec(6) “ vector(4) 

end select vector * tmpvec
return end subroutine vl2to23

subroutine r2rot_t (tensor,rot)
! returns the rotation matrix of direction cosines of a symmetric rank 2 tensor
* principal coordinate system vrt global cartesian system
! note; ensures ordering of resulting rotation fits classical el > e2 > e3
! (req’d because IHSL seems to order based on absolute rather than
! integer values)
I
i in------------------
! tensor “ tensor for which rotation matrix to principal csys is req'd
! out-----------------
! rot “ rotation matrixI
! internal— — — — -----
! eval “ vector of eigenvalues
f evec • array of eigenvectors
! dim “ dimension of tensor!
use numerical.libraries 
implicit none
real(8),intent(in)::tensor(:,:); real(8).intent(out)::rot(:,:) 
real(8).allocatable:: gba8is(:.:),eval(:),evec(:,:),dummy(:,:) 
integer,allocatable::idvec(:) 
integer::dim,i,j
f
f get dimension of tensor and allocate arrays 
dim “ ubound(tensor.l)
allocate (gbasis(diffl.dim),eval(dim),evec(dim,dim),idvec(dim).dummy(dim,dim))»
! construct global base vector array 
call kronecker(dim,2,gbasis)
f
! cadculate eigenvalues/vectors with eigenvectors returned as columns of evec 
call devcsf(dim,tensor,dim,eval,evec,dim)
f
! get correct ordering and reorder evec (store in dummy array) 
call orderPrinvals(ev«Q.,idvec) 
duffimy(:,l) ■ evec(:,idvec(l)) 
dufflmy(:,2) “ evec(:,idvec(2)) 
dummy(:.3) “ evec(:,idvec(3))
}
f calculate each component of rot; i.e. rot(i,j) “ ei’.ej, where prime symbol 
! “> principal csys 
do i“l,dim



246 do j*l,dim
! assumes base (eigen) vectors stored by column 
rot(i,j)=dot_product(dummy(:,i),gbasis(:,j)) 

enddo enddo 
return end subroutine r2rot_t

subroutine r2rot_vl2 (vector,rot)
! returns the rotation matrix of direction cosines from voigt form of symmetric 
! rank 2 tensor principal coordinate system vrt global cartesian system 
! first finds eigenvectors and then evaluates direction cosines 
use numerical.libraries 
implicit none
real(8),intent(in)::vector(:); real(8),intent(out):;rot(:,:) 
real(8),allocatable:: eval(:), evec(:,:),gbasis(:,:),tensor(:,:) 
integer::n_comp,dim,Ida,Idevec,i,j 
n.comp » ubound(vdctor,l) 
select case(n.comp)
case(3)
dim B 2 
case(6) 
dim » 3 end select

allocate (tensor(dim,dim) ,eval(dim) ,evec(dim,dim) ,gbasis(dijn,dim)) 
call formsymtens_12(vector,tensor)
Ida-dim; ldevec«dim
call devcsf(dim,tensor,Ida,eval,evec,Idevec) 
call kronecker(dim,2,gbasis) 
do i«l,dim 
do j*l,dim

! assumes base (eigen) vectors stored by column 
rot(i,j)“dot.product(evec(:,i),gbasis(:,j)) 

enddo enddo 
return 
end subroutine r2rot.vl2
subroutine r2rot.b (basis,rot)
! returns the rotation matrix of direction cosines of previously calculated 
! basis vrt global cartesian system 
use numerical.libraries 
implicit none
real(8).intent(in)::basis(:,:); real(8),intent(out)::rot(:,:) 
real(8),allocatable::g_basis(:,:) 
integer::dim,i,j ; dim - ubound(basis.l) 
allocate (g.basis(dim,dim)) 
call kronecker(dim,2,g_basis) 
do i»l,dim 
do j-l,dio

I assumes base (eigen) vectors stored by column 
rot(i,j)“dot.product(basis(:,i),g.basis(:,j)) 

enddo enddo 
return end subroutine r2rot_b
subroutine r4rot_23 (r,ts,te)
\ returns the rank 4 rotation operators in form of matrices (voigt notation)
*. (vith ...23,31,12 ordering) from the rank 2 rotation matrix (of direction 
! cosines) the returned matrices can be used to rotate continuum stiffness 
I matrix between coordinate systems
I »ts’ can be used to rotate stress in voigt form: s’ » ts.s
! ’te’ can be used to rotate strain in voigt from: e’ ■ te.e
! when rotating stiffness in matrix form: d’ » ts.d.transpose(ts)
! d • transpose(te).d’.te
I generally this routine is only called for rotating stiffness since to call 
I this the rank2 rotation matrix needs to have been calculated already
I
! note:
! (i) for matrix coefficients see F.G. Yuan, Anisotropic Elasticity:

! Application to Composite Fracture Mechanics, Lecture in Mechanics

! of Materials Branch NASA Langley Reseeurch Centre, Hampton, VA 23681,
! July 28>31, 1998:
! ’ts* corresponds to his ’Q' and ’te* to ’inverse.transpose(Q)* 

implicit none
real(8).intent(in)::r(:,:); real(8).intent(out)::te(:,:), ts(:,:) 
integer::diffi,i,j ; dim « ubound(r.l)
I
! fill rest of entries depending on dimensionality 
select case (dim) 
case (2)

! row 1print *, "2D case not supported at this time" 
te ■ 0. ; ts ■ 0.
! row 2 
! row 3 

case (3)
! 'te'■ row i
te(l,l)T(l,l)**2. ; te(l,2)«r(l,2)**2. ; te(l,3)»r(l,3)**2.
te(l,4)-r(l,2)*r(l,3) ; te(l,5)»r(l,3)*r(l,l) ; te(l,6)»r(l,l)*r(l,2)
! row 2
te(2,l)-r(2,l)**2. ; te(2,2)»r(2,2)**2. ; te(2,3)«r(2,3)**2. 
te(2,4)-r(2,2)*r(2,3) ; te(2,5)-r(2,3)*r(2,l) ; te(2.6)-r(2,l)*r(2,2)
! row 3
te(3,l)-r(3,l)**2. ; te(3,2)-r(3,2)**2. ; te(3,3)-r(3,3)**2. 
te(3,4)»r(3,2)*r(3,3) ; te(3.5)=r(3,3)*r(3,l) ; te(3,6)-r(3,l)*r(3,2)
! row 4
te(4.1)»2.*r(2,l)*r(3,l) ; te(4,2)»2.»r(2,2)*r(3,2) 
te(4,3)»2.*r(2,3)*r(3,3)
te(4,4)-r(2.2)»r(3,3)+r(2,3)*r(3,2) ; te(4,5)»r(2,3)*r(3,l)+r(2,l)*r(3,3) 
te(4,6)«r(2,l)*r(3,2)+r(2,2)*r(3,l)
! row 5
te(5.1)»2.*r(3,l)*r(l,l) ; te(5,2)«2.*r(3,2)*r(l,2) 
te(5.3)-2.*r(3,3)*r(l,3); te(5,4)“r(3,2)*r(l,3)+r(3,3)*r(l,2) 
te(5,5)»r(3,3)*r(l,l)+r(3,l)*r(l,3) ; te(5,6)»r(3,l)*r(l,2)+r(3.2)»r(l,l)
! row 6
te(6,l)-2.*r(l,l)*r(2,l) ; te(6,2)»2.*r(l,2)*r(2,2) 
te(6,3)-2.*r(l,3)*r(2,3); te(6,4)-r(l,2)*r(2,3)+r(l,3)*r(2.2)
te(6.5)-r(l,3)*r(2,l)+r(l.l)*r(2,3) ; te(6,6)“r(l,l)*r(2,2)+r(1.2)*r(2,l)
!
i ’ts’! ts « te except that top right partition is multiplied x 2 and bottom right
1 X 0,5 ts « te 
1
! rescale top right partition 
! row 1
ts(l,4)-2.*te(l,4) ; ts(l,5)«2.*te(l,5) ; ts(l,6)=2.*te(l,6)
! row 2
ts(2,4)»2.*te(2,4) ; ts(2.5)=2.*te(2.5) ; ts(2,6)«2.*te(2,6)
! row 3
ts(3,4)»2.*te(3,4) ; ts(3,5)«2.*te(3,5) ; ts(3,6)«2.*te(3,6)
I
I rescale bottom left partition 
! row 4
ts(4,l)»0.5*te(1.4) ; ts(4,2)*0.5*te(4,2) ; ts(4,3)«0.5*te(4.3)
* row 5
ts(5,l)*0.5*te(1.5) ; ts(5,2)=0.5*te(5,2) ; ts(5,3)=0.5*te(5,3)
• row 6
ts(6,l)«0.5*te(l,6) ; ts(6,2)»0.5*te(6,2) ; ts(5,3)K).5*te(6,3)

end select 
return 
end subroutine r4rot.23
subroutine r4rot.l2 (r,ts,te)
I returns the rank 4 rotation operators in the form of matrices (voigt 
! notation: ...12,23,31 form) from the rank 2 rotation matrix (of 
! direction cosines). The returned matrices can be used to rotate continuum 
! stiffness matrix between coordinate systems.
! >ts’ can be used to rotate stress in voigt form: s’ > ts.s 
! ’te’ can be used to rotate strain in voigt from: e’ » te.e 
! when rotating stiffness in matrix form: d’ “ ts.d.transpose(ts)
! d B transpose(te).d’.te
! generally this routine is only called for rotating stiffnes since to
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! call this thfi rank2 rotation matrix needs to have been calculated already 
!
! note:
! (i) for matrix coefficients see thesis (A.B. Lennon, 2002)
! (ii) this corresponds to a 11,22,33,12,23,31 form of voigt notation
I
implicit none
real(8).intent(in)::r(:,:); real(8),intent(out)::te(:,:), ts(:,:) 
integer::dim,i,j ; dim - ubound(r,l)
i fill rest of entries depending on dimensionality 
select case (dim) 
case (2)

! row 1
print *, "2D case not supported at this time" 
te ■ 0. ; ts ■ 0.
! row 2 
! row 3 

case (3)
! 'ts*-stress rotation operator 
! row 1
ts(l,l)-r(l,l)**2. ; ts(l,2)-r(l,2)**2. ; ts(l,3)-r(l,3)**2. 
ts(l,4)-2.»r(l,l)»r(l,2) ; ts(l,S)-2.*r(l,2)*r(l,3) 
ts(l,6)-2.*r(l,l)*r(l,3)
! row 2
ts(2,l)-r(2,l)**2. ; ts(2.2)-r(2,2)**2. ; ts(2,3)-r(2,3)**2. 
ts(2,4)-2.*r(2,l)*r(2,2) ; t8(2,5)-2.*r(2,2)*r(2,3) 
ts(2,6)»2.*r(2,l)*r(2,3)
! row 3
ts(3,l)»r(3,l)**2. ; ts(3,2)-r(3,2)**2. ; ts(3,3)»r(3,3)**2. 
ts(3,4)-2.*r(3,l)*r(3,2) ; t8(3,5)-2.*r(3,2)*r(3,3) 
ts(3,6)-2.*r(3,l)*r(3,3)
! row 4
ta(4,l)«r(l.l)*r(2,l) ; ts(4,2)-r(l,2)*r(2,2) ; ts(4,3)»r(l,3)*r(2,3) 
t8(4.4)-r(l,2)*r(2,l)+r(l,l)*r(2,2) ; ts(4,5)-r(l,3)*r(2,2)+r(l,2)*r(2,3) 
ts(4,6)-r(l,3)*r(2,l)+r(l,l)*r(2,3)
! row 5
ts(5,l)-r(2,l)*r(3,l) ; ts(5,2)-r(2,2)*r(3,2) ; ts(5,3)-r(2,3)*r(3,3) 
ts(5.4)-r(2,2)*r(3,l)*r(2,l)*r(3,2) ; t8(5,5)-r(2,3)*r(3,2)+r(2,2)*r(3,3) 
ts(5,6)-r(2,3)*r(3.1)+r(2,l)*r(3,3)
! row 6
ts(6,l)-r(l,l)*r(3,l) ; ts(6,2)-r(l,2)*r(3.2) ; ts(6,3)«r(l,3)*r(3,3) 
t8(6,4)-r(l,2)*r(3,l)+r(l,l)*r(3,2) ; ts(6,5)-r(l,3)*r(3,2)+r(l,2)*r(3,3) 
t8(6,6)-r(l,3)*r(3,l)+r(l,l)*r(3,3)
I
i----------- ------------------------ ----------- ----------------------------
! 'te’-strain rotation operator
! te ■ ts except that top right partition is multiplied x 0.5 and bottom 
! right X 2 
te “ ts
\ rescale top right partition 
! row 1
te(l,4)“0.5*ts(l,4) ; te(l,5)"0.5*ts(l,6)
! row 2
te(2,4)-0.5*t8(2,4) ; te(2.5)-0.5*ts(2,5)
! row 3
te(3,4)-0.5*ts(3,4) ; te(3,5)-0.5*t8(3,5)
I
! rescale bottMn left partition 
! row 4
te(4,l)»2.*ts(4,l) ; te(4,2)-2.*18(4,2) ;
! row 5
te(5,l)-2.*ts(5,l) ; te(5,2)-2.*ts(5,2) ;
! row 6
te(6,l)-2.*t8(6,l) ; te(6,2)-2.*ts(6,2) ;
!

end select 
return 

end subroutine r4rot_12
subroutine r4proj_12 (nvec.p)
! returns the rank 4 projection tensor from a unit normal vector (e.g.

! eigenvector of damage tensor)
< compatible with ...12,23,31 form of voigt notation as use by Smith and 

! Griffiths
I

; te(l,6)-0.5*ts(l,6) 
; te(2,6)«0.5*ts(2,6) 

; te(3,6)«K).5*t8(3,6)

te(4,3)«2.*ts(4,3)
te(5,3)«2.*ts(5,3)
te(6,3)»2.*ts(6,3)

implicit none
real(8),intent(in)::nvec(:) ; real(8).intent(out)::p(:,:) 
real(8)::a,b,c 
integer::dim

•
f find no. of dimensions for problem and implement req'd form of ’p* 
dim ■ ubound(nvec,1) 
select case (dim)
! 2d
case (2)

print*, "Not supported at this time" 
p - 0.

case (3)
! assign variables a,b,c to each vector component 

a ■ nvec(l) ; b “ nvec(2) ; c ■ nvec(3)
! row 1
p(l,l)-a**4 ; p(l,2)-a**2*b**2 ; p(l,3)*a**2*c**2 
p(l,4)"a**3*b ; p(l,5)“a**2*b*c ; p(l,6)*a**3*c 
1 row 2
p(2,l)-a**2*b**2 ; p(2,2)»b**4 ; p(2,3)“b**2*c**2 
p(2,4)“a*b**3 ; p(2,5)*b**3*c ; p(2,6)*a*b**2*c 
f row 3
p(3,l)«a**2*c**2 ; p(3,2)«b**2*c**2 ; p(3,3)«c**4 
p(3,4)«a*b*c**2 ; p(3,5)*b*c**3 ; p(3,6)“a*c*»3 
! row 4
p(4,l)«2*a**3*b ; p(4,2)-2*a*b**3 ; p(4,3)»2*a*b*c**2 
p(4,4)»2*a**2*b**2 ; p(4,5)»2*a*b**2*c ; p(4,6)*2*a**2*b*c
! row 5
p(5,l)*2*a**2*b*c ; p(5,2)«2*b**3*c ; p(5,3)*2*b*c**3 
p(5,4)«2*a*b**2*c; p(5,6)«2*b**2*c**2; p(5,6)“2*a*b*c**2
! row 6
p(6,l)"2*a**3*c ; p(6,2)*2*a*b**2*c ; p(6,3)*2*a*c**3 
p(6,4)«2*a**2*b*c ; p(6,5)»2*a*b*c**2 ; p(6,6)“2*a**2*c**2 

end select 
return
end subroutine r4proj.l2 

subroutine kronecker (dim,rank,delta)
! returns the rank x Kronecker delta for a specified no. dimensions 
implicit none
integer,intent(in)::dia, rank ; real(8),intent(out)::delta(:,:) 
integer::i,j 
select case (rank) 
case(2) 
do i«l,dim 

do j*l,dim 
if (i.eq.j) then 
delta(i,j)*l 

else
delta(i,j)«0 

endif 
enddo 

enddo 
end select 
return 

end subroutine kronecker
subroutine prinbasi8.12 (voigt_tensor,prin_val,prin_uvec)
! returns principal values and base vectors of voigt form of rzmk 2 tensor 
use numerical.libraries 
implicit none
read(8),intent(in)::voigt.tensor(:) !voigt form of tensor, e.g. 6x1 stress 
! vector
real(8).intent(out)::prin_val(:),prin_uvec(:,:) !principal values and matrix
! of unit vectors
real(8),allocatable::tensor(:,:)
integer::i,j,n_coop,dim ’counters, no. components of vector, and 
f dimensionality, i.e. 20 or 3D 
n.comp ■ ubound(voigt_tensor,1) 
select case(n.comp) 

case(3)
dim ■ 2 : allocate (tensor(dim,dim))

case(6)



248 dim » 3 ; allocate (tensor(dim,dim)) 
end select
caQ.1 formsymtens_12 (voigt.tensor .tensor)
call devcsfCdim,tensor,dim,prin_val,prin_uvec,dim)
return
end subroutine prinbasis_12
subroutine vprinbasis (voigt_tensor,v_schene,prin_val,prin_uvec)
! returns principal values and base vectors of voigt form of rank 2 tensor
I
i in---------------------------------- ----------
! voigt.tensor ■ voigt form of tensor, e.g. 6x1 stress vector
! v.scheme ■ voigt storage scheme variable (i.e. 12 or 23)
I
i out--------------------------------------------
! prin.val ■ principal values
! prin.uvec > matrix of unit eigenvectors (stored in columns)
I
! internal----------------- ---------------------
! tensor « array of rank2 tensor form
• i,j,n_comp,dim • counters, no. C(xnponents of vector, amd

! dimensionality, i.e. 2D or 3D
!
use numerical.libraries 
implicit none
real(8),intent(in)::voigt_tensor(:) 
integer,intent(in)::v_scheme
real (8).intent(out)::prin_val(:),prin_uvec(:,:) 
real(8),allocatable::tensor(:,:) 
integer::i,j,n_comp,dim 
n_comp » ubound(voigt_tensor,1) 
select case(n.comp) 

case(3)
dim * 2 : allocate (tensor(dim,dim))

case(6)
dim B 3 ; allocate (tensor(dim,dim)) 

end select!
! call appropriate tensor formation method for storage scheme 
if (v.scheme .eq. 12) then
call formsymtens_12 (voigt.tensor,tensor) 

elseif (v.scheme .eq. 23) then
call formsymtens.23 (voigt.tensor,tensor) 

else
call formsymtens.l2 (voigt.tensor,tensor) 

endifI
! find eigenvalues and basis of eigenvectors 
call devcsf(dim,tensor,dim,prin.val,prin_uvec,dim) 
return
end subroutine vprinbasis
subroutine r2prinbasis (tensor,prin.val,prin_uvec)
! returns principal values and beise vectors of voigt form of rank 2 tensor

voigt.tensor = voigt form of tensor, e.g. 6x1 stress vector
v.scheme » voigt storage scheme variable (i.e. 12 or 23)
out----------------- --------------------------
prin.val » principal values
prin.uvec » matrix of unit eigenvectors (stored in columns)
internal--------------------------------------
tensor = array of rank2 tensor form
dim » dimensionadity, i.e. 2D or 3D

use numerical.libraries 
implicit none
real(8),intent(in)::tensor(:,:)
real(8).intent(out)::prin.val(:),prin.uvec(:,:)
real(d).allocatable::dummy(:,:)
integer,allocatable::idvec(:)
integer::dim

1 set dimensionality 
dim ■ ubound(tensor.l) 
allocate (idvec(dim),dummy(dim,dim))
I
! find eigenvjilues and basis of eigenvectors 
call devcsf(dim,tensor,dim,prin.val,prin.uvec,dim)
! make sure ordering is based on integer, not absolute, values 
call orderPrinvals(prin.val.idvec) 
dummy(:.l) * prin.uvec(:, idvec(D) 
dummy(:.2) * prin.uvec(:.idvec(2)) 
if (dim .eq. 3) dummy(:,3) “ prin.uvec(:,idvec(3)) 
prin.uvec “ dummy 
return
end subroutine r2prinbasis
subroutine vprinval (voigt.tensor.v.scheme,prin.val)
! returns principal values only of voigt form of rank 2 tensor

! voigt.tensor “ voigt form of tensor, e.g. 6x1 stress vector
! v.scheme ■ voigt storage scheme veuriable (i.e. 12 or 23)
II out—  ---------- ------------------------ -
! prin.val ■ principal values
I
! internal---------------------------- ----------
! tensor ■ array of rank2 tensor form
! n.ccmp,dim * no. components of vector, auid dimensionality
I
use numerical.libraries 
implicit none
real(8),intent(in)::voigt.tensor(:) 
integer,intent(in)::v_scheme 
real(8),intent(out)::prin_val(:) 
real(8),allocatable::tensor(:,:) 
integer,allocatable::idvec(:) 
integer::n.comp.dim 
n.canp » ubound(voigt.tensor,l) 
select case(n.comp) 

case(3) 
dim » 2 

case(6) 
dim * 3 

end select
allocate (tensor(dim.dim),idvec(dim))
i call appropriate tensor formation method for storage scheme 
if (v.scheme .eq. 12) then

call formsymtens.l2 (voigt.tensor,tensor) 
elseif (v.scheme .eq. 23) then

call formsymtens.23 (voigt.tensor,tensor) 
else

cadi formsymtens.l2 (voigt.tensor,tensor) 
endifI
! find eigenvalues and basis of eigenvectors 
call devlsf(dim,tensor.dim,prin.val)
\ make sure ordering is based on integer, not absolute, values 
call orderPrinvals(prin.val,idvec) 
return 
end subroutine vprinval
subroutine r2prinval (tensor,prin.val)
! returns principal values only of rank 2 tensor

tensor “ tensor, e.g. 3x3 stress vector

out— — -'• 
prin.val • principal values



internal- i.J.dim • counters, and diDensionality, i.e. 2D or 3D
use nufflerical.librarles
I
implicit none
real(8),intent(in)::tensor(:. 
real(8).intent(out)::prin_val(:) 
integer::i,j,n_coop,dim 
integer,allocatable::idvec(:)
f set dimensionality 
diffl « ubound(tensor,1) 
allocate (idvec(dim))

I
! find eigenvalues
call devlsf(dim,tensor,din,prin.val)I
i maike sure ordering is based on integer, not absolute, values 
call orderPrinvals(prin.val,idvec) 
returnend subroutine r2prinval
subroutine vprinall (voigt.tensor,v.scbeme,prin_val,rot)
! returns principal values only of voigt fonii of rank 2 tensor

\ voigt.tensor ■ voigt form of tensor, e.g. 6x1 stress vector
* v.scheme * voigt storage scheme variable (i.e. 12 or 23)
I
i o u t — — -----------------  — ------
! prin.val * principal values
! rot ■ rotation matrix for principal csys
I
i internal-----------------------------------! tensor “ array of rank2 tensor form
! n_comp,dim ■ no. components of vector, and dimensionality
I
use numerical.libraries 
implicit none
real(8),intent(in)::voigt_tensor(:)
integer.intent(in)::v.scheme
real(8),intent(out)::prin.val(:),rot(:,:)
real(8).allocatable::tensor(:,:),evec(:»:),gbasis(:,:)
integer,allocatable::idvec(:)
integer::dim,i,J
dim ■ ubound(rot.l)
allocate (tensor(dim.dim),idvec(dim),evec(dim,din),gbasis(dim,dim))
! call appropriate tensor fomation method for storage scheme 
if (v.scheme .eq. 12) then
cadi formsymtens_12 (voigt.tensor,tensor) 

elseif (v.scheme .eq. 23) then
ceQl formsymtens_23 (voigt.tensor,tensor) 

else
call formsymtens.l2 (voigt.tensor,tensor) 

endif
! find eigenvalues and basis of eigenvectors 
call devcsf(dim,tensor,dim,prin.val,evec,dim)
! make sure ordering is based on integer, not absolute, values 
call orderPrinvals(prin.val,idvec) 
tensor(:,l) > evec(:,idvec(l)) 
tensor(:,2) * evec(:,idvec(2)) 
tensor(:,3) ■ evec(:,idvec(S))
! construct global base vector axray 
call kronecker(dim,2,gbasls)
! calculate each cnsponent of rot; i.e. rot(i,j) « ei'.ej, where prime symbol 
! >> principal csys 

to do i*l,dim
do j»l ,dim

? assumes base (eigen) vectors stored by column

rot(i,j)*dot.product(tensor(:,i),gbasis(:,j)) 
enddo enddo 

return «nd subroutine vprinall
subroutine r2prinall (tensor,prinvals,prinrot)
! returns the principal values and rotation matrix of direction cosines 
! of a symmetric rank 2 tensor principal coordinate system vrt global 
! cartesian system
! note: ensures ordering of resulting rotation fits classical el > e2 > e3 
! (req’d because INSL seems to order based on absolute rather than 
! integer values)

tensor ■ tensor for which rotation matrix to principal csys is req’d
out------------------
rot • rotation matrix
internal-------------eval ■ vector of eigenvalues
evec • array of eigenvectors
dim “ dimension of tensor
use numerical.libraries 
implicit none
real(8),intent(in)::tensor(:,:)
real(8).intent(out)::prinvals(:),prinrot(:,:)
real(8).allocatable:: gbasis(:,:),evec(:,:),dummy(:,:)
integer.allocatable::idvec(:)
integer::dia.i,J
I
! get dimension of tensor and allocate arrays 
dim “ ubound(tensor.l)
allocate (gbasis(dia.dim),evec(dio,dim),idvec(dim).dummy(din,din))
!
! construct global base vector array 
call kronecker(dim,2,gbasis)
I
! calculate eigenvalues/vectors with eigenvectors returned as columns of evec 
call devcsf(dim,tensor,dim,prinvals,evec,din)

I
1 get correct ordering and reorder evec (store in dummy array) 
call orderPrinvals(prinvals,idvec) 
dummy(:,l) ■ evec(:.idvec(l)) 
duBmy(:.2) « evec(:,idvec(2)) 
dummy(:,3) ■ evec(:,idvec(3))
!
! calculate each component of rot; i.e. rot(i,j) ■ ei'.ej, where prime symbol
! •> principal csys 
do i«l,dim 
do j«l,din

I assumes base (eigen) vectors stored by column
prinrot(i,J)«dot.product(dummy(:,i),gbasis(:,j)) 

enddo 
enddo 
returnend subroutine r2prinall
subroutine prinvalue.l2 (voigt.tensor,prin.val)
! returns principal values only of voigt form of rank 2 tensor

voigt.tensor ■ voigt form of tensor, e.g. 6x1 stress vector

prin.val “ principal values 
internal-------------tensor > symmetric tensor constructed fron voigt form
ncomp > no. components of voigt form of tensor
dim • no. dimensionsidvec > array of array subscripts from reordering based on integer value



250 use aumerical librariesI
implicit none
real(8).intent(in)::voigt_tensor(:) 
real(8),intent(out)::prin_val(:) 
real(8),allocatable::tensor(:,:) 
integer: :i, j »n_c<xnp,dim 
integer,allocatable::idvec(:)

I
! get no. components emd set dioensionality 
n_cwnp » ubound(voigt.tensor,l) 
select case(n.comp) 
case(3)
dim B 2 ; allocate (tensor(dim,diffl)) 
case(6)
dim » 3 : allocate (tensor(dim,dim)) 

end select
! fomi symmetric tensor from voigt vector in 12,23,31 format 
call formsymtens_12(voigt.tensor,tensor)

I
! find eigenvalues
call devlsf(dim,tensor,dim,prin.val)
!
! make sure ordering is based on integer, not absolute, values 
call orderPrinvals(prin_val,idvec) 
returnend subroutine prinvalue_12
subroutine maxprinvec(v_tens,v_store,vec)
! returns maximum principal vector of a tensor
I
i in—  ------------------! v.tens » voigt fora of tensor
1 v.store « voigt storage scheme variable i.e. 12 or 23 format
!
i out-------------- ------ -! vec * max principal vector of v.tens
j
! internal --------------! evals » arrdiy of eigenvalues
! basis - eigenbasis array (i.e. matrix of eigenvectors stored in columns)
! max_id “ array subscript of maximum component 
! maxpval- max principal value !
implicit none
real(8),intent(in)::v_tens(:) ; integer,intent(in)::v_store
real(8),intent(out)::vec(:) ; real(8),allocatable;:evals(:), basis(:,:)
real(8)::maxpval ; integer::dim, max.id
dim • ubound(v_tens,1) 
select case (dim) 
case(6) 
dim “ 3 caseO) dim = 2 end select

allocate(evals(dim),basis(dim,dim))
t
call vprinbasis (v.tens,v.store,evals,basis) 
call maxvalue(evals,maxpval,max.id) 
vec » maxpval*basis(:,max_id) 
returnend subroutine maxprinvec 
subroutine gen.invert(a, ainv)
! invert general real matrix 
use numerical.libraries 
implicit none
real(8). intent(in)::a(:,:) ; real(8), intent(out)::ainv(:,:) 
integer Ida, Idainv, n, i, j, nout 
! set dimensionality
Ida =* ubound(a,l) ; Idainv = Ida ; n = Ida

! compute inverse
call dlinrg (n, a, Ida, ainv, Idainv) 
returnend subroutine gen.invert 
subroutine gen.det (a,det)
! find determinant of a general real matrix 
! if not 2x2 or 3x3: first LU factors the matrix and then ! computes the determinant (requires IHSL librauries) 
use numerical.libraries 
implicit none
real(8), intent(in)::a(:,:) ; real(8), intent(out)::det 
real(8), allocatable::factor(;,:) ; real(8) detl, det2 
integer, allocatable::ipvt(:) ; integer Ida, Idfac, n, nout 
I set dioensioneQity
Ida ■ ubo\ind(a,l) ; Idfac » Ida ; n « Ida 
if (Ida .eq. 2) then
det - a(l,l)*a(2,2) - a(2,l)*a(l,2) 

elseif (Ida .eq. 3) then
det- a(i,l)»(a(2,2) • a(3,3) - a(3.2) • a(2,3)) 
det= det - a(l,2)*(a(2,l)*a(3,3) - a(3,l)*a(2,3)) 
det- det a(l,3)*(a(2,l)*a(3,2) - a(3,l)*a(2,2)) 

elseif (Ida 3) then
allocate (factor(Idfac,Idfac),ipvt(n))
! compute LU factorisation
call dlftrg (n, a, Ida, factor, Idfac, ipvt)
! compute the determineuit
call dlfdrg (n, factor, Idfac, ipvt, detl, det2) 
det - detl*10**det2 endif 

return end subroutine gen.det
subroutine cross.product (vl,v2,vout)
1 calculate cross product of two 3D vectorsI
i in— ----------------------------1 vl - vector 1! v2 - vector 2I
i out----------------------------* vout “ output vector of cross product calculationI
i internal------------------------! dim - dimensionality of vector{
implicit none
real(8),intent(in)::vl(:),v2(:) 
real(8),intent(out)::vout(:)I
vout(l) * vl(2)*v2(3) - vl(3)*v2(2)
vout(2) » vl(3)*v2(l) - vl(l)*v2(3)
vout(3) - vl(l)*v2(2) - vl(2)*v2(l)
returnend subroutine cross.product 
subroutine minvalue(a.minimum,min.id)
! returns minimum of a dim-3 vector (e.g. eigenvalues of 3x3 matrix) 
!
! a - array (din « 3) (intent: in)
! minimum - minvalue (intent: out)
! min.id - array subscript of minimum component
1
implicit none 
real(8),intent(in)::a(:) 
real(8),intent(out)::minimum 
integer::dim, min.id
}
dim - ubound(a.l) 
select case (dim) 
case (3)
if ((a(l) .le. a(2)) .and. (a(2) .le. a(3))) then
minimum - a(l) ; min.id >* 1



e l s e i f  ( ( a ( 2 )  . l e . a ( 3 ) )  ..an d . (a (3 ) . l e . a ( l ) ) ) th e n
minimum > a (2 )  ; m in . id -  2

e l s e i f  ( ( a ( 3 )  . l e . a ( D )  ,.an d . ( a ( l ) . l e . a ( 2 » ) th e n
minimum « a (3 )  ; m in . id -  3

e l s e i f  ( ( a ( 3 )  . l e . a ( 2 ) )  ,.an d . (a (2 ) . l e . a ( l ) ) ) th e n
minimum •  a (3 )  ; min id •  3

e l s e i f  ( ( a ( 2 )  . l e . a ( 0 )  ,.an d . ( a ( l ) . l e . a ( 3 ) ) ) th e n
minimum > a (2 )  ; min id -  2

e l s e i f  ( ( a ( l )  . l e . a (3 ) )  ..an d . (a (3 ) . l e . a ( 2 ) ) ) th e n
minimum « a ( l )  ; m in . id » 1

e n d if
end s e l e c t  
r e tu r n  

end s u b ro u t in e  m invalue
s u b ro u t in e  m axvalue(a,m ajciDuin,m ax_id)
! r e tu r n s  oaxiouin o f a  2 o r  3d v e c to r  ( e .g .  e ig e n v a lu e s  o f  3x3 m a tr ix )

a  * a r r a y  (dim  * 2 o r  3)

o u t------------
maximum “  m axvalue
in te rn a l* * -
m ax .id  = a r r a y  s u b s c r ip t  o f  maximum component
dim s  d im e n s io n a l i ty  o f  problem

im p l ic i t  none
r e a l ( 8 ) , i n t e n t ( i n ) : : a ( :)  
r e a l ( 8 )  , i n t e n t ( o u t ) : tmeucinuai 
i n t e g e r : ; d i o ,  m ax .ld

dijD “  u b o u n d (a ,l)  
s e l e c t  c a se  (dim ) 
c a se  (3)

i f  ( ( a ( l )  ,g e . a ( 2 ) )  .an d . (a (2 ) .g e . a ( 3 ) ) ) th e n
meucimum ”  a ( l )  ; m ax .id  “  1

e l s e i f  ( ( a ( 2 )  .g e . a ( 3 ) )  .an d . (a (3 ) • g a . a ( l ) ) ) th e n
maximum “  a (2 )  ; m ax .id  » 2

e l s e i f  ( ( a ( 3 )  .g e . a ( D )  .a n d . ( a ( l ) •ge. a ( 2 » ) th e n
maximum = a (3 )  ; m ax .id  « 3

e l s e i f  ( ( a ( 3 )  .g e . a ( 2 ) )  .a n d . (a (2 ) .g e . a ( l » ) th e n
maximum “  a (3 )  ; m ax .id  “ 3

e l s e i f  ( ( a ( 2 )  .g e . a ( D )  .emd. ( a ( l ) • g e . a ( 3 » ) th e n
maximum ■ a (2 )  ; m ax .id  ■ 2

e l s e i f  ( ( a ( l )  .g e . a ( 3 ) )  .a n d . (a (3 ) .g e . a ( 2 ) » th e n
maximuffl “  a ( l )  ; m ax .id  ■ 1

e n d if  
end s e l e c t

to
Cn

r e tu r n  
end s u b ro u t in e  m axvalue
s u b ro u t in e  o r d e r P r in v a ls ( a , id v e c )
! r e o r d e r s  a 2 o r  3d v e c to r  ( e .g .  e ig e n v a lu e s  o f  3x3 m a tr ix )
! such  t h a t  th e  m ost p o s i t iv e  i s  in  th e  f i r s t  p o s i t io n  and th e  
! m ost n e g a tiv e  i s  i n  th e  l a s t  
!
! i n / o u t - - ——— ——— ——— -------------------------
! a = a r ra y  (dim « 2 o r  3)
I
! o u t---------------------------------------------------------------------
! id v ec  > v e c to r  o f id s  f o r  r e o rd e re d  s t a t e
t
! i n t e r n a l ------------------ --------------------------------------------
■ maxifflum •  m axvalue
! m ax .id  ■ a r r a y  s u b s c r ip t  o f maximum component
I
! d in  * d im e n s io n a l i ty  o f  problem
I

i m p l ic i t  none
r e a l  ( 8 ) , i n t e n t ( i n o u t ) : : a ( :)  
i n t e g e r , i n t e n t ( o u t ) : : id v e c ( : )  
r e a l ( 8 ) : :maximum,minimum 
i n t e g e r : : dim , i ,  m ax_id, m in .id

I
dim * u b o u n d (a ,l)  
s e l e c t  c a se  (dim) 

c a se  (2)
c a l l  m axvalue (a,m axim um ,m ax.id) 
c a l l  m invalue (a,m inim um ,m in_id) 
a ( l )  “ maximum 
a (2 )  “ minimum 

c u e  (3)
c a l l  maixvalue (a,m axim um ,m ax.id) 
ca tll ffiinvalue (a,m inifflum ,m in_id) 
do i " l ,d im

i f  ( i  .n e . m ax .id  .a n d . i  .n e .  m in . id )  th e n  
a ( l )  “ meucifflum 
i d v e c ( l )  * max id  
a (2 )  -  a ( i )  
id v e c (2 )  » i  
a (3 )  “  fflinimum 
id v e c (3 ) ■ m in .id  

e n d if  
end do 

end s e l e c t  
r e tu r n

end s u b ro u t in e  o r d e r P r in v a ls  
end m odule t e n s o r .o p s
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