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Abstract

Spin-dependent tunnelling between ferromagnetic electrodes separated by insulat-
ing oxide barriers has long attracted scientific and commercial interest. In the last
decade it became evident that the insulating layer was more than just a simple barrier
through which electrons tunnel. It is wave-function symmetry selective, making the
tunnelling process sensitive to its electronic structure. The understanding of such a
concept suggests that one can engineer the transport properties of a tunnel junction
by carefully selecting the insulating barrier and the metallic electrodes. Ferroelectric
materials are of particular interest as barriers due to additional functionality offered
by the electric polarisation. Indeed, the inclusion of a ferroelectric barrier in a ferro-
magnetic tunnel junction is predicted to become the basis for a novel resistive based
memory.

Density functional theory (DFT) has emerged as one of the most powerful methods
for computing the ground state properties of many-body systems. Here, the structural
and electronic properties are determined using the SIESTA implementation of DFT.
The transport properties are then studied using the non-equilibrium Green’s function
formalism as implemented in the SMEAGOL code.

We first investigate the properties of a multifunctional tunnel junction combin-
ing two materials with different ferroic states (ferromagnetic and ferroelectric). This
has the prospect of enabling one to actively manipulate the tunnelling current with
both external magnetic and electric fields. We demonstrate massive tunnelling mag-
netoresistance (TMR) in a SrRuQO3/BaTiO3/SrRuO3 junction. We also consider the
implications of introducing structural asymmetry into this junction by using a thin
layer of dielectric material at one interface. In such a junction we demonstrate a
sizable tunnelling electroresistance (TER) that increases with the thickness of the
dielectric layer.

The choice of barrier similarly plays an important role in spin-photodiodes where

A%



Abstract

circularly polarised light is converted into a spin-polarised electrical signal. We show
that by the careful choice of insulating barrier and ferromagnetic electrode, the pho-
tocurrent spin polarisation in such a device can be manipulated. We explain the high
spin-filtering asymmetry that has been experimentally achieved in a Fe/MgO/Ge tun-
nel junction based on an analysis of the electronic band structure of Ge and the spin
filtering effect of the Fe/MgO interface.

Further functionality can be introduced into a tunnel junction by using a ferro-
magnetic insulator as a barrier. The exchange split electronic states of the magnetic
barrier will yield different tunnelling barrier heights for spin up and spin down elec-
trons. As a result, electrons will be transmitted differently depending on their spin.
We investigate how the complex band structure of the insulating spinel ferrites could

influence transport in such a junction.
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CHAPTER 1

Introduction

The twin phenomena of electricity and magnetism have been known to mankind for
thousands of years, long before there was any concept of the electron. In ancient
Greece, Egypt and Rome it was observed that certain eels inflicted shocks and fur-
thermore, that these shocks could be conducted by other objects. The effects of
lightning were also well known. The ancient Chinese observed that a certain stone,
known as loadstone, could attract iron. Although they did not understand the mech-
anism behind this effect, attributing the phenomenon in some cases to a ‘soul’ within
the material, they were nonetheless able to utilise it in rudimentary compasses. It
was not until the turn of the last century that it was recognised that both electric-
ity and magnetism could in fact be attributed to a single particle - the electron.
Electrons were first discovered by J. J. Thompson in 1897 to be particles carrying
negative charge (—e). It took almost another 30 years to realise that they have an-
other degree of freedom, related to their angular momentum, called spin (S = j:%)
Uncompensated spins can be used to explain why atoms possess local magnetic mo-
ments. Exchange coupling between neighbouring local magnetic moments can then
result in magnetic order on a macroscopic scale. For a long time, investigations into
the charge and spin of an electron were carried out independently with no thought to
any correlation between the two, so that the fields of magnetism and electronic trans-
port progressed almost completely independently. Sir Nevill Mott first introduced
the ‘two current’ model which assumes that the electron current is in fact comprised
of two independent spin currents carried by both majority and minority electrons [1].
These two species coexist independently and so remain conserved in the absence of
spin-flip events.

Spintronics (short for spin electronics) is a field of research based on harness-



1.1 Tunnel Junctions Introduction

ing the spin degree of freedom of an electron together with its electronic charge.
While conventional electronics relies solely on the electron charge, the significance of
spintronics lies in the breakthroughs that can be achieved beyond simply enhancing
traditional electronics. These can include all-spin logic devices with ultra-low power
consumption[2], domain wall ‘race-track’ memories [3], spin transfer torque memo-
ries [4] and graphene-based devices [5]. Such advances are indeed necessary as the

electronics industry is reaching its limit in scalability [6].

1.1 Tunnel Junctions

The discovery of the giant magnetoresistance (GMR) effect in magnetic multilayers
by Fert [7] and simultaneously by Griinberg [8] in 1988 is considered by many to
be the founding step of spintronics. This effect relies on the relative magnetisation
alignment of the two ferromagnetic layers sandwiching a thin non-magnetic metallic
spacer. When the magnetisation of the two ferromagnetic layers is parallel, the current
experiences low resistance. When the two layers are antiparallel the structure is in a
high resistance state. This is shown in Fig. 1.1. In practice, the magnetisation of one
of the ferromagnets is pinned by exchange bias to an antiferromagnetic layer while
the other is free to rotate in an external magnetic field. The ability of such a ‘spin
valve’ to detect a magnetic field meant it could be used as a detector in the magnetic
recording industry. When they were first introduced in 1997 as reading elements in
the heads of hard-disk drives, they lead to a dramatic increase in areal storage density
of up to 100% per year [9].

Following on from this, remarkable progress can be made by replacing the non-
magnetic metallic spacer by a non-magnetic insulator, creating a magnetic tunnel
junction (MTJ). This device was originally proposed by Julliere in 1975 [10]. How-
ever, experimental difficulties meant that reproducibly was poor and research on the
tunnelling magnetoresistance (TMR) effect was shelved until the 1990s. Since then,
there has been significantly progress in thin-film deposition techniques such as sput-
tering, pulsed laser deposition and molecular beam epitaxy to the point that high
quality coherent oxide thin films can be created with crystalline quality on a par with
that of single crystals. In-situ reflection high-energy electron diffraction (RHEED)
has been very successful at monitoring the growth of thin film oxides in real time
which makes it possible to grow films as thin as a few unit cells, either alone or as
part of a superlattice. Miyazaki and Tezuka first observed a large TMR effect in a

Fe/Al,O3/Fe junction of 30% at 4K [11]. Replacing the amorphous barrier with a

2
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Figure 1.1: Schematic of a magnetic tunnel junction consisting of two ferromagnetic elec-
trodes separated by a thin layer of insulating material. The low (parallel mag-
netic alignment) and high (antiparallel magnetic alignment) resistance states
correspond to ‘0’ and ‘1’ in a memory device.

single crystal MgO barrier generated another big step forward as TMR values of up

to 1010% have been found at low temperatures [12].

Continued technological advancement in the field of spintronics is divided into
two approaches. One is based on the improvement of current technologies by using
materials with higher spin polarisations or by perfecting the device structure. The
second approach is focused on finding and using novel functional materials. To date,
the search for such materials has encompassed a wide range and includes semiconduc-
tors, ferromagnetic insulators [13], organic materials including molecules [14, 15, 16],
carbon nanotubes [17], graphene [5] and ferroelectrics among others [18]. The ambi-
tion behind investigations such as these is to find materials that can integrate multiple
functionalities into a single device. These can include ferromagnetism, ferroelectric-
ity, ferroelasticity and ferroterroicidy. If a material exhibits magnetoelectric coupling
[19], it may be possible to write magnetic information with an electric field. This
would allow information to be written faster and with less power consumption than
conventional magnetic storage devices. However, materials which exhibit two or more
ferroic orders in a single phase, known as multiferroics, are relatively scarce and al-
most all of them are antiferromagnetic or only weakly ferromagnetic [20], which is
not ideal for device purposes. In an effort to circumvent the problems presented
by these so-called single phase multiferroics, artificial component multiferroics have
been designed that combine ferroelectric materials with ferromagnetic materials in a

heterostructure [21].



1.2 Spin Injection Introduction

The component materials for these heterostructures are generally drawn from the
diverse family of complex oxides. Their impressive range of properties and degrees
of freedom makes them exceptionally suited to the search for multifunctional ma-
terials. They show ferroic behaviour including ferromagnetism and ferroelectricity
while their transport properties span insulating, semiconducting, metallic and even
superconducting. It is possible to tune and control some of these properties by using
strain or by doping appropriately. In fact, even a slight change in material com-
position or crystal structure can result in properties changing by several orders of
magnitude. In addition, the behaviour of thin film oxides may exhibit considerably
different properties than that which would be expected from their bulk properties.

While thin film oxides have the potential to transform the electronics industry,
several outstanding problems need to be resolved before they are incorporated into
devices on an industrial scale. In this thesis we address several of these open questions
including the effect of combining several complex oxides with different properties
into one heterostructure, the effect of strain on such a structure and the effect of a
ferroelectric polarisation in a magnetic tunnel junction. We discuss, in particular, the

possibility of manipulating the tunnelling current across such a device.

1.2 Spin Injection

Despite some outstanding problems, magnetic tunnel junctions have been successfully
commercialised. However, spin injection devices, where a spin polarised current is in-
jected into a non-magnetic semiconductor, are yet to enjoy widespread commercial
success. Several obstacles remain to be overcome before they can be implemented into
spintronic devices. Research in this field is motivated by the prospect that integrated
spin injection and detection could lead to the large-scale adoption of semiconductor-
based spintronic devices. Although a high spin injection has been achieved at low
temperatures, problems arise when attempts are made to achieve efficient spin injec-
tion at room temperature. The main difficulty is that the materials required have
very different electron affinities so that a high Schottky barrier forms at the inter-
face between the two, impeding efficient electronic transport. The introduction of
a thin insulating layer between the ferromagnet and the semiconductor resolves this
issue along with the so-called ‘conductivity mismatch’ problem [22]. Therefore, it
is of fundamental importance to adequately describe electron spin transport from
a ferromagnet into a semiconductor via an insulating barrier. Several experimental

methods have been developed in order to have integrated injection and detection of a

4



Introduction 1.3 Complex Band Structure

spin polarised current. Here, we concentrate on the implications of optically exciting
a spin polarised current in semiconducting germanium and detecting it electrically
in the same device. We consider especially the effect of the tunnel barrier on spin

injection efficiency.

1.3 Complex Band Structure

All of the phenomena discussed above rely on the layering of a ferromagnetic metal
and an insulating material. In many instances, the interface between the two can
dictate the properties of the whole device. This can be due to interface states, inter-
facial bonding or the creation of interfacial dipoles. At the interface, travelling Bloch
states in the metal decay as evanescent states into the band gap of the insulator. The
decay rate of such carriers, injected at energies corresponding to the band gap, can
be determined by allowing complex solutions to the Bloch-Schrodinger equation. The
result is the so-called complex band structure. The decay rates can also be symme-
try dependent. That is, the symmetry of the injected electrons will determine which
evanescent state they can couple to and hence their decay rate. In order to thoroughly
describe the spin-dependent current in a tunnelling junction, both the symmetry of
the Bloch states in the metal and the complex band structure of the insulator are
required. The implications of this were first noticed in a Fe/MgO/Fe heterostructure
(23, 24], where symmetry-dependent tunnelling results in half-metallic behaviour of
the Fe/MgO(001) interface. Since then, the complex band structure is predicted to
account for many, otherwise unexplained, experimental results in spin-dependent tun-
nel junctions. For instance, the sign of spin polarisation in several spinel ferrites is
opposite to what would be expected from a cursory glance at the electronic density of
states of these materials. In this thesis, we outline how the complex band structure

can indeed influence the tunnelling properties of such a device.

1.4 Electronic Transport at the Nanoscale

Electronic transport at the nanoscale is an extremely complex theoretical problem
as it is an inherently non-equilibrium process occurring in an open system. Ideally,
a full many-body quantum mechanical description should be applied. However, this
is beyond the capabilities of even the most modern computers, except for processes
involving only a small number of particles. Instead, several approximations must be

taken in order to make the problem more manageable. There are several approaches
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available to describe electronic transport and the choice of approach depends on the

length scale of the system involved.

Diffusive [l<<d

Intermediate [~d

NVAVAAVAWAVAY,

Ballistic I>>d

VAVAVAVAVAVAYA

Figure 1.2: Representation of the effects of length scale on the transport properties of
nanoscale systems. The mean free path of the carriers is denoted ¢ and the

device is of length d. Inelastic scattering events are illustrated as *.

At macroscopic length scales, where the mean free path, ¢, of the electrons is
much smaller than the size of the device, d, Ohm-Kirchoff’s laws are sufficient to
describe the system. The mean free path of typical transition metals is approximately
100 A. Transport in such a system falls within the so-called diffusive regime. As d
becomes comparable or less than ¢, Ohm’s law is no longer valid. A ballistic regime
is entered within which inelastic electron scattering processes can be neglected. The
conductance is now independent of the mean free path of the electrons and depends
on the device geometry. At such small length scales, the quantum mechanical nature
of the electrons must be taken into account. In this work we assume the transport
process occurs in the ballistic regime and all calculations are carried out in the steady
state.

Several methods have been developed to determine electron transport in a nano-
scale device in the presence of a time independent external bias. These include the
non-equilibrium Green’s function (NEGF) formalism, tight binding empirical meth-
ods, many-body theory and time-independent density functional theory. The NEGF
formalism allows one to calculate the electronic charge density at a given applied
bias. In order to do this, a detailed description of the electronic structure is required.
This is generally provided using the density functional theory (DFT) introduced by

Hohenberg and Kohn. DET has proved to be an extremely powerful method for de-

6
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scribing the ground state properties such as the structural, magnetic and electronic
properties of realistic nanoscale systems. In this method the exchange and correlation
energy of the interacting system of electrons must be approximated. Several approx-
imations are possible and the choice between them is, in general, system dependent.
The validity of these approximations is generally tested by comparison with exper-
iment. However, DFT is a ground state theory. Even with the exact functional, it
cannot describe dynamical properties, including non-equilibrium transport. Notwith-
standing, for a wide range of materials and systems, the errors involved are small.
The DFT-NEGF formalism has been numerically implemented in a number of codes.
Here we use the ab initio electron transport code SMEAGOL. The tight-binding-like
Hamiltonian required in the NEGF method is obtained with the DFT code SIESTA.
SIESTA uses a flexible, numerical linear combination of atomic orbitals basis set, al-
lowing systems with a large number of atoms to be treated efficiently. SMEAGOL was
designed to treat the spin-dependent transport of magnetic systems and it is capa-
ble of calculating currents and transmission coefficients with a very high degree of

accuracy.
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1.5 QOutline of Dissertation

The main focus of this work is to examine the spin-dependent transport behaviour of
multifunctional devices using the DFT-NEGF formalism. We consider in particular
the so-called multiferroic tunnel junctions where a ferroelectric barrier is used to
manipulate the current in a magnetic tunnel junction. The mechanisms by which
the ferroelectric polarisation can modify the tunnelling current are discussed and we
suggest possible device structures to maximise both the tunnelling magentoresistance
and the tunnelling electroresistance. The problem of spin injection from a ferromagnet
into a semiconductor is also discussed. We show explicitly how the electronic structure
of both the electrodes and barrier material must be taken into account in order to
accurately predict the transport properties of such devices as it is not sufficient to
simply model the insulating region as a potential barrier through which electrons

must pass.

Chapter 2

In this chapter, the theoretical concepts and models required to investigate spin trans-
port in magnetic tunnel junctions are introduced. The many body problem is dis-
cussed and an overview is given of density functional theory. The Hohenberg-Kohn
and Kohn-Sham theorems are presented along with several of the most popular ap-
proximations to the exchange-correlation functional. The self-interaction problem is
introduced along with the approximate method by which this error is removed. The
implementation of DFT in the SIESTA program is briefly outlined. We also introduce
the NEGF formalism required to solve the non-equilibrium transport problem for an

open system, along with its implementation in the SMEAGOL program.

Chapter 3

In this chapter I look in detail at the electronic, structural and magnetic properties
of two perovskite oxides that form the basis for much of the work in later chapters,
namely SrRuO3 and BaTiOj3. In recent years there have been several experimental in-
vestigations that suggested SrRuOj shows features associated with strongly correlated
electrons. As such, we discuss the effect of electronic correlations on its electronic
structure. As a ferroelectric perovskite, BaTiO3 exhibits strong coupling between its
structural and electronic properties. The implication of this sensitivity is that careful
consideration must be given to the exchange correlation functional used to describe

it. We discuss such descriptions of BaTiO3 with the intention of finding the best

8
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computational strategy for investigating its transport properties when included in a

tunnel junction.

Chapter 4

In this chapter I describe the multiferroic StRuO3/BaTiO3/SrRuOj3 tunnel junction,
investigating in particular the effect of the magnetic degree of freedom on the tun-
nelling current. We demonstrate theoretically a huge TMR that can be reversed with
the application of an external bias. By comparison with an artificial centrosymmetric
structure we isolate the contribution of the ferroelectric polarisation on the TMR. All
results are rationalised by considering the electronic band structure and alignment

between the magnetic electrodes and the ferroelectric insulator.

Chapter 5

Here we extend the work of the previous chapter by considering the effects of asym-
metry on an SrRuO3;/BaTiO3/SrRuO; tunnel junction. We discuss the effects of
including a thin layer of dielectric material (SrTiO3) on the potential barrier pre-
sented to the tunnelling electrons and suggest methods to enhance the subsequent
tunnelling electroresistance. The coexistence of the TMR and TER in such a device

is discussed in relation to a possible four state memory.

Chapter 6

In chapter 6 we examine the Ge/MgO/Fe heterostructure. This heterostructure has
been considered experimentally for the efficient and integrated electric detection of
photon helicity at room temperature. We present ab initio calculations of the spin-
dependent electronic transmission through the MgO barrier, concentrating on the
spin filtering of both holes and electrons through particular regions of the Brillouin

Zone.

Chapter 7

In this chapter we investigate the possible effects of an insulator’s complex band
structure on spin-dependent transport by considering two different systems. In the
first we look at the complex band structure of two spinel ferrites. These are insulat-
ing ferrimagnets that have been proposed to be efficient spin filters. We determine
the spin selection associated with the symmetry dependent decay rates in the band
gap. For the second structure, we return again to ferroelectric tunnel junctions and
discuss how asymmetric electrodes can influence the complex band structure of the

ferroelectric insulator and hence the transport properties of the junction.

9



1.5 Outline of Dissertation Introduction

Finally, we conclude this dissertation with a brief summary of the work presented
here and highlight some outstanding problems in this field that require further inves-

tigation.

10



CHAPTER 2

Theoretical Framework:

DFT and Electronic Transport

2.1 Introduction

The aim of this Chapter is to provide a brief overview of the theoretical methods
used in the thesis. Section 2.2 details the basic concepts behind density functional
theory followed by a description of its implementation in the SIESTA code. For a
more thorough account of the subject the reader is referred to one of the several
books that are now published on DFT [25, 26, 27]. Section 2.3 presents the main
concepts of electronic transport theory and in particular the non-equilibrium Green’s
function formalism. In both cases, formal derivations of the fundamental equations
and mathematical details of their implementation are not presented in order to show

more transparently the general framework.

2.2 Density Functional Theory

The central problem in condensed matter physics concerns the solution of the Schro-
dinger equation for a solid consisting of a huge number of nuclei and electrons. Many
different methods have been developed in order to tackle this many-body problem
as it is impossible to solve it analytically for non-trivial systems. Field-theoretical
many-body techniques have been applied to solid state problems beginning with the
seminal paper by Gell-Mann and Brueckner [28]. Such methods, however, are best
suited to systems with small numbers of particles. As such, their applicability to

real systems with hundreds, if not thousands, of atoms is limited. Therefore, several
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approximations have to be introduced in order to make a realistic problem more
tractable. Firstly, one can assume that the relevant electrons travel at non-relativistic
speeds so that the dynamics of the system are governed by the time-dependent non-
relativistic Schrodinger equation. The problem can then be described by the time-

independent Schrodinger equation:
HY = BV,

where E is the energy and ¢ = ¢ (ry,ro,...,7x) is the many-body wavefunction.
The coordinates of the ith electron is 7;. H is the Hamiltonian operator for a system
consisting of N, electrons of mass m,, moving in a potential generated by Ny nuclei
of mass Z; and position coordinates R;. It is comprised of several independent

contributions:

H= 71((”‘) o Tn(R) I ‘/f(( ) I L(n('r~ R) = ‘/n,n(R)*

where
N, :
T L u, h’z v'.Z . . .
e(r) = T om. VT Electron Kinetic Energy
i=0 €
NN A
ke ;
T.(R) = 2]\[ Vz Nuclei Kinetic Energy
=0 I
/Vu. 2
1 e
Veel?) = 5 - — Electron - Electron Coulomb Repulsion
T —T;
i#] fri =
Nn,Ny >
1 ez
‘/P'n(?"., R) = —5 Z I—*—Izl Electron - Core Coulomb Repulsion
i\j f
AYA
V,”,,(R) = Z ’}L R | Core - Core Coulomb Repulsion
i

The second approximation assumes that, because the mass of the nucleus is many
times heavier than the mass of the electrons, nuclear dynamics occurs at a time scale
much longer than that of the electrons. This is the Born-Oppenheimer approximation
[29, 30], whereby the nuclei are described as classical particles and remain stationary.

They generate a static potential in which the electrons, described quantum mechan-

12
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ically, must move. The total wavefunction, ¥, can then be separated into two parts
¥ = y(r; R)((R),
such that

Ho)(r; R) = E(R)y(r; R) (2.1)
= (T + Veu + Veu obi(r; ),
HNC(R) - EC(R)
= (T + Von + Eo(R))C(R),

where ((R) is the nuclear wavefunction and ¢(r; R) is the electronic wavefunction
depending parametrically on the nuclear positions. F.(R) is the total electron energy
for the nuclei configuration {R}. E is the total energy of the system.

The Schrodinger equation for the electronic system, Eqn. (2.1), still contains 3N,
degrees of freedom. In order to deal with systems with hundreds of atoms a different
approach is then required. Density Functional Theory (DFT) replaces the many-body
wavefunction with the electron density n(r), simplifying the problem enormously.
This powerful method relates all the ground state properties of the system to a func-

tional of the ground state electronic density.

2.2.1 Hohenberg Kohn theorem

The foundations of DFT were laid down in the 1960s with the work of Hohenberg
and Kohn [31]. The basic idea is to take the intricate many-body wavefunction
and replace it with the ground state electronic density n(r), which becomes the
fundamental quantity of the theory. This is a much simpler quantity to deal with as
it depends only on the 3 spatial coordinate variables as opposed to the 3N, variables
of the many-body wavefunction. The electron density is defined as the probability to

find an electron at a position r:
n(r) = / |U(xy, Xy, ..., 2N)|2drodrs . .. dry.

The first Hohenberg-Kohn theorem states that the external potential V.. (7) is,
within a constant, a unique functional of n(r). From this one can conclude that
the electron density determines both the number of electrons in the system and the

external potential V., (7), i.e., the two quantities which fix the Hamiltonian. In

13
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other words, the Hamiltonian and all the quantities that can be derived from it are
determined uniquely by n(r).

The kinetic energy can now be written as a functional of the density, T'[n], as
can the electron-nuclei potential energy, V., [n], and the electron-electron interaction,

Vie[n], so that the total energy functional for a given external potential is given as
E[n] = T[n] + Vpe[n] + Vee[n].

The second theorem of Hohenberg-Kohn states that the total ground state en-
ergy is a functional of the electron density for a given external potential and the
energy functional is minimised for the true ground state density, ng. If n # ny then
Ey = E[ng] < Eln]. This variational principle provides the means to determine the
ground state density, assuming that the form of the total energy functional is known.
The Hohenberg-Kohn theorems, however, provide no prescription for determining the

universal functional.

2.2.2 Kohn-Sham scheme

In 1965, Kohn and Sham [32] proposed a method to formulate the total energy func-
tional that remains the basis for all modern DFT calculations. They introduced an
auxiliary system of non-interacting electrons with the requisite that it must have
the same ground state density, and therefore the same ground state energy, as the
interacting system under consideration.

The density of a system of non-interacting electrons in an external potential, V..,

can be expressed in terms of single particle wavefunctions, v

N.
n(r) = Z ().

1=1

The total Kohn-Sham energy functional can now be formulated as

Exsln] = Ty[n] + /n(r)Vf,_Tt(r)dr + Ey + E,., (2.2)
where :
Tinl =~ 5 G 1V°1)
T o ; Y Tieeds

is the kinetic energy of the non-interacting electron system. The second term de-

scribes the interaction of the electrons with the external potential V,,;. The classical

14
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Coulomb repulsion (Hartree) energy is given by

2 ’
i o / R ) e
2 ) |r—7|

E.. is the exchange and correlation (xc) energy. All of these terms are known explicitly
except the last. The exchange-correlation energy functional is defined so as to include
all the contributions to the kinetic and potential energy that are omitted in Eqn. (2.2).
The exact functional dependence of E,. on the density is unknown and must be

approximated. These approximations will be discussed later.

In order to find the ground state energy, Equ. (2.2) must be minimised under the

constraint that the wavefunctions are normalised ((1;|¢);) = &;;) or equivalently
that the density integrates to the correct number of electrons. This leads to the

Kohn-Sham equations

H[\'S ¥i(r) = eihi(r), (2-3)
h?

2me,

[—=—V2 + Vo (r)] ¥i(r) = ethu(). (2.4)
The effective Kohn-Sham potential, Vg, is defined by the functional derivative

of the energy functional. It can be written as
‘/eff(r) - V;.Tt(r) + Vll(r) o Vrr('r)a

where

: n(r’)
Vy(r)=¢e® | ——Z_dr’,
H( ) / ”l‘ £ ,,,/‘
is the electrostatic Hartree potential and

v _ 0E;.[n]
2e(T) = ————
on(r)
is the exchange-correlation potential. The eigenvalues, £;, which are introduced in
the minimisation process as Lagrange multipliers, are the Kohn-Sham single particle

energies (see later for a discussion on how to intrepret the Kohn-Sham eigenvalues).

It is clear that the effective potential, V.s(7), depends on the wavefunctions via
the dependence of the Hartree and exchange-correlation potentials on the density.
Therefore, the Kohn-Sham equations must be solved self-consistently. The general

iterative scheme is shown in Fig. 2.1.
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Figure 2.1: Schematic outline of the iterative solution of the Kohn-Sham equations

2.2.3 Spin-DFT

All the equations written in the previous section can be extended to the spin polarised

case by decomposing the charge density, n(r), into its two spin components
n(r) = n'(r) + n*(r),

where n'(r) is the density of the majority electrons and n*(r) is the density of the

minority ones. This allows us to define a magnetisation density
m(r) = n'(r) — n*(r).

Majority and minority spins now satisfy two independent Kohn-Sham equations

[33]:
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where ¢ is the spin index, 0 = (1,]). The spin-dependent effective potential is now

defined as

e'n(r’) . 0B [n'(r),n'(r)]
lr—o'|" on?(r) '

epp(r)=V(r)+

The Kohn-Sham equations have also been extended to account for non-collinear mag-
netism [34, 35] via the introduction of the two-component spinor wavefunctions. How-
ever, the materials under consideration in this thesis do not exhibit non-collinear

magnetism and so this will not be discussed further.

2.2.4 Approximate density functionals

In principle, the DFT Kohn-Sham formalism is exact, that is the ground state total
energy and density of the interacting system produced by solving the Kohn-Sham
equations in Eqn. (2.2) are exact. This would only be true if the exact functional
dependence of E,. on n is known but unfortunately this is not the case. However,
there are several approximations for this energy available that work well for a wide
variety of materials.

One of these is the Local Density Approximation (LDA) and its extension to
polarised systems (LSDA). The LDA was proposed in the original work of Kohn and
Sham and remains one of the most widely used functionals to date. Although in
general the value of V,.[n] at a point r depends on the value n(r’) for all 7/, the
LDA assumes that it depends only on n(r), i.e., on the density at that point only.
The resultant exchange-correlation energy is assumed to be the same as that of a

homogeneous electron gas with the same density, which is known.
LDA o _hom
E"n] = /n(’r)tﬂ. (n(r))dr,

where €"9™(n(r)) is the known exchange-correlation energy density of the uniform
gas. As one would expect, this approximation works well for systems with slowly
varying densities but it also works remarkably well for many materials where this is

not the case. The exchange part of the energy is given by

e2 3 (303
E€p = — - = ,
& dregd \ ™

but there is no exact expression for the correlation part, .. For this, one uses a

numerical expression with values generally tabulated using results from Monte-Carlo

simulations. Several parametrisations exist for the LDA but the most commonly used

17



2.2 Density Functional Theory Theoretical Framework

is that of Perdew and Zunger [36, 37]. The success of the LDA in situations where the
electron density is far from homogeneous can be attributed to the fact that it gives
the correct sum rule to the exchange-correlation hole. This means that there is one
electron excluded from the neighbourhood of an electron at r. The various strengths
and weaknesses of the LDA have been well documented: structural and vibrational
properties such as bond lengths, bond angles and phonon vibrational frequencies are
generally quite good. Bond lengths, bulk moduli and vibrational frequencies are all
accurate to within a few percent. However, cohesive energies of solids and ionisation
energies of molecules are less accurately described, typically to within 10 or 20%. One
serious shortcoming of the LDA is the estimation of the bandgap of semiconductors
and insulators. This is routinely underestimated by up to 50% and in some cases a

metallic ground state is found for semiconducing or insulating materials.

Several extensions to the LDA have also been developed. If the density is far
from homogeneous it is sensible to take its first derivative into account. Such a
semilocal approach is taken in the Generalised Gradient Approximation (GGA) where
the exchange-correlation energy is now a functional of the density and its gradient to

fulfill a maximum number of exact constraints.
GGA _ . ,
B = / f(n(r), Vn(r)).

The exchange-correlation potential is given by

OE,.[n] OFE,.[n]
Veeln(r)] = ———— - V.———F+-,
on(r) d(Vn(r))
where the gradient of the density is usually determined numerically. The GGA has
proved successful in some instances where the assumption of a uniform electron den-
sity is dubious, for example in molecules, but in general it does not provide the
systematic improvement over LDA that would be expected. Several flavours of GGA
have been developed, the most popular of which is the construction of Perdew, Burke

and Ernzerhof (PBE) [38].

Another popular method, especially within the chemistry community, is to create
a ‘hybrid’ functional, incorporating part of the Hartree-Fock exact-exchange with
the DFT exchange and correlation energy [39]. Such a method introduces external
parameters as the various weights defining the functional. These must be determined

by fitting to experimental or thermochemical data. The exchange-correlation energy
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functional in this case is given by
hyb zact GGA GGA
E)Y =aE" +(1—a)E;"" + E%7,

where a is either estimated theoretically or fitted empirically. An example of this
class of functionals is the B3LYP one [40].

2.2.5 Dealing with Strongly Correlated Systems

For systems with weakly correlated electrons the LDA and GGA work remarkably
well. However, they fail for strongly correlated materials with localised states. Several
attempts have been made to improve upon the LDA and GGA for strong electronic

correlations.

Local Density Approximation + Hubbard U

One of the most popular functionals, in particular for materials where the correct
description of the band gap is vital, is the local density approximation + Hubbard
U (LDA+U) [41]. The starting point of this description is the standard LDA energy
functional. An orbital dependent term is then added to the LDA to correct for
the missing on-site Coulomb interaction. Then a ‘double-counting’ term subtracts
the electron-electron interaction already included in the LDA in some approximate

mean-field way. As such, the LDA+U energy functional becomes

Erparv[n(r)] = Eppaln(v)] + Egw[nl?] — Ea[n'],

where EHI,,b[nfn’%,] is the ‘corrected’ on-site correlation functional at site I, n,,, are
the generalised orbital occupations and FEy. is the mean field approach to correlation
already accounted for in the LDA and so must be subtracted out. The general result is
that occupied orbitals are shifted to lower energies and unoccupied orbitals are shifted
higher in energy. This increases the band gap of semiconductors and insulators to
be more in line with experimental expectations. In practice, however, the corrections
added to the LDA energy functional depend on two parameters: U the Hubbard
repulsion and J the intra-atomic exchange for electrons with the angular momentum
of interest. These are usually chosen in such a way as to reproduce some particular
feature or property of the material in question. As such the LDA+U scheme is not a
fully ab initio method.

A second approach to increasing the band-gap of materials is the self-interaction
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correction (SIC), which is parameter free. This method is used extensively in this

thesis and so will be discussed in more detail in the next section.

Atomic Self Interaction Correction

Self-interaction (SI) is, as the name suggests, the spurious electrostatic interaction of
an electron with itself. Its presence is behind many of the failures of the LDA and
the GGA. For example, LDA and GGA fail to describe the dissociative behaviour of
symmetric radicals correctly, most famously for the simplest one-electron molecule
HJ [42]. Within the Hartree Fock method, the self-interaction of occupied orbitals is
explicitly cancelled by the exchange energy. As the exchange potential in LDA and
GGA is approximated, the cancellation is now no longer exact and so some unphysical
self-interaction remains. These self-interaction errors are small for materials with
delocalized electronic states but can be significant in systems with localized electrons,
where the interaction of an electron with itself is large.

SIC methods aim at removing the self-interaction from semi-local potentials. Since
the SIC in a periodic extended system is not uniquely defined, many different methods
have been proposed to remove SI in DFT calculations for solids (for a review see
Ref. [43]). These are generally based on the work of Perdew and Zunger [44]. In this
work, the computationally inexpensive ‘atomic-SIC’ (ASIC) approximation is used.
This is described in Ref. [45]. The method is based on the work of Vogel et al. [46],
extended by Filippetti and Spaldin [47]. The approach taken is to incorporate the SIC
into the generation of the pseudopotentials (discussed in more detail in Section 2.2.7).

The procedure is as follows:
1. Project the occupied Bloch states onto the basis of the pseudoatomic orbitals.

2. Correct the Kohn-Sham potential for each Bloch state by the SIC for the pseudo-
atomic orbital weighted by the projection, and scaled to account for the relax-

ation energy.

Note that only the valence bands are corrected since the empty conduction bands,
derived from orbitals where the occupation numbers are close to zero, are not self-
interacting. This is in contrast to the LSDA+U method, in which the occupied bands
are lowered in energy and the unoccupied bands raised. In principle, however, the
two formalisms would yield equivalent results if suitable U and .J parameters (corre-
sponding to the SIC energy) were applied to all orbitals in the LSDA+U calculation.

Indeed, whether the deficiencies of LSDA for strongly correlated systems derive from
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the absence of Hubbard U or the self-interaction error or both remains an open ques-
tion and the answer may be material specific. The ASIC method has some advantages
over LSDA+U, since it is not required to choose which orbitals to correct, nor the
value of the U and J parameters. Furthermore, it can be applied readily to both

magnetic and nonmagnetic systems.

The ASIC approach has been used with success for a variety of systems [48, 49, 50],
most notably the band gap of wide-gap insulators and transition metal oxides are
significantly improved compared to their experimental values. However, for some

metals, including Fe, it gives unphysical results.

2.2.6 Interpretation of the Kohn-Sham Eigenvalues

The physical meaning of the Kohn-Sham eigenvalues is a very prominent question
withing DFT. As we saw earlier, £; enter simply as Lagrange multipliers during the
minimisation of the total energy functional. As it might be initially presumed, the
sum of the eigenvalues does not equal the total Kohn-Sham energy. This can be seen
by multiplying the Kohn-Sham equation, Equn. (2.2) by ¢*(r), by integrating over

space and summing over all 2

N,
ZEi = T,[n] + /Veffn(r)dr.
i=1 ’

The difference between ) &; and the total energy is then given by

r

AR = ZEi — Eksln] = %/M + Eyeln] - /Vﬂ.('r‘)n(r)d’!‘.

Despite the lack of any physical meaning it has been found that, in practice, the Kohn-
Sham eigenvalues give an excellent description of the experimental band structure of
metals. With this empirical justification, it is now standard practice to interpret the
£;8 as estimates of the excitation energies. Janak [51] first showed that the Kohn-
Sham eigenvalues correspond to the derivative of the total energy E with respect to

the occupation number f; of the state 1)

ks _ OF

€; = a—f,
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where f; are defined as follows

occupied

n(r)= > |[wlP=>_ filvil

i=1 =1

Although in general the Kohn-Sham eigenvalues do not have any physical meaning,
the highest occupied molecular orbital (HOMO) with Kohn-Sham eigenvalue #9M©

is equal to the negative of the ionisation energy of the real system

)
[ — _cHOMO.

—
©
o

—r

The Kohn-Sham band gap differs from the real band gap due to the the derivative
discontinuity in E,. [52]
real KS .
E(/ - E!I = A g ()

Therefore, unless the exchange correlation functional can accurately describe the
derivative discontinuity one must be conscious that the DFT band gap will be in-
correct. Similarly, Eqn. (2.5) is only approximate for functionals that do not describe

the derivative discontinuity correctly.

2.2.7 The siestA Code

All DFT calculations presented in this thesis were performed using the SIESTA code.
Pseudopotentials are used to describe the nuclei and core electrons and the wave-
function is expanded as a linear combination of atomic orbitals. In this section only
a brief overview of the SIESTA numerical implementation is given; a more detailed

description of it can be found in Refs. [53, 54, 55, 56].

Basis Sets

In order to solve the Kohn-Sham equations, the Kohn-Sham eigenstates must be
expanded over some finite basis set. Several varieties of basis sets exist including
planewaves, local orbitals, linearised augmented planewaves and linearised muffin-tin
orbitals.

Planewave basis sets are conceptually simple and are convenient in that the wave-

function can be expanded as a Fourier expansion over a set of planewaves
) o § J ikr
l/.‘j('f') = Ak( 5
k
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In practice, the number of k-vectors is chosen so that ;(r) is represented to the
h2|k|2
2m

required accuracy. This is decided by an energy cutoff, E., , describing
the maximum kinetic energy of any planewave used in the expansion. For systems
with highly localised electron states (and thus large kinetic energies), calculations
can become computational unwieldy due the large FE., required. Planewave basis
sets are also inefficient for describing isolated molecules as many planewaves are used
to describe vacuum regions where the charge density vanishes.

A second popular approach, and the one used in SIESTA, is to expand the wave-

function over a linear combination of localised, atomic-like orbitals
) _ J
Pi(r) =) Clga(r),
a

where ¢,(r) are radial numerical functions that have a finite radius and are strictly
zero beyond that radius. This approach describes localised orbitals well and the
number of basis functions required is relatively small. A disadvantage is that, in
comparison to planewaves in particular, the approach lacks a systematic route to
convergence, i.e., there is not a single parameter to tune the convergence. A basis
set of atomic orbitals can be defined by three main features: size, range and radial

shape.

e Size A single-¢ (SZ) basis set has one single radial function per angular momen-
tum channel. A double-¢ (DZ) basis set includes a second function per channel,
usually via the split valence scheme [55]. Polarisation orbitals can also be in-
cluded. These are generated by polarising the basis orbitals with an electric
field [53].

e Range The atomic-like orbitals must be strictly localised in order to obtain
the sparse Hamiltonian essential for calculation efficiency. A cut-off radius is

defined for each orbital beyond which the orbital goes strictly to zero.

e Shape Within the pseudopotential framework, the basis orbitals are generally
chosen as the solutions of the same pseudopotential in the free atom (pseudo-

atoms).

Pseudopotentials

It is well known that most physical properties of a material do not depend on the
tightly bound core-electrons but rather on the valence electrons that are responsible

for chemical binding. Also, the core electrons are only slightly affected by changes
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in the chemical environment so it can be assumed that the configuration of core
electrons within a crystal or a molecule is the same as it would be in an isolated
atom. For this reason, the pseudopotential approximation is introduced [57], where
all the core electron potentials are replaced by single effective potentials that describe
their effect on the valence electrons. In this way the wavefunctions remain unchanged
with respect to the all-electron wavefunction beyond a certain radius but they are

replaced by a smoothly varying function in the core region.

=
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Figure 2.2: Schematic representation of the pseudopotential method. The all-electron po-
tential V' and orbital ¢, are replaced with the pseudopotential V?® and the
pseudo-orbital ¢P* inside the core radius r.. Figure taken from Ref. [58].

There are several methods available for generating pseudopotentials; all results in
this thesis were obtained using norm-conserving Troullier-Martins pseudopotentials
59, 60]. In general, one begins by solving the atomic radial Schrodinger equation in

1

a spherically symmetric potential V[p|(r) for a particular valence shell (n, ¢)

1d*>  ((+1) . e
[_ 2dr? g 22 i V[/)]("')J""‘/",/:i[' = ey »

where V[p](r) is the Kohn-Sham effective potential for the atomic density p(r)
Z
VIl(r) = == + Vialol(r) + Vaelol(r)
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The real all-electron wavefunction ¥/4F oscillates wildly in the core region and it is
thus replaced by the smooth nodeless pseudo wavefunction 1% which is constructed
in such a way as to match the real wavefunction outside the chosen matching ra-
dius. From ¢!® the pseudopotential can be determined by inverting the Schrodinger

equation:
((0+1) 1 d* . pg

VPS = &nt — =1
nt (T) Ene 92 + 2747?/}‘:’}9(7‘) drgrl/}né (T)

A more detailed discussion on pseudopotentials can be found in Refs. [58, 61, 59].

k-points (Monkhorst Pack Method)

For periodic systems, by virtue of Bloch’s theorem, any real-space integral over the
infinite system can be replaced by an integral over the (finite) first Brillouin zone.
Integrations are then performed by summing the function values of the integrand over

a finite mesh of k-points, i.e.

1
k= — L F (k.
/BZF(k:)dk - Ej:uj (k;)

where F'(k) is the Fourier transform of f(r), Q is the cell volume and w; are weighting
factors. The k-point mesh must be sufficiently dense in order to achieve convergence
to the correct result (note however that the total energy convergence is not necessarily
monotonous with respect to the k-point density). For all calculations presented in
this work the unbiased method of Monkhorst-Pack was employed. The chosen k-
points comprise of rectangular grid of points distributed homogeneously throughout
the Brillouin zone. In some cases the symmetry of the crystal is exploited in order to

reduce the number of k-points used.
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2.3 Electronic Transport at the Nanoscale

A theoretical description of electronic transport over length scales less than an elec-
tron’s mean free path is a very challenging problem. Ohm’s Law is no longer valid
and quantum transport dominates. Any description must take not only the system
geometry and the electronic structure into account but also the fact that the system
is no longer in equilibrium. Technological developments have meant that there are
now accurate electrical measurements carried out on a variety of systems over a wide
range of temperatures and scales. Achieving a theoretical understanding of these ex-
perimental results requires the development of methods to model electronic transport.
The Boltzmann formalism to treat electronic transport is one of the most well known.
A non-equilibrinm distribution function is used to describe the occupation probability
of the phase space. The equations of motion for this distribution function can then
be constructed such that in the steady state the effect of the electric field is balanced
by the effect of collisions. However, this method is limited to cases where the system
size is much larger than the mean free path. The time dependent Kubo formalism
describes the current as a response to an applied electric field. However in its most
rigorous formulation it can be difficult to apply it to realistic systems. Landauer
first related the conductance to the quantum mechanical transmission coefficient in
a simple 1D single channel formula [62]. A more general treatment, now including

higher dimensions and multiple conductance channels, was given by Biittiker [63].

2.3.1 Toy Model of Transport

In order to capture some of the key aspects behind the ab initio description of elec-
tronic transport, I will initially follow the ‘bottom up’ approach taken by Datta [64],
where the key concepts are introduced via a simple toy model of transport at the
atomic scale in an archetypical molecular system.

Such a system generally consists of a molecule, represented for simplicity by a
single energy level, ¢, sandwiched between two metallic leads kept at two different
chemical potentials, y;, and pup (see Fig. 2.3). As at low biases only a small number of
molecular orbitals participate in the transport, this simple model already incorporates
much of the physics required. The energy difference between gy, and pp is described

by the potential difference, V', applied across the two electrodes
ur — pr = ev.

For p1;, = pg the system is in equilibrium with the occupation of the molecular energy
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Figure 2.3: Schematic representation of the toy model. The left and right contacts are kept
at two different chemical potentials, p;, and pr. The coupling of the single
molecular orbital, ¢, to the left lead (right lead) is 7, (vg).

level given by
1

1 + ele—#L,R)/kBT °

frr=

For V' # 0, however, equilibrium cannot be established. In this case, if p;, > pg, the

left lead will pump electrons into the molecule energy level, while the right lead will
take electrons from it. As such, the occupation of the energy state in non-equilibrium
conditions will be between that of f; and frp and the resulting imbalance drives a
current flow.

The net flux of charge from the left lead into the energy level, I, is proportional
to the difference between the actual occupation of the orbital, N, and the equilibrium

occupation, fj,

VL
L (f, — N). (26)

Similarly, the charge flux Iy from the right lead into the energy level is given by

11,26

In = e (N — fr) (27)

where 7—’,,3 is the transmission rate from the left/right contact to the energy level.
Here, v, r depends on the strength of the coupling between the lead and the energy
level. At the steady state, the charge occupation of the energy level is constant. This
is because there is no net flux into or out of the energy level, i.e., I} + Ir = 0. The
average charge on the energy level can then be derived using Eqns. (2.6) and (2.7)

and the condition that I;, = —Ip

_ nfrtrfr
Vo YR

N
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Similarly, the steady state current can be also calculated using the condition that
I, = —Ig
I=1I,=-Igr= (—M[ L(€, uR) — fR(E",,UR)]‘
hyL +7r
In order to take into account the broadening of the molecular energy level due to its
interaction with the infinite leads the discrete energy level is replaced by a Lorentzian

density of states centered around E = ¢, with a width determined by ~

where v = v, + vr. The occupation of the broadened energy level is now given as

N = /30 D,(E)W‘fl‘ + "/Hfl_f‘

~/

(o'¢) /

and the steady state current as

e [ e '
/- 5/ D.(E) Y21, (E) - fa(E)), (2.8)
s ,
e [ . .
where T(E) = D-(E)*}# is the total transmission probability (the transmission

coefficient). The current integrand is non-zero only in the region f;, — fr # 0 and so
the integral only needs to be evaluated over an energy window between gy and pg

known as the ‘bias window’.

2.3.2 Green’s Functions

The toy model of transport introduced in the previous section, while capturing many
of the basic concepts involved, needs to be extended to include the real electronic
structure of the electrodes and the scattering region. A full quantum mechanical
description is now required. Several schemes for achieving goal this exist and include
many-body and time-dependent DFT methods [65, 66]. One of the most popular
methods, and the one used in this thesis, is the non-equilibrium Green’s function
formalism (NEGF) combined with DFT [67]. The transport calculations in this work
are performed by using the SMEAGOL platform [68, 69], which interfaces a NEGF
routine with the DFT code SIESTA.

The NEGF method allows one to calculate the non-equilibrium state of a system

consisting of a scattering region attached to semi-infinite electron current/voltage
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probes (electrodes). These electrodes are assumed to be in equilibrium so all states are
filled up to the Fermi level while the occupation of the states in the scattering region
has to be determined. A detailed theoretical description of the NEGF equations and
formalism can be found in the literature [67, 70, 71, 72, 73]. Here, we initially present
some general properties of the Green’s functions in relation to electronic transport

calculations followed by an outline of the SMEAGOL algorithm.

Introduction to green’s functions

The Green’s function for an operator O is defined as
GG =1,

where [ is the identity matrix. The scattering region can be described by the single
particle Hamiltonian H such that Hv),, = E,S,, where 1), are the single particle
wavefunctions with eigenvalues E and S is the overlap matrix. The retarded Green'’s

function can then be defined as
G(E)=[(E+)S — H]‘1

with & — 0. The DOS and charge density can then be reformulated in terms of
the Green’s function and in particular in terms of a spectral function, A(E). This is

defined as the anti-Hermitian part of the Green’s function [67]
A(E) = {|G(E) - G1].

The DOS can be written as

and the charge density matrix as
1 o0
b= ——/ f(E)A(E)dE,
20 Jo

where f(F) is the Fermi-Dirac distribution.
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Green’s function for the scattering region

The NEGF formalism requires the device under investigation to be split into three
separate subsystems: the left lead, the scattering region and the right lead. The leads
are treated as semi-infinite and periodic in the direction of transport. The scattering
region, however, breaks the translational symmetry so that the whole system must
be described as infinite but yet non-periodic. As a result, Bloch’s theorem cannot be
used. The NEGF method solves this problem by mapping the infinite system onto
an effective finite one. The general set-up is shown in Fig. 2.4.

Left Lead Sca[te[ing Region Riglll Lead

P e s e e e e e - - ---
O e

L R R

HL Him HM Hpm HR

Downfold Leads
into
Self-Energies

—_—
)T}

Figure 2.4: A schematic representation of the device set up in SMEAGOL. The device is
partitioned into three distinct regions: the left lead, the scattering region and
the right lead. The leads are subsequently replaced by effective self energies,
Y1, and X g, that act on the finite Hamiltonian of the scattering region, Hyy.
These implement the open boundary conditions of the problem.

The central scattering region, also known as the ‘extended molecule’ (EM) is elec-
tronically coupled with both the left and right lead. The leads are assumed to interact
with each other only via the EM. The leads are further subdivided into ‘principle lay-
ers’ (PLs), defined such that each PL only interacts with the two neighbouring PLs,
one of either side of it. Several PLs are generally included in the scattering region in
order to allow the charge density to converge to its bulk value. As a consequence, the
electronic structure of the leads is assumed to be independent to that of the scattering

region and so can be calculated independently.
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The scattering region is described by a finite Hamiltonian, H);, and the interaction
between the scattering region and the left and right leads is described by Hja and

H g respectively, so that the full Hamiltonian of the infinite system is given by

0 H, H, H 0 \
0 H, Hy Hpy 0
H= 0 Hyr Hy Hur 0
0 Hry Hy Hy O
0 H.. s H D

St o e

where H | represent interactions between PLs. More simply,

H, Hipny O
H=| Hy, Hwuy Hur
0 Hrpym Hr

where H;, and Hp are the Hamiltonians of the left and right leads respectively (they
have infinite dimension). The overlap matrix can be described with a similar matrix

structure

Sc Sem O
Smr, Sm Smr
0 Srm Sr

S:

As the electronic structure of the leads far from the interface is not influenced by
that of the scattering region, all the degrees of freedom associated with the leads can
be eliminated using a re-normalisation procedure. This can be shown to be exact
[74] and replaced by the lead self energies, ¥ and Yp for the left and right leads
respectively, which describe the electronic structure of the leads and their coupling

to the scattering region. The effective Hamiltonian then becomes
Heff =Hy+X,+X5R

which is non-Hermitian (the number of electrons within the scattering region is not

a conserved quantity).

The retarded Green’s function for the scattering region is now defined as

G[\,](E) = [lim (E + [(S)SM = H/\] == E[J = 23]7]

6—0t
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and it contains all the information about the EM attached to the leads.
The ‘broadening matrix’, ', defines the rate at which electrons enter and leave
the scattering region

Cr/r =X/ — E];,/R]'

The application of an external bias, V', affects only the Hamiltonian of the EM
while the Hamiltonian of the leads changes only by a simple rigid shift of the on-
site energies (because of the efficient electron screening in the metal) so that the

Hamiltonian becomes

H,+5.% Hyu 0
H= Hur Hy Hp
0 Hpy Hp+ S0

By a similar reasoning the self energy and broadening matrices at a bias V' can
be calculated by determining them at zero bias and by applying a shift of ¢ to the

electronic structure

- eV
Xrr(E,V)=Xr(EF bR V'= 1y,

J
>

eV .
Cu/r(EV) =Tumr(EF 5V =0).

2.3.3 Transmission and Current

Using the Green’s function of the EM, the lesser Green’s function can then be calcu-
lated
G<(E) = Gu(TLfr + Trfr)Gl,,

where fr)p = f(E —pr/r) is the Fermi distribution and g, is the chemical potential

of the left /right lead. The density matrix can then be obtained from G<(FE) as

p=— [ G<(B)E. (2.10)

T om

—00

This is the fundamental equation of the NEGF formalism.
Once the converged solution for the charge density is achieved (discussed in the
next section) the transmission coefficients and current can be calculated. The two-

terminal current can be defined as [75]

I = (—/ T‘l'[FLGR,FRGAI](fL — fr)

hJ o
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By comparing this equation to Eqn. (2.8) we can see that the transmission coefficient

becomes

T(E,V) = Tr[[1G},TrGuy,

where V = pu;, — g is the potential bias applied to the system.

2.3.4 Smeagol Code

SMEAGOL (Spin and Molecular Electronics in Atomically-Generated Orbital Land-
scapes) is a DFT implementation of the non-equilibrium Green’s function method,
specifically designed for magnetic materials, including non-collinear spin. It is capable
of calculating currents and transmission coefficients with a high degree of accuracy
and can facilitate large scale simulations. SMEAGOL has been successfully used to
describe transport in heterostructures [76], tunnel junctions [77], molecules [78] (in-
cluding DNA [50]), point contacts [79], nanowires [80] and nanotubes [81], among
others.

The only input required by the NEGF formalism is the Hamiltonian of the system.
Although in principle any DFT code that outputs a Hamiltonian in a tight-binding-
like form can be used, in this case SMEAGOL is interfaced with the DFT code SIESTA
(described in Section 2.2.7). As such, it can capitalise on the advantages offered
by SIESTA, in particular in relation to the efficient (linear) scaling achieved for large
systems. Several aspects of the implementation of the SMEAGOL code will be discussed
briefly here. A more thorough description is given in Refs. [68, 69].

The Kohn-Sham Hamiltonian is constructed in SIESTA using a trial initial density
matrix. The self energies are determined from a previous calculation for a bulk infinite
system corresponding to the leads. By using all this information the effective NEGF
Hamiltonian, H,s, can be constructed and it is used to generate the retarded Green’s
function for the scattering region. The new NEGF density matrix can be determined
with Eqn. (2.10) which is then used as the new input density for SIESTA. This process
is then iterated until self-consistently is achieved.

With the application of an applied bias, the Hartree potential at the left and
right boundaries of the scattering region must match that of the electrodes. This
is now shifted by +¥ due to the external potential so that Vi (z) = Vi(2gr) + V.
This can be achieved by simply adding a term Vigmp(2) = eV (2 — 252£) /(2 — z1)
to the potential calculated within SIESTA for the periodic scattering region (using
the fast fourier transform (FFT) method). A schematic of this method is shown
in Fig. 2.5. Note also, that due to the FFT method of solving the Poisson equation

within SIESTA, the DFT potential is defined only up to a constant. This is problematic
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Figure 2.5: The top panel shows the system we wish to study, an extended molecule sand-
wiched between two leads, together with its potential profile. The bottom panel
shows the periodic system obtained by repeating the extended molecule in the
direction of the transport and the potential profile ramp. V,.4py. that will be
added to the potential calculated within SIESTA.

as the potential at the edges of the scattering region must match that of the bulk
electrodes. A simple solution is to rigidly shift the Hartee potential of the entire cell
in order to enforce the matching of the potential at the boundary. The exact value is
chosen by examining the bulk electrode potential at a certain plane and by comparing

it to the potential at an equivalent plane in the EM structure.

2.3.5 Limitations of the DFT-NEGF formalism

We end this section with a brief discussion of the limitations of the DFT-NEGF
method. Many of these limitations originate in those already discussed for DFT. For
example, the identification of the Kohn-Sham orbitals as the system removal energies
can generate errors if the exchange-correlation potentials give incorrect results. This
in particular can be a problem in the calculation of transport across molecules. Fur-
thermore, the assumption that the equilibrium Kohn-Sham Hamiltonian is valid when
the system is not in equilibrium has been questioned [82]. The DFT-NEGF method
does not produce the correct the I-V characteristics for systems with strong elec-
tronic interactions or where Coulomb blockade effects dominate. Systems with weak
coupling are similarly poorly described due, in part, to the absence of the derivative
discontinuity of the potential [83]. In saying this however, the DFT-NEGF approach
is a powerful method to determine the transport properties of realistic systems at the

atomic level where the full problem is treated in an ab initio manner.
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2.4 Conclusion

In this chapter we have presented the theoretical formalism of both density functional
theory and the NEGF method for transport calculations. Density functional theory
has emerged as one of the most powerful methods for computing the ground state
properties of many-electron systems with a wide range of applications in physics,
chemistry and material science. The theory is, in principle, exact and it is limited
only by the approximation of the exchange-correlation energy functional. The imple-
mentation of DFT in the ab initio code SIESTA was described. The NEGF formalism
can calculate the quantum mechanical transport properties of nanoscale devices at
finite bias. Within the SMEAGOL code the NEGF method is interfaced with the
SIESTA code. The current can then be calculated as a function of bias by integrating
the transmission coefficient over the relevant energy region. The implementation of
the SMEAGOL code was briefly discussed. Finally, some limitations of the DFT-NEGF

method were outlined.
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CHAPTER 3

Bulk SrRuO3 and BaTiO;3

3.1 Introduction to ABO;3; perovskite oxides

The term perovskite is given to the family of materials with general chemical formula
ABX3, where A and B are cations and X is an anion. Perovskite oxides, where X
is oxygen, exhibit an exceptional range of properties. They range from insulators to
semiconductors to metals, and can possess properties such as ferromagnetism, anti-
ferromagnetism, ferroelectricity, high dielectric constant, highly correlated electron
behaviour, colossal magnetoresistivity, high-T~ superconductivity and many more.
Such electronically rich behaviour can be attributed to the subtle interplay between
charge, spin and orbital ordering. Both fundamental and device-orientated research
have striven to master these interactions by way of doping, applying strain and ap-
plying external magnetic or electric fields. As such, these materials show considerable
promise for future technical applications, even more so due to the tremendous progress
made in recent years in the thin film oxide growth.

Single-crystalline films of various thicknesses can now be routinely grown on a
wide variety of substrates without defects and with a high degree of control of the
structural and electronic properties of the film. This was achieved by an advancement
in growth techniques, in particular by the techniques of physical vapor deposition such
as sputtering, pulsed laser deposition and molecular beam epitaxy. The maturation
of these methods has resulted in sub-monolayer control over deposition to the extent
that oxide lattices can be grown with a similar quality to semiconductor lattices.
Indeed, perovskite oxides can now be deposited on silicon substrates with atomically
sharp interfaces.

Along with a desire to understand the fundamental properties of oxide materials,
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interest is also driven by the prospect of creating new devices. In particular, oxides
are playing an ever increasing role the in the enhancement of spintronic effects such

as in CMOS-based and emergent logic and memory devices.

3.1.1 ABOj; structure

The perfect perovskite structure has ABOj stoichiometry, where A is a mono- or
divalent metal and B is a tetra- or prevalent atom. In its cubic allotrope, which
in general exists at high temperatures, it can be described as a cube with the A
cations located at the cube corners, the B cation at the body centre and the oxygen
anions located at the face centres forming an octrahedra around the B ion as shown
in Fig. 3.1(a). It can be alternatively be seen as a cubic network of corner-sharing
BOg octahedra, where the A-site cation is located at the center of a cube defined by

eight BOg units giving it twelve-fold coordination.

(a) Pm3m space group (b) Pbnm space group

Figure 3.1: Schematic representation of the ABOj3 perovskite.

The ideal perovskite is cubic (space group Pm3m), however it readily undergoes
structural transitions, involving only small distortions from the ideal geometry, owing
to the range of cation sizes that can be accommodated in the structure. Deviations

from the ideal cubic structure are defined by the Goldschmidt tolerance factor

o Ra+ Ro
V2(Rp + Ro)
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where R; is the radius of atom 7, and can be attributed to the requirement to optimize
the anion coordination about the A-site cation [84]. The cubic perovskite structure is
formed when ¢’ =~ 1. When ¢’ > 1 the A cation is too large for its interstitial position
and the structure can develop a small polar distortion. When #' < 1, the A cation is
now too small and so cannot bond effectively with the oxygen ions surrounding it. If
t' is only slightly less than 1 (between 0.71 and 0.9) then small rotations and tiltings
of the oxygen octahedra will be sufficient to stabilize it [resulting in, for example, the
orthorhombically distrorted structure in Fig. 3.1(b)]. If the A and B cations are of
similar size (t' < 0.71) a more strongly distorted structure will be required to stabilise

it, for example the ilmenite or the corundum structure.

In this chapter we will focus on the bulk properties of two very different perovskite
oxides that form the basis for much of the work in later chapters. Firstly, we will
discuss the 4d itinerant ferromagnet StRuQOj3; and in particular the effect of electronic
correlation on its electronic properties. We then describe the prototypical ferroelectric
material BaTiO3 by using two different exchange correlation functionals with the
intention of finding the best description of its transport properties when incorporated

in a tunnel junction.
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3.2 Structural and Electronic Properties
of SrRuO;

3.2.1 Introduction

Conductive oxides are essential components in composite heterostructures where they
are often used as electrode materials in thin film applications [85, 86, 87]. In the per-
ovskite crystal family, the itinerant ferromagnetic STRuO3 (SRO) is a popular choice
since it is one of the more conductive metallic oxides with good thermal properties
[88]. In thin films, SrRuOj; is intensely investigated as a possible route to the real-
ization of novel field-effect devices [89, 90]. In addition, it is of particular interest
to the spintronic [91, 92| and multiferroic [21, 93] communities, which have been
recently energised by the possible device applications available from engineering in-
terface phenomenon [94, 95, 96, 97, 98, 99, 100]. However, one limitation in the design
of thin film oxide devices is the observation of increased resistivity in metal oxides
as the film thickness decreases. Such behavior is clearly present in ultra-thin films of
SrRuOj3, where a metal-to-insulator (MI) transition [101] occurs at four monolayers.
This substantial change in the electrical conductivity presents a serious challenge for
device miniaturization. This thin film MI-transition has generally assumed to be at-
tributable to electron-electron correlation effects and so here we explore the effect of
electron correlations on the electronic properties of StRuQs.

The 3d transition metal oxides (TMOs) are known to possess strong electron-
electron correlations that can drive a system that should be metallic, within a simple
band picture, into an insulating state. Due to the large spatial extent of the 4d-
orbitals in the ruthenates, correlation effects are anticipated to be less important
as stronger hybridization provides more effective screening and a reduced Hubbard
U Coulombic repulsion energy. Many experimental studies have already addressed
the degree of electron-electron correlation in SrRuQOj3 including X-ray and ultraviolet
photoemission spectroscopy [102, 103, 101, 104], specific heat measurements [105],
conductivity measurements [106], and transport experiments [107]. For example,
Kim and coworkers [102] use X-ray photoemission spectroscopy (XPS) to identify
how such correlations change within the ruthenate family, and Toyota et al. [101] use
photoemission spectroscopy (PES) to detail the metal-insulator transition in SrRuQOj3
as a function of film thickness concomitant with the onset of magnetism. In all of
these studies, the general consensus is that electron correlation effects do play an
important role in determining the electronic structure of this itinerant ferromagnet,

but to what degree remains unclear. Furthermore, some theoretical investigations
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have begun examining covalency [108], correlation [109] and orbital ordering [110]
effects in bulk SrRuQOs;. The magnetic properties of SrRuO3 under epitaxial strain
have also been investigated with first-principles techniques [111].

Here, first-principles density functional theory (DFT) calculations are performed
to identify the degree of correlation in bulk SrRuQOj3. Correlation effects are intro-
duced into the conventional band theory (local spin density) approach to treat the
Ru d-orbitals and their hybridization with O 2p-orbitals via the pseudopotential self-
interaction corrected (ASIC) local spin density method. Two structural variants are
considered - the ideal cubic perovskite structure and the experimentally observed or-

thorhombic structure, which includes tiltings and rotations of the RuOg octrahedra.

3.2.2 Crystal Structure & Magnetism

Due to the small size of the Sr*" cation, SrRuOj3; undergoes a series of structural
transformations with temperature, from high symmetry cubic (Pm3m, stable above
950 K) to tetragonal (14/mem, stable above 820 K) to distorted orthorhombic struc-

ture (Pbnm) at low temperatures. The deviation in the structure from the high

Figure 3.2: The Pbnm crystal structure of SrRuQOs.

symmetry cubic state is described by the tilting angle (180° — ¢)/2 and the rotation
angle (90° — 0)/2 of the oxygen octahedra. The RuOg octahedra tilt in alternate
directions away from the ¢ axis and rotate around the b axis. Adjacent octahedra
distort in opposite directions (see Fig. 3.2).

By using the Shannon-Prewitt radii for this compound a predicted Goldschmidt

tolerance factor of ¥=0.908 is found, which is far from the the ideal case of t'=1,
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suggesting that distortions should indeed occur. A rotation angle of 7.99° and a
tilting angle of 10.56° (corresponding to a Ru-O-Ru angle of 158.89°) are found for
Pbnm SrRuQOj3. Such distortions reduce the hybridization between the Ru 4d states
and the O 2p states narrowing the band width and thereby increasing the degree of
correlation.

Below approximately 160 K, StRuQOj3 exhibits strong ferromagnetic behavior, and
has a measured Rhodes-Wohlfarth ratio [112] (ptess/ptora) of 1.3 suggesting that its
magnetism can be well described by a localized d-electron model similar to the el-
emental ferromagnetic metals. Within this model and under an octahedral crystal
field, the 4d-manifold splits into a threefold degenerate to, subband that is lower in
energy than the twofold degenerate e, states. Neglecting covalency in the undistorted
cubic structure, the spin-only magnetic moment for StRuQs is 2 pp and corresponds
to a low-spin state for Ru'* ions (d* : ff‘jm,t;g 1)- Experimentally, however the mag-
netic moment is measured to be closer to 1.1 pug/f.u., although values ranging from
0.9 pup/fu. and 1.6 pg/fu. have been reported [113]. (The spread in values is at-
tributed to the large magnetocrystalline anisotropy of the material, and the difficulty
in making large single-domain samples.) First-principles calculations also report a
magnetic moment ranging from 0.9 pp/fu. to 2.0 pg/fau. [114, 105, 115, 116] de-
pending on the details of the exchange and correlation functional and the treatment
of the core and valence electrons. The reduced calculated magnetic moment in the
solid compared to that in the free ion is due in part to the large spatial extent of
the 4d orbitals, which results in a significant overlap (hybridization) with the oxygen
2p orbitals. Furthermore, due to the metallic character of SrRuOj3, an overlap of
the majority and minority Ru 4d bands occurs at the Fermi level; as a result partial
occupation of the minority bands also leads to the magnetic moment reduction.

In this work, we examine both the electronic and magnetic structure of the Pbnm
and Pm3m crystal variants. Metallicity and magnetism are both related to the d
bandwidth, which in turn depends on both correlations and structural properties
such as tiltings and rotations of the oxygen octahedra. Our goal is to identify the
relative contributions of electron-electron correlation effects and structural distortions

to the electronic properties of SrRuO3.

3.2.3 Theoretical Methods
LSDA

Our initial electronic band structure calculations were performed within the local

spin density approximation [117] (LSDA) using the SIESTA [118, 119, 120] density
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functional theory (DFT) package. We used the Perdew-Zunger [44] parametrization
of the Ceperley-Alder data [121] for the exchange and correlation (XC) functional.

The core and valence electrons were treated with norm-conserving fully separable
[122] Troullier-Martin [123] pseudopotentials." The localized atomic orbitals for each
atom used a single-¢ basis set for the semicore states and a double-¢ for the valence
states. Total energies were computed in a uniform real space grid, corresponding to
an equivalent plane-wave cutoff of 800 Ry. The Brillioun zone for the cubic structure
was sampled with a 26 x 26 x 26 k-point Monkhorst-Pack mesh, and with a 15x15x 12
k-point mesh for the Pbnm structure. Integrations were performed with a Gaussian
broadening of 0.10 eV in all calculations.

The equilibrium lattice parameter for the cubic structure was found by fitting the
total energy as a function of volume to the Murnaghan equation of state. The theoret-
ical equilibrium volume is 59.75A% about 4.7% smaller than the experimental volume
of 62.736A% as is to be expected from an LSDA calculation. The cell parameters and
atomic positions of the orthorhombic structure (Table 3.1) were optimized by starting
from the theoretical positions reported in Ref. [111] and the ionic coordinates were

: =1
relaxed until the Hellmann-Feynman forces on the atoms were less than 4 meV A",

Atom Site & Y z
Sr 4c¢  -0.0050 0.02948  0.25
Ru 4a 0.5 0.0 0.0

O(1) 4c 0.0653  0.4939 0.25
O(2) 84 0.71419 0.28569 0.03439

Table 3.1: Calculated structural parameters for STRuO3 with the Pbnm symmetry. The
orthorhombic lattice constants are given as a = 5.5031, b = 5.4828, and ¢ =
7.7459 A.

Investigations of the electronic structure of Pm3m SrRuQOj; have been described
by several different groups [114, 105, 111] within the LSDA; and here we briefly
summarize those conclusions and remark that our results are consistent with the
earlier calculations. A metallic ferromagnetic ground state is found to be stable, with
strong Ru 4d character at the Fermi level. Substantial hybridization occurs between
the O 2p states and the Ru 4d states and no energy gaps are observed in the density
of states (DOS). The calculated magnetic moment is also always reduced from the

fully ionic limit of 2 up.

IThe electronic configurations for each atom is: Sr 4s24p®4d°4f° (1.50, 1.50, 2.00, 2.00), Ru
4524p°4d74f° (1.30, 1.30, 1.40, 1.30), and O 2s5%2p*3d°4f° (1.15, 1.15, 1.15, 1.50), where the cutoff
radii (Bohr) for each orbital is given in parentheses.
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In Section 3.2.4, we will discuss in detail the electronic structure of orthorhombic
SrRuOj3, where the need for the ‘beyond-LSDA™ approaches becomes more transpar-
ent. The method to examine electron-electron correlation effects is described in more

detail in the remainder of this section.

Self-interaction corrected (SIC) methods

It is well known that the LSDA and other approximate local and semi-local XC-
functionals are affected by spurious self-interaction (SI). This unphysical self interac-
tion error is not a problem for materials with delocalized electronic states, e.g. simple
metals or semiconductors with mostly covalent interactions. However, it can make
a significant contribution to the total energy in systems characterized by spatially
localized electronic states. The self-interaction in itinerant-correlated systems, such
as SrRuO3 has not yet been previously evaluated and therefore SrRuQOj is an excellent
testing ground for the SIC methods.

Many different methods have been proposed to remove SI in DFT calculations
since there is no unique way to define SIC for a solid. The first was made by Perdew
and Zunger [44], where they directly removed the self-XC energy of all the occupied
Kohn-Sham orbitals from the LDA XC-functional. The approach we use here incor-
porates part of the SIC into the pseudopotential (ASIC) by a nonlocal, atomic-like
contribution, which reduces many of the computational overheads [46, 47, 45]. This
procedure allows the SIC to be separated into contributions from both the core and
the valence electrons. In this work, we use the method described in Ref. [47]. The
atomic SIC is then rescaled by the self-consistent occupation numbers of the orbitals
within the crystal. In this scheme, only the valence bands are corrected since the
empty conduction bands, coming from orbitals where the occupation numbers are
close to zero make no contribution. In comparison to LSDA+U, ASIC does not
require external parameters, it can be applied to both magnetic and non-magnetic

systems, and does not require a choice of which orbitals to correct [124].

3.2.4 Results & Discussions

As we have mentioned before, the electronic structure of SrRuOjz has been inves-
tigated previously using the LSDA [114, 105, 111]. Here we verify our own LSDA
calculations, with an emphasis on the discrepancies between the experimental mea-
sured photoemission results [102, 101] and our calculated electronic structure of the
orthorhombic material. We then extend our study to a “beyond LSDA” approach to

examine effects of the correlation on the electronic structure.
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3.2.5 LSDA Results

Cubic structure

The total energies were calculated for the cubic ferromagnetically ordered SrRuO; and
the non-magnetic state using the optimized lattice parameters. The ferromagnetic
groundstate is found to be lower in energy by 31.6 meV with respect to the constrained
paramagnetic (non-spin-polarised) solution.

The density of states of cubic SrRuQOj is shown in Fig. 3.3.

I T I T I T T T T I T I
2 Sr4d

. .
Density of States (states eV~ spin )

energy (E-Ep)

Figure 3.3: The total (dashed line) and partial spin-resolved (shaded) density of states for
cubic SrRuQ3 calculated within the LSDA. (UPPER) Sr 4d states, (MIDDLE) Ru
d states and (LOWER) O 2p states.

The valence band is composed largely of O 2p states hybridized with Ru 4d states,
with the oxygen contribution predominately found in lower regions of the valence band
and the Ru one dominating at the Fermi energy. The large peak in the DOS near
the Fermi level is caused by the fairly flat Ru ¢5, bands while the strongly hybridized
¢4 orbitals form broader bands at the bottom of the valence and conduction bands.
The Sr 4d states are found around 5 eV above the Fermi energy (Ef).

The exchange splitting causes an energy shift between the majority and minority
spin states; at the I' point a splitting of ~0.60 eV is observed in the Ru 4d states while

a split of =0.30 eV in found in the O 2p states. The calculated magnetic moment per
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formula unit was found to be 1.26 pup 2. Approximately 70% of the moment is found

on the Ru atoms, with the remaining distributed over the oxygen octrahedron.

Orthorhombic structure

By using the optimized LSDA lattice parameters for the Pbnm structure, we find
that the ferromagnetic ground state is 6.34 meV/f.u. lower in energy than the con-
strained nonspin-polarised structure, and additionally it is 150 meV/fu. lower in
energy than the ferromagnetic cubic phase. This energy stabilization can be associ-
ated with the oxygen octahedral tiltings and rotations, and agrees well with previ-
ous first-principles studies that used experimental lattice parameters [114, 111] (the
LSDA underestimates the lattice parameters by only about 1%). Also it is consistent
with the experimental observation of ferromagnetic StRuQOj in the distorted GdFeO;
structure [126].

Density of States (states eV’ spin'])

g S L R
4 6 4 2 0 2 4 6 8
energy (E- Ep)

Figure 3.4: The total (dashed line) and partial spin-resolved (shaded) density of states for
Pbnm SrRuQOs calculated within the LSDA. (UPPER) Sr 4d states, (MIDDLE)
Ru d states and (LOWER) O 2p states.

The (P)DOSs for the orthorhombic structure are shown in Fig. 3.4. This can be

seen to be similar to those of the cubic structure discussed earlier (Fig. 3.3). Con-

2Local magnetic moments are determined, here and elsewhere, using standard Mulliken popula-
tion analysis [125].
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sistent with the reduction in Ru 4d - O 2p overlap resulting from the tiltings and
rotations, the bandwidths are slightly narrower in the orthorhombic structure. This
results in gaps appearing in both the majority and minority states at about 0.9 eV
above the Fermi level. Interestingly, the Ru 4d exchange splitting is reduced slightly
at I'. This is accompanied by a reduction in the magnetic moment compared with
the cubic structure to 0.92 pug/fu. Turning now to the magnetic properties of the
orthorhombic structure, there is yet another discrepancy between the LSDA calcu-
lations and the experimental results. For the orthorhombic structure, a moment of
0.92 pp/fau. was found with the relaxed atomic positions. As noted, the sponta-
neous magnetization in the bulk (films) has been reported to be near 1.6 up (1.4up).
Some of the underestimate in the magnetic moment compared to experiment can be
attributed to the LSDA in which it is known that solids are typically overbound, lead-
ing to greater bond strengths and enhanced hybridization between the Ru 4d states
and the O 2p states.

Finally for the LSDA section, we compare our first principles LSDA results with
recent PES data [103, 127, 128] with the goal of identifying which features are driven
by correlation. In an ideal single-electron picture, the measured PES would consist of
narrow peaks corresponding to the energies required to excite noninteracting electrons
from the valence band into the continuum. However, the photoemission energies are
more accurately interpreted as differences between two many-body N-electron states:
the ground state, and the excited state with a photoelectron and hole. The effect of the
many-body interactions is to broaden the one-electron peaks and shift spectral weight
into so-called quasiparticle peaks. The strongest reduction in spectral weight from
correlation effects occurs from so-called coherent peaks near Ey, and it is accompanied
by transfer of the spectral weight to higher energy features (incoherent peaks). The
redistribution of the incoherent spectral weight into a well-defined satellite structure is
indicative of strong correlations, whereas a redistribution into the background spectral
distribution with a renormalization of the bandwidth indicates weak correlations.

In Fig. 3.5, we compare the measured spectra (cf. Refs. [101] and [129] for further
information on the experimental sample preparation) with our LSDA-calculated band
structure. Before commenting on the discrepancies between the bulk polycrystalline
spectrum and that of the thin film, we point out that both spectra are dominated by
three principle features (with the caveat that the bulk spectrum is highly broadened),
which are assigned to different electronic states by a comparison to our calculated den-
sities of states. In order to make this comparison, we convolute an energy-dependent
Lorentzian function [full width at half maximum (FWHM) = 0.1 |¢ — ex| eV)] with

the calculated DOS to account for lifetime broadening. A Gaussian function with a
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Figure 3.5: The experimental PES spectra for bulk polycrystalline [129] SrRuO3 (filled
circles) and 100 monolayer SrRuOj film [130] (triangles) grown on SrTiO3 are
compared to the calculated LSDA(4U) and ASIC densities of states. The cal-
culated DOS are broadened with an energy dependent Lorentzian (FWHM =
0.1]e — ep| eV) and a Gaussian function (0.34 eV FWHM). An energy depen-
dent parabolic background has also been added.

FWHM=0.34 eV is also used to account for the instrumental resolution, and an en-
ergy dependent parabolic background is added. The O 2p bonding states are located
between 8 and 5 eV (A and B), while the O 2p nonbonding states are found at around
3.5 eV (C). In the range between 8 eV up to the Fermi level there are the occupied
Ru 4d states, with the t,, state lying across the Fermi energy beginning at 3 eV and
with a broad shoulder (D) between 2.4 and 0.7 eV.

In Fig. 3.5(b), we show more clearly the Ru 4d states around the Fermi level
by removing the background intensity and the contribution of the O 2p states by
fitting a Gaussian function to the experimental spectral distribution. In the thin
film sample, the sharp coherent feature located below the Fermi level is broadened
by the many-body effects already described; however an additional shoulder appears
between 2.4 and 0.7 eV. This subtle spectral feature is a signature of correlation

and is primarily due to spectral weight transfer from the coherent to the incoherent

48



Bulk SrRuO3 and BaTiOs 3.2 Properties of StRuQOs

feature. In contrast, the bulk polycrystalline sample shows only a single broad feature
centered at 0.8 eV, with reduced spectral weight below the Fermi level. The question
that one needs to answer before proceeding is whether or not this broad feature is due
to intrinsic correlations or due to sample preparation techniques. Based on previous
experimental comparisons between SrRuQj3 films and polycrystals [131, 132], this shift
in the spectral weight to the incoherent peak is attributed to the creation of near
surface states induced during in situ scraping and not due to intrinsic correlation
effects. Additionally the presence of grain boundaries and compositional defects are
also known to yield reduced coherent peak features in polycrystalline samples. We
therefore restrict our comparison of the PES data to the 100 monolayer film for the
remainder of this study, since it more accurately describes the intrinsic electronic
structure.

Some important discrepancies exist between our LSDA results and the spectro-
scopic data: the Sr 4d states are positioned approximately 1.5 eV lower in energy
than is expected from the experimental spectra as determined in the bremsstrahlung
isochromat spectroscopy (BIS) and x-ray absorption spectroscopy (XAS) spectra (not
shown) [103, 127]. The spread of the O 2p states is also underestimated. The most
drastic difference, and one examined many times in the literature, occurs in the Ru
4d states, where indications of correlations are found. In Fig. 3.5(c), we show only
the Ru 4d states near Ep compared to our calculated densities of states (without
broadening). As mentioned, the signature of strong correlations as observed in the
PES data is the strong renormalization (or even absence) of the quasiparticle peak
near Fy or large satellite peaks. In the thin films, the weak coherent to, peak centered
about 0.5 eV below the Fermi level has a substantial incoherent feature near 1.2 eV
and is good evidence for localized electronic states from strong correlation effects.
Experimentally the Ru 4d spectrum shows a coherent peak that is approximately
0.40 eV broader than what the LSDA predicts. Furthermore, the incoherent feature
in the experimental PES is 1.0 eV broader than in the LSDA calculation, where it
is suppressed. The long tail in the ty, states is likely due to hybridization with the
nonbonding O 2p states.

More recent ultraviolet photoemission spectroscopy (UPS) data [104] suggest that
the Ru stoichiometry plays a significant role in determining the spectral weight and
intensity of the ty, peak at the Fermi level. For stoichiometric SrRuOj films, the
spectral intensity near the Fermi level is in much better agreement with the calculated
PDOS, while Ru deficient samples have a reduced intensity. These facts suggest that
previous comparisons may have been made with nonstoichiometric Ru samples, which

may be caused by a high partial pressure of oxygen during growth. Although the Ru
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cation deficiency appears to explain the discrepancy with experimentally measured
spectra, it is difficult to fully remove correlation effects that implicitly result from
changes in stoichiometry, e.g., the d bandwidth can be varied by changing the volume
of the unit cell via changes in O-Ru-O bond angles which occurs upon Ru vacancy
formation. For example, Siemons and co-workers [104] found the enhancement of
an incoherent peak at approximately 1.5 eV below the Fermi level in ruthenium
poor samples measured with ultraviolet photoemission spectroscopy. Future first-
principles calculations may be able to identify the role of these defects. It is clear
that the LSDA incompletely describes the electronic and magnetic structure of bulk
SrRuO3, and this suggests that some underlying physics may be missing in the local
spin-density approximation. We next explore an extension of that description to
address whether the incoherent feature missing in the LSDA calculations, as well as
the reduced magnetization, could be due to correlated electron - electron interactions,

and whether these can be captured by a static on-site correction.

3.2.6 “Beyond LSDA” Results

We now explicitly add correlation effects into our electronic structure calculations for

SrRuOj3 using the ASIC method outlined above.

Orthorhombic structure

Fig. 3.6 shows the densities of states calculated with the ASIC method for both
Pbnm and Pm3m SrRuO;. When compared to the LSDA, the correlated bands are
narrower, with energy gaps appearing in both spin channels for the orthorhombic
structure (left panel). The inclusion of correlations causes a 70% drop in the total
DOS at the Fermi level compared with LSDA, with the result that the contribution
to the Ru 4d states is almost entirely derived from the minority spin channel, and
the material is close to half-metallicity. This significantly enhances the magnetic
properties compared to the LSDA, increasing the magnetic moment per formula unit
to around 1.9 pp (Table 3.2). In addition, the peak positions of the correlation-
included densities of states are in better agreement with the experimental spectra
(Fig. 3.5), although the intensity of the O 2p peak at ~7 eV is still low compared
with that of the Ru ty, peak.

We note that the ASIC method gives very similar results to LSDA+U when a
Uerr=1.0 €V is used. (For larger Uy values they are still consistent, however they
differ in a few of the finer details). The main difference between the electronic struc-

tures calculated with U,y = 1 eV and the ASIC methods is a larger bandwidth of the
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Figure 3.6: The total (dashed line) and partial spin-resolved (shaded) density of states for
cubic (left) and orthorhombic (right) SrRuOj3 calculated with ASIC are shown
in each panel. (UPPER) Sr 4d states, (MIDDLE) Ru d states, and (LOWER) O 2p
states.

Orthorhombic  Cubic

Experimental 0.90-1.60 n/a
LSDA 0.92 1.26
ASIC 1.99 1.77
LSDA+U,;;=1eV 1.97 1.64

Table 3.2: Summary of the calculated magnetic moments given in pp compared to the
available experimental data.

occupied orbitals, by ~1.7 eV, in the ASIC calculation (Fig. 3.7). This has the great-
est effect on the Ru 4d bands and the O 2p bands near 8.0 eV. As a result, the ASIC
shows better agreement with the PES in the bandwidth for the O 2p states between
8 and 4 eV, and as a result reproduces more closely the correct ratio of the higher
energy features to the Ru ty, peak. In Fig. 3.5(c) it is clear that both the LSDA+U
method and the ASIC suppress the ty, states at the Fermi level and shift the center
to higher energy (near 0.6 eV). However, the ASIC more accurately reproduces the
incoherent feature found experimentally at 1.2 eV when compared to the LSDA+U

result, while still maintaining a defined coherent peak.
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Figure 3.7: The total (gray line) and partial spin-resolved (shaded) density of states for
orthorhombic SrRuQOj3 calculated with Ueg = 1 eV (left) and ASIC (right) are
shown in each panel. (Upper) Sr 4d states, (middle) Ru 4d states, and (lower)
O 2p states.

Cubic structure

We complete this discussion by describing the differences in the calculated bulk cubic
electronic structure with the addition of correlation effects. This will help to isolate
the contribution of the octahedral distortions in the orthorhombic structure to the
bandwidth narrowing. Overall the weight and shape of the total density of states
calculated by including correlations are consistent with that calculated by the LSDA,
with the exception that the large densities of states at the Fermi level (majority to,
states) are pushed lower in energy (Fig. 3.6). The observed exchange splittings for
the various states are overall larger for the cubic structure, and this is consistent with
the electronic structures calculated with the LSDA. The magnetic moment is found

to be =1.77 pup and a fully metallic ground state is always maintained.

To summarize the bulk SrRuOj results, ASIC improves the description of the
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electronic and magnetic structure. However, the precise experimental spectra are not
fully reproduced although correct peak assignments can be made. By correcting the SI
error in LSDA, the Ru ty, bandwidths are improved with respect to the experiments
[109]. The total width of the O 2p band structure is also increased to approximately
7 eV in agreement with the spectral weights. We therefore suggest that SrRuO3 can
best be described as a moderately correlated material. Finally, as stated earlier, the
intensity at Ep has been decreased in comparison to LSDA, although it is still larger

than experimentally observed.

3.2.7 Spin Polarisation & Transport Properties

SrRuOj3 has been experimentally reported [133] to belong to the class of negatively
spin-polarized materials characterized by a greater number of minority spins at the
Fermi surface which are aligned antiparallel to the bulk magnetization. However, the
magnitude of the spin polarisation at the Fermi level remains controversial within the
experimental community, due in part to the different definitions of the spin polarisa-
tion (resulting from the different experimental techniques used to probe this quantity),
as well as to difficulties in performing the experiments. Furthermore, the theoretical
community has also not converged on the magnitude of the spin polarisation, due
to the sensitivity of the Ru tq, states near Ey on the choice of exchange-correlation
functional. In this section, we perform first-principles transport calculations on or-
thorhombic and cubic SrRuOs, and compare our results to the available data in the
literature. We also describe the various definitions of the spin polarisation commonly
used in the literature, and relate them to calculated ab initio quantities.

The spin polarisation at the Fermi level Pg ¥ can be calculated from the density

of states at the Fermi level (Ng, ) by the following ratio:

pr = —————N%" = N’%F (3.1)

Ng,. + N,

By using this definition with the LSDA, the sign of the spin polarisation for
orthorhombic SrRuQj; is ambiguous: we find that with a plane-wave (VASP) code
POE” = —2.95% while the local orbital code (SIESTA) gives a positive spin polarisation
of +2.00%. In contrast, for the cubic structure we find a positive spin polarisation
PLF for both first-principles calculations, +1.3% (vasp) and +8.8% (siesTA). The
reason for this discrepancy is attributed to the sensitivity of the exchange splitting
of the Ru 4d bands near the Fermi level to the structure. The majority to, band is

positioned very close to the band edge, and its precise location is sensitive to the finer
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details of the DFT calculation. As a result, the large spread in the calculated spin
polarisation is not surprising, and since the magnitudes of the spin polarisations are
small, changes of a few percent can give a change in sign.

When correlations are introduced, POI’ " increases in magnitude significantly and is
negative in all cases. The spin polarisation calculated for the orthorhombic structure
with the ASIC method is -85.7%, compared with a value of +2.00% when the SI
error is not corrected. This value agrees with that obtained by the LSDA+U when
Uesr=1.4 eV. We previously found that smaller U,.;; values improve the agreement
between ASIC and LSDA+U band structures and magnetic properties, suggesting
that the ASIC transport results should be regarded as providing an upper bound on
the magnitudes of the spin polarisation.

Despite being the most natural definition of spin polarisation at the Fermi level,
determining P, as defined in Equ. (3.1) is a nontrivial experimental process, since
the spectroscopic measurements required typically have poor energy resolution. As
knowledge of the degree of spin polarisation in a ferromagnet is crucial for its use in
spintronics, several different experimental methods have been developed in order to
determine this quantity.

The transport spin polarisation can be defined as

M-

P=rn Sl

where 17 is the spin-dependent current. However I7 is not directly observable and
must be determined indirectly. The transport spin polarisation now depends on the
experiment in question, and in particular on whether the transport is in the ballistic
or diffusive regime. In the ballistic limit the current is proportional to Ng, vp, while
for diffusive transport it is proportional to Np,v# (assuming that both spin species
have the same relaxation time), where v§. are the spin dependent Fermi velocities.

Therefore the transport spin polarisation at the Fermi level can be redefined as

nt nl
N-‘TFVF — N}FI/F
NJF V;ET 4 N}F 1/;,5i

By = (3.3)
where n = 1 for ballistic transport or n = 2 for diffusive transport [134, 135]. If n = 0,
this definition reduces to that of the spectroscopic polarisation, . An additional def-
inition of polarisation is used in Meservey-Tedrow style tunneling experiments. Here
the spin-dependent DOSs are weighted by their corresponding tunneling matrix ele-
ments. Such an experiment has been performed for STRuQOj3; and report approximately

a -10% spin polarisation [133]. Inverse tunnel magnetoresistance measurements also
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suggest that SrRuOj3 is negatively spin polarized [86]. This is in agreement with the
majority of the calculations which find that SrRuQj is a negatively spin-polarized
material at the Fermi level.

The point-contact Andreev reflection (PCAR) technique, which is based on the
process of Andreev reflection [136] and developed as an experimental method in the
work of Soulen et al. [137] and Upadhyay et al. [138] has been used successfully to
determine the magnitude of the transport spin polarisation, although it cannot de-
termine its sign. Experimental results [139, 140, 141] using this method report values
ranging between 51% and 60%. It should be noted that in the Andreev experiment
the polarisation is not uniquely defined, in that it must be extracted from the data
through a fitting procedure and involve terms that describe the transmittivity of the
interface between the ferromagnet and the superconductor. These parameters are
typically difficult to determine precisely and consequently introduce further uncer-
tainty in the experimental spin polarisation. Furthermore, it is important to note
that in all PCAR experiments, it is necessary to establish whether the transport is
in the ballistic, diffusive or intermediate regime (noninteger n) which ultimately de-
pends on the transmittivity of the interface. The experimental results for STRuOjz are
further complicated by the fact that the transport in the system has been measured
in both regimes.

In order to allow for a direct comparison with the PCAR experiments, the trans-
port spin polarisation in both the ballistic and diffusive limit was determined by using
the ab initio electronic transport code SMEAGOL [142]. Here we calculated the trans-
port at zero bias through both the orthorhombic and cubic structures®, and present
the results in Table 3.3 and Fig. 3.8.

P, % (LSDA, ASIC)
Orthorhombic Cubic
n=0 +2.00,-85.7 +8.80,-16.1

n=1 -1.44,-92.9 -8.99, -50.9
n=2 -15.1, -98.0 -32.9, -79.5

Table 3.3: Transport spin polarisations, according to the definition of Eqn. (3.3) and cal-
culated with the LDSA and ASIC. Results for both the orthorhombic and cubic
SrRuOg crystals are included.

The shortcomings of the LSDA in describing the spin polarisation at the Fermi

level in SrRuQj3 are again apparent. The highest spin polarisation obtained with

3The Brillioun zone was sampled in these cases with a 20 x 20 x 1 Monkhorst-Pack mesh for the
orthorhombic structure and a 40 x 40 x 1 mesh for the cubic structure.
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Figure 3.8: Spin dependent transport coefficients, N, .vp and N, uf calculated with ASIC.

the LSDA for the orthorhombic structure is 15% and it is obtained in the diffusive
limit. This is notably smaller than the experimental PCAR results measuring the
same quantity, P,. As shown in Fig. 3.8, on changing from P, to P, the polarisation
increases and becomes more negative. Since the group velocity tends to zero at the
band edge, and it is maximized at the band center, higher powers of n in P,, suppress
the contribution of the Ru 4d states at the band edge and enhance those at the
band center. From Fig. 3.8 it is then clear that the large negative polarisation is a
consequence of the center of the majority Ru 4d band being positioned approximately
1 €V below the Fermi level, while the minority Ru 4d band center is aligned across

the Fermi level.

Further enhancement is seen by introducing correlation; for example, by correcting
for the SI error, the spin polarisation increases due to the reduction in the number of

majority Ru ty, states at the Fermi level. The correlated ab initio calculations now
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give a very high spin polarisation, ranging between 85.7% and 98.0%, whereas the
highest value achieved experimentally is just 60%. Qualitatively similar results are
found for the cubic structure, although the SIC in general has a smaller influence on
the spin polarisation. For example, P; goes from 8.99% (LSDA) to 50.9% (ASIC),
while P, goes from 32.9% to 79.5%.

It is also useful to note the strong dependence of spin polarisation on distance
from the Fermi level. In Fig. 3.9 we show for the orthorhombic structure that if
the Fermi level is moved just 100 meV into the valence band, P, is decreased to
81.4%, while moving Ey by 200 meV decreases it further to 59.8%, bringing it within
the experimental range of values. In practice this shift in the Fermi level can be
realized by off-stoichiometric compounds such as those investigated by Siemons et

al. [104]. The discrepancy between the computational and experimental results could
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Figure 3.9: Spin polarisation, according to the definition of Eqn. (3.3), as a function of
distance from the Fermi energy (set to 0 eV) and calculated with the ASIC for
the orthorhombic structure.

be then due to a number of factors: for example, there are several known limitations
with PCAR including spin-flip scattering events which could drastically reduce the
measured value of P, as well as the possible ambiguous fit of PCAR measurements
to a multiparameter model [143]. We also note that spin-orbit coupling, which we
did not account for in our transport calculations, could reduce the spin polarisation

at the Fermi level.

Despite these disparities, both ab initio calculations and experiment show SrRuQOj
with a high negative spin polarisation. As expected, LSDA underestimates the spin
polarisation at the Fermi level, whereas the inclusion of correlation through the correc-

tion of the SI error results in much better agreement between theory and experiment.

=
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3.2.8 Conclusions

We have examined the effects of the structural distortions and the correlation ef-
fects on the electronic and magnetic properties of SrRuO3 with first-principles cal-
culations. We find that including weak strong correlations via the correction of the
self-interaction error gives good agreement with the experimental spectroscopic data
for bulk orthorhombic SrRuO5. The addition of the octahedral distortions leads to a
narrowing of the majority spin Ru to, and the O 2p states. However, the exchange
splitting is small with respect to these bandwidths and consequently a fully insulating

ground state is not obtained.
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3.3 Structural and Electronic Properties
of BaTiO;

3.3.1 Introduction to Ferroelectric Materials

In order to be classified as ferroelectric, a material must exhibit a spontaneous elec-
tric polarization that can be switched between two states with the application of
an electric field. These two states, which are both stable at zero electric field, are
equivalent and differ only in the orientation of the electric polarization vector [144].
The analogy with ferromagnetic materials, namely the hysteresis effect in the applied
field-polarization curve, the existence of a Curie temperature 7, and the fact that
the dipole moments align in the same direction, lead to the prefix ferro- being used.
The first such material to be experimentally confirmed was the Rochelle Salt in the
1920s by Valasek. For decades it remained the only known ferroelectric crystal and
the microscopic mechanism leading to its polarization was poorly understood, mainly
due to its complicated crystal structure. Little progress was made until the discovery
in 1945 of a material exhibiting a dielectric constant of the order of several thousands
at room temperature, barium titanate (BaTiO3). Shortly after, it was also revealed
to be ferroelectric [145]. It was the first of a family of ferroelectric perovskites, which
also includes PbTiO3, KNbO3 and Pb(Zr,Ti)O3 (PZT), to be reported. Due to the
relative structural simplicity, (the unit cell has only five atoms per unit cell and ex-
ists in a structure with high symmetry) both theory and experiment now progressed
rapidly.

In conventional ferroelectrics, a category including many of these perovskites, fer-
roelectricity is driven by the atomic arrangement of atoms within the crystal. In
particular, they undergo a rich variety of structural phase transitions with tempera-
ture which are inextricably linked with the ferroelectric phase transitions. The cubic
(centrosymmetric) phase is most stable at higher temperatures but, as the temper-
ature is lowered, the symmetry is lowered into various ferroelectric structures. Such
ferroelectrics, depending on the displacement of the internal atomic coordinates, are
called the conventional or displacive ferroelectrics.

Electronic ferroelectrics do not rely on physical displacements of atoms; instead
the electric polarization and ferroelectric transition is due to purely electronic degrees
of freedom and electronic interactions. The result is a symmetry-breaking transition
that will occur even if the atoms are held in their high symmetry positions. One
example of such behaviour is the triangular mixed valence oxide, LuFe,O4, where

frustration on a triangular lattice leads to the ordering of Fe?t and Fe?' ions in an
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arrangement of polar symmetry.

Ferroelectric materials are classified as “improper” when the polarization is no
longer the primary order parameter but rather is coupled to a non-polar lattice dis-
tortion or a magnetic order parameter. Examples include the multiferroic HoMnOj
where the electronic ordering results in a structure lacking inversion symmetry. In
such materials, ferroelectricity is induced only as a result of some electronic phase

transition and as such can be described by a secondary order parameter.

Some ferroelectrics have also been classified as “order - disorder” type (e.g. NaNQOy).

Such a classification distinguishes between materials that are macroscopically or mi-
croscopically non-polar above T,.. That is, in an order-disorder ferroelectric, symmetry
breaking distortions are present above T, but are randomly orientated such that there
is no net electric polarization. This is in contrast to the so-called “displacive” ferro-
electrics where high symmetry is microscopically restored above T,.. Real materials
generally fall between these two classifications.

Initial attempts to theoretically describe ferroelectricity at the microscopic level
were slow and hindered by seemingly different mechanisms in each of the ferroelectric
materials discovered. For a long time hydrogen bonding was thought essential for
the creation of a polar instability. It wasn’t until 1960 that Anderson and Cochran
established that the ferroelectric phenomenon could be described by the theory of
lattice dynamics. In this model, the ferroelectric transition is associated with the
softening of a phonon mode which freezes in below T, generating the ferroelectric
structure. In the case of centrosymmetric BaTiO3, two transverse optic modes are
unstable at the I' point. These are associated with the displacement of the Ti atom

against the oxygen octrahedra cage [146].

Landau theory

Landau theory [147] has been used successfully to describe the phenomenological be-
haviour of phase transitions in superconductors and ferromagnets. Such a theory
assumes that any thermodynamic equilibrium state can be completely expressed as a
polynominal expansion of the thermodynamic potential with respect to a number of
variables, for example the stress o, the strain s, the temperature 7', the entropy S and
the electric field £ (only the symmetry compatible terms are retained). Devonshire
extended the theory to ferroelectric materials by including the polarization variable
P [148, 149]. The free energy can be written as a function of these variables (usually
the three components of polarization, the six components of the stress tensor and

the temperature). The free energy can then be minimized with respect to the order
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parameter, in the case of ferroelectrics the polarization P. Other important thermo-
dynamic quantities can then be found by a suitable differentiation of the free energy.
The free energy density of a ferroelectric material as a function of a single-component
polarization can be written to the 6" power as
Fp=2aP? 4+ Yot Lyps _pp
2 4 6
where a, b and ¢ are coefficients generally to be fitted from experiment. The equilib-
rium configuration can then be determined by taken the derivative with respect to
the order parameter P. For example the electric field as a function of the polarization

will then be given by
E =aP +bP° + cP,

If a, b and ¢ are positive then Fp has a minimum at the origin. If a < 0, and
b,c > 0, then the free energy will instead have the double-well profile characteristic
of a ferroelectric ground state. Examples of these two energy profiles are shown

in Fig. 3.10. The ferroelectric transition can then be described by assuming a =

ao(T — Tp) so that:
1 gy Lope o Lo g
.F]) = 5(1,()(T E TE))P + pr 1= BI)P o EP,

where ag is positive for all known ferroelectrics and the sign of b determines the

Free Energy
Free Energy

Figure 3.10: Schematic representation of the potential energy with respect to the displace-
ment pattern (A) in a (a) centrosymmetric material and (b) ferroelectric ma-
terial.

nature of the ferroelectric transition. If b > 0 then the transition from paraelectric

to ferroelectric with the decrease in temperature will take place at 7' = Tj and the
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transition will be continuous indicating a second order transition. The spontaneous
polarization, Py, is given by the two minima of the double well and can be estinlated

by taking the appropriate derivatives of the free energy, i.e. when 3; = 0and § ‘) & < 0

a
B== E(TO =T

Py decreases as T decreases and vanishes when 7' > T;. If b < 0, the order parameter

jumps discontinuously to zero at 7T, indicating a second order phase transition.

Experimental and theoretical measurement of the electric polarization

The polarization can be related to the integrated macroscopic current flowing through

the system via dP('

= j(t), where j(t) is the current density. A typical experimental
measurement. of tho spontaneous polarization is shown schematically in Fig. 3.11.
The transition between ferroelectric states is driven by an applied electric field. The
maximum polarization achieved with such a field is called the saturated polarization.
When this field is removed the remnant polarization, P, is left. Applying a field in
the opposite direction to the original polarising field reduces the polarization until
it reaches zero at E = FE¢. This is the coercive field. It is important to note that
it is not possible to measure either P nor —P directly, but only their difference.
Thus, the spontaneous polarization is given by % the difference between P and — P,
where symmetry considerations determine the factor i. In this way the spontaneous

polarization of BaTiO3 has been measured to be 26,C/cm? [150].

p

N

E

v

Ec Ec E

Figure 3.11: Polarization versus Electric Field (P-E) hysteresis loop for a typical ferroelec-
tric crystal.

Despite being the most important quantity in any description of ferroelectric ma-

terials, an ab initio method for determining the spontaneous polarization was not
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available until the Berry Phase formalism was developed in 1993. This so-called
‘modern theory of polarization’ allows one to calculate the macroscopic polarization
of a crystal as a Berry phase of the electronic Bloch wavefunctions [151, 152].
The total macroscopic polarization, P, is given as a sum of an ionic and an
electronic contribution g
P=P.+1) Zm,
i=0
where N is the number of atoms in the unit cell, 7; are the positions of the ions and

Z; are their charges. P, is calculated by using a discretized version of the formula

A . M |Gyl !
P, =i /‘ dky Y A e (tusn | 5= ten),
J £ =1

where f is the occupation, g. is the electron charge, M is the number of occupied
bands, and uy,, are the Bloch functions. Gy is the shortest reciprocal vector along the
chosen direction. (Note: The macroscopic polarization is only defined modulo fq.R,
where R is an arbitrary lattice vector).

The nominal static charges for ABO3 perovskites are 1 or 2 for the A cation, 4 or
5 for the B cation and -2 for the oxygen. If an ion is displaced, the electron charge
is carried by that ion as it moves and can be described by the Born Effective Charge
(BEC) tensor. As such, the BEC tensor describes the electric polarization induced
in zero field upon ionic displacements. It can be equivalently described as the force
exerted on undisplaced ions by a field. In some materials, the charge carried by the
displaced ion is much larger than is expected from the formal ionic charges. Such
BECs are anomalous. BECs are found to be highly anomalous in many (though not
all) ferroelectric compounds, in particular in the family of ferroelectric perovskites.
The magnitude of the spontaneous polarization can be estimated by studying the
BECs and displacements for the centrosymmetric reference configuration. The BECs

are defined by
7% _ Q9 0Py
Lo, T e 0“1.5 =01

where € is the unit cell volume, « refers to the direction of polarization and /3 refers

to the direction the atom is displaced to.

Exchange-correlation functionals

In recent years, and in particular since the development of the modern theory of po-

larization, DFT calculations have become increasingly indispensable in the analysis
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of experimental work on ferroelectric materials and even in the prediction of new
materials. LDA and GGA are the most commonly used functionals but these are not
without their problems - indeed their limitations with respect to ferroelectric mate-
rials have been well documented. As for most materials, LDA calculations generally
underestimate the lattice constants of ferroelectrics by about 1 or 2%. This is prob-
lematic when we consider the strong interplay between the polar structural distortion
and the volume. In some cases the polarization can be significantly suppressed by
such an underestimation of the equilibrium volume. For this reason many authors
use the experimental lattice constants but such an approach is not always feasible
(for instance, when predicting new materials) or desirable (it would be preferable to
conduct all calculations without introducing any adjustable parameters). GGA tends
to overestimate lattice constants, leading to the so-called ‘super-tetragonal’ structure.
We note that several exchange correlation functionals have been developed in recent
years with the intention of overcoming these deficiencies. The modified GGA func-
tional of Wu and Cohen [153] predicts highly accurate volumes and displacements
for BaTiO3 and PbTiO3. Hybrid functionals such as BSLYP have also recently been
applied to ferroelectrics [154] and multiferroics [155]. Another well known limitation
of both LDA and GGA is the underestimation of the bandgap. This is a considerable
problem when dealing with metal/ferroelectric interfaces when an underestimation of
the bandgap can have pathological results if charge is nonphysically exchanged with
the ferroelectric material.

For these reasons, a thorough investigation of the structural and electronic prop-

erties of BaTiO3 is necessary and this will be the focus of the rest of the section.

3.3.2 Crystal Structure and Polarization
Unstrained structure

The cubic perovskite structure, containing five atoms per unit cell, is stable at high
temperatures. Its space group symmetry is the non-polar Pm3m and it is the usual
‘reference’ structure to which the ferroelectric configuration can been seen as a per-
turbation. The experimental lattice constant is 4.00A. As the temperature is lowered

BaTiOj exhibits three structural phase transitions:

e A transition from cubic to tetragonal (P4mm) occurs at 405K with a polariza-

tion pointing along [001],

e A transition from tetragonal to orthorhombic (Pmm2) occurs at 278K with a

polarization along [011],
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e Finally, an rhombohedral structure (P3ml) becomes stable at 183K with P
pointing along [111].

(a) Centrosymmetric (b) Ferroelectric

Figure 3.12: (a) Schematic representation of the ideal cubic BaTiOjz perovskite. (b)
Schematic representation of the pattern of displacements related to the fer-
roelectric configuration of BaTiOs5.

It is the symmetry lowering from Pm3m to P4mm that allows the relative dis-
placements (A) of the atoms along the z-axis. The Ba ion occupies the Wyckoft
position 1a (0, 0, 0), the Ti cation occupies the 1b (3, 3,3 + A 1) while the two
in-equivalent oxygens (O; and Oy;) occupy the 1b and 2¢ with positions (%, %, Ao,)
and (%, O,% + Ap,,) respectively. It is these displacements that result in a nonzero
polarization along [001].

The equilibrium lattice constant for the cubic structure is 3.9465A within the
LDA. This is similar to that reported for other LDA calculations [156] but it is a
slight underestimation of the experimental value (4.000A). The GGA results in a
slightly overestimated lattice constant of 4.026A.

Relaxation of a ferroelectric tetragonal phase requires the simultaneous relaxation
of both lattice constants and internal atomic coordinates which are no longer defined
by symmetry considerations. The results of our structural optimizations are shown
in Table 3.4.* The position of the Ba ion was chosen to be a reference in the unit cell
and so it remains fixed at (0,0,0). The displacements of the other atoms are given
relative to the corresponding centrosymmetric structure in units of the out-of-plane

lattice constant, c.

4Relaxations were carried out with a k-mesh of at least 6x6x6 and a mesh cut-off of 800Ry.
Although an insulator, a denser k-mesh than normal is necessary for ferroelectric materials in order
to properly describe the mixed ionic-covalent character of the bonding.
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Phase (%) a(A) c(A) c/a V(A Apn Ao, Ao, P,
Cubic LDA 3.9465 3.9465 1.00 61.47  0.00  0.00 0.00  0.00
Cubic GGA 4.0263 4.0263 1.00 65.27 0.0 0.00 0.00  0.00

Tetragonal LDA  3.9354 4.002 1.02 61.98 0.016 -0.022 -0.015 31.05
Tetragonal GGA  3.9899 4.199 1.05 66.85 0.020 -0.046 -0.028 46.58
Experimental 3.9860 4.026 1.01 63.95 0.015 -0.022 -0.015 26.0

Table 3.4: Structural parameters of BaTiO3. Displacements (A) are given relative to the
centrosymmetrically-strained structure in units of the out-of-plane lattice con-
stant, c. Py is the Berry-phase polarization in pC/cm?.

While the use of LDA results in a reasonable good agreement with experiments,
the so-called ‘super-tetragonality’ of the GGA structure is evident. For instance,
the ¢/a ratio is much larger than that observed experimentally. The polarization,
as calculated with the GGA, is very high: 46.6 ;C/cm?. This is significantly higher
than the experimental value of 26.0 uC/cm? and it is due to the ‘supertetragonal’
structure. The relaxed GGA ¢ lattice is longer than that experimentally found by
~ 0.2A, with the result that the oxygen displacements are larger than expected. A
possible method to avoid the problem of a ‘supertetragonal’ structure is to use the
experimental volume. However, for consistency with the rest of our calculations,
and similar to other multilayer calculations [157, 158], we will use the relaxed GGA

structure.

Strained structure

Anisotropic strains can be routinely applied to ferroelectric thin films as they are
deposited on an underlying substrate due to differences in crystal lattice parameters
(See Fig. 3.13). As a result, the thin films can display greatly improved properties
compared to the properties of the corresponding unstrained bulk materials. By en-
suring that the misfit strain is not too large and the films are sufficiently thin, strains
of several per cent can be tolerated before misfit dislocations appear and the quality
of the film properties are degraded. Thus, by using strain one can enhance the in-
trinsic properties of a chosen material in a process known as ‘strain-engineering’. For
example, the transition temperature (7,) can be increased by several hundred degrees
[159] as well as large increases in the remnant polarization can be achieved [160, 161].
Strain can also induce a polarization in SrTiOs, a non-ferroelectric material in its bulk

state [162]. Breakthroughs in materials processing has meant that is now possible to
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grow heterostructures that are epitaxially matched to the substrate for large thick-
nesses and accommodate very large strains, up to 2-3%. In some cases it is possible
to drive a system through a number of phase changes, for example alternating layers
of BaTiO3 with SrTiOj can drastically change its properties [163].

The Landau free energy density, extended to include strain, predicts that the
polarization-strain coupling is quadratic in nature. Such a strong coupling portends
a highly sensitive relationship between ferroelectricity and mechanical constraints and
results in the rich structural phase diagrams that are found for some of the perovskite
oxides. A detailed review of the strain tuning of ferroelectric properties can be found
in Ref. [164].

For perovskites, the most commonly used substrates have orthogonal and equal
in-plane lattice constants. The misfit strain can then be defined as ﬂ;—é& where a is
the in-plane lattice parameter of the substrate and ag is the bulk equilibrium lattice

constant of the thin film material.

Figure 3.13: Schematic of a fully coherent epitaxial ferroelectric film bi-axially strained to
match an underlying substrate.

Although the in-plane lattice constant of a ferroelectric material grown on a sub-
state is constrained, the out-of-plane lattice constant is free to relax. In general, a
large compressive in-plane strain will result in the increase of the out-of-plane lattice
constant such that the polarization will increase in magnitude and point along the
z-direction. A large tensile plane will reduce the out-of-plane lattice constant and
the polarization will have an in-plane orientation. Intermediate values of strain can
result in the polarization having both an in-plane and out-of-plane component. Strain
engineering of this sort is used to artificially manipulate the magnitude and direction

of the polarization. Fig. 3.14 shows the resulting phase diagram of a theoretical cal-
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Figure 3.14: Phase diagram of BaTiOg3 in terms of epitaxial misfit strain and temperature
(from [165]). The labels are: p= paraelectric phase, c= tetragonal phase with
polarization oriented in the out-of-plane direction, aa= orthorhombic phase
with polarization oriented in the in-plane direction and r= monoclinic phase
with polarization oriented in the three directions

culation concerning BaTiOz. One can see that by manipulating BaTiO3 with both
strain and temperature it should be possible to drive the structure from tetragonal
to orthorhombic or even to monoclinic.

The effect of strain on these materials can be effectively described with DFT by
considering the behaviour of the bulk material under the same mechanical boundary
conditions. The effect of strain across a wide range has been thoroughly studied
within DFT elsewhere [166, 167, 168].

Fig. 3.15 shows how the length of the c-axis varies as a function of lattice mismatch.
We see that when the lattice is clamped in the ab-plane to the experimental lattice
parameters, the GGA functional tends to overestimate the distortion along ¢. The
LDA functional on the other hand underestimates this ferroelectric distortion. If
the compressive strain is increased the ¢ lattice increases, in accordance with the
Poisson effect whereby a compressive strain in one direction in accompanied with an
expansion of the unit cell in the perpendicular direction. Similarly, increasing tensile
strain results in a reduced ¢ axis.

Here, we consider in more detail the effect of a SrTiO3 substrate on BaTiO3. The
in-plane compression reduces the rhombohedral distortion of the bulk state, but it
does not eliminate it completely. However, the energy difference between it and the
optimised tetragonal structure is 1.86 meV and for this reason we consider only the
tetragonal structure. The GGA lattice constant of SrTiO3 is 3.95A. A compressive
strain of 1% is therefore applied to BaTiOs. The structural results are shown in

Table 3.5. The ¢/a ratio is now 1.08 with a corresponding increase of polarization to
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Figure 3.15: The out-of-plane lattice constant of BaTiOj as calculated for the bulk
clamped to different substrate lattice constants. Experimental data taken from

Ref. [169, 170

almost 52 pC/cm?, an increase of over 10% compared to unstrained BaTiO3. Thus it
is possible to enhance the polarization of BaTiO3 compared to its bulk value. Such a
result is invaluable when BaTiOj3 is combined as part of a heterostructure that might

otherwise reduce the polarization to a useless value. The effect of a range of other

Strain (%) a(A) c(A) c/a V(A Ap Ao, Ao, P,
Unstrained (0%) 3.9899 4.199 1.05 66.85 0.020 -0.046 -0.028 46.58
Strained (-1%) 3.9500 4.263 1.08 66.51 0.021 -0.053 -0.033 51.899

Table 3.5: The misfit strain (%) is defined as (a — ag)/ap where a is the unstrained lattice
parameter of the tetragonal phase. Structural parameters of strained BaTiO3
compared to unstrained BaTiOj3. Displacements (A) are given relative to the
centrosymmetrically-strained structure in units of the out-of-plane lattice con-
stant, c. Pg is the Berry-phase polarization in ;C/cm?.

strains on the stability of the various structures of BaTiOj is shown in Fig. 3.16 where
the unit cell energy for the the centrosymmetric (Pm3m), tetragonal (P4mm) and
trigonal (R3m) phases are plotted. As already noted, when BaTiOj is constrained to
the lattice parameter of SrTiO3 there is no significant difference in energy between
the trigonal and tetragonal structures, i.e. the ferroelectric distortion will be along
the c-direction. However when BaTiOj3 is subject to a tensile strain, for example
when grown on a Fe substrate, there is a significant energy difference (50 meV /f.u.)
between the trigonal and tetragonal structures. Here we expect the trigonal phase to
be dominant, allowing the polarization to have a significant non-zero component in
the ab-plane.

Next, we look at the how such structural changes effects the electronic structure of

BaTiO3 and in particular we discuss which exchange-correlation functional can best
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Figure 3.16: GGA total energy as a function of the ferroelectric distortion for bulk BaTiO3
in the tetragonal (P4mm) or trigonal (R3m) structure, either unstrained.
strained to the in-plane lattice constant of Sr'TiO3 or to the in-plane lattice
constant of Fe. A=0 refers to the ferroelectric ground state, A=1 refers to a
reference centrosymmetric structure.

describe both the structural and electronic properties.

3.3.3 Electronic Structure

In Fig. 3.17 the calculated total and partial density of states of unstrained tetragonal
BaTiOj3 are shown for both the reference centrosymmetric structure and the relaxed
ferroelectric one. The general characteristics of the (P)DOS close to the Fermi level
are as follows: the conduction band is largely of Ti 3d character and it is placed
between +1.5 eV and +7.5 eV (energies are taken from the top of the valence band,
which is set to zero). Mostly O 2p character is found between 0.6 and 8.0 eV. Hy-
bridisation between the Ti 3d and O 2p states drive the system to a ferroelectric (FE)
state via off-centering atomic displacements [171]. The PDOS shows that some p-d
hybridisation is present, in particular between Ti 3d and the top oxygen (O;) between
-2.5 eV and -6.0 eV.

Born effective charges were calculated with GGA for the unstrained structure
(see Table 3.6) and our results compare well with other first principles calculations
[172]. Highly anomalous charges are found, in particular for the ions involved in the
ferroelectric transition. Ti, for instance, carries a charge of +7.24, significantly higher
than its purely ionic charge of +4. The decrease of Z*, compared to Z%, and L,y 18

expected. In the tetragonal phase, along the ferroelectric direction, a short Ti-O bond
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Figure 3.17: Density of States of unstrained BaTiO3 as calculated with the GGA. Shown
are the total DOS (grey, shaded), the Ti 3d states (black solid line), the O; 2p
states (red solid line) and the Oy 2p states (blue dashed line).

length is followed by a longer one. This breaks the Ti-O chain along this direction,
with the result that the current flow associated with the effective charge is reduced.

The band structure (Fig. 3.18) shows an indirect band gap of 1.65 eV between R

GGA ASIC Ghosez et al. [172]
Atom | Z7, Z; 7}, L L Lo, | gy g Z;,
Ba 206 256 276 | 253 253 268 | 2.72 272 2.83
Ti 724 724 497 | 642 642 493 | 694 694 5.81
Oy -1.88 -1.88 -4.02| -1.89 -1.89 -3.84 |-1.99 -1.99 -4.73
Oy -2.14 -5.79 -1.80| -2.05 -5.03 -1.88|-2.14 -5.53 -1.95

Table 3.6: Born effective charges (Z}; for i = x, y, and z) calculated within the GGA and
ASIC for tetragonal BaTiO3 at the GGA relaxed coordinates. O; and Oj label
oxygen atoms on top of Ti and planar with Ti, respectively.

in the valence band to I' in the conduction band. The low-lying O 2s bands lie at
-16.8 eV while the Ba 5p states are at -11.2 eV. The O 2p which contribute to the
ferroelectric instability, are spread over 4.7 eV. These values, and in particular that
of the band gap, do not agree well with experimental results. The experimental band
gap is given as 3.2 eV. Furthermore, the spread of the O 2p manifold is much larger
at 5.5 eV, while the Ba 5p and O 2s are approximately 0.5 eV and 1.3 eV deeper
in energy than GGA predicts, respectively. An accurate description of the structural
and electronic properties of BaTiOj is vital if we wish to correctly analyze its behavior

as part of a junction. We find, however, that the behavior of bulk BaTiO3; depends
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Figure 3.18: GGA Band Structure of unstrained BaTiOs3.

in a critical way on the exchange-correlation functional used.
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Figure 3.19: ASIC band structure of BaTiO3 for the ferroelectric GGA structure.

ASIC has been found to correctly describe the electronic properties of oxides
[173]. With this in mind, we calculate the ASIC band energies of BaTiOj in the right
panel of Fig. 3.19. The band gap is now 2.70 eV, the O 2p manifold has a width of
5.07 eV and the Ba 5p and O 2s states are now at energies of -12.1 eV and -18.6 eV,
respectively, in much better agreement with experiments. ASIC corrects, to a large

extent, the electronic properties of BaTiO3 with its most significant contribution
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being the increase of the Kohn-Sham bandgap.

In Table 3.6 the ASIC Born effective charges are shown, calculated at the GGA
relaxed coordinates. There is a large decrease of the BECs for both Ti and O;, when
calculated with ASIC. They are still much larger than the formal ionic charges, but
much reduced with respect to the GGA. This is due to the ASIC induced orbital

localisation which reduces the p-d hybridisation and hence the BECs.
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Figure 3.20: Band gap calculated for bulk BaTiOs clamped to different substrate lattice
constants. The structure of LDA and GGA were relaxed, the ASIC band
gap was calculated with the GGA structure. Experimental data taken from
Ref. [169, 170]

We already found that straining BaTiO3 can have a profound affect on the ground
state atomic structure. Strain can also modify the electronic structure. In Fig. 3.20
we see that for all the three functionals studied (GGA, LDA and ASIC) the band
gap increases as we apply compressive strain to BaTiO3. For all distortions the LDA
and GGA band gaps are similar, with the ASIC band gap significantly bigger and
matching experiment well at the experimental lattice constant of BaTiOj3.

As the ferroelectric distortion is very sensitive to the exchange correlation func-
tional used it is necessary, when attempting to correct the electronic structure to
assess the affect this has upon the structure. Although ASIC provides a significant
improvement to the electronic structure, we found that the atomic structure suffered
as a consequence. By performing relaxations with the ASIC functional we found that
it is unable to provide the correct structure. The relaxation destroys the ferroic phase
and the material reverts to the cubic centrosymmetric phase. To analyze the ASIC
forces for BaTiO3 we linearly distort the structure from the LDA centrosymmetric
(A =1) to the LDA tetragonal phase (A = 0) as shown in Fig. 3.21. This calculation
was performed for a set of ASIC scaling parameters ( « ), where a = 0 is LDA and
a = 0.5 is the typical scaling for a majority of bulk insulating materials, in particular

oxides. We see that the forces in the ASIC promote the non-ferroic centrosymmetric
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phase.

°

Force on Ti atom (eV/A)

A

Figure 3.21: Force on the Ti atom through the centrosymmetric - ferroelectric phase tran-
sition.

The inability of the ASIC functional to describe the ferroic structure is on two
fronts. Firstly, the ASIC method does not provide a full energy functional, i.e., it is
not strictly variational. As such the definition of the forces is somewhat arbitrary as
we take the ASIC force to be the LDA force calculated at the ASIC density. Sec-
ondly, the ASIC functional tends to localize atomic orbitals. This is not in itself a
failure since the localization of the orbitals is directly linked to the band dispersion,
which has already been shown to improve. It does however reduce the O 2p - Ti 3d
hybridization which is responsible for the ferroic distortion [21, 174]. This is demon-
strated in Fig. 3.22 where we plot the local density of states (LDOS) for the top 2 eV
of the valance band in the tetragonal phase for both the GGA and ASIC (a = 0.5)

functionals.

3.3.4 Conclusions

We have examined the structural and electronic properties of BaTiO3 in an effort to
find an exchange-correlation functional capable of simultaneously describing both. We
found that the local functionals are capable of describing the ferroelectric transition
adaquately but fail to describe the electronic structure accurately. The underestima-
tion of the band gap, in particular, would prove problematic if BaTiOj is included as
a barrier material in a tunnel junction. In an effort to improve on this shortcoming,
we found that by correcting for the self-interaction error a much better agreement
was found with experiments. This improvement in the electronic structure was at

the expense of the structural properties however as ASIC does not stablilise a ferro-
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(a) BaTiOg3 cell (b) GGA (c¢) ASIC

Figure 3.22: Local Density of States plotted in an energy range between -2 €V and the Fermi
level. GGA (a) shows increased hybridization in comparison to ASIC (b) over
this energy range. This is due to the increased localization of SIC orbitals.

electric ground state. We found that the best description of BaTiO3 was to relax the
structure by using the GGA functional and then to calculate the electronic properties

with the ASIC functional.
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CHAPTER 4

Spin Dependent Tunnelling:
The TMR effect

4.1 Introduction

The emerging field of spintronics aims at utilising the spin of an electron to create
novel devices that go beyond simply enhancing the performance of conventional elec-
tronic devices. One particular area where spintronics has made a critical contribution
is that of magnetic tunnel junctions (MTJs), consisting of two magnetic layers sep-
arated by an ultra-thin insulating film. The current through such a film is strongly
dependent on the relative magnetisation of the magnetic layers; switching between
parallel (P) and anti-parallel (AP) alignment causes a change in the device resistance.
The interest in MTJs is driven by their potential for commercial applications, includ-
ing magnetoresistive read heads for hard-disk drives, modern magnetic sensors and
magnetoresistive random access memory (MRAM).

The figure of merit for MTJs is the tunnelling magnetoresistance (TMR). It is de-
fined as TMR=[Ip—14p]/lap, where Ip is the current through the junction with paral-
lel alignment and [ 4p is the current through the junction with anti-parallel alignment.
Very high TMR values of up to 1010% have been reported in CoFeB/MgO/CoFeB
tunnel junctions at 5K [12]. However, in order to achieve such high TMR values,
very high quality interfaces with very few defects are required [77]. The progress in
producing magnetic tunnel junctions (MTJs) with large TMR was initially limited by
the use of amorphous tunnel barriers. The situation however changed after the pre-
diction [23, 24] and subsequently the experimental realisation [175, 176] of epitaxial
MTJs. Since then, room temperature TMR in excess of 600% has been demonstrated

in MgO-based devices [177]. In general, for amorphous barriers the spin polarisation
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of the tunnelling current and hence the TMR magnitude, depends solely on the elec-
trodes’ density of states (DOS) at the Fermi level, Fy [10]. In contrast, perfectly
crystalline tunnel barriers are wave-function symmetry selective and make the tun-
nelling process sensitive to their electronic structure. As a result the amplitude and
even sign of the TMR may depend on the barrier itself. The understanding of such
a concept suggests that one can engineer the TMR by carefully selecting the insulat-
ing barriers to be epitaxially grown on magnetic electrodes. Ferromagnets [178] and
ferroelectrics [179, 180] are of particular interest as functional barriers.

The introduction of active barriers, in particular incorporating ferroelectric or even
multiferroic materials into the tunnel junctions has attracted considerable interest and
its influence on electronic tunnelling has only recently been explored. Multiferroics
have been formally defined as materials that exhibit more than one primary ferroic
order parameter simultaneously (i.e. in a single phase). There are four primary ferroic
orders; ferromagnetism (FM), ferroelectricity (FE), ferroelasticity and ferrotorroidic-
ity. The formal definition of multiferroics is quite restrictive and for that reason it
is common practice to also include the non-primary ferroic orders such as antiferro-
magnetism. Here we are primarily concerned with multiferroics that have FM and
FE ordering.

The coexistence of ferroelectricity and ferromagnetism in one material was long
thought to be impossible. The conventional mechanism for ferroelectricity requires
empty d orbitals (d°), while partially filled d orbitals are generally necessary for
magnetism. It was not until the 2003 discovery of a large ferroelectric polarisation
in epitaxially grown thin films of antiferromagnetic BiFeO3 [181] and the discovery
of strong magnetoelectric coupling in orthorhombic TbMnOj3 [182] and TbMnyO3
[183] that renewed interest in the field of multiferroics began. BiFeOj3 is one of the
most extensively studied single-phase magnetoelectric multiferroics. The Bi 6s lone-
pair electrons are responsible for the ferroelectricity while the partially filled Fe d
orbitals result in AFM ordering [184]. BiFiO3 is unique in that its FM and FE
ordering temperatures are well above room temperature (T ~ 640K and 1080K,
respectively). In general transition temperatures above 50K for both the magnetic
and electric phase transition are rarely found simultaneously and the magnitude of
the ME coupling is usually also small. For these reasons, the penetration of such
single-phase multiferroics into practical devices has been slow.

Since a prototypical single-phase multiferroic suitable for room temperature in-
dustrial devices has not yet emerged, an alternative must be found. Such an alter-
native could be the so-called 'double-phase’ multiferroics. These are heterostructures

or superlattices composed of individual ferromagnetic and ferroelectric layers. The
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advantages of this approach are numerous. Firstly, it is possible to choose the FM
and FE materials with high phase transition temperatures. Secondly, these mate-
rials could be optimized to ensure they have large spontaneous magnetisations and

polarisations, respectively.

4.1.1 Complex Oxide Multilayers

Breakthroughs in materials processing has meant that it is now possible to grow het-
erostructures comprised of perovskite oxides with thicknesses of only one or two unit
cells. These can be grown with atomically smooth and flat interfaces over hundreds of
square microns [185]. The growth is usually achieved by thin-film vapour deposition
techniques, including pulsed laser deposition, chemical vapour deposition, molecu-
lar beam epitaxy and sputtering. A common technique is to combine high-pressure
reflection high-energy electron diffraction (RHEED) with pulsed laser deposition in
order to control growth at the atomic level. With such a high level of control over the
growth it is possible to design artificial materials with specific properties by atomic-
scale tailoring their composition. For instance it has been shown, both experimentally
and theoretically, that the functionality of thin-film oxides can be engineered by con-
trolling strain [159, 186]. This can be achieved by optimising the lattice mismatch
between the oxide and its substrate. With careful choice of substrate and film it
is possible to tune the required properties. Importantly, a methodology to deposit
oxides on silicon has already been developed with the result that their successful
incorporation into standard microelectronic devices is now possible [187].

Since the development of epitaxial growth techniques, and driven by the interest
in complex thin oxides, a variety of combinations of different materials has been
investigated experimentally. For instance, the ferroelectric PZT, Pb(Zr, Ti)O3 has
been experimentally combined in a thick film laminate geometry with ferromagnetic
Terfenol-D (Th;_,Dy,Fey) [188] and also CoFe,O4 [189]. Thin-film geometries have
also been investigated, by combining FE materials such as BaTiO3 with FM ones usch
as (Pr, Ca)MnOj3. Another popular experimental geometry consists of embedding
vertical pillar nanostructures in a matrix of another material in order to fabricate
composite materials with high magnetoelectric coefficients [190].

Due to the long-range nature of the ferroelectric interaction, early theoretical
work suggested that ferroelectric materials should have a critical thickness (t.), i.e., a
thickness below which the ferroelectric state become energetically or thermodynam-
ically unfavourable [144]. It was thought that this thickness could be of the order

of a few pum, with the result that the incorporation of ferroelectric materials in nan-
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electrode or substrate electrode or substrate

electrode or substrate electrode or substrate

(a) (b)

Figure 4.1: Left panel: Electrode is comprised of a metallic material resulting in a depolar-
isation field, Ey, in the ferroelectric barrier. Right panel: Electrode is insulting
resulting in the creation of parallel polarisation domains.

odevices would be impossible. However, experimental work showed that t. could be
much smaller, at least by an order of magnitude. It was discovered that this critical
thickness was not an intrinsic property of the ferroelectric material, but rather it
depends on extrinsic electrical and mechanical boundary conditions and indeed on
the ability to grow high quality samples at extremely low thicknesses. An effect of
such boundary conditions is the so-called depolarisation field, E;. Assuming a po-
larisation normal to the interface, we expect a build-up of charge at either boundary
of equal and opposite charge. This will result, if uncompensated, in a depolarising
electric field and the spontaneous polarisation will be reduced (Fig. 4.1) [191]. The
depolarisation field increases with the thickness reduction of the FE material. If the
substrate is an insulator or a semiconductor, parallel polarisation domains will usually
form so that the overall charge build-up will cancel. Metallic electrodes can provide
charge compensation at the FE boundaries in order to reduce the depolarisation ef-
fects. Ideal electrodes can achieve complete charge compensation and thus result in
zero depolarisation field. However, in realistic electrodes, the screening charge is lo-
cated at a non-zero distance from the interface. The result is a small voltage drop
across the electrodes and the appearance of a depolarisation field that will suppress
a ferroelectric polarisation. For that reason, a careful choice of electrodes is critical
to maintaining a ferroelectric state in ultra-thin films. Sample preparation can also
have a huge effect on the critical thickness. It was reported [192, 193] that at small
ferroelectric thicknesses a passive layer could be formed at the interface between the
FE material and the electrodes. This resulted in a much reduced polarisation and
was a factor leading to fatigue failures [194] in some FE memory devices. Lattice
mismatch, and in particular strain relaxation, diffusion across the interface and other

defects can all result in the formation of a passive layer.
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In a significant theoretical advancement, Junquera and Ghosez reported a first-
principles calculation on a fully strained SrRuO3/BaTiO3/SrRuOj; film [157]. Such ab
initio calculations mean that it is possible to take the effect of interfacial chemistry
and atomic relaxations into account explicitly. They showed that the polarisation
decreases with the thickness of the BTO layer (tgro) and that the film finally becomes

paraelectric for thicknesses smaller than 6 unit cells, i.e., at 2.4 nm (Fig. 4.2). Such
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Figure 4.2: Total energy calculations for different thicknesses of BT O as a percentage of the
bulk soft-mode displacements, Inset, evolution of the spontaneous polarisation,
P, with thickness. Figure taken from Ref. [157].

promising results were found across a range of multiferroic multilayers. PbTiO3 was
theoretically found to maintain a switchable spontaneous polarisation below three
unit cells as long as the depolarisation field is fully compensated [195]. It was then
experimentally found that PZT films can maintain a switchable polarisation down to
thicknesses of a few nm [196].

In 2005 and 2006 Noh et al. [197, 198, 199] published a series of seminal experi-
mental studies on ultrathin BaTiOj3 in a fully strained SRO/BTO/SRO/STO (001)
geometry. This was the first experimental verification of the ab initio calculations
by Junquera and Ghosez. High-quality epitaxial layers were grown on the SrTiO;
substrate by using pulsed laser deposition. In-situ reflection high-energy electron
diffraction (RHEED) measurements were carried out to control the thickness of the
BaTiOj layer and also to monitor the quality of the interfaces. X-ray reciprocal space
mapping (X-RSM) showed that the in-place lattice constant was the same in all the
deposited layers; i.e. it was epitaxially matched to the SrTiOj substrate. The epi-
taxial growth was, in this case, possible up to tpro = 30nm. Most importantly, they

found that their samples remained ferroelectric down to a thickness of at least S5nm
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without the formation of any passive layer. Encouragingly, as can be seen in Fig. 4.3,
their structure also showed negligible effects of fatigue failure after 10 polarisation

cycles.

—o— Before
—a— After
10’ cycles
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Figure 4.3: (a) TEM image of SRO/BTO (6.8 nm)/SRO capacitor structure. Arrows indi-
cate interfaces between SRO and BTO layers and (b)P-E hysteresis loops for
the 5 nm thick BTO structure showing negligible changes after 10 polarisation
cycles. Figures taken from Ref. [199].

4.1.2 Julliere Model

The first model of the TMR effect was introduced by Julliere in his groundbreaking
paper [10] from 1975. In this work the first measurements of the TMR were displayed,
in an amorphous Fe/Ge/Co tunnel junction. A maximum TMR of 14% was found
at zero applied bias which rapidly decreases with the application of a bias voltage
(Fig. 4.4) and a model was developed to interpret the experimental results. This is
still widely used to describe spin-dependent tunnelling. The model is based on two
assumptions. The first is the so-called ‘two current’” model. This assumes that the
conduction processes of the spin-up and spin-down electrons are completely indepen-
dent [1]. Thus, for the parallel alignment of the magnetic electrodes, spin-up electrons
moving in the left-hand side electrode remain spin up on the right-hand side one after
tunnelling through the barrier. Similarly, spin down electrons on the left are still
spin down on the right. The two current model neglects any effects arising from the
spin-orbit interaction or any exchange interactions at the interface that could cause
the spin magnetic moments to locally deviate from their bulk alignment. The second
assumption is that the tunnelling matrix elements are independent of the energy and

the spin direction of the tunnelling electrons. The result of these two assumptions is
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Figure 4.4: Original results from Julliere’s 1975 experiment (Ref. [10]). Relative conduction
(AG/G) as a function of applied bias to Fe/Ge/Co tunnel junction at 4.2K. AG
is the difference in conduction between parallel and antiparallel magnetisation
alignment of the two ferromagnetic electrodes. The maximum TMR effect of
about 14% is found at zero bias but decreases dramatically with increasing bias,
vanishing around 6mV.

that the tunnelling current is proportional to the density of states of the ferromagnetic
electrodes
T Tas? AN L ard
G" o« N, Ng G* « Ny Ny,

1 Tard 11 LAt
G™ o« N] Ny, G+ e Ny Np

where GT) is the device conductance for parallel (antiparallel) magnetisation align-
ment and N,TU’) and N ,Tf(“ are the density of states of the two ferromagnetic electrodes

at the Fermi level. By defining the TMR as

Gp—Gar
TMR = ————
Gap
and the spin polarisation as
P NIT,,R_NI{,R 41
FAL e ) (4.1)
Npr+ Nig
we have that 5
TR = R
1 - PPy

(A discussion of the various definitions of spin polarisation can be found in Chapter 3,
Section 3.2.7). The Julliere model achieved good agreement with experiment for the
case of amorphous Al,O4 barriers. However, in some cases it does not work. For

instance, the values of P measured for Fe, Co and Ni indicates that transport is
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dominated by majority electrons. The Julliere model would suggest the opposite
based on the mainly minority Fermi level density of states in these materials (note
that both Co and Ni are strong magnets). In order to apply the Julliere model more
generally, the DOS entering in Eqn. (4.1) must represent an ‘effective’ tunnelling

DOS, characterising the interfaces as well as the electrodes.

4.1.3 Free electron model

The Julliere model was extended by Slonczewski in 1989 [200] within the free elec-
tron framework. The free electron model considers a rectangular potential barrier
(see Fig. 4.5) of height V5 separating two exchange split ferromagnetic electrodes de-
scribed by potentials V] and VJ. Here 1 and 2 refer to the left-hand and right-hand

electrodes, respectively and o is the spin index. The transverse component of the

Vi
E
—_—

\A
Figure 4.5: Free electrons with energy E hitting a simple rectangular barrier, with left

and right electrodes defined by potentials V| and Vs respectively and potential
barrier height V.

wave vector, k|, is assumed to be conserved. On the left-hand side of the barrier the

longitudinal wavevector is given by k; = \/ %( Ep -V, — kﬁ) while on the right side

Wz

it is given by ky = \/Qm(EF — Vo — kﬁ) Within the barrier it is purely imaginary

h?
transmission coefficient can be written as

and given by k = \/M(VB — Er+ Aﬁ) By assuming a sufficiently thick barrier, the

= : k2 kS .
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We can define two interface transmission functions T (k) and Tg (k) as
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so as to decouple the transmission coefficient into contributions from the left and

right electrodes interfaces
T (k) = T7 (ke 2 Tg(ky).

If we assume that the primary contribution to the tunnelling conductance occurs at
EII = 0 (valid for thick junctions) the total conductance is proportional to the product
of T,‘f(l;H = 0) and TE(EH = 0). We can then define an ‘effective’ spin polarisation of

the electrodes to be

p _ Tiky =0) — Ti(ky =0)
! TJ(’TH =0) + T"(Ell = U)’

which becomes " 1.2 1t
e s (4.2)
kL + k% k2 + khky |

as found by Slonczewski [200]. Thus the spin polarisation depends not only on the

n

electrodes but also contains a factor that depends on the barrier height. In the limit
of infinite barrier height, Eqn. (4.2) reduces to the Julliere model.

Although such free electron models are physically intuitive and in many cases can
give good qualitative descriptions of the tunnelling process, they are not capable of
quantitative predictions. They do not take into account the band structure of the
electrodes, the complex band structure of the barrier or the details of the interface

that can include resonant states and chemical bonding effects.

4.1.4 Complex Band Structure

Density functional theory provides a powerful method to calculate TMR by taking into
account the multiband description of the electronic structure. The Bloch condition

of propagating states with wavevector k can be written as
- = K, (=
k(T + @) = ey (7).

Within the bulk crystal, periodicity demands that k € R. However, at an interface
or a surface, complex wavevectors are required to ensure that the wavefunction and
its derivative are continuous. This theory of complex band structures was first de-
veloped by Heine [201] in 1963 and its importance in relation to tunnelling through
an insulating barrier was noted by Mavropoulos et al. [202] and Butler et al. [23]
Although such evanescent or complex states only exist at the boundary, it is possible

to derive them from the bulk band structure by formally allowing k € C solutions to
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the Schrodinger equation.

Within a perfectly epitaxial tunnel junction (meaning that there is perfect trans-
lational symmetry in the direction orthogonal to the transport), periodicity in the
xy-plane requires that the transverse component of the wavevector, EH* is real and con-
served. However, the 2 component of wavevector, k., can be complex. The wavevector

can be then written as

— —

k=k+k,
= Ell 4 q - LK,

where k is the decay constant. The imaginary part of the wavevector, k£, dominates the
transport properties of an insulating barrier as it determines the wavefunction decay.
This is given as ~ e " where z is the barrier thickness. In order to determine the
complex band structure it is usual to solve the the ‘inverse’ band structure problem,
i.e., instead of fixing the wavevector and solving for the eigenstates, one fixes the
energy and solves for both the real and complex wavevectors. As the wavefunction
decay is determined by these complex bands, it is clear that the state with minimum
K, Kmin, Will dominate the transport properties. A general strategy for determining

Kmin 18 a follows
1. For given values of k| and Ep find the smallest &,
2. Vary k) and search for absolute min K.

Of primary importance is the character of k,,;,, i.e., its symmetry and EH value.
In general, k,,;, will be found at /_5” = (. This is true for a wide variety of insulators,
in particular for materials with a direct band gap at I'. However, finding &,,;, at
some EII # 0 is also possible, especially for materials with an indirect band gap, e.g.
Si [202]. The complex bands inherit the symmetry properties of the real bands they
are connected to. In order for an electron to tunnel through a junction, a state with
a particular symmetry in the electrode must couple effectively with an evanescent
state of the same symmetry in the insulator. The important role of such symmetry
matching between metal and insulator wavefunctions has been recently investigated
by several ab initio calculations [23, 203, 204, 205, 206]. One of the first systems
studied was the Fe/MgO/Fe tunnel junction. Electron wavefunctions in Fe with A,
symmetry decay much slower across the MgO barrier than states with any other sym-
metry. States with A} symmetry in Fe are filled for majority spins and empty for the
minority ones. The result is that the Fe/MgO system acts as an half-metal and the

TMR is expected to be very large [23, 24]. This was later confirmed by experiment
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207).

In the rest of this Chapter we will focus on an all-oxide tunnel junction with a
ferroelectric barrier, namely SrRuO3/BaTiO3/SrRuOj3.

Firstly, we will discuss the structural and electronic properties of the junction,
concentrating on several properties in particular: the effect of the metallic electrodes
on the ferroelectric distortion, the influence of the insulating barrier on the magnetic
properties of the ferromagnetic electrodes and the band alignment between the two
materials. The effect of two different exchange correlation functionals on some of
these properties is also discussed.

We then describe the transport properties of such a junction, looking at both an
artificial centrosymmetric structure and the relaxed ferroelectric one. We demonstrate
theoretically a huge TMR and more importantly we will show that the TMR sign can
be reversed with bias. Our results are rationalized in terms the band-structure match

between the ferroelectric insulator and the ferromagnetic electrodes [208].
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4.2 SI‘RUO&/B&TIOJ/SI‘RUO[; =

structural and electronic properties

Theory and modeling of tunnelling junctions incorporating functional materials are in
their infancy. Most models proposed to date are based on simplified band structures
[178, 209, 210], while DFT has been limited to the evaluation of the local atomic
structure [211], the electrostatic profile [212] or the zero-bias conductance [213]. First
principles calculations of insulating junctions are complicated as the interfacial prop-
erties are strongly influenced by the band alignment which cannot be correct if the
band gap is severely underestimated. As was discussed in Chapter 3, the band gap
of BaTiO3 is underestimated when determined by local exchange and correlation
functionals. In this work we have chosen to use the approximate self interaction cor-
rection scheme (ASIC) [45], which has been shown to produce an increased band gap

for BaTiO3 as well as accurate band energies for STRuQj.

Calculations were performed using density functional theory (DFT) as imple-
mented in the SIESTA code [118]. For reasons that shall be explained in the following
sections, the GGA functional was used to perform structural relaxations while the
ASIC functional was used in the calculation of the transport properties. An optimized
double-( basis set is defined in a split valence manner, where the radial part of the
wavefunction smoothly goes to zero beyond a cut-off radius [118]. Core electrons were
removed from the calculations and described by norm-conserving Troullier-Martins’
pseudopotentials [60] with non-linear core corrections [214]. Basis parameters for
BaTiO3 and SrRuQOj were previously used in the study by Junquera et al. [215].
Real-space integration was performed on a regular grid with grid spacing equivalent
to a plane-wave cut-off of 800 Ry. A k-point grid with an equivalent spacing of 15 A
was used throughout the work for structural relaxations. Relaxations were preformed

so that the forces were less than 0.01 eV/A.

In this section we concentrate on the structural and electronic properties of a
SrRuO3/BaTiO3/SrRuO3 tunnel junction while the transport and the TMR are dis-
cussed in the following section. We first look at the factors that can influence the
electrical polarisation of the BaTiO3 layer, we show how the ferroic phase can ma-
nipulate the interfacial magnetic properties and finally discuss in detail the band

alignment of the heterostructure.
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4.2.1 Structure

We perform an initial relaxation of bulk BaTiO3 and SrRuOjz under an in-plane
compressive strain, emulating the common epitaxial growth on SrTiO3, to find the
relaxed out-of-plane lattice constant. The relaxed cells are then used to construct
the transport supercell. The SrRuO3;/BaTiO3 interface was chosen to be SrO/TiOs,
due to the experimentally observed volatility of the RuO, termination [157, 216]. We
consider two structures. In the first non-ferroic (NFE) structure the atoms are frozen
artificially in their centro-symmetric positions with the interfacial distance given by
an average between the BaTiOj; and SrRuOj c-lattice constant. In the second all
positions in the supercell are completely relaxed out-of-plane until the forces are less
than 10 meV/ A, resulting in a stable ferroelectric ground state (FE structure) as

shown in Fig. 4.6.

Figure 4.6: SrRuO3/BaTiO3/SrRuO3 heterostructure. Periodic boundary conditions are
applied in all directions.

The basic unit cell, periodically repeated in space, corresponds to
(SrO — RuOy)3 — SrO / TiOy — (BaO — TiO,), / (SrO — RuOy)3

where we considered n = 3, 4 and 6. Starting from the above structure we performed
a full relaxation with respect to the atomic coordinates to find the ferroelectric ground
state. Fig. 4.7 shows the layer by layer displacement between oxygens and cations
along the stack direction for n = 6. The displacements can be related to the mag-
nitude of the ferroelectric distortion in the layers. Indeed, an approximation to the
polarisation is P = ¥Z*d, where Z* are the Born effective charges of each ion and d is
the magnitude of the displacement of the ion from the centrosymmetric reference con-
figuration. Here, displacements are defined for each atomic plane as & = (zeation — 20)
where 2.q.i0n and 2o denote the cation and oxygen positions in a particular plane. At
the center of the BaTiOj slab Ti is displaced by 0.14 A, which is significantly smaller
than the value of 0.23 A of bulk BaTiOj experiencing the same strain. In agreement
with calculations for the bulk the tetragonal phase is stabilized by the constraint of

the substrate and only polarisation along the direction perpendicular to the interface
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is observed. In Fig. 4.7 the displacements within the centre of the BaTiO3 are almost

o]

Displacement (A)

0.16
0.12
0.08
0.04

0

Figure 4.7:

CL DT T Tapie gy by [ ] 1

IIIIIIIIIIIII
Illllllllllllll

»»
)
w2
=
wn
-
2]
~
jos}
i
o)
5]
o)
=~
o o]
0
oe]
0
oe)
o+
wn»
=
w
-y
wn
=

Ru Ru Ru Ti Ti Ti Ti Ti Ti Ti Ru Ru Ru
Atomic Layer

Relative atomic displacement for Sr, Ba (open circle) and Ru, Ti (filled circle)
in the relaxed StRuQO3/BaTiO3/SrRuO3 MTJ investigated. The displacements
are with respect of the O atoms in the same plane, § = (zcation — 20), With z
being stack direction.

uniform right up to the interface with SrRuQOj. Such a quick recovery distance for

the polarisation, where the polarisation is suppressed only in the layer or two im-

mediately

close the interface has already been shown [217]. Tonic displacements are

also evident extending into the SrRuOj; electrodes. Such displacements in the elec-

trode were predicted to provide a lattice contribution to the screening ability of the

metal along with the electronic screening [218] and have been experimentally found

in Ref. [219]. Indeed, the value of critical thickness given by Junquera and Ghosez

in Ref. [157] is likely to be underestimated as their calculation was carried out under

the constraint that the ions of the electrode are held in their fixed bulk positions and

the displacements within the ferroelectric are homogeneous throughout the material.

The quantitative effect of the ionic contribution to the screening is shown in Fig. 4.8.

Here, two

possibilities are considered. In the first, all the atoms of StRuO;3; are held

fixed as the BaTiOj layer is allowing to relax (black squares). The maximum Ti - O

displacement for this configuration is 0.12 A. In the second configuration, the unit

cell of SrRuOj3 closest to the interface is also allowed to relax along with BaTiOs3.

A dramatic increase in polarisation is achieved with a maximum displacement of

the Ti atoms now of 0.14 A. Allowing the electrodes, and in particular perovskite

metal oxide electrodes, to share the ionic displacements reduces the critical thickness

for ferroelectricity in BaTiO3 in such heterostructure due to the increased possible

screening.

Fig. 4.9 shows the displacements associated with the relaxed ferroelectric state for

n = 3 and n = 4. As expected, the reduction of tgro results in a decrease of the
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Figure 4.8: Relative atomic displacement for Sr, Ba (open circle) and Ru, Ti (filled circle)
in the relaxed SrRuQO3/BaTiO3/SrRuO3 MTJ investigated for the case where

only the interfacial SrRuOj3 layer is allowed to relax (black curve) and where all
of the SrRuO3 atoms are held fixed (red curve).

spontaneous polarisation. This can be seen from the decreased atomic displacement
for the n = 3 case as compared to the n = 4 case. A further increase in polarisation
can also be seen for n = 6 (Fig. 4.7). In all of these cases, the total STRuOj3 layer was
also allowed to relax.

Finally, we discuss the effect of ASIC on the structural relaxations. As we saw
in Chapter 3 when dealing with bulk BaTiO3, ASIC is incapable of describing simul-
taneously both the structural and the electronic properties. The result is that the
ferroic ground state of the heterostructure becomes unstable, namely the relaxation
with the ASIC functional results in a non-ferroic ground state as shown in Fig. 4.10.
Clearly at the centre of the BaTiOj layer, the displacements are zero. Here, the
structure has reverted to a centrosymmetric ground state. Close to the interfaces
some displacements occur but these are approximately equal and opposite at the two
edges of the BaTiOj layer so that the overall polarisation remains zero.

In the rest of this Chapter we will consider the n = 6 structure only.

4.2.2 Magnetic Properties

Magnetoelectric coupling can be mediated in a multiferroic multilayer via interfacial
bonding. The atomic displacements at the interface driven by a ferroelectric distortion
alters the overlap between the interfacial atomic orbitals which in turn alter the
local magnetisation. Thus, by reversing the direction of the electrical polarisation
of the ferroelectric barrier - by applying an external electric field - it is possible to
manipulate the magnetic properties of the heterostructure. Such an approach to

enhancing magnetoelectric coupling has been investigated [220, 221] previously for a

91



4.2 StRuO5/BaTiOs/SrRuO; Tunnelling Magnetoresistance

Ol6rT T T T T T T O T T T
0.12

-

I
3

o)
Il

lllllllllllllll

=

S

o0
IIIIIIIIIIIIIII

0.16
0.12
0.08
0.04

Displacement (A)

lllllllllllllll
IIlIlllIlIlIlII

Ru Ru Ru Ti Ti Ti T Ti Ru Ru Ru

Atomic Layer

Figure 4.9: Displacements of A (=Sr, Ba) and B (=Ru, Ti) atoms with respect to the
O atoms in the same plane (calculated with the GGA) for the n=3 and n=4
structures. Solid symbols denote displacements of Ru and Ti. Open symbols
denote displacements of Sr and Ba. The shaded area shows the BaTiO3 region
between the two interfaces.

number of junctions. Here we consider only how the interfacial magnetic moments
are modified when the system changes from a centrosymmetric configuration (NFE)
to the ground state ferroelectric (FE) structure.

Symmetry demands that in the NFE case, the magnetic moments of the atoms at
left and right interfaces are identical. These are shown in Fig. 4.11 for the ASIC func-
tional. Previous studies of magnetoelectric effects in multilayers containing BaTiOj3
have found induced magnetic moments on the interfacial Ti and O atoms and modi-
fied moments on the atoms in the magnetic electrodes. Here we see that the magnetic
moment on the interfacial Ru atom is slightly depressed compared to its bulk value
(at the same strain): 1.34pup compared to 1.356p 5. This can be attributed to bond-
ing effects at the interface. A small moment (0.0245) is induced on the interfacial Ti
atom in the opposite direction.

The FE ordering breaks the mirror symmetry about the median plane through
the BaTiO3 layer so that now the magnitude of the induced magnetisation depends

of the direction of polarisation. In this case, the polarisation is pointing towards the
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Figure 4.10: Displacement of Sr, Ba (open circle) and Ru, Ti (filled circle) in the
SrRu03/BaTiO3/SrRuO3 MTJ investigated when relaxed by using the ASIC
forces. Note the complete suppression of the FE state in BaTiOs5.
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Figure 4.11: Magnetic moments of the Ru ions (top graph) and Ti ions (bottom graph) for
the NFE structure (black circles) and the FE structure (red squares) calculated
with the ASIC.

right interface (Interface 2). Here, the magnetic moment on the interfacial atom is
increased to 1.50up. In contrast, at the left interface it is reduced to 1.28y5. The
difference in Ru magnetic moments at the two interfaces for the ASIC functional is
then Apig, = 0.22p5. A similar trend is found for the GGA functional although the

magnitude of the changes is smaller (Apgr, = 0.10p3).
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Table. 4.1 presents the magnetic moments of the interfacial Ti, O and Ru atoms
in the FE structure for both the GGA and the ASIC functionals.

T T T T ] T T T T ' T T T T I T T T T
-(a) i Left Interface
SO | i = 0.2
8
g F 4
w
- 0 0F
> m
o ~ n U)LL
Sk 4 &-02
= | -
% = | B |
w = EL 1 I 1 1 1 1 I 1 | 1 ! I 1 1 1 1 E
L (¢) ! . . Z
=] ! Right Interface 4 w2
“ ! Q
“6 ! £ 02
> 4
(]
= ! !
I i
I . - -0.2 o
| TR
- | - - | -
i — 1 1 l 1 1 1 1 [ 1 1 1 1 I 1 1 1 1 llllllllLlllyll 1111
-10 -5 0 5 10 -4 -2 0 2 4
energy (E-E) energy (E-Ep)

Figure 4.12: Electronic structure at the left-hand and right-hand side interfaces of a StRuO3
/ BaTiO3 / SrRuOj junction. The left panel shows the density of states
projected onto the Ru 4d states at either interface for the NFE structure (black
curves) and the FE structure (blue and red curves). The right panel gives the
difference between the DOS for the NFE and FE states at either interface for
spin up (solid line) and spin down (dashed line).

In order to achieve insight into the mechanism that alters the interfacial magnetic
moment, we plot the projected density of states (PDOS) for the Ru and Ti atoms.
The DOS projected onto the Ru 4d orbitals at the left and right interfaces are shown
in the left panels of Fig. 4.12. The larger change in spin splitting for the right interface
compared to the left interface which can be seen in the right panel of Fig. 4.12, leads
to the increased magnetic moment at that interface.

The origin of this change in spin splitting depending on the interface has been
attributed [221] to different screening effects at either interface. In Fig. 4.13 the
density of states projected onto the Ti orbitals are shown. The Ti 3d orbitals hybridize
with the exchange split O 2p states (not shown) which results in an induced spin
splitting. Since Ti is closer to the electrodes at the right interface than it is at the
left one, hybridisation is stronger here. This is evident in the increased magnitude of
induced magnetic moment at such an interface. In particular, it appears that the Ti

atom is anti-ferromagnetically coupled to Ru. However the induced moment decays
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very quickly and is reduced to zero by the third layer.

Interface 1 Interface 2 Bulk

Atom g B 1B
GGA Ti -0.03 -0.01 0.00

Ru 1.30 1.40 1.49
ASIC Ti -0.02 -0.01 0.00

Ru 1.28 1.50 1.45

Table 4.1: Magnetic moments of the Ti and Ru atoms at left and right interfaces for the
electrical polarisation pointing from left to right. Bulk values are taken as the
average value in the centre of the BT'O and SRO layers.
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Figure 4.13: Density of states projected onto the Ti 3d states for the NFE and FE structures
at the left (blue) and right (red) interfaces. The bulk values are taken from
the central Ti ion in the BaTiOg layer.

4.2.3 Band Alignment

For a tunnelling junction to function, the Fermi level of the ferromagnetic electrodes
must lie in the gap of the insulator. If this does not happen, charge can spill out
from the metal to the insulator, resulting in changes to the electronic and structural
properties of the interface. The band gap problem associated with the use of local
exchange and correlation functionals can artificially lead to this effect. An under-
estimated band gap can result in the Fermi level of the metal being unphysically

aligned with the conduction band of the insulator. Charge can then spill into the
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(d) (e) (f)

Figure 4.14: Schematic band alignment in a typical FM/FE/FM tunnel junction. The
paraelectric (PE) case is shown in (a)-(c¢) while the ferroelectric case is shown
in (d)-(f). (a) and (d) show the ideal case where the Fermi level sits within
the bandgap of the insulator and remains so, even for the FE case. (b) and
(e) shows the typical outcome of the DFT band gap problem, where in the
PE case (b) the CBO is positive but small and for the FE case some charge
spillage (red) occurs at the layers close to the interface. (¢) and (f) show the
pathological case where even for the PE case the Fermi level is aligned with
the conduction band of the barrier.

barrier resulting in unphysical metallicity of at least the first few interfacial layers.
The situation becomes more complicated when ferroelectric barriers are considered.
This is because the depolarising field induces an electrostatic potential drop across
the barrier. Several possible alignments are then possible depending on the materials
involved and even on the exact layer terminations at the interface. A schematic dia-
gram of the various possibilities is shown in Fig. 4.14. A detailed discussion of this
problematic situation can be found in Ref. [222]. Here, it is noted that the effects
of such a band alignment problem are subtle to detect and in many cases have been

overlooked or attributed in the literature to other causes.

Determining the band alignment from first principles

The band alignment cannot be determined from simply looking at the band edges
of the two bulk materials in question; it can only be obtained from a self-consistent
calculation of a supercell containing both the materials. There are two methods to
extract the band alignment from a first principles calculation. The first one involves
the local density of states. Firstly, one computes the density of states in the supercell

at a point in the barrier far from either interface and projected onto a deep semicore
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state. Such a state should be insensitive to the chemical environment. Secondly, we
need to extract the atomic coordinates for a unit cell located at this position and
build a periodic bulk calculation based on them. The PDOS for this unit cell is then
calculated as before. Then we align the two PDOSs by using the sharp semicore state
that was chosen as the reference energy. If there is a finite DOS at the Fermi level it
is likely that charge has spilled from the metal to the insulator. If not, then the exact
alignment can be determined by using the electrostatic potential profile. Following
the procedure in Ref. [215], the band offset can be split into two terms, the valence
band offset (VBO) and the conduction band offset (CBO)

VBO =AEy + AV,
CBO =AEp + AV.

AFEy(AEy) is the ‘band structure’ term and is it defined as the difference between
the top of the valence band (bottom of the conduction band) and the Fermi level as
obtained from two independent bulk calculations and AE~ = AEy 4+ AE,,, where
AE,qp is the band gap of the barrier. AV is the line-up of the average of the electro-
static potential' in a supercell calculation. The resulting macroscopic average should
be smooth far from the interface. AV is then defined as the difference between the
two ‘bulk-like’ regions. Due to structural problems in the description of BaTiO3 with
ASIC and problems with the electronic structure with LDA and GGA functionals
we have opted to relax the heterostructure with the GGA functional and used this
relaxed structure to calculate the electronic density with all the functionals. The
band alignment for the SrRuQO3/BaTiO3 heterostructure, calculated by the method
described in Junquera et al [223], is shown schematically in Fig. 4.15. The Fermi
level of STRuQOj lies within the BaTiO3 band gap in all cases and the ASIC provides
an improvement to the band alignment. In the paraelectric case there is a 0.45 eV
gap between the Fermi level and the bottom of the conduction band in GGA; this
increases to 0.78 eV with the ASIC. Furthermore, the GGA 0.18 eV gap at one in-
terface of the ferroelectric phase is increased to 0.35 eV with the ASIC. Currently no
experimental band alignment information exists we therefore predict that the valance

band offset for the SrRuO3/BaTiO3 junction is 2.6 eV.

In conclusion, the description of a heterostructure is not straightforward with

DFT. It requires a good description of the atomic and electronic structure simultane-

'To obtain the macroscopic average [223] of the electrostatic potential, the total microscopic
electrostatic potential is averaged with two step-like filter functions whose lengths are given as the
distance between the AO and BOs planes in SRO and BTO.
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Figure 4.15: Schematic of the valence and conduction band offsets (VBO and CBO, respec-
tively) for StRuQO3/BaTiO3/SrRuOj3 interfaces.

E
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ously but none of the functionals studied here can provide this. GGA and LDA offer
a reasonable description of the atomic structure of BaTiO3 and SrRuO3, however the
band dispersion and the band gap of BaTiOg3 are incorrectly reproduced. ASIC cor-
rects the electronic structure of both BaTiO3 and SrRuQO3; and we find that the valance
band offset in the STRuO3/BaTiO3 should be 2.6 eV. However, as noted in Chapter 3,
ASIC is incapable of describing the ferroic phase of bulk BaTiO3. This remains true
when BaTiOj3 is included as barrier material in a tunnel junction. We found that
the strategy of using the GGA atomic structure and the ASIC charge density pro-
vides the most realistic junction description of the electronic structure to be used in
a transport calculation. The transport properties of the SrRuO3;/BaTiO3/SrRuQOj;

heterostructure are discussed in the following section.
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4.3 SrRuO;3;/BaTiO3;/SrRuQOy; -

transport properties

4.3.1 Introduction

In this section we demonstrate theoretically a huge TMR and more importantly we
show that the TMR sign can be reversed with bias, at a critical bias which depends
on the ferroic state of the barrier. Our results are rationalized in terms the band-

structure match between the ferroelectric insulator and the ferromagnetic electrodes.

Density functional theory (DFT) calculations are performed with the local basis
set code SIESTA [118]. Structural relaxation is obtained with the generalized gradient
approximation (GGA) of the exchange and correlation functional [38]. This gives a
satisfactory device geometry, but it produces a rather shallow band alignment mainly
because of the DFT-GGA gap problem. As was discussed in Section 4.2.3, this is
problematic when applying a bias across the junction as the conduction band will
quickly become populated leading to an underestimation of the break-down electric
field [224]. In order to make up for this shortfall the electronic structure used for
the transport calculations is that obtained with the atomic self-interaction correction
(ASIC) scheme [45], which improves drastically the electronic properties of both bulk
BaTiOy [225] and SrRuOj3 [226] while increasing the electric field at which the device
will break-down. As we saw, the approximate ASIC energy functional is not sufficient
to produce good structural parameters and in particular the BaTiOj3 ferroelectric state
cannot be stabilized. This is a current limitation of the method, which otherwise has
been successful in predicting the electronic properties of oxides [227]. For this reason
we perform ASIC transport calculations at the GGA relaxed structural parameters
to provide the most realistic junction description. For all the calculations we use a
6x6x1 k-point Monkhorst-Pack mesh to converge the density matrix to a tolerance

of 1x107° and a grid spacing equivalent to a plane-wave cutoff of 800 eV.

Electron transport is computed with the SMEAGOL code [142, 228], which combines
the non-equilibrium Green’s function scheme with DFT. Since SMEAGOL interfaces
SIESTA as the DFT platform, we employ here the same parameters used for the
total energies calculations. A detailed discussion of the SMEAGOL code and transport,
theory in general is given in Chapter 2. The spin-dependent transmission coefficient,
T7(E,V), is evaluated on a 100x100x1 k-point Monkhorst-Pack mesh for the 0-bias
calculations and on a 24x24x1 k-point mesh at finite bias. No sensible changes in

T7(E,V) were found when enlarging these A-point meshes.
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4.3.2 Results and Discussions
Band structure and symmetries

The symmetries of the electronic bands of both the ferromagnetic electrodes and the
insulating spacer dictates the transport properties. As discussed in Section 4.1.4, a
wavefunction, whether propagating or evanescent, is described in terms of irreducible
representations of the crystal’s symmetry group. For a cubic space group, the A,
symmetry transforms as a linear combination of 1, 2z and 22% — 22 —¢? functions, while
the As as a linear combination of zz and zy (e.g. p., py, dy; and dy;). Finally the
dy2_y2 and d,, states have Ay and A, symmetry respectively. The orbital components

of each of these symmetries are drawn in Fig. 4.16. Importantly an incident Bloch

XA K
92

KKK

Figure 4.16: Orbitals grouped by symmetry properties. From Ref. [229]

state in the electrodes can couple to a given evanescent state in the insulator, and then
sustain a tunnelling current, only if the two share the same symmetry. Fig. 4.17 shows
the SrRuO3 band-structure close to Fp along the direction of the transport. At Ep
only a doubly-degenerate minority As state is available, in contrast to previous DFT
calculations, where both minority (J) A and majority (1) A; bands were found [158].
Such a discrepancy is due to the use of the GGA functional in Ref. [158], which
underestimates the Ru d manifold exchange splitting [226]. Note that a large spin
splitting is expected based on point contact Andreev reflection experiments [140].

In Fig. 4.18 we plot the BaTiO3 real and complex band-structure. In contrast
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to MgO, where states with A; symmetry decay significantly faster than those with
Ay [23], in NFE BaTiO3 the A; and A; symmetries have comparable decay rates.
However, the magnitude and slope of k depends on the energy. In particular close to
the valence band top the slower decay rate is for A, while the situation is reversed at
the conduction band minimum. The enlargement of the bandgap associated with the
FE order results in an increased decay rate for all the symmetries. The effect is more
pronounced for Aj close to the top of the valence band where now the A; symmetry

primarily contributes to the tunnel conductance.

2.5

energy (eV)

Figure 4.17: ASIC-calculated band-structure along the transport direction (I' — Z) for
centro-symmetric tetragonal SrRuQOg. The wavefunction symmetries of the
bands close to Ep are indicated.

4.3.3 Zero-bias Transport Properties

We begin our analysis of the transport properties from the NFE structure by show-
ing T'(F) at zero bias for the NFE and FE structure and for the parallel magnetic
alignment of the electrodes (Fig. 4.19). The band gap of BaTiO3 can be seen in the
vanishing transmission around the Fermi level. This suggests a band gap of ~ 2.6 eV,
close to the calculated one of 2.7 eV. The total transmission for the FE structure is
smaller than that for the NFE structure; the reason for this decrease will be discussed
later. In Fig. 4.20, the spin resolved transmission coeflicient is plotted again, this time
on a logarithmic scale over a smaller energy range around Fp.

In the parallel (PA) configuration, T'(E) close to Ey is dominated by the minority
spin channel. This is expected from the band-structure of SrRuQOjs, which presents

only a A; minority band along the transport direction for energies comprised between
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Figure 4.18: ASIC-calculated band-structure along the transport direction (I' — Z) for
tetragonal BaTiO3 both in the NFE (black) and FE (green) configuration. The
top panel reports the complex band-structure for BaTiO3. The wavefunction
symmetries of the bands close to Er are indicated. Zero energy marks the top
of the valence band.
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Figure 4.19: Total transmission coefficient for the NFE and FE structures as a function of
energy. The dashed line at 0 eV denotes Ey.

—0.8 ¢V and +0.1 eV. The minority conductance in this energy range is five orders
of magnitude larger (7% ~ 10~7) than that for the majority spins. For £ > 0.1 eV
there is a sharp rise in 77, due to the A, majority band now contributing to the
conductance. In the energy window 0.3 eV < E < 0.8 eV there are no minority
states available and T% drastically drops. A similar drop, due to the lack of minority
SrRuOj3 bands is found at -2.5 eV. In the antiparallel (AP) configuration the electron
transmission occurs between majority (minority) states in the left-hand side electrode

and minority (majority) in the right-hand side one, so that T'(E) for both the spins
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Figure 4.20: Transmission coefficients, T'(E), as a function of energy for the NFE structure.
The middle panel is for the parallel magnetic configuration, while the lower one
is for the antiparallel. At the top we report again the StRuOj3 band-structure
at the I' point of the 2D transverse BZ. The dotted line at 0 eV denotes Ey.

(identical) is essentially a convolution of those for the majority and minority spin
channels of the PA state. As a consequence there is a drastic suppression of T(FE) in
the regions -0.8 eV < E' < 0.1 eV and 0.3 eV < E < 0.8 eV, where respectively the
As minority and A; majority bands in one electrode are not paired in the other. In
particular T'(Ey) for the AP configuration is orders of magnitude smaller than in the
PA one.

In order to clarify the dominance of the band symmetry matching of the SrRuQOj3
electrodes, in Fig. 4.21 the transmission coefficient is calculated at the I' point alone.
Here the requirement that a band of a particular symmetry in one electrode must
match a band of the same symmetry in the second electrode in order for tunnelling
to occur is valid. A comparison of Fig. 4.21 and Fig. 4.20 shows that although
transmission through the I' point comprises the dominant contribution to the total
transmission coefficient, Bloch states with larger transverse wave-vector contribute to

the transport and produce a residual transmission.
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Figure 4.21: Transmission coefficients, 7'(F), as a function of energy for the NFE structure.
The top panel is for the parallel magnetic configuration, while the bottom one is
for the antiparallel. The solid lines show the transmission coefficient calculated
at the I' point alone, while the dashed lines indicate the total transmission
coefficient. In the middle we report again the SrRuO3 band-structure at the I’
point of the 2D transverse BZ where the filled (open) symbols denote majority
(minority) spin.

4.3.4 [-V Curves and bias-dependent TMR
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Figure 4.22: Macroscopic average of the difference between the electrostatic potential at a
finite bias voltage and the one at zero bias (AVy), as function of position z,
for two different bias voltages.

The planar average along = and y of the difference between the electrostatic po-
tential at a finite bias and at zero bias, AV, is shown in Fig. 4.22 for two different
biases, as a function of position in the supercell. AVj is approximately flat inside
the SrRuO3 electrodes and decays approximately linearly in the BaTiOj3 insulator as

expected.
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In order to apply a voltage across an interface there are two possibilities. One is
the self-consistent approach at each bias step. This however leads to very intensive
calculations taking large amounts of time and computational resources. The second
possibility is a rigid-shift approximation where the Hamiltonian is calculated self-
consistently at zero bias but for bias calculations the electrode chemical potentials
are simply shifted by the appropriate energies. This approximation assumes a linear
potential drop across the barrier. Such a calculation is significantly lighter than a full
self-consistent calculation. The linear potential drop that was calculated in Fig. 4.22
suggests that the rigid shift approximation is justified to calculate the bias properties
in this tunnel junction. In order to confirm such a hypothesis, a comparison of the
I-V curves calculated by using both the self-consistent method (black curve) and the
rigid shift method (red curve) is shown in Fig. 4.23. The agreement is good at least up

to 0.6 V. Thus, for the remainder of this Chapter, all bias calculations are calculated

o——e Sclf consistent
& — —a Rigid Shift

0.3 0.4 0.5 0.6
V (V)

Figure 4.23: Total current per unit area, I, as a function of voltage, V', as calculated using
the self-consistent method (black curve) and the rigid shift method (red curve).

using the simpler rigid-shift approximation.

The spin-polarized current for both the PA and AP configurations and for both
the NFE (top panel) and FE (middle panel) structures are shown in Fig. 4.24, where
we focus on the low voltage region in which the current is due entirely to tunnelling
(the broader I-V are displayed in the insets). The most distinctive feature emerging
from the I-V curves is the presence of negative differential resistances (NDR) for the
PA alignment, originating from the movement of the A; majority band-edge with V.
Because of the NDR the relative magnitude of the current for the parallel (™) and
antiparallel alignment (I") can be reversed, i.e. the TMR changes sign with V. This
is demonstrated in the lower panel of Fig. 4.24, where we present the “pessimistic”
TMR ratio, TMR=(I"* — IAP)/(I"A + [AP) as a function of bias. Clearly TMR sign

inversion is observed for both the NFE and the FE junctions for voltages in the range
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Figure 4.24:

V (V)

Total current per unit area, I, as function of voltage, V., for the NFE (top

panel) and FE (middle panel) structures. In the bottom panel we present the
TMR as a function of voltage for both the geometries. In the insets the I-V
is presented over a larger current range (the units are the same as in the main
figure). Note that at the on-set of the BaTiOs conduction and valence bands
the current increases by three orders of magnitude over its low bias value.

0.7-0.9 V. Furthermore for V'~ 0.7 V the TMR for the NFE junction is positive, while

that of the FE one is negative, meaning that subtle changes in the barrier electronic

structure, such as those induced by ferroelectricity, are sufficient to change the sign

of the TMR. Note also that the TMR values reported here are actually extremely

large. For instance for both the NFE and FE junctions and voltages

V| <04V

the optimistic TMR [(I"A — IAP)/IAP] is around 5,000%. The I-V curves can be

rationalised by looking at the dependence of T'(E) on the bias, which is presented

in Fig. 4.25 for the NFE structure. This is mainly determined by the shift of the

electrodes’ Ay and Aj band-edges with V. For positive voltage the band-structure

of the left electrode is shifted by +eV//2 and that of the right one by —eV/2. At
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a given energy a large T is found only if a band of the same symmetry and spin is
found in both electrodes at that energy. For PA alignment at V' = 0, the minority
spins dominate the transmission up to 0.3 eV, after which one encounters the Ay
minority upper band-edge and TV is drastically reduced. As V is applied, the Aj
minority band edge is shifted to lower energies in the right electrode (for V' > 0),
so that for V' = 0.6 V the high transmission region extends only up to Ep, and for
V = 1.2 V it extends only up to Fr — 0.3 eV. This is the origin of the NDR found
for the PA alignment. In contrast for the AP configuration 7" is small for energies
below 0.1 eV after which it drastically increases because of the A; conduction bands
(see Fig. 4.20). With increasing V' the A; band in the right electrode is shifted to
lower energies, so that there is a rather large transmission inside the bias window and
eventually the AP current becomes larger than the PA one. This results in the TMR
sign change at about 0.7-0.9 V.
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Figure 4.25: Transmission coefficient T(E;V) as a function of energy and for different biases
V for the NFE structure. The vertical lines are placed at Ep + % and enclose
the bias window.

4.3.5 Effect of Ferroelectric Ordering

The main effect of the ferroelectric order on the transport is an increase of the BaTiO3
band-gap, i.e. an increase of the A; and Aj decay coefficients (see Fig. 4.18). In
particular, states with A5 symmetry decay significantly faster in the FE MTJ with
respect to the NFE one. This results in a global reduction of the transmission although
other general features remain rather similar in the two cases. The comparison between

T(E;V) for the FE and NFE junctions is presented in Fig. 4.26. Below Ey one may
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Figure 4.26: A comparison of transmission coefficient T'(E;V) for the NFE (thin grey lines)
and FE (majority green and minority red) structure.

note a substantial reduction of the transmission when going from NFE to FE for both
PA and AP alignment as a consequence of the increased As decay rate.

In Fig. 4.27 the k-resolved transmission coefficient is plotted over the full 2D
Brillioun Zone perpendicular to the transport direction for different energies close
to the Fermi level. Contributions to majority transmission between -0.50 eV and
the Fermi level is mainly from the band edges. This is most obvious at the Fermi
level, where transmission is minimised. Above the Fermi level, the transmission has
a maximum at the I’ point. In contrast, transmission through the minority spin
is broadly the same for a range of energies between -0.50 eV and 40.25 eV and is
centred around the ' point, with the region between I' and X also contributing,
reflecting the d-state symmetry available at Fr. At 4+0.50 eV the contribution from
the I’ point becomes negligible compared to that of the Brillioun zone edge. For both
majority and minority spin, the highest transmission is associated with the I' point
as expected. Transmission from the Brillouin zone edge is between 1 and 4 orders of
magnitude smaller. Fig. 4.28 shows the A-resolved transmission for the antiparallel
case. At +0.50 eV there is very high transmission but from a very limited region of
the Brillioun zone away from the I' point. Finally, the ferroelectric ordering does not

change the symmetry of the tunnelling transmission in the k,-£, plane.
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Figure 4.27: k-resolved transmission coefficients over a range of energy close to the Fermi
level for a parallel magnetic configuration of the electrodes. (a) - (e) are for
the majority spin. (f) - (j) label minority spin.
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Figure 4.28: k-resolved transmission coeflicients over a range of energy close to the Fermi

level for an antiparallel magnetic configuration of the electrodes.

4.4 Conclusion

In this Chapter we investigated the transport properties of a multifunctional, epitax-
ial STRuO3/BaTiO3/SrRuO3 tunnel junction from first principles. We first analyzed
several exchange and correlation functionals and the approximate self-interaction cor-
rection to assess their applicability to describe the interface between the two ferroic
materials. We found that although the GGA functional provides an adequate descrip-
tion of the structural properties of the hetrostructure, it underestimates the band gap
of the ferroelectric barrier and so it is unsuitable for describing the electronic and thus
the transport properties. The ASIC functional has previously been found to correct
somewhat the band gap problem of local functionals. However, as a non-variational
functional, it is insufficient to calculate the relaxed structure; the structure always
relaxes to a non-ferroic state. We found that using the structure determined by the
GGA functional along with the ASIC electronic structure provides the most realistic
junction description for the transport work. Changes can also be seen in the band

alienment of the heterostructure between the GGA and the ASIC functionals. The
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valance band offset between SrRuO3 and BaTiO3 is found to be 2.6 eV within ASIC
compared to 1.65 eV with the GGA functional.

We found that the transport properties at zero bias are dominated by the tun-
nelling of minority carriers due to the doubly-degenerate minority state alone that is
available at the SrRuO3 Fermi level. The complex band structure of BaTiO3, which
determines the decay rate of the tunnelling electrons, has similar decay rates for both
A, and Aj states. We found that the main effect of ferroelectric ordering on the elec-
tronic properties of BaTiO3 is to increase the band gap. This in turn, modifies the
complex band structure so that the decay rate for states with A5 symmetry is faster
than for states with A, symmetry. This is evident in the transmission coefficient at
zero bias.

We then investigated the bias dependence of the current and TMR. We have
demonstrated that in such an all-oxide ferroelectric MTJ not only can the tunnelling
magnetoresistance reach enormous values but the sign of which can be inverted as the
applied bias increases. Furthermore the sign inversion occurs at different voltages by
altering the barrier electric state from the NFE structure to the FE structure. Again,
our finite-bias results are explained in terms of the electrodes and the barrier band-
structures. The possibility to control the TMR by manipulating the ferroic state of
the barrier in an MTJ opens a potential avenue for the electrical control of magnetic

devices.
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CHAPTER b

Spin Dependent Tunnelling:
The TER effect

5.1 Introduction

The phenomenon detected in a magnetic tunnel junction (MTJ) whereby the tun-
nelling current depends on the relative magnetisation orientation of the ferromag-
netic electrodes has been known since the 1970s. MTJs are now vital components in
hard disk reading heads, magnetic sensors and more recently in non-volatile magnetic
memories (MRAM). For a long time, it was believed that in these tunnel junctions,
the barrier material plays no role other than generating the potential barrier through
which the electrons tunnel. However, as we saw in the Chapter 4, the nature of the
barrier can in some cases dictate the behaviour of the junction via its electronic band
structure, both real and complex. From there it was a short step to realise that it
might be possible to manipulate the tunnelling current by using a functional mate-
rial as tunnelling barrier. In fact, this idea was first formulated by Esaki et al. in
1971 [230], when he postulated that by integrating an ultrathin ferroelectric film as
the barrier it would be possible to influence the tunnelling current. However, sev-
eral challenges had to be overcome in order to create the first ferroelectric junction
(FTJ). The most difficult of these was the ability to grow single crystalline films that
are thin enough so that tunnelling can occur and yet thick enough that they remain

ferroelectric.
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5.1.1 Ferroelectric Memory

Progress in this area has been driven in some part by the possibility of employing
FTJs in the data storage industry. A ferroelectric random access memory (FeRAM)
is a type of non-volatile memory that uses a ferroelectric thin film as a capacitor
to store data. It offers high speed writing times (150ns compared to 10us for flash
memory), low power consumption and a long rewriting endurance (ten billion cycles
compared to ten thousand for flash memory) [231]. In order to read the memory a
voltage is applied that, depending on the initial orientation of the ferroelectric polar-
ization, will either reverse it or leave it unchanged. If it reverses it, a pulse of current
will be registered and in this way the orientation can be determined. However, such
a readout method is destructive so that a write cycle is required with every read. For
this and other reasons, FeRAMs are used only in certain niche applications such as
smart cards and video game consoles but have never achieved the widespread use that
was originally conjectured. Alternative non-volatile ferroelectric memories are now
being explored, one of which is the ferroresistive memory. Here the conducting tip of
an atomic force microscope (AFM) is used to create domains in a ferroelectric thin
film by applying a poling voltage large enough to switch the polarisation direction. In
order to read the orientation of each domain a smaller voltage is applied between the
tip and the conducting bottom electrode. The subsequent ‘leakage’ current that flows
is measured. Within each domain, the resistance is approximately constant. How-
ever, when crossing a domain wall a dramatic change in resistance will be registered.
Thus, the direction of polarisation can be easily determined. While experimentally
such currents can be attributed to channels created by crystalline defects or localised
conducting channels at the domain walls, ideally the primary mechanism responsible
for the flow of current is again quantum mechanical tunnelling across the insulating

barrier.

5.1.2 Tunnelling through ferroelectric barriers

The key quantity in a ferroelectric tunnel junction is the tunnelling electroresistance
(TER). Analogously to the TMR effect in a magnetic tunnel junction, the TER effect
is the change in resistance of an FTJ that occurs when reversing the ferroelectric
polarisation. In order to observe the tunneling electroresistance (TER) effect simply
introducing a ferroelectric material as the insulating barrier is not sufficient. In such
a case the potential barriers generated by the two polarizations are mirror images of
one another and therefore the tunneling current for both states will be identical. In

other words, the two ferroelectric states are connected by inversion symmetry. There
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are several ways to introduce asymmetry into the system. These are shown in Fig. 5.1.
Sufficient asymmetry may be achieved by simply creating different concentrations of
defects at either interface. This was found experimentally in a LSMO/BiFeO3/LSMO
tunnel junction where no deliberate effort was made to introduce asymmetry and
the TER effect was attributed to the two interfaces being different from each other
[232]. However, the control over such a structure is minimal. Insuring two different
terminations of the barrier material at either interface is also predicted to generate
a TER effect [158]. Another strategy involves the inclusion of a second insulating

material at one interface. Finally two different electrode materials may be used [233].

(a) Different Defect Density (b) Interfacial Insulating Layer (c) Different Electrodes

Figure 5.1: Schematic of different methods to introduce a spatial asymmetry into a ferro-
electric tunnel junction: (1) Different defect concentrations at either interface or
different interface terminations. (2) Introducing a composite barrier including
a non-polar dielectric layer (I). (3) Using dissimilar electrode materials.
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Figure 5.2: Three possible mechanisms by which the ferroelectric polarisation can modify

the tunnelling current. Taken from Ref.[234]. V(¢ is the coercive voltage, t is
the barrier thickness and At is the thickness variation under an applied field.

Tsymbal and Kohlstedt proposed three likely mechanisms by which the tunnelling
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current could be modified by the reversal of the electric polarisation direction [234].
These are summarised in Fig. 5.2. The first of these is the so-called electrostatic effect
and it is possibly the most important. As the electrodes are not ideal, the charge
that is accumulated at the metal/FE interface is screening over a finite distance. The
actual screening distance depends on the Thomas-Fermi screening lengths of the elec-
trodes. If, for some reason, the screening lengths at either interface are different there
will be an asymmetric deformation of the electrostatic potential when the direction
of the polarisation is reversed. The tunnelling electrons will then see a different po-
tential profile depending on the polarisation direction and so experience a different
resistance.

Energy ﬂr

(a)

Figure 5.3: (a) Schematic of a ferroelectric tunnel junction. (b) Schematic potential energy
profiles for opposite orientations of ferroelectric polarisation in an asymmetric
tunnel junction. The shift in average barrier height (dashed line) is indicated

as Ag.

A schematic of a ferroelectric tunnel junction is shown in Fig. 5.3 including the
average barrier height for polarisations pointing in either direction. When the direc-
tion of polarisation is flipped the average barrier height is shifted by A¢. This can

be calculated as 2
dP(6; — 09)

~ Regeld + 6n)
where P is the remnant polarisation, 9, » are the Thomas-Fermi screening lengths of
the two electrodes, £y is the vacuum permittivity and e is the dielectric constant of
the barrier material.

A second possible mechanism that could generate the TER effect is the change
in interfacial atomic positions with the polarisation reversal [(2) in Fig. 5.2]. As-
suming that the displacements are asymmetric upon flipping the polarisation, the
transmission probability will be altered. This is due to the altered atomic orbital

hybridisations at either interface which modifies the electronic band structure of the
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junction and can thus significantly modify the tunnelling properties.

A final possibility [(3) in Fig. 5.2] relies on the piezoelectric effect, and in partic-
ular on the converse effect, whereby there is an internal mechanical strain generated
in the barrier upon reversal of the polarisation direction. As the decay of the tun-
nelling electrons depends exponentially on the barrier thickness it is likely that this

mechanism, if present, could provide an appreciable contribution to the TER effect.

5.1.3 Recent Progress

One of the first experimental indications of a modulation of the tunnelling current
with the ferroelectric polarisation came in 2009 with the work of Garcia et al. [235]
[Fig. 5.4 (a) to (c)]. Here, the prototypical ferroelectric BaTiO3 was grown highly
strained on a half metallic Lag g75r¢.33MnO3 (LSMO) substrate. Scanning probe mi-
croscopy was then used to write ferroelectric domains and subsequently read them
by mapping the resistance changes across the sample. The tunnelling electroresis-
tance was found to reach massive values; 200% and 75,000% for 1- and 3-nm thick
BaTiOj3 films respectively. They also found that the electroresistance scales exponen-
tially with ferroelectric film thickness, a result previously predicted by electrostatic

models [209]. A similar study using a StRuOj3 electrode with a BaTiOj3 ferroelectric
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Figure 5.4: Parallel piezoresponse force microscopy (PFM) phase image (a) and conductive-
tip atomic force microscopy (CFAFM) resistance map (b) of written 3nm thick
ferroelectric stripes of BaTiO3z on an LSMO substrate. The TER is shown as a
function of thickness of the ferroelectric layer, t gro. (d) Sketch illustrating the
structure geometry. (e) Local PFM hystersis loops measured in a 4.8nm thick
BaTiOj film. (f) PFM phase image. (g) Tunnelling current map aquired in the
same region as (f). Figures (a) to (c¢) are adapted from Ref. [235]. Figures (d)
to (g) are adapted from Ref. [236].

also reported polarisation dependent resistive switching of ultrathin films at room
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temperature [Fig. 5.4 (d) to (g)], with a resistance change of almost two orders of
magnitude between ferroelectric films [236]. The effect is not confined to barriers
comprising of BaTiOj3. Several experiments have been also preformed on PbTiOj3
[237]\ Pb(ZI()leog)Og [238] and BlFC()& [232]

Several theoretical works have now begun to describe the TER effect in ferro-
electric heterostructures in order to determine its origin. The majority of these are
restricted to simple free electron model calculations. One of the first studies [209]
found a conductance change of a few orders of magnitude for metallic electrodes with
significantly different screening lengths and attribute it to the two different potential
profiles seen by the transport electrons for the opposite polarisation directions. This
model was extended a few years later to account for magnetic electrodes and the
subsequent spin-dependent screening [239].

However, to date there have been very few first principles calculations showing the
effect of ferroelectricity on electron transport. In Ref. [213] Velev et al. calculate the
difference in conductance in a Pt/BaTiO3/Pt tunnel junction between the paraelectric
state and the ferroelectric state and attribute the difference to changes in the decay
rates of the evanescent states in the barrier. In this case, however, the junction
studied is symmetric and so no TER effect is found.

Asymmetry is introduced in Ref. [158] through different interface terminations of
BaTiOs: BaO at one interface and TiO, at the other. As magnetic SrTRuQOj3 elec-
trodes are used, the coexistence of the tunnelling magnetoresistance and tunnelling
electroresistance effects in one device are predicted. A TER effect of 52% and a TMR
effect of 64% is found for BaTiOj3 thickness of six unit cells. Again, it was suggested
that the dominant source of TER in this junction is the change in complex band
structure induced by the asymmetry of the displacements in the barrier.

Zhuravlev et al. [240] first suggested that the TER effect could be greatly enhanced
by using a composite barrier that combines a functional ferroelectric film and a thin
layer of a nonpolar dielectric. Free-energy calculations showed that the dielectric
layers acts as a ‘switch’; changing the barrier height from a low to a high value when
the direction of polarization is reversed. The authors also find that the TER ratio
increases exponentially with the dielectric layer thickness. This study assumed a
uniform polarisation distribution in the ferroelectric. Wu et al. [241] extended the
model to allow a gradual change in the polarisation magnitude within the ferroelectric
material and some ferroelectric distortion in the dielectric due to induced screening
charges. They found that the TER depends sensitively on the choice of electrode as
well as the dielectric thickness and that allowing a ferroelectric-like distortion in the

dielectric material reduces the TER significantly. To date however, there have been
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no experimental work or no first principles calculations carried out on this type of
structure.

In this Chapter, we report a first-principles study of the transport properties of a
ferroelectric tunnel junction comprising of BaTiO3 sandwiched between two SrRuQOj3
electrodes and incorporating a thin layer of SrTiO3 ( < 8 A) at one StRuO3 / BaTiOj
interface. The rest of the chapter is organised as follows: in Section 5.2 we detail the
junction structure, the interfaces and the computational methodology used for both
the structural relaxations and the tunneling transport calculations. In Section 5.3
we report on the electronic properties of the junction including both the real and
complex band structures as well as the bands alignment. The transport properties of
the junction are discussed in Section 5.4, including the thickness dependence of the
TER effect. All calculations are performed with parallel alignment of the magnetic
electrodes. Finally in Section 5.5, the coexistence of the TER and TMR effect is

discussed in relation to the prospect of realising a four state memory cell.
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5.2 Methology and Structural Properties

Density functional calculations were performed using the localized basis DFT code
SIESTA [118, 119, 120]. Structural relaxations were obtained within the Perdew, Burke
and Ernzerhof (PBE) generalized gradient approximation (GGA) [38]. A 6x6x1 k-
point Monkhorst-Pack mesh [242] and a grid spacing equivalent to a plane-wave cut-off
of 800 eV are sufficient to converge the charge density. The electronic structure of
all supercells was calculated with the atomic self-interaction correction (ASIC) [45]
to the LSDA exchange and correlation potential. ASIC has previously been found to
improve the electronic properties of bulk BaTiO3 [225] and SrRuOj; [226] and is vital
in transport calculations to ensure a good band alignment between the two materials
[225]. The transport properties are determined using the ab initio electronic transport
code SMEAGOL [142].

We use a 6 unit cell thick BaTiO3 layer (= 2.5nm) while 3 unit cells of SrRuOj3
describe the left and right electrodes respectively. The basic supercell, periodically
repeated in space, is (SrO - RuQO,)3/(SrO - TiO,),/(BaO - TiOs)g/(SrO - RuOs)s3,
where n = 0,1,2. When n = 0 the structure is symmetric and no TER effect is
expected as switching the direction of the BaTiOj3 electrical polarisation produces a
mirror image of the tunnelling barrier with opposite polarisation direction. That is,
time inversion symmetry forbids a change in the tunnelling conductance [243].

Experimentally such thin-film perovskite heterostructure can be grown with sharp
interfaces and minimum defect concentration. Here we assume perfectly sharp inter-
faces, epitaxial growth and no defects. Asin Chapter 4, the in-plane lattice parameter
was set to that of bulk SrTiO;3 (3.95A). This is to mimic the effect of an SrTiO;3 sub-
strate which, by applying an in-plane compression, tends to increase the polarization
of BaTiO3. While the polarization of bulk BaTiOj3, calculated by the Berry phase
method with GGA, is 43.8uC/cm? (¢c/a = 1.05), this is increased to 48.1u C/cm?
(¢/a = 1.08) when subjected to such a compressive strain (+1.6%). In order to find
both ferroelectric ground states, two structures were initialized with the polarization
pointing in opposite directions. Relaxations were performed until the maximum force
on the atoms was less than 40 meV/A (less than 4 meV/A for the n = 0 case).
As a result of the depolarising field created by the incomplete screening of the in-
duced charges by the metallic electrodes, the displacements at the centre of a typical
cell correspond to a polarization of 35.5uC/cm?; much reduced from the bulk value
(43.8uC/em?). We note that the GGA functional is known to routinely overestimate
the polarization of ferroelectric oxides but this is not expected to qualitatively affect

our conclusions.
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Fig. 5.5 shows the layer by layer displacements of oxygens and cations along the
stack direction. These can be related to the magnitude of the ferroelectric distortion
in the layers. Here the displacements are defined for each atomic plane as § =
(Zeation—20) Where zqi0n and zp denote the cation and oxygen positions in a particular
plane. As such, 0 > 0 defines a structure with the polarization pointing parallel to the
substrate normal (P_,), while § < 0 define a structure with the polarization pointing

in the opposite direction (P, ).

The displacements within the centre of the BaTiOj3 are almost uniform right up to
the interface with StrRuQOj3 for the symmetric structure (n = 0). Such a fast recovery
distance for the polarization, where the polarization is suppressed only in the first
layer or two immediately close the interface has already been shown [217]. Ionic
displacements are also evident in SrTi0O3 and extend into the StRuOj electrodes. Such
atomic displacements in the electrodes were predicted to provide a lattice contribution

to the screening ability of the metal along with the electronic screening [244] and have

SrRuO3 SrTiO3 BaTiO3 SrRuO3

Figure 5.5: Relative cation-oxygen displacements along the z-axis direction for the fully
relaxed configuration for n=0 (a), n=1 (b) and n=3 (c¢). The black lines corre-
sponds to displacements in the B-O9 layer. The red lines correspond to displace-
ments in the A-O. The solid lines indicate P_, while the dashed lines indicate
P..
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been experimentally found [219]. Structurally it is clear that there is not a significant
difference between SrTiO3; and BaTiOjz, with the thin section of SrTiOj3 taking on
the ferroelectric polarization of the BaTiO3. We would, of course, only expect this

distortion to be a surface effect in thicker SrTiO3 layers.
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5.3 Electronic Properties

Bulk SrTiO;

Bulk SrTiOj3 is an incipient ferroelectric, meaning that in its pure state it remains
paraelectric down to 0 K. It was suggested that the ferroelectric transition is sup-
pressed due to quantum fluctations [245] but the paraelectric state is sensitive to
small perturbations and a ferroelectric state can be stabilised. Small levels of im-
purities [246] and mechanical stress [247] have been found to induce ferroelectricity.
SrTiO3 is a commonly used substrate for ferroelectric oxides due to its ground state
cubic perovskite structure and high dielectric permittivity. As such it is an important
material for both fundamental research and technological applications. The lattice
constant is 3.905A experimentally providing biaxial compressive strain for some of

the most commonly studied ferroelectrics, namely BaTiO3; and PbTiO3.
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Figure 5.6: Complex band structure of bulk SrTiOj3 (left panel) and bulk BaTiO3 (right
panel) at the same in-plane lattice constant as the supercell for both a cen-
trosymmetric (CC) configuration and a representative ferroelectric configura-
tion (FE).

Some of the mechanisms put forward to account for the TER effect in asymmetric
tunnel junctions assume that the magnitude of the displacements at the center of
the ferroelectric barrier is sufficiently different for P_, and P._ to influence the tunnel
current via the complex band structure (and hence the decay constant). Here we find
that for this relatively weakly asymmetric case, this does not contribute to the TER.
The difference in displacements between P_, and P, at the center of the BaTiO3 is
only ~0.005A (Fig. 5.5) with the result that the complex band structure between the
two is negligibly different. This does not preclude changes in the complex band struc-
ture close to the interface where changes in the chemical and structural environment
may have a major influence. It is also possible that if the symmetry of the complex

band structure of the dielectric is different to that of the ferroelectric it could add a
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Figure 5.7: Real band structure of bulk SrTiOjz (left panel) and bulk BaTiOg3 (right panel)
at the same in-plane lattice constant as the supercell for both a centrosymmetric
(CC) configuration and a representative ferroelectric configuration (FE).

second selection criteria for tunnelling electrons. However, in the case of SrTiO3 the
decay rates for the various orbital symmetries are very similar to those of BaTiOs3.
This is due to the O 2p and Ti 3d states that fill the top of the conduction band
and bottom of the valence band, respectively, for both SrTiO; and BaTiO3. SrTiOgz
has a larger band gap than that of BaTiO3 which is reflected in the slightly larger
decay constant for states with A; symmetry. However, states with A; symmetry in
ferroelectric BaTiO3 decay faster over a wide energy range (these states are involved
in the ferroelectric distortion). The real band structures of BaTiO3 and SrTiOj3 are
shown in Fig. 5.7 for the centrosymmetric and the ferroelectric structure and we can
see that, at least close to the Fermi level, they are almost identical. The Sr 5s states
are located far above the Fermi level at about +10 eV and the Sr 4p states are located
approximately 19 eV below the Fermi level with some small hybridisation with the
Ti d and O p states just below Ep. Therefore, from the bulk properties alone we
would not expect any significant change due to the introduction of a layer of Sr'TiO3
into the STRuO3/BaTiO3/SrRuO3 junction.

In Fig. 5.8, the difference in the macroscopic total charge density (ionic + elec-
tronic) between the ferroelectric state and a reference state where all the atoms are in
a centrosymmetric configuration are shown. The polarisation in the BaTiOj3 thin film
induces surface charges of opposite sign at either interface. At the BaTiO3/SrRuO;

interface, electrons in the metal tend to screen these surface charges. For P_,, these
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Figure 5.8: The difference in charge distribution and potential profile through the n=2
junction between the centrosymmetric and ferroelectric structures. The left
panel shows P_, and the right P._.

can be seen as a build up of positive charge density in StRuQOj3 just at the interface.
At the SrTiO3/BaTiOj; interface some space charges build up in order to compensate
the induced charge but due to the lack of sufficient charge carriers in the dielectric the
surface charge is not totally screened. Instead, the remaining charge is screened in the
metallic electrode. The result is that the potential in the SrTiO3 layer is pinned to
the potential at the interface with BaTiO3. The formation of these localised screen-
ing charges at each interface generates dipoles that must be cancelled in order to

preserve the short-circuit boundary conditions. The result is the creation of a depo-
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Figure 5.9: Density of states for each polarization of the ferroelectric barrier P_, (top) and
P, (bottom) showing the rigid shift in the Sr'TiO3 potential.

123



5.3 Electronic Properties Tunnelling Electroresistance

ST LISLILICIUIT LIS S,

d
Q:P:9: 9+ 0 RN R R R RN

9

o SrRuO,  SiTiO, BaTiO, StRuO,
CEE KX EE KX EX KR KR N N R RN EX KX XX RN J
o,o#o‘;0f‘~o‘.o‘: 0¢ .‘.“- o‘r»o‘ l.‘fo’o‘oi‘c
P P°92°9°9°9°9°9°9°9°9°9°9°9°0

S(RuO,  SITiO,  BaTiO, SrRuO,

Figure 5.10: Schematic representation of the band offset for the n=2 structure for P_, (top)
and P, (bottom). The red line represents the LUMO (conduction band) while
the black line represents the HOMO (valence band). 0 eV corresponds to the
Fermi level of the STRuQOj electrodes. The shaded regions correspond to various
interfaces where the calculation of the band alignment is not valid.

larising electric field in BaTiO3. This can be seen as a gradient in the difference of the
macroscopic average of the potential [Fig. 5.8 (¢) and (d)]. As a result of the SrTiO;
potential being pinned to the level of the BaTiO3 potential at the interface, if we
change the direction of polarisation in the ferroelectric we can observe a simple rigid
shift in the potential of the SrTiO3 layer. This shift can be readily seen if we plot the
density of states projected onto the atoms of the SrTiOg layer alone. This is shown in
Fig. 5.9 where we present both the total DOS of the entire supercell and the SrTiO3
PDOS. It is clear that the difference in the Sr'TiO3 DOS between P_, and P+« is just
a rigid shift, in this case by approximately 0.9 eV. By using the methods outlines

in Section 4, we can determine the position of the conduction band minimum and
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Figure 5.11: Schematic representation of the tunneling barrier for P_, (left) and P (right)
respectively. The numerical values of the various band offsets are for n = 2.

valance band maximum throughout the junction. This is shown in Fig. 5.10 where
the band alignment across the junction is plotted for the n = 2 case. An electrostatic
drop can be seen across the ferroelectric barrier as expected. We can see that both
the SrTiO3 and BaTiOj3 layers remain insulating, although the electrode Fermi level is
very close to the bottom of the Sr'TiO3 conduction band. We can now see clearly the
rigid shift in potential of the SrTiO3 layer which can be modulated depending on the
direction of polarization in the ferroelectric. When the polarization is switched, the
barrier height seen by the tunneling electrons can be increased or decreased resulting
in two different conductances being measured.

By considering the band alignment in Fig. 5.10 we can see that the mechanism for
the TER effect may be modelled by considering a simple tunneling barrier as shown
in Fig. 5.11. The BaTiOj3 region is considered as a potential barrier with a constant
gradient while the SrTiO3 region can be viewed as a square potential with a height to
match the potential of the BaTiOj interface. Clearly, tunnelling through the BaTiO3
barrier is going to be the same regardless of the direction of ferroelectric polarisation.
The TER effect is then dominated by the height of the potential barrier in the SrTiO;

region.
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5.4 Transport Properties

Fig. 5.12 shows the transmission coefficient for both the P_, and P_ structure and

the TER ratio as a function of the thickness of the dielectric layer [panel (d)]. The
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Figure 5.12: Transmission coefficient for the (a) n=0, (b) n=1 and (¢) n=2 structures. The
solid black lines corresponds to P_, while the dashed red line corresponds to
P structure. (d) TER values for n=0 (solid black line), n=1 (dashed red
line) and n=3 (dot-dashed green line).

TER is defined as follows:

rER= S %

G

where G_, (G.) is the conductance of the tunnel junction for the P_, (P, ) structure.
When n = 0 there is no SrTiOj3 layer, i.e., the structure has symmetric interfaces
between SrRuOj3 and BaTiOj. If the structure was identically symmetric we would
expect the TER to be zero. However, small unavoidable differences in the exact
atomic positions result in a non-zero TER of 0.31%. This number, although small, is
quite sensitive and it is possible to produce a change of 13.8% in TER by displacing by

less than 0.02A one interfacial STRuQj; unit cell alone. We note that a TER effect in
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a symmetric junction is very likely to be observed experimentally due to the difficulty
in creating defect-free structures, namely there will be always a degree of asymmetry
between the interfaces which will result in a measurable TER effect [232]. Despite
this, such defect-driven TER effects are not desirable for device applications due to
lack of reproducibility.

Due to the switching behaviour of the SrTiO3 barrier height, the tunnelling con-
ductance through the P_, and P, decreases at different rates for increasing interfacial
dielectric thickness. For one unit cell of Sr'TiO3; the TER increases from 0.31% to
39.1% and for two unit cells it increases again to 210.36%. This data is tabulated
in Table 5.1 and graphed on a logarithmic scale in Fig. 5.13. The general trend of
exponentially increasing TER with increasing SrTiO3 thickness agrees with what was

predicted by a simple model approach [241].

10

Figure 5.13: (a) Conductance as a function of n for the P_, (black curve) and P (red curve)
(G-, and G« respectively). (b) TER as a function of n on a logarithmic scale.

G, ('em™?) G (7'em™2) TER (%)

n=20 4.05x10° 4.06x10° 0.31
n=1 6.82x101 9.49x10* 39.07
n=2 2.80x10? 8.69x10° 210.36

Table 5.1: Conductance of the n=0, n=1 and n=2 tunnel junctions for both the P_, and
P structures (G, and G respectively). The TER ratio is defined according
to Equation 5.1.
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In Fig. 5.14 the k-resolved transmission coefficient is plotted over the full 2D
Brillioun Zone perpendicular to the transport direction at the Fermi level. The top
row (a - d) shows the transmission for the n = 0 structure for both polarisation
orientations while the bottom row shows the same information for n = 2. For both
structures, the contribution to majority transmission at the Fermi level is mainly from
the band edges. In contrast, the transmission through the minority spin is centered
around the I' point, with a broad region between I' and X also contributing, reflecting
the d-like symmetry available at Ep. The large increase in transmission coefficient
for the P_, structure compared to the P, one is evident, in particular for tunnelling
through the dominant minority states.

Until now, we have only discussed the total tunnelling transmission. However, as
expected when the electrodes are ferromagnetic, it is also possible for the junction to

exhibit tunnel magnetoresistance (TMR). This will be discussed in the next section.
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5.5 Four State Memory

If the electrodes used in a ferroelectric tunnel junction are ferromagnetic a TMR
effect will be generated upon the reversal of the magnetisation direction of the elec-
trodes. It is also possible that the TMR effect will be modified by the switching of
the ferroelectric polarisation. This was found in the experimental work of Garcia et
al. [248, 249] for a LSMO/BaTiOj3/Fe structure. They found that the TMR depends
strongly on the direction of the BaTiO3 polarisation. When the polarisation is orien-
tated towards the Fe electrode, the TMR value is more than twice as large as when it
is pointing towards the LSMO layer. They thereby demonstrate the electrical control
of the TMR effect in a tunnel junction with dissimilar electrodes. In order to quantify
the sensitivity of the TMR with the ferroelectric polarisation, they define a new figure

of merit, the tunnel electromagnetoresistance (TEMR), as

TMR.,—-TMRBR,

TEMR =
TMR_
where TMR is defined as o C
TMR_ )= .ZL__’N
Gy

for the P_, () structure. A description of the TMR effect, and its dependence on the
electronic structure of a symmetric STRuO3/BaTiO3/SrRuO; junction was discussed
in Chapter 4. For the junction containing two unit cells of Sr'TiO3 at one interface (n
= 2) we find a large value of TEMR (426.32%). Such a value is comparable to those
reported experimentally for the Fe/BTO/LSMO thin film structure where TEMR

values of 140% and 450% were found [248], depending on the exact structure used.

Thus, we find a change in resistance of a SrRuO3/SrTiO3/BaTiO3/SrRuO3 het-
erostructure when either the electric polarisation of the barrier is reversed or when
the relative magnetisation of the electrodes is switched from parallel to antiparallel.
A similar result was found in Ref. [158], where asymmetric terminations of BaTiO;

were used to introduce asymmetry, although the TEMR effect was smaller at ~17%.

Due to the coexistence of the TMR and TER effect, it is possible that such a
barrier maybe be used as a four-state memory. In such a memory, the ferromagnetic
and ferroelectric order parameters can independently encode information, the result
of which will be a massively increased storage density. The four states must be
independent with minimal multiferroic coupling. The states formed by the electric

polarisation P and magnetisation M are shown in Fig. 5.15 and are (P—, 11), (P—,

1), (P, 1) and (P, 14).
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input

“ O”

“2”

Figure 5.15: A four resistance state system achieved by the combination of the TER and
TMR effects. The sketch indicates the magnetic (thick blue arrows) and elec-
tric (thin black arrows) configurations.

g 1 t.  TMR (%)

—> 2.80x10% 1.12x10~*  2.50x10

— 8.69x10% 1.83x10%  4.75x108%
TER (%) 210.36 1533.93

Table 5.2: Conductance for the n = 2 tunnel junction for both parallel and antiparallel
magnetisation alignment of the electrodes and for both the P_, and P, struc-
tures. The subsequent values of TMR and TER are presented. The TER ratio
is defined according to Eqn. (5.1).

Such a memory would be non-volatile as both P and M do not need to be powered
up. Information can be read be measuring the source - drain current and so would
not require the more complicated and destructive read-out process used in FeRAM.
The destructive read-out and subsequent re-write of each bit causes memory fatigue
in FeRAM due to the repetitive cycling and so places a limit on its reliability. This

resistive memory eliminates such a drawback.
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5.6 Conclusions

For a tunnel junction with a composite barrier combining a ferroelectric material and
a dielectric one and symmetric ferromagnetic electrodes, we demonstrate a sizable
TER effect that increases exponentially with the thickness of the dielectric layer. We
find that the TER effect is generated somewhat indirectly by the ferroelectric material
through its influence on the barrier height of SrTiOj. In an attempt to screen the
interfacial charge induced by the ferroelectric polarisation, the dielectric electrostatic
potential becomes pinned to the BaTiOj3 barrier height at that interface. Thus the
magnitude of the barrier height varies dramatically when the direction of polarisation
is reversed. We predict that by modifying the thickness of the ferroelectric layer
(which will modify the barrier height) or by changing the thickness of the SrTiO;
layer it is possible to tune the TER effect. In this way, a very large effect can
be generated, in contrast to any contribution from interfacial defects, which offers
little control. Finally, the use of ferromagnetic electrodes allows the TMR effect to
be manipulated with the ferroelectric polarisation. We find a TEMR effect of over
400%, in line with recent experimental observations. Due to the coexistence of the
TMR and TER effects we believe that such a tunnel junction may become the basis

of a new player in the family of future resistive based memories.
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CHAPTER 6

Electronic Transport through Fe/MgO/Ge (001) tunnel

junctions

6.1 Introduction

One of the most important outstanding challenges in spintronics is that of achieving
spin polarised electron injection and detection in semiconductors. The technological
implications of such an accomplishment would be immense - allowing the integration
of spintronics with existing logic solid-state devices. The detection of information
stored in a magnetic memory within a semiconductor heterostructure would be pos-

sible. There are two requirements for an efficient spin injection device:

1. A long spin relaxation time in the semiconductor,

2. A high spin injection efficiency from the metal to the semiconductor.

Slow spin relaxation in semiconductors has been already demonstrated - Kikkaw and
Awschalom [250] showed that the spin diffusion length in semiconductors can reach
values comparable to device lengths. For example, in GaAs spin lifetimes of 100ns
have been measured at 1.6K although this decreases at higher temperatures. Efficient
spin injection from a ferromagnetic source into a semiconductor remains challenging
due to the fundamental conductivity mismatch between metal and semiconductor
[251, 252]. Two possible methods to overcome this problem have been put forth. One
way is to use a magnetic semiconductor as spin injector, for example (Ga,Mn)As.
Such materials, however, usually have a very low T, and so are unsuitable for device
applications. A second method is to introduce an interfacial spin dependent tunnel
barrier at the interface between the ferromagnet and semiconductor [253]. For in-

stance, a spin injection efficiency of 9% was found in a GaAs light-emitting diode
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(LED) system by introducing an amorphous Al,O3 tunnel barrier [254]. By using a
crystalline barrier, such as MgO, one can increase the efficiency; a spin polarisation

of 57% was found when injecting spins from CoFe to GaAs through MgO [255].

Until recently, the majority of optical and electronic studies have concentrated
on the III-V direct gap materials such as GaAs. Relatively less attention has been
given to the indirect band gap materials. However, the ultrafast carrier mobility of
Germanium (Ge) has recently attracted renewed attention in using group IV semi-
conductors for spintronics. Ge has a substantially higher electron and hole mobility
at low electric fields than silicon; as such it has the potential to become the basis for
the next-generation complementary metal-oxide-semiconductor field effect transistor
(CMOSFET). For this to happen, the control of the Schottky barrier height (SBH) at
the metal/Ge interface is vital. However, it has been reported that the Fermi level of
the metal are pinned close to the valence band edge (VBE) of Ge [256]. This has been
attributed to either metal induced gaps states (MIGS) or defects / danging bonds at
the Ge surface. One method to alleviate this problem is to introduce a thin layer of

insulating material between Ge and the metallic contacts [257].

We can see, therefore, that the insertion of an insulating material at the interface
may solve two problems simultaneously: it depins the Fermi level thereby reducing
the Schottky barrier height, and also overcomes the conductivity mismatch problem
for spin injection. The use of MgO as the tunneling barrier is particularly appealing.
As we shall see later, the lattice mismatch with Ge is low (=5%) and MgO has been
shown to be a good substrate material for the growth of functional oxides such as
BaTiO3 and ZnO as well as Co and Fe. Furthermore, as we have previously seen,
MgO has been found to perform significantly better than the amorphous Al,O3 barrier

[255] in increasing the tunnel magnetoresistance in tunnel junctions.

The use of photons as a method of both spin injection and detection was first
suggested in the 1960s [258]. Such an approach, known as spin-optoelectronics, ex-
poits the coupling between the angular moment of photons and the spin angular
momentum of electrons. This coupling enables one to manipulate and read photon
helicity by acting on the magnetic properties of ferromagnetic electrodes in integrated
devices. The field of spin-optoelectronics is rapidly developing, driven by the poten-
tial for future spintronic devices [259]. It is particularly appealing in the technology
sectors concerned with communication and information applications, such as data
transmission cryptography, reconfigurable optical interconnects, optical switches and
modulators [260, 261].
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The development of the spin light emitting diode (spin-LED) was a significant
milestone along the path of constructing integrated devices based on spin-optoelectronics.
The spin-LED is used to optically analyse electrical spin injected into the semicon-
ductor active zone of a light emitting diode with high sensitivity. Here the spin polari-
sation of the carriers injected in the conduction band of the semiconductor translates
into the helicity of the photons emitted during recombination, via the dependence
of the radiative recombination transition probabilities on the spin of the conduction
band states and on the photon angular momentum [262]. The first injectors used
dilute magnetic semiconductors (DMS) to inject spin polarised electrons directly into
semiconductors [263, 264] but these devices only works at low temperatures unsuit-
able for device applications. The use of conducting ferromagnetic metals became
possible when it was realised that the introduction of a resistive contact between the
metal and the semiconductors removed the ‘conductivity mismatch’ problem. The
use of Fe, Co, Ni and their alloys was then highly desirable due to their high Curie
temperatures.

The spin polarised current is measured by studying the degree of circular polar-
isation of the electroluminescence emitted by the diode. Electroluminescence polar-
isations (ELP) of up to 40% at 4.5K [265] and 20% at 80K [266] were found for
Fe/Al,03/GaAs and FeCo/Al,03/Al(GaAs) tunnel junctions, respectively. In these
cases, the spin polarisation of the injected carriers was limited by the spin polarisation
of the tunnelling process. As we have seen, introducing a crystalline MgO barrier in
conjunction with Fe electrodes can increase dramatically the tunnelling polarisation.
ELP of up to 52% has been found a CoFe/MgO/GaAs tunnel junction at 100K [255].

While spin-LEDs are now available, a critical step for developing spin optoelec-
tronics into a viable technology is the fabrication of integrated detectors, i.e., detectors
that do not require external optical elements. The spin-LED works on the principle
that spin information is injected electrically and then detected using optical means
- spin detection requires the reverse of this process, i.e., the information is created
using optical means and subsequently detected electrically. In the last decade, many
attempts have been made to accomplish integrated spin detection by essentially using
the same structure of spin-LEDs. Spin polarised electrons are optically pumped into
the conduction band of the semiconductor with circularly polarised photons resonant
with the band gap. The electron spin polarisation is then converted into a mod-
ulation of the photocurrent. For this reason, and by analogy with the spin-LEDs,
these devices are usually referred as spin-photodiodes (SPDs). Several variants of
these SPDs have been investigated including direct FM/SC interfaces with Schottky

barriers [267] and those including insulating barriers [268].
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Most of these structures involve GaAs, the prototypical material for semiconductor
spintronics. However, due to the positive results reported for Ge, including spin ma-
nipulation, efficient spin injection, spin transport and in particular a long spin relax-
ation time, it is now beginning to attract more attention. Epitaxial Fe|]MgO|Ge(001)
stacks have been recently been synthesised by several groups [269, 270, 271] but to
date there has been no demonstration of SPDs based on Ge presenting a sizable and

clear spin filtering effect at room temperature.

In Section 6.2, we examine the Fe|MgO|Ge heterostructure. The bulk properties of
the three component materials are discussed with particular attention given to those
MgO|Ge heterostruc-

properties that will dominate the transport properties. The Fe
ture is then discussed and compared to the experimentally found structure.

This has been recently proposed as an efficient and integrated method of detecting
photon helicity. In Section 6.3, the room temperature integrated detection of the
helicity of photons via spin photodiodes based on fully epitaxial Fe|MgO|Ge(001)
hetrostructures is discussed. The experimental work was carried out by C. Rindali
and co-workers from the group of R. Bertacco. In order to explain the experimental
results, a careful analysis of the calculated electronic transmission through the MgO
barrier is required. To this end, the spin transport properties of the junction are
calculated from DFT and the NEGF method.
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6.2 Structure

6.2.1 Bulk Materials
Ge

Ge is a semiconductor that crystallises in the diamond cubic structure (space group
Fd3m) with an experimental lattice constant of 5.6575 A and an indirect band gap
of 0.66 eV between I' (valence band) and L (conduction band). The direct band gap
has been found to be 0.8 eV. All the calculations in this chapter have been carried out
within the generalized gradient approximation (GGA) using the parametrization of
Perdew, Burke and Ernzerhof (PBE) [38] for the exchange and correlation functional.
The core and valence electrons are treated with norm-conserving fully separable [122]
Troullier-Martin [123] pseudopotentials. The predicted lattice constant within GGA
is 5.778 A, a slight overestimate of the experimental value. The band structure is
shown in Fig. 6.1. The valence band maximum is doubly degenerate and occurs at
the I'-point. The conduction band minimum lies at the L-point, on the edge of the
first Brillioun zone (Fig. 6.1(b)). We note that the usual GGA underestimation of
the band gap reduces the gap of Ge to almost zero. We will discuss the implications

of this on the transport properties in Section 6.3.

E - EF (eV)

W X r L w St g e
(&) (b)

Figure 6.1: (a) Calculated band structure of diamond cubic Ge obtained from GGA. The
Fermi level is aligned to 0 eV. (b) The face centred cubic (fcc) Brillouin Zone.

Fe

Fe is a ferromagnetic metal that crystallises in the bee structure (space group I'm3m).

The experimental lattice constant is 2.87 A. One of the more notable failures of
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the LDA functional is that it predicts a fce ground state structure for Fe with an
underestimated lattice constant. GGA, however, correctly predicts a bee ground
state structure that is ferromagnetically ordered and the predicted lattice constant

is very close to that of experiment at 2.88 A. The localized atomic orbitals for Fe is
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Figure 6.2: Fe band structure for majority and minority spins obtained from GGA.

of double-¢ quality for the s states (cutoff radius 6 A) and single-C for the p (cutoff
radius 6 A) and the d (cutoff radius 5.6 A) symmetries. The band structure of Fe is
shown in Fig. 6.2 for majority and minority spins. A spin split of ~2 eV is evident in
the d bands resulting in a magnetic moment of 2.27p5/Fe, which compares well with

the experimental value of 2.2p5/Fe.

MgO

MgO is a wide band-gap insulator that crystallises in the rock-salt structure (space
group Fm3m). Experimentally, the band gap has been found to be 7.8 eV while the
lattice constant is 4.21 A [272]. The localized atomic orbitals for each atom use a

double-( basis set for the for the s and p states with cutoff radii for all the first (s of

4 A1

' Although small, a cutoff radii of 4 A is sufficient to accurately describe the electronic structure of
MgO close to the Fermi level without introducing spurious flat bands in the complex band structure.
A thorough description of the the influence of cutoff radii on the electronic properties of MgO can
be found in Ref. [273]
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Figure 6.3: The calculated MgO band structure obtained from GGA.

The equilibrium lattice parameter for MgO within the GGA is found to be 4.27 A,
an overestimation of the experimental lattice constant by 1.4% as is to be expected
from a GGA calculation. (Within the LDA the theoretical lattice constant is found
to be slightly underestimated at 4.18 A).

The band structure of MgO is shown in Fig. 6.3. The band gap is 4.78 eV and
is direct at I'. As usual, this is significantly smaller than the experimental band
gap of 7.8 eV. Correcting for the self-interaction error via the ASIC functional has
proved effective in opening the band gap of MgO to that experimentally observed
[273]. However, in this case the GGA band gap is sufficiently large and should not

impact on the conclusions of this chapter.

6.2.2 Fe/MgO/Ge heterostructure

As we discussed in Section 6.1, Fe/MgO/Ge(001) is a promising heterostructure for
spin transport. The use of Ge as semiconductor is highly advantageous due to its
high carrier mobility; the electron mobility is several times higher than that of Si
while the hole mobility is the highest of all group IV and IIIV semiconductors. The
introduction of a high resistive barrier with spin polarised resistance such as MgO
has several effects: it solves the ‘conductivity mismatch’ problem between Ge and Fe
and it allows the circumvention of the Schottky barrier, created due to the pinning
of the Fe Fermi level to the valence band of Ge.

For this to happen, it is vital that the structure is epitaxial with well defined

interfaces. The interface between Fe and MgO has been carefully studied but the
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growth of MgO on Ge has only recently been given attention.

Fe/MgO interface

Since the seminar theoretical work of Butler et al. [23], there have been numerous
studies, both experimental and theoretical, of the growth of MgO on Fe and the
electronic properties of the Fe/MgO interface [274, 275, 276, 277, 278, 279, 77]. It is
generally found that for MgO deposited on Fe(001), the Fe[100] direction is parallel
to MgO[110], i.e., the MgO crystal is rotated by 45° with respect to Fe. The lattice
mismatch for this epitaxial arrangement is 3.8%. The Fe lattice constant along [100]
is 2.87 A compared to 2.98 A for MgO along [110]. Low Energy Electron Diffraction
(LEED) studies [280] have shown that the interface between Fe(100) and MgO(100)
is such that the Fe atoms are positioned on top of the O atoms in the first MgO
layer. However, the exact arrangement at the interface seems to depend on the
experimental growth conditions. For example, several groups have found that one
or more layers of FeO form at the interface [278, 281, 282]. Theoretical works have
detailed the effect such an FeO layer can have on the transport properties [283, 284].
Other investigations, however, have found that no partial oxidation of Fe occurs
[285, 286, 287] or that it is possible to control the level of oxidation depending on

growth techniques and conditions [278, 288].

Ge/MgO interface

The growth of MgO on a Ge substrate has been studied much less than its growth
on Fe. In particular, two possible epitaxial relationships between Ge and MgO have
been proposed. The first one is the so-called cube-on-cube growth, that is observed
for the growth of MgO on GaAs [289], i.e., [100] MgO is parallel to [100] GaAs. This
would require an enormous lattice mismatch (defined as age — ango/ace) of 26.6%.
For this reason, it has been suggested that such a cube-on-cube growth of MgO on
GaAs is possible only because of the presence of an interfacial amorphous layer several
nanometers thick. As a result, MgO need not be commensurate with the underlying
GaAs crystal.

In contract, negligible oxidation has been found between MgO and Ge (=0.5 ML)
[290]. Because of this and despite the similarity between the lattice constants of GaAs
and Ge (5.65 A compared to 5.66 A), a second epitaxial relationship is possible, where
[110]MgO is parallel to [L00]Ge, i.e. MgO grows on Ge with a 45° rotation of the
MgO lattice with respect to the Ge one. In this case, the lattice mismatch is much

reduced to 5.1%, significantly lower than the misfit of cube-on-cube growth.
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Fe/MgO/Ge heterostructure

Ge/MgO/Fe heterostructures have been grown in ultra-high vacuum by using Molec-
ular Beam Epitaxy (MBE) [290, 269] and the structure has been determined by us-
ing Reflection High Energy Electron Diffration (RHEED). MgO has been deposited
on Ge with a thickness ranging from =1 to 2.3nm. Optimal growth was achieved
by growing MgO at room temperature on a p(2x1)-Ge(001) surface, as opposed to
p(1x1)-Ge(001), as the former displays significantly lower oxidation of the Ge sub-
strate after annealing (the formation of GeO, is ~0.5 mono-layers). The Ge/MgO
structure was found to be crystalline after annealing at 773 K. As was expected,
X-Ray Photoelectron Diffration (XPD) measurements show that MgO grows with
orientation MgQO[110] || Ge[100] [269]. This relaticnship has also been found by other
authors [270, 271]. Using MBE, a 10 nm thick Fe layer is deposited on MgO and
then annealed again resulting in an Fe film with good crystallographic quality with
minimum interfacial oxidation of the Fe atoms. The Fe unit cell is found to be rotated
by 45° with respect to the MgO layer, as is usual of epitaxial growth of Fe on MgO
[291].

All heterostructure calculations are performed a 7x7x1 k-point Monkhorst-Pack
mesh [242] and a grid spacing equivalent to a plane-wave cut-off of 600 eV is sufficient
to converge the charge density. While in reality, the in-plane lattice constant varies
throughout a heterostructure as it deforms in order to reduce the misfit strain, the
application of periodic boundary conditions restricts us to constrain the in-plane
lattice vectors of both electrodes, Ge and Fe, to be identical. The in-plane lattice
constant of MgO must also adhere to this constraint.

The in-plane lattice parameter is set to that of bulk Ge (5.778 A) in order to mimic
the effect of a Ge substrate. The result of straining MgO to the lattice constant of Ge
is that the band gap increases from 4.78 eV to 5.968 eV. MgO is then rotated by 45°
with respect to the Ge lattice in order to minimize the strain (+4.53% compared to

+5.12% experimentally) as sketched in Fig. 6.4. The agreement between experiment

a(»t-

Figure 6.4: A schematic of the atomic arrangement for the [110] direction of MgO parallel
to the [100] of Ge.
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and theory with regard to epitaxial strain is quite good and is shown in Table 6.1.
Within GGA the misfit strain between Ge and Fe is only 0.4%, assumming four Fe

unit cells per one Ge in the xy-plane.

Ge MgO  (Strain) | MgO (45°) (Strain) | Fe (Strain)

GOA 578 A | 427 A (26.08%) | 6.04 A (4.34%) | 2.88 A(0.4%)
Experiment | 5.66 A | 421 A (25.62%) | 5.95 A (4.93%)

Table 6.1: The lattice constants of Ge, MgO and Ge as obtained by GGA and compared to
experiment [269]. The predicted stain is shown for both cube-on-cube growth of
MgO on Ge and for MgO rotated by 45° on Ge.

In keeping with these experimental findings, we consider a tunnel junction formed
by five MgO monolayers (<1.1 nm thick). The left-hand side electrode comprises of
eleven Ge atomic layers, while the right-hand side one is made up of eight atomic
layers of Fe. This is sufficient to converge to bulk properties. A layer of vacuum
~34 A thick separates the two electrodes. In Fig. 6.5 the unit cell for the entire
Ge/MgO/Fe heterostructure is shown. Periodic boundary conditions are applied in
the plane perpendicular to the stacking direction (the xy-plane). The structure is

then relaxed out-of-plane until the forces are less than 40 meV/A. The relaxed Fe -

Figure 6.5: Unit cell used for the Fe/MgO/Fe(100) junction. Periodic boundary conditions
are applied perpendicular to the stacking direction.

O distance is 2.1 A while the relaxed Mg - Ge distance is 2.73 A. Rumpling of the
interfacial MgO atoms is also evident.

A detailed description of the spin filtering effect according to the symmetry of
Bloch waves in crystalline tunnel junctions can be found in Chapter 4. Here, we
briefly summarise the effect as we discuss the transport across the Fe/MgO interface.
The huge TMR obtained using simple ferromagnetic electrodes together with epitaxial

tunnelling barriers cannot be described using the Julliere model. It became evident
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that the transmission in a tunnel junction is determined not only by the DOS at the
Fermi level of the electrodes and by their spin polarisation, but also by a spin filtering
effect due to wave function matching across the barrier. This was first discussed by
Butler and Mathon [23, 24] in relation to the Fe/MgO/Fe tunnel barrier.

The spin dependence of the tunnelling current can be deduced from the symmetry
of the Bloch states in the electrodes and the evanescent states of the barrier. Although
these states are a feature of a surface or an interface, their general properties can
be derived from the bulk band structure of the constitutional materials once we
consider both real and imaginary k-vector solutions to the Schrodinger equation for

the periodic bulk potential [202]. The complex band structure of MgO is shown in

|

v | %
: =
0 d [
-5 5

Figure 6.6: Complex Bands of the First Kind (k| = 0) for MgO. The shaded area marks
the MgO band gap.

Fig. 6.6 for k| = 0. States with k| = 0 have no momentum component in the plane
perpendicular to the transport and, in general for materials with direct gaps at I', will
have the slowest decay rate. As the complex bands inherit the symmetry properties
of the real bands they are connected to, we can ascribe the lowest decay to states
with A; symmetry (comparing to Fig. 6.3). States with A symmetry are those that
transform like a linear combination of functions with 1, z, 222 — 22 — y? symmetry.
States with Ay symmetry transform as functions with zzx and zy symmetry.

For an electron in Fe to tunnel across the MgO barrier it must belong to a state
with the same A; symmetry so that it can couple effectively to that evanescent state.
The real band structure of Fe along the A direction of the Brillioun zone (I' - H) is
shown in the left panel of Fig. 6.7. There is only one minority band at the Fermi level
with A; symmetry whereas for the minority spins there are no wavefunctions with

that symmetry. There are also both majority and minority Ajs states at the Fermi
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Figure 6.7: The left panel shows the Fe band structure for both majority (solid black)
and minority (dashed red) bands along the I' to H direction, i.e.. the direction
relevant to tranport. The right panel shows the Ge band structure along I' to
X. The symmetries associated with each band are marked.

level, but these decay significantly faster than those with A; symmetry in the MgO
barrier. Thus, the A; majority states dominate the tunnelling current, such that the
conductance across a Fe/MgO interface is close to 100% positively spin polarised, i.e.
Fe(001)/MgO(001) acts like a half metal in this structure and the TMR is expected
to be very large. In the case of the Fe/MgO/Ge structure, these states must then
couple to appropriate states in the Ge layer.

In the next section, the consequences of this symmetry-matching to the transport

properties of such a heterogeneous tunnel junction is discussed.
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6.3 Transport

6.3.1 Experimental Method

Fe/MgO/Ge heterostructures have been prepared in-situ by Molecular Beam Epitaxy
(MBE) in the group of R. Bertacco. The Ge substrate is lightly n-doped to maximize

the spin diffusion length. Fig. 6.8 shows the epitaxial quality of the structure in

K

Figure 6.9: Schematical cross section of the SPD. The magnetic field (H) is applied per-
pendicular to the surface while the bias voltage (Vyi.s) is applied from the top
to the bottom electrode. Circularly polarised light impinges the front of the
stack, perpendicular to the surface.

a scanning transmission electron microscopy (STEM) image [290]. A cross section
schematic of the entire SPD is shown in Fig. 6.9. An external magnetic field is used
to direct the Fe magnetisation out-of-plane, overcoming the shape anisotropy. Circu-
larly polarised light illuminates the front of the SPD, perpendicular to the surface.
This means that the photons have to pass through both the Fe layer and the trans-

parent MgO layer before it is absorbed in the Ge layer. The photo-current is then
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measured as a function of bias for different combinations of the light polarisation and
magnetization of the Fe layer. All measurements are performed at room temperature.

Fig. 6.10 illustrates how the device operated in forward bias. While MgO is trans-

Forward bias

LplonV)

'
“Z¢ 0 tg Zgc

Figure 6.10: Sketch of the band diagram and SPD operation under forward bias. The con-
vention used for the angular momentum of photons (£) and for the unit vector
representing the magnetization are illustrated for the case of right circular
polarisation (¢ = +1) and inward magnetization (u = +1).

parent at the photon energy considered (1300nm), the intensity of light impinging
on the device is attenuated in Fe due to Magnetic Circular Dichroism (MCD). Right
and left circularly polarised light have different absorption coefficients in Fe so that
one polarisation will be attenuated more than the other when the light arrives at the

MgO/Ge interface. The intensity of light reaching the Ge layer is then given by
I(z=0)=I(z =tp) = Iyape(l + ouD),

where ap, is the attenuation for unpolarised light, D is the asymmetry of dichroic
absorption, ¢ indicates the z-component of the photon angular momentum (£) in
units of & and p indicates the z-component of the unit vector corresponding to the
Fe magnetization so that u = +1, 0, -1 for positive out-of-plane, in-plane and neg-
ative out-of-plane magnetisation respectively. D was found to be 0.4%+0.05% by
measuring the transmission of left and right polarised light thought a Fe layer grown
on an MgO substate. The photo-generated electron - hole pairs are separated by the

Ge band bending: an upward bending (as shown in Fig. 6.10 and Fig. 6.11) drives
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the electrons towards the interior of Ge where no spin-filtering action is encountered
while the holes propagate towards the barrier and cross it into the Fe layer where
they experience a spin dependent resistance. A downward bending (See Fig. 6.11)

results in the opposite scenario where electrons are driven towards the Fe electrode.
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Figure 6.11: Sketch of the heterostructure band diagram as a function of the applied volt-
age. Vy; is the flat band bias, i.e., the applied bias required to counteract the
built-in potential of Ge (measured to be 0.2 eV £ 0.1 eV).

The asymmetry in the spin-dependent transport, Agp, is generated by both spin
depolarisation during the carrier propagation and by the spin filtering action of the
barrier. In order to eliminate spurious asymmetries introduced by the experimental
method not related to spin-filtering or dichroism, is it necessary to take the difference

of the following two quantities
Al = Lp(4+0,+u, V) — Lp(—0, +4, V)

and
A7 = Ln(+0, —p, V) = Ipn(=0, =, V),

obtaining, to first order,
AI(V) = Ip.2apen.(V).(D + Asp).op,

where 7.(V') is a proportionality factor depending on the bias. That is, the difference
of the photocurrent (I,;) upon light polarisation reversal as a function of applied
bias (V), for opposite out-of-plane Fe magnetisations was measured and then the

semi-difference of those quantities taken. As
[phol.o(v) = ph((f - O, = 0, V) = I()-(I/Fe-n('(vv)a

AI(V) - 2Iphoto-(D = ASF).O',[L
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where L010(V) is the photocurrent measured for incident linearly polarised light and

in-plane magnetization.

A, (%)

0.4

Figure 6.12: (a) Net photocurrent variation as a function the bias voltage due to full reversal
of the circular polarisation of light (A, black curve), as well as its contributions
from spin filtering (Algp. red curve) and from magnetic circular dichroism
(Alpyep, blue curve), for a Fe/MgO(1.5 nm)/Ge spin photodiode. (b) Spin
filtering asymmetry (Agp) deduced from data of panel (a). The sign of the
photocurrent (to which Aly/cp is proportional) is coherent with the energy
diagrams sketched in the two insets, for applied bias below and above the flat
band voltage V.

The result for a SPD with an MgO thickness of 1.5nm and an area of 5 x 10°um?
is shown in Fig. 6.12 as a function of the applied bias voltage. The black curve in
Fig. 6.12(a) shows Al. The blue curve shows the contribution from magnetic circular
dichroism (Alycp). Subtracting this from AT gives the true spin filtering term Algp,
shown as the red curve in Fig. 6.12(a).

The spin filtering asymmetry, Agp, is plotted in Fig. 6.12(b). The oscillations
close to the flat band voltage, Vy; (an applied voltage corresponding to the that
necessary to compensate for the internal voltage of Ge) are numerical artifacts due
to the division of two vanishing quantities, Algp and I pot0.

We can see from the figure that there is a similar spin filtering effect for both
forward and reverse bias, i.e., for both holes and electrons. This is surprising since
the spin flip relaxation time for holes is much lower than that for electrons (7, ~

100fs [292] compared to 7. & 100ps [293]). For this reason, one would expect the spin
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filtering effect to be significantly higher for electrons than for holes.

In order to reconcile this information with the experimentally measured results
we must carefully analyse the creation of the photo generated spin polarised carriers
and in particular their subsequent transmission through the MgO barrier to the Fe
electrode.

In Fig. 6.13 a schematic band structure of Ge close to the I' point is shown,
including the conduction band (CB), light (LH) and heavy (HH) hole valence bands
and the split-off spin-orbit band (SO). Selection rules conserving angular momentum
determine that the possible transition are those with j=+1 and are shown in the right
panel of Fig. 6.13. The spin polarisation of the excited carriers depends then on the
photon energy. Irradiation by photons at 1300nm (hr = 0.96 ¢V) excites interband
transitions from P3/, and P/, to S)/2 at the I' point. The circled numbers denote the
relative transition intensities that apply for both these excitations. The maximum
spin polarisation given by two simultaneous transitions from the top of the valence

band is then 50% (P = (3-1) / (3 + 1)). After photogeneration, the spin-polarised
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Figure 6.13: Left panel: Schematic band structure of Ge. Right panel: Optical transitions
between the level j=3/2 (LH and HH), j=1/2 (SO) and j=1/2 (CB) for a right-
circular polarised photon. The relative intensities of the transitions are given
in circles.

electron-hole pairs that are created at the I' point are then separated. The electrons
relax, with a characteristic time 7, ~ 230fs [294], towards the conduction band
minimum, which in the case of Ge, is at the L point [see the Brillioun Zone of Ge in
Fig. 6.1(b)]. In contrast, holes remain in the valence band maximum at the I" point.
Because the electron spin-flip relaxation time (~100 ps) is much longer than 7, we
can assume that the transport processes of electrons and holes take place at L and T’

respectively.
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6.3.2 Transport Properties

Fig. 6.14(a) shows the spin transport properties of a Fe/MgO/Ge tunnel junction
by plotting the transmission of majority and minority spins as a function of energy.
It is evident that the transmission is dominated by majority electrons throughout
the MgO gap, with the minority transmission being at times three times lower in
magnitude. Fig. 6.14(b) shows the spin asymmetry of the carrier transmission (Ap)

as a function of energy. Ap is defined as

_5; -1,

o = , 6.1
T L

where T (7)) is the tunnelling transmission coefficient for majority (minority) spins.
For a wide range of energies around the Fermi level Ay ~ 1, illustrating the fact that
majority transmission is significantly higher than minority transmission across this
range. In Fig 6.15 the average number of channels per k,, n., is shown for both Ge
and Fe electrodes. The massive drop in transmission close to the Fermi level can be
attributed to the lack of Ge channels available in that electrode (the Ge energy gap

calculated with GGA is essentially zero).
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Figure 6.14: Calculated transport properties for a Fe/MgO/Ge heterojunction, where the
MgO thickness is approximately 1.1 nm (five unit cells). (a) Total transmission
coefficient for majority (black) and minority (red) spins as a function of energy.
(b) Calculated spin polarisation as defined in Eq. 6.1 as function of energy.
Note that the Fermi energy (Er) sets the energy zero so that negative (positive)
E corresponds to tunnelling of holes (electrons) respectively.
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Figure 6.15: Average number of channels n, for the Ge electrode (black), the Fe majority
spin (red) and Fe minority spin (green).

In order to explain this transmission we need to consider the wave function match-
ing at both the Ge/MgO and Fe/MgO interfaces. As this is exact only at the I" point
(0, 0, 0), in Fig. 6.16 we initially consider the transmission at this point alone for
clarity. The relationship between the electronic band structure of the electrodes and
the peaks in the transmission coefficient is then evident. The majority and minority
A, Fe states are emphasised in particular as their influence on the transmission is
striking. For instance, the high majority transmission between -1.1 eV and +2.8 eV
can be attributed to the majority A; band in Fe. Electrons with this symmetry in
Fe tunnel through the MgO barrier to states with a Ay symmetry in Ge. The gap in
the majority transmission between -0.4 eV and the Fermi level can also be attributed
to the gap at those energies at I" in Ge. Similarly, for the minority spins, the highest
transmission can be associated with a A; state in the Fe electrode above +1.9 eV.
Again, the transmission decreases at +2.8 eV corresponding to the band edge of the
Ge Ay band.

As discussed earlier, because the electrons relax to the L point in the Brillioun Zone
in a characteristic time much shorter than the spin-flip relaxation time, we can assume
that the transport process of electrons takes place at the L point predominantly.
Holes remain at the top of the valence band at I" and so by looking at the transport
properties of the I' point we can identify the primary contribution to reverse bias.

In order to ascertain the contribution of the spectral region around the I' point
we have integrated the k-dependent transmission coefficient over 7310 k-points of a
disc centred at I' with a radius corresponding to 17% of the total Brillouin Zone.
A disc of the same radius centred at the L point has been used to determine the
contribution of a region around L. The integration over this disc has been carried out
with 4932 k-points. The chosen radius corresponds to the radius of the Fermi surface

obtained by assuming that the Fermi level is within kgT from the conduction band
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Figure 6.16: In the middle panel we present the I' point transmission coeflicients as a
function of energy for majority (black) and minority (red) spin. Panel (a)

shows the Fe band structure along the I' to X direction, while Panel (¢) shows
the Ge band structure along the same direction.

minimum (kg is the Boltzmann constant and T the temperature). Fig. 6.17 shows

a simple schematic of the sampled points at both I' and L. Fig. 6.18(b) is obtained
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Figure 6.17: Left panel: Part of the total Brillioun Zone sampled close to the I' point. Right
panel: Part of the total Brillioun Zone sampled close to the L point.
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by integrating the k-dependent transmission coefficients over the two-dimensional
Brillioun Zone orthogonal to the device stack only around the I' point, relevant for
hole tunnelling. Also included in Fig. 6.18 are the Fe and Ge band structures along

the relevant direction for transport, in this case along I' — X. In this case the Fe

X
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X3 2 1
E-E_(eV)

Figure 6.18: In the middle panel we present the carrier transmission for the section of the
Brillouin Zone around I'. Panel (a) and (c) show the real band structure of Fe
and Ge, respectively along the direction relevant for transport.

bandstructure along the direction stack (direction I' to X) presents bands of Ay, Ay,
Ay and As symmetry. The complex bandstructure of MgO (Fig. 6.6) reveals that
wave-functions with A; symmetry have a considerably smaller imaginary wave-vector
for energies in the MgO band-gap than those with any other symmetries. This means
that the exponential decay of the wave-function is considerably slower for the A,
bands. As in Fe there is only a majority band [black lines in panels (a)] with A,
symmetry in the energy interval -1 eV to 2 eV around the Fermi level, one expects
the tunnelling current to be completely dominated by majority electrons. Note that
there is no A; symmetry in Ge along I' = X except for (E - Er) > 1 eV [see panel
(¢)], which means that electrons need to have a transverse component in the linear
momentum to be absorbed by Ge. Note also that in our GGA calculations there

is almost no bandgap for Ge at I'. In contrast, Fig. 6.19 shows the transmission as
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Figure 6.19: In the middle panel we present the carrier transmission for the section of the
Brillouin Zone around L. Panel (a) and (¢) show the real band structure of
Fe and Ge, respectively, along the direction relevant for transport, in this case
along the M to R direction of the cubic cell.

calculated by integrating around the L point, which is relevant for electrons in forward
bias. The situation is now quite different; this time the transmission coefficient [panel
(b)] has a gap in the interval [-1.5,0] eV around the Fermi level, reflecting the band-
gap of Ge at that symmetry point. The Fe band-structure [panel (a)] is plotted along
the device stack (R to M) of the cubic cell. It is now more complex to identify
the various band symmetries but the drastic reduction in overall transmission (the
transmission coefficient T changes from ~107% at " to about ~107% at L) indicates
that the transport through the highly transmittance A; band is not efficient here.
For comparison with the experimental results, the central quantity of interest is
the spin asymmetry of the carrier transmission (A7) as a function of energy, which is
shown in Fig. 6.20 for transport through both I' and L. As noted above, the majority
transmission thought I' is significantly higher than the minority transmission. This
generates the large value for the spin asymmetry A in that particular energy window.
For transmission thought the L point, the A; transmission no longer dominates and

as a result the spin-filtering is considerably less efficient and A is significantly smaller
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Figure 6.20: Calculated spin polarisation as defined in Eq. 6.1 as function of energy for
the transmission around I' (top panel) and L (bottom panel) as a function of
energy.

(~0.5).

This means that while holes are essentially 100% spin-filtered by the Fe/MgO
interface, the spin-polarisation of the tunnelling electrons is sensibly smaller. Note
that such a large difference in Ay persists if one moves for at least -1 eV within the
valence band at I' and +0.5 eV into the conduction band at L. This means that our
predicted larger asymmetry in the spin polarised transmission for holes as compared
to electrons survives possible gap corrections (note that Ge is almost a metal in our
DFT calculations) and finite voltages, like those applied in the experiment.

On the basis of our ab initio calculations of spin-dependent transmission we can
then explain the reason for the similar maximum values of A gy in forward and reverse
bias: the lower spin flip relaxation time for holes is compensated by their much larger
transmission spin polarisation, in force of the different points in the Brillioun zone

where tunnelling takes place.
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6.3.3 Conclusion

The experimentally measured variation of the spin polarised photocurrent induced in
a Fe/MgO/Ge(001) heterojunction is of a similar magnitude for both electron and
hole transport. This can be probed individually by measuring the photo generated
current at forward and reverse bias, respectively. As the spin-flip relaxation time is
significantly lower for holes than for electrons, one would expect the spin polarised
current in forward bias to be higher than that for reverse bias.

In order to explain this unexpected behaviour, we preformed ab initio calculations
of the spin-dependent transmission across the tunnelling junction. This allowed us
to independently probe the transport process at I' and L. We found that the trans-
mission coefficient is significantly spin-polarised at I" but much less so at L. As such,
we can conclude that although the spin-polarisation of holes decays relatively quickly
compared to electrons, this is compensated for by having a much higher initial polari-
sation. The result is that the experimentally measured asymmetry in spin dependent

current are comparable for both forward and reverse bias.
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CHAPTER [/

Influence of the Complex Band Structure on Electronic

Transport

7.1 Introduction

In this Chapter we investigate the possible effects of an insulator’s complex band
structure on electron transport in magnetic tunnel junctions. Two different types
of tunnel junctions are considered within which the complex band structure of the
insulating material is predicted to have a considerable influence.

In the first we study the electronic structure of two insulating ferrimagnetic spinel
ferrites, CoFe,O4 and NiFe,O4. The symmetry spin selection associated with the
different decay rates in the band gap is predicted to resolve a discrepancy between
theoretical calculations and experimental results for spin polarisation in these mate-
rials. We calculate the complex band structure of CoFe;O4 and NiFe,O4 and discuss
how the disagreement between theory and experiment can be resolved.

We then continue our investigation of ferroelectric tunnel junctions by considering
the effects of asymmetric electrodes on the structural and electronic properties of
a ferroelectric material. The use of asymmetric electrodes can result in different
polarisation magnitudes when the direction of polarisation is reversed. We consider
how this will affect the complex band structure of BaTiO3 in a Fe/BaTiO3/SrRuOj3

tunnel junction.
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7.2 The Spin Filter Effect

A source of highly spin polarised electron current is imperative for many spintronics
applications. The class of materials known as half-metals provides candidates for
such a source. Half-metals have only one spin channel available for conduction at the
Fermi level, as the Fermi level falls into a gap for the other spin subband. Compounds
exhibiting such half-metallic behaviour include the manganites [295, 296] and some
of the double perovskites [297]. Another promising avenue to generate a highly spin
polarised current is to ensure that the device resistance is much higher for one spin
channel than for the other via the spin-filter effect. This can be achieved by using
an ultrathin ferromagnetic insulating film as the tunnel barrier. The exchange-split
electronic states of the magnetic barrier yield different tunnelling barrier heights for
spin up and spin down electrons. As a result of the exponential dependence of the
tunnel current on the barrier height, electrons entering the barrier material will then
be transmitted differently depending on their spin (see Fig. 7.1). If the bottom of
the conduction band is lower for spin up electrons than for spin down electrons a
large positive spin polarisation will be found. A spin-filter is generally formed using
one non-spin-polarised metallic electrode as a current source and one ferromagnetic
metallic electrode as a detector with a ferro- (or ferri-) magnetic insulating barrier

between them.
The spin filtering efficiency of the barrier is defined as:

_h-d

Pr =
i

where J, is the spin-resolved current density. For a given barrier thickness, d, and at

low bias, the tunnelling current density depends exponentially on the barrier heights

[298, 299]
A A
Jy = \/ o — Td)eq:p ~Ar{ g — 7(/)03
/ A / A
le = qb() + Qd)(flfp —A (/)() + 7¢d 5

where ¢ is the averaged barrier height and A¢ is the spin-splitting of the bottom of

the conduction bands. Due to the ferromagnetic nature of the detecting electrode, the

tunnelling current will depend on the relative orientation of the barrier and electrode
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Figure 7.1: Schematic energy diagram for a spin filter consisting of a ferromagnetic barrier
sandwiched between two metallic electrodes. The barrier height that an elec-
tron experiences upon tunneling is spin-dependent resulting in a spin polarised
current. In principle, for thick junctions, this can lead to a 100% spin-polarized
current.

magnetisations. The TMR of this spin filter can then be expressed as

2P Pr

MR= ——F—
ke L 1— PP’

in an extension of the Julliere model, where P is the spin polarisation of the magnetic
electrode. The spin filtering efficiency of a material is generally found experimentally
in an indirect manner via a magnetoresistance measurement and the Julliere formula
is then used to determine Pr. However, as we found in Chapter 4, the problem in
reality is much more complex than what the Julliere model implies and the actual
electronic structures of both the electrodes and barrier need to be taken into account.

A drawback to this approach of generating a highly spin polarised current is that
ferromagnetic (or ferrimagnetic) insulators are rare, in particular at room tempera-
ture, and as such relatively little is known about them compared to ferromagnetic
metals. An indication of the spin filter effect was first found in field emission experi-
ments using tungsten tips coated with EuS [300, 301]. In this case, electrons tunnel
from the Fermi level of tungsten into the exchange-split conduction band of EuS re-
sulting in a spin polarisation of ~ 90% [302]. Subsequently, Moodera et al. measured
the spin polarisation of the tunnelling current in a Au/EuS/Al tunnel junction using

the Meservey-Tedrow technique [303]. Despite the lack of a magnetic source, a spin
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polarisation of approximately 80% is found. This is attributed to different barrier
heights for the two spin directions. A tunnelling efficiency of ~ 90% was also found
in a Al/EuS/Gd tunnel barrier [304]. The spin filter effect has also been found in EuSe
[305] and in EuO [306]. As EuSe becomes ferromagnetic only under the application
of a small applied magnetic field, the spin polarisation here displays an interesting
field dependency: 0% at zero applied field and increasing to &~ 100% at 1T. The Eu
chalcogenide group, including EuO, EuS and EuSe, suffers from the major disadvan-
tage that magnetic ordering occurs at very low temperatures. The Curie temperature
for EuS is 16.6K and 4.6K for EuSe. Although EuO offers a higher Curie temperature
(69.3K) it is quite difficult to grow in high quality films. The Eu chalcogenide group is
also poorly compatible with many of the commercially available electrode materials.
This limits their potential to be incorporated into practical devices.

In contrast, much of the perovskite family can be simply incorporated into het-
erostructure devices. As a consequence, the search for high temperature ferromagnetic
insulators was extended to the perovskites. BiMnOj is an insulating and ferromag-
netic perovskite oxide, having an ordering temperature of ~ 105K and a bulk magnetic
moment of 3.6p5/fu. [307], although this is much reduced when the material is in a
thin film form. Gajek et al. [308] demonstrated a spin filtering efficiency of 22% using
magneto-transport measurements in Au/BiMnO3;/LSMO junctions.

The spinel oxide family has also recently undergone intense study as a source of
ferromagnetic insulators. Although they possess a complicated crystalline structure
resulting in difficulties when creating high quality thin films, limited choice of ferro-
magnetic insulators has meant that the spinels are the best hope for creating room-
temperature spin filters. Experiments have already shown significant spin filtering in
NiFe,O4 and CoFesO4. These two materials will be discussed in detail in this sec-
tion, looking in particular at the disagreement between experimental measurements

of their spin-filtering efficiency and that predicted by first principles calculations.

7.2.1 The Spinel Ferrites

NiFe,Oy4 has a high Curie temperature (T ~ 850K) and is insulating in its bulk form
with a resistivity of 1kQem at room temperature [309]. CoFe,Oy is also a promising
candidate for spin filtering applications due to a high Curie temperature of ~ 793K
along with high coercivity and good insulating properties. Thin films of NiFe,Oy4
and CoFe,O4 have been grown by sputtering [310], pulsed laser deposition [311] and
molecular beam epitaxy [312]. Furthermore, epitaxial growth on MgO [313], SrTiO3
[314, 315], MgAl,O4 [316] and Pt [315] have all been achieved.

160



Complex Band Structure 7.2 The Spin Filter Effect

The growth of the spinel ferrites as single crystals, avoiding dislocations and an-
tiphase boundaries, presents many experimental difficulties. While a spinel substrate
is available commercially, it has a large lattice mismatch with both CoFe,O, and
NiFe,O4. Epitaxial strain is known to lead to drastic changes in the magnetic and
electrical properties of ferrite thin films; while CoFe,O, is an inverse spinel in its bulk

form, the degree of cationic inversion can be manipulated with strain [317].

Initial DFT studies of the spinel ferrites used the LDA or GGA as exchange-
correlation functional. However, as we have seen, these approaches are not capable
of describing the strongly correlated d-electrons in oxides and so erroneously describe
the spinel ferrites as half metallic [318, 319, 320]. In order to correct this, LDA+U has
been employed. Within this approximation both CoFe,O4 and NiFe,O,4 are correctly
described as insulators although MnFe,O4 remains half-metallic [321]. Hybrid density
functionals have also being employed to good effect [322]. Szotek et al. used a Perdew-
Zunger self-interaction corrected approach [323] to describe electronic correlations in
these materials. They find MnFe, Oy, Fe3O4, CoFe,O4 and NiFe, Oy to be all insulating

in both their inverse and normal spinel structures [324].

Liiders et al. [325, 326] created an LSMO/NiFe,O4/Au spin filter and recorded
a maximum TMR of about 50%. This corresponds to a spin filtering efficiency of
23%. This positive value of spin filtering was deemed to be surprising because the
bottom of the conduction band in NiFe,O, is predicted to be lower in energy for spin
down than for spin up electrons [327, 324, 328]. They attributed the positive spin
filtering polarity to wave function symmetry filtering effects: if the states at the top
of the valence band and the bottom of the conduction band are comprised of different
symmetries it is likely that certain electron wavefunctions will be transmitted with a
higher probability than others. This symmetry selection process can either compete
with or add to the filtering effect of the magnetic barrier and will depend on the
materials involved and their band alignment. As such, it is very difficult to predict
the resulting spin filtering efficiency based on simple effective mass models. Due to the
discrepancy between the experimental results and theoretical predictions based on the
the density of states, Liiders proposed that the symmetry selection filtering dominates
over the influence of the barrier heights, at least for this particular combination of
materials. However, at the time, no complex band structures were available for the

spinel ferrites and so this explanation to date remains a hypothesis.
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Structure

The unit cell of the spinel ferrites has a general formula AB,O, and it is based
on the face-centered cubic (fec) unit cell with space group Fd3m. The cations can
be arranged over the A and B sites in two different ways. In the normal spinel
structure divalent cations occupy the tetrahedrally coordinated (T,;) A sites, while the
trivalent cations sit on the octrahedral (Oy) B sites. In the inverse spinel structure,
the trivalent cations are equally distributed between the octrahedral and tetrahedral
sites while the divalent cations occupy the remaining octrahedral ones. The choice of
inverse or normal spinel structure depends on the ionic radii of the different species of
the material in question. In practice, many materials adopt a mixture of both cationic
arrangements depending on the growth conditions and film thicknesses. Considerable

off-stoichiometry, disorder and defects are also common issues in the growth of spinels.

@ Octahedral sites

@® Tetrahedral sites

O Oxygen

A B

Figure 7.2: Schematic of the spinel unit cell structure showing the octrahedral and tetra-
hedral sites along with the A and B sub-cells. Figure taken from Ref. [329].

The Fd3m space group symmetry of the inverse spinels NiFe,O4 and CoFeyOy
requires that the divalent and trivalent cations are distributed randomly across the
octrahedrally coordinated B sites. However, the use of periodic boundary conditions
in our calculations would result in perfect long range cation order. One possibility
to circumvent this problem is to use a very large unit cell so that a ‘quasi-random’

distribution could be modelled. Here, however, we choose to use the smallest possible
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unit cell that contains two spinel formula units. It was shown that this choice of unit
cell and cation arrangement is sufficient to represent the true inverse spinel structure
[330]. Two Fe cations are positioned on two of the B sites and the remaining two sites
are filled with either Co or Ni, depending on the material under consideration. This
artificial structure reduces the symmetry from space group Fd3m to Imma. In order
to find the ground state lattice constants, while maintaining a good approximation

to the Fid3m group symmetry, structural relaxations were carried out as follows:
e The lattice parameters, a, b and ¢, were constrained to be equal.

e All the A site cations are frozen in their ideal cubic positions with Wyckoff

positions 4e.
o Wyckoff positions 8 and 8h are allowed to relax.

The optimised lattice constants calculated using the GGA are shown in Table 7.1.

Lattice Constants (A) NiFe;O4 CoFey04
GGA 8.356 8.36
Expt. (Ref. [331]) 8339 8392

Table 7.1: Optimised bulk lattice constants for NiFesO4 and CoFeoO4 as calculated using
the GGA in comparison with experimental data.

Magnetism

Using crystal field theory one can predict the spin arrangement of each of the cations.
In octrahedral and tetrahedral environments, the Fe** and Co?* cations can adopt
either a high-spin or a low-spin configuration. However, experimentally only the high-
spin states are observed. The ferrite spinels exhibit ferrimagnetic ordering consisting
of two antiferromagnetically coupled sublattices (Néel-type ferrimagnetism): the first
contains ferromagnetically ordered Fe** (3d?) ions on the T, A sites while the second
contains ferromagnetically ordered Ni?* (3d®) or Co?t (3d") and Fe** (3d*) ions on
the O B sites. The magnetic moments of the Fe** cations cancel so that the net
magnetisation is a consequence of either the Ni?* or Co?" on the B sites. As a result,

there is a net magnetic moment of 2 p/fu. in NiFe;O4 and 3pup/fau. in CoFeyOy.
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7.2.2 Electronic Structure of CoFe;O, and NiFe,O,
NiFGQO4

Fig. 7.3 shows the total and projected DOS for NiFe,O, calculated using the GGA.
It is immediately clear that, contrary to experimental evidence, NiFe,O, is predicted
to be metallic. This is due to the inaccurate description of the strongly correlated d
electrons which are placed too high in energy close to the Fermi level. The shaded
regions in Fig. 7.3 corresponds to the DOS projected onto the d orbitals of the three
transition metal cations: Ni(Oy), Fe(Ty) and Fe(Oy,).
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Figure 7.3: Total and projected DOS per formula unit for NiFesO4 as calculated within the
GGA. The total DOS is indicated by a dashed grey line in all panels. The Ni
(Oy,) states are shown in the top panel, the Fe (T;) states are shown in the
middle panel and the Fe (Oy,) states are shown in the bottom panel.

Crystal field theory allows us to assign orbital information to the PDOS. The
top panel shows that the majority Ni(Op) DOS is completely occupied while for
the minority DOS, only the ty, band is occupied with the e, band located about
~1.5 eV above the Fermi level. This results in a magnetic moment of 1.59645 on
the Ni cations as expected from the d® configuration. The minority Fe(T,;) DOS
is completely occupied while the majority is completely unoccupied correlating well
with a d® high-spin configuration. Comparing the middle and bottom panels, the
antiferromagnetic ordering between the Fe(T,;) and Fe(Oy) sites is evident with the

local majority spin direction on the Fe(Oj) sites reversed relative to that on the
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Fe(T,) sites. In this case, the majority states are fully occupied and the minority
to, and e, states are empty. The result is that the magnetic moments of the Fe(Ty)
and Fe(Oy,) sites almost cancel (-4.251pp compared to +4.372pp) so that the major

contribution to the net magnetic moment of 1.807u 5 is due to the Ni cation alone.
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Figure 7.4: Total and projected DOS per formula unit for NiFesOjas calculated within the
ASIC approximation. The total DOS is indicated by a dashed line in all panels.
The Ni (Oy,) states are shown in the top panel, the Fe (T;) states are shown in
the middle panel and the Fe (Op) states are shown in the bottom panel.

The use of the ASIC approximation opens a bandgap in NiFe,O4 so that is cor-
rectly described as an insulator. This can be seen in Fig. 7.4. The band gap of
1.97 eV is between a majority state at the top of the valence band and a minority
state at the bottom of the conduction band. This gap is almost 1 ¢V bigger than that
predicted by GGA+U (with U,y = U - J = 3 eV) [330] and SIC-LSD [324]. We note
however that experimental data on the bandgap is limited and the few available are
spread over a wide energy range. Transmittance measurements found an energy gap
of 3.78 eV at 78K in a 100nm NiFe,O, thin film [332] whereas an optical band gap
of 2.17 eV was found for nanocrystalline NiFe,Oy4 [333]. Also notable in the PDOS is
the large energy gap between the filled Fe d states and the rest of the valence band
which is comprised mostly of O 2p states. This gap between the Fe d and O p states
is not seen with the GGA or GGA+U methods [330]. It can be seen however in
other self interaction corrected methods [324]. In agreement with both the GGA+U
[330] and SIC-LSD [324], the bottom of the conduction band is lower in energy for
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spin down than for spin up electrons. The local magnetic moments of the cations
are shown in Table 7.2 as calculated with both the GGA and ASIC approach. The
total magnetic moment of NiFe,Oy is 2up as expected. ASIC tends to increase the
localisation of electrons on the magnetic cations resulting in an increased magnetic

moment compared to GGA.
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Figure 7.5: Total and projected DOS per formula unit for CoFeoO4 as calculated within the
GGA. The total DOS is indicted by a dashed line in all panels. The Ni (O)
states are shown in the top panel, the Fe (T;) states are shown in the middle
panel and the Fe (Oy,) states are shown in the bottom panel.

COF8204

The DOS of CoFe;Oy is presented in Fig. 7.5. Co** has formally one less electron
compared to Ni** so that the minority t,, orbitals are now only partially occupied.
Within the GGA, CoFe;O, is almost half-metallic with the minority Co 3d states
positioned across the Fermi level and a gap of 0.3 €V in the majority states located
just above it. The PDOS of the Fe cations is very similar to that in NiFe,O,.

The self-interaction corrected solution (Fig. 7.6) opens an energy gap between the
occupied and unoccupied parts of the minority Co ty, states resulting in an insulating
ground state with a band gap of approximately 0.95 eV, similar to that predicted by
GGA+U [330] and SIC-LSD [324] methods. Again, a wide range in bandgap energies
has been found experimentally; a gap of 0.55 eV in CoFe,O4 was found by Jonker [334]

using resistivity measurements, while Rai et al. [332] found a band gap of ~ 1.53 eV.

166



Complex Band Structure 7.2 The Spin Filter Effect

The Fe 3d states are again separate from the O 2p states and are located at ~ 11 eV
below the Fermi level with a spin splitting of approximately 0.7 eV so that the bottom

of the conduction band is lower in energy for spin down than for spin up electrons.
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Figure 7.6: Total and projected DOS per formula unit for CoFeoOgas calculated within the
ASIC approximation. The total DOS is indicated by a dashed line in all panels.
The Ni (Oy,) states are shown in the top panel, the Fe (T;) states are shown in
the middle panel and the Fe (Oy) states are shown in the bottom panel.

The total magnetic moment of CoFesOy4 is 3up within the ASIC approximation
while GGA, yielding an incorrect metallic solution, results in a reduced magnetic
moment of 2.894p5 (Table 7.2).

N1F6204 Ni (Oh) Fe (Oh) Fe (Td)
GGA 1.258 3.635 -3.441
ASIC 1.596 4.372 -4.251

COF6204 Co (Oh) Fe (Oh) Fe (Td)
GGA 2.346 3.61 -3.396
ASIC 2.545 4.346 -4.22

Table 7.2: Calculated magnetic moments (in pp) for NiFeoO4 and CoFeyO4 using both the
GGA and ASIC functionals.

We can thus conclude that the GGA is not sufficient to describe correctly the
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insulating ground state of either NiFe,O4 or CoFe,O4. ASIC succeeds in opening
a band gap of almost 2 eV in NiFe,O4 and 0.95 eV in CoFe,O4. However, very
few experiments have been carried out to determine the electronic structure of these
spinel ferrites so that it is difficult to say which of the ASIC, GGA+U or SIC-LSD

functionals offers the best electronic structure.

7.2.3 Complex Band Structure of CoFe,O, and NiFe,O,

As we explained in the introduction, several experimental calculations of spin filtering
efficiency in NiFe,O4 and CoFe,O4 have shown that the spin current density is higher
for spin up electrons than for spin down electrons. This is not what one would expect
from examining the DOS of these two materials which suggests that the energy barrier
for tunnelling electrons is lower for spin down than for spin up electrons. It is clear
that the detailed electronic structure of the insulating barrier of these experimental
devices must play a role. Particularly important is their complex band structure

which describes the energy dependence of the decay rates within the insulator.

g
5
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Figure 7.7: The complex band-structure of NiFe,Oy4(top panel). ASIC-calculated band-
structure of NiFesO4 along the transport direction I' — Z, (bottom panel).

In Fig. 7.7 we present the complex band structure of NiFe,O4 (top panel) along
with the real band structure of the cubic unit cell (56 atoms) along the direction of

transport, in this case (100). Close to the top of the valence band the slowest decay
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rate is given to majority electrons. This remains the case for approximately the next
0.5 eV into the band gap although the decay rate is increasing quickly with distance
from the top of the valence band. At this stage however states with minority spin
begin to decay at a slower rate. This decay rate remains almost constant for the
remainder of the band gap.

Using this information, there are two possibilities for achieving the positive spin

filtering efficiency found experimentally:

o [f the Fermi level of the metallic electrodes is positioned within 0.5 eV of the top
of the valence band the slowest decay rate will be for electrons with majority
spin. The position of the Fermi level of the metal will depend on the band
alignment between the two materials which can only be calculated with a full

ab initio calculation of a heterostructure containing both materials.

e The electrode is half-metallic with only majority states available at the Fermi
level. The result will be, despite the high decay rate for majority states, that

transmission can only occur through these states.

This complex band structure is different to the one suggested in Ref. [335] where it
was assumed that the top of the majority valence band was connected to the bottom
of the majority conduction band via one complex band. This could occur if the states
at the top of the valence band and the bottom of the conduction band had the same
symmetry. However, in reality this is not the case.

The complex band structure for CoFeoOy is shown in Fig. 7.8 along with the real
band structure along the direction of transport. The smaller band gap of CoFe,Oy
compared to that of NiFe,O4 results in slower decays within the band gap for both
majority and minority spin. Similar to NiFe;Oy4, close to the top of the conduction
band the slowest decay rate is for states with majority spin while close to the bottom
of the conduction band the slowest decay rate is for states for minority spin.

Ramos et al. used a TMR measurement to reveal that CoFe,O, was negatively
spin polarised in a Pt/CoFey0,/v-Al,03/Co magnetic tunnel junction with a spin
filter efficiency of -25% at low temperature [336]. This seems to agreed with ab initio
calculations, including those presented here, predicting a lower tunnel barrier height
for spin down electrons. However, the same group re-measured the spin filtering
efficiency this time using the direct Meservey-Tedrow technique. They found the spin
polarisation of CoFe,O4 in a Pt/CoFey04/7-Aly03/Al tunnel junction [337] to vary
from +6% to +26% depending on oxidation conditions during the growth of CoFe,Qy.

In an attempt to explain the discrepancy they noted two factors that differed between
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Figure 7.8: The complex band-structure of CoFeyOy(top panel). ASIC-calculated band-
structure of CoFeoO4 along the transport direction I' = Z, (bottom panel).

the two experiments. The first is a difference in the applied bias voltage. It is much
higher for the TMR experiment than for the Meservey-Tedrow experiment resulting in
the transport there being governed by Fowler-Nordheim tunnelling [338]. The second
is a change of detector electrode from Al to Co. They suggest that the Al detector
electrode wave symmetry plays a dominant role, highlighting again the important role
that the metallic electrodes play in these spin filter systems. Rigato et al. performed a
point-contact Andreev refelection (PCAR) experiment by pressing a superconducting
Nb tip on a CoFeyO4/SrRuO; thin-film bilayer [339]. They find, again, a positive
spin filtering efficiency of ~ 42% and suggest that the symmetry of the relevant
wavefunctions may play a role. Finally, it is worth noting that magnetisation data
acquired in thin films of CoFe,O4 and NiFe,Oy4 [340, 341] have shown that the cationic
distribution may be very different to that found in the bulk crystal. This can have
an important effect on the electronic structure of these materials which in turn will
determine the sign of the spin polarisation. Szotek et al. showed that changing the
cationic distribution in CoFe,Oy4 from the inverse spinel structure to the normal spinel

structure can reduce the bandgap by approximately 75%.
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7.2.4 Conclusions

We conclude that, contrary to expectation, the complex band structure does not
resolve simply the discrepancies between the sign of the experimentally measured
spin polarisation and that expected from ab initio density of states calculations.
Both majority and minority states decay at different rates in NiFe;O4 and CoFeyOy,
depending on the energies they are considered at. In order to completely elucidate
the transport properties of tunnel junctions containing the spinel ferrites, it is not
sufficient to examine the barrier material in isolation but rather in tandem with
the electrode materials. The transport properties will be determined by the real
and complex band structure of the electrodes and the insulating material and also
by their band alignment in a heterostructure. Interface effects, such as interfacial
bonding and defects, can also play an important role in the transport properties and
cannot be neglected. A more detailed study should also consider the effects of thin
film growth on the ferrite materials, as approximating it with the bulk structure may

not be sufficient.
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7.3 Influence of Asymmetric Electrodes on the
Complex Band Structure of BaTiO;

One of the most desirable properties of a ferroelectric tunnel junction is the substantial
change in tunnelling transmission than can be achieved in response to minuscule
changes in the ferroelectric tunnel barrier.

In Chapter 5 we discussed how the introduction of a thin dielectric layer at one
interface can generate a large TER effect. In this section we consider whether such
an effect could be created in an ferroelectric tunnel junction where asymmetry is
introduced by using electrodes comprised of different materials. In particular, we in-
vestigate how the complex band structure of the ferroelectric material can be modified
upon reversal of the electric polarisation.

In a ferroelectric tunnel junction, the electric field generated by the ferroelectric
material is screened at the interface with the metallic electrodes. If the two electrodes
have different screening lengths, the magnitude of polarisation pointing in one direc-
tion can differ significantly to that when the direction is reversed. If this occurs, the
electronic properties of the barrier can be modified enough to elicit an appreciable

tunnelling electroresistance effect.

Fe / BaTiO3 / SrRuO; Tunnel Junction

We introduce asymmetry in the StRuQO3/BaTiO3/SrRuQO; tunnel junction by replac-

ing one of the electrodes with a different ferromagnetic material, in this case Fe. We

Figure 7.9: SrRuO3/BaTiO3/Fe heterostructure.

consider TiO, terminated BaTiOj3 so that the interfacial O atoms sit directly on top
of the Fe atoms at one interface. The in-plane lattice constant is set to the calculated
lattice constant of bulk SrTiO3 (3.95A). This results in a tetragonal distortion of both
SrRuO3 and Fe. A six unit cell thick BaTiO3 layer is used while three unit cells of
SrRuO3 and six layers of Fe comprise the left and right electrodes respectively. The
supercell used in our calculations is Feg - TiO, - (BaO - TiOy)g - (SrO - RuO,);3. A
thick layer of vacuum is included between the two electrodes to isolate them from

each other. In order to find both ferroelectronic ground states, two structures were
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initalised with the polarisation pointing in opposite directions. Both structures are
then allowed to relax along the z-direction (i.e. along the stack direction) until the
maximum force on the atoms was less than 10meV/A. Fig. 7.9 shows the atomic
structure of the asymmetric tunnel junction where the polarisation is pointing to the

right (P_,) into the Fe electrode.
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Figure 7.10: Displacements of A (=Sr, Ba), B (=Ru, Ti) and Fe atoms calculated with
the GGA. Black symbols denote displacements of Ru and Ti. Open symbols
denote displacements of Sr, Ba and Fe. The shaded area shows the BaTiOg
region between the two interfaces.

Fig. 7.10 shows the layer by layer displacements between oxygens and cations along
the supercell. The displacements in the perovskite materials are defined as z.ution — 20
where 2,400 and zo denote the cation and oxygen positions in a particular plane. For
the Fe layers, the displacement is defined as zeentre — Zeorner, Where Zeenire and Zeorner
denote Fe atoms in the center and on the corner of the (001) unit cell, respectively.

Positive displacements refer to the P_, structure while negative displacements re-
fer to the structure where the polarisation is pointing into the SrRuOj electrode (P, ).
It is evident that the magnitude of the displacements is much greater for P, than
for P_,. For both structures, the polarisation achieves an approximately constant
value at the centre of the ferroelectric layer. Using the displacements from such a
central BaTiO3 unit cell, we calculated a corresponding polarisation of 45.27.C/cm?
for the P structure and 34.56C/cm? for the P_, structure. Thus, when the polar-
isation points towards the StRuOj electrode its magnitude is increased with respect
to its bulk value (43.8C/cm?), while the polarisation is suppressed when the po-
larisation points towards the Fe electrode. The asymmetric structure results in an
asymmetric double well potential profile (energy versus polarisation). It is more
energetically favourable for the polarisation to point towards the SrRuQOj electrode

than towards the Fe electrode such that there is an energy difference of 0.36 ¢V be-
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tween the two structures. The Ti displacements close to the BaTiO3z/Fe interface
are dramatically suppressed for the P_, structure and slightly enhanced for the P _
structure. A suppression of the ferroelectric distortion is also predicted to occur in a
Pt/PbTiO3/SrRuOj3 heterostructure [217] when the polarisation points towards the

Pt electrode although they did not consider the reverse polarisation.

Complex band structure
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Figure 7.11: ASIC-calculated band-structure along the transport direction (I' — Z) for
ferroelectric BaTiO3z both in the P_, (green circles) and P. (black circles)
structure. The top panel reports the complex band-structure for BaTiOsg.
Zero energy marks the top of the valence band.

Fig. 7.11 shows the slowest decay rates at Ep for both the P_, and P structures
along with the corresponding real band structures along the direction of transport.
Evanescent states with A; and A5 symmetry have the slowest decay rates. In both
cases states with Ay symmetry make up the bottom of the conduction band although
the decay rate for wavefunctions with this symmetry is extremely fast. In the cubic
structure (space group Pm3m) the Ay state is degenerate with the A state. The
ferroelectric distortion splits the degeneracy so that states with A; symmetry (i.e., the
d,. and d, states) are pushed higher in energy. This increase in energy is proportional
to the magnitude of the ferroelectric displacement. As a result of the increased energy
gap between states with A; symmetry and As symmetry the decay rate is significantly

faster in the P_ structure.
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#d any change in & can have an

As the decay of the wavefunction is given by e~
exponential influence on the transport properties. The thickness of the ferroelectric
layer, d, can also impact on the tunnelling properties. An increase in the tetragonal
distortion with increasing ferroelectric polarisation has been noted before. Here the
thickness of the BaTiOj3 layer is larger for the P, structure than for the P_, structure
at 25.14A and 24.84A, respectively. The combination of the increased decay rate
together with the increased barrier length should result in a smaller transmission
when the polarisation points towards the SrRuOj3 layer than when it points towards
the Fe electrode. As we saw in Chapter 5, any changes in the electrostatic potential
and interfacial bonding is also likely to have a considerable influence on the transport.

In conclusion, we predict a large TER effect in such an asymmetric Fe / BaTiOj3
/ SrRuOj3 tunnel junction. Due to the preferential polarisation direction, the ferro-
electric displacements are noticeably different in both the P_, and P_ structures. As
a result, the complex band structure changes depending on the direction of ferroelec-
tric polarisation. It is predicted that this will have a big influence of the transport

properties of such a device.
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7.4 Conclusions

In this Chapter we considered how the complex band structure of a barrier material
can influence the tunnelling properties of a junction.

We calculated the complex band structure of two spinel ferrites, CoFe,O4 and
NiFe,Oy, in order to understand their function as spin filters within tunnel barriers.
Experiment has found a positive spin filtering efficiency for these materials. This is
in contrast to what would be expected from the lower energy position of the bottom
of the minority conduction band. It was suggested that symmetry selection in the
ferrites could result in a lower decay rate for majority electrons. Our results suggest
that the solution is not so simple and requires knowledge of the electronic structure
of the electrodes as well as the barrier and ultimately a full ab initio calculation of
the heterostructure is needed in order to determine the band alignment.

We also presented initial investigations into ferroelectric tunnel junctions com-
prised of asymmetric electrodes. We found that the asymmetric screening at the
interfaces results in the magnitude of ferroelectric distortion being dependent on the
direction of ferroelectric polarisation. This impacts on the complex band structure of
BaTiO3 which in turn determines the decay rate of tunnelling electrons through the
barrier. We predict that this will have a significant influence of the transport prop-
erties of such an asymmetric tunnelling device and possibly generate an appreciable

tunnelling electroresistance effect.
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CHAPTER 8

Conclusions & Future Work

In summary, I have presented a first-principles study of spin-dependent transport in
multifunctional oxide tunnel junctions. Due to concurrent improvements in both thin-
film deposition techniques and the capabilities of ab initio calculations in addressing
complex heterostructures, this branch of material science has experienced a surge of
popularity in recent years. This has been driven, not only by interest in the funda-
mental physics at play, but also by the potential to engineer tunnel junctions with
properties suitable for device applications. In this thesis, we examine the possibility

of using functional barriers to manipulate the current tunnelling through them.

In chapter 2 we described briefly the theoretical formalism of both density func-
tional theory and the NEGF method for transport calculations. These are powerful
methods for computing the ground state properties of many-electrons systems and the
quantum mechanical transport properties of nanoscale devices at finite bias, respec-
tively. All transport calculations were carried out with the SMEAGOL code, which
uses a tight binding-like Hamiltonian calculated with the SiEsTA DFT code. The

implemention details of both codes were briefly discussed.

Chapter 3 is a detailed discussion of the bulk properties of two materials, one
ferromagnetic and one ferroelectric, that form the basis for much of the work in later
chapters. SrRuQs, an itinerant ferromagnetic metal, has been found experimentally
to exhibit some of the hallmarks of strongly correlated electrons. We discussed the
effects of strong electronic correlations in SrRuQOs3, by comparing the electronic struc-
ture calculated with the LDA functional to that calculated with a self-interaction

correction functional. We found that SrRuO3 can be described as a moderately cor-
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related ferromagnet. We also considered the choice of exchange-correlation functional
on the electronic and structural properties of BaTiO3, a prototypical ferroelectric. We
found that the local functionals are capable of describing the ferroelectric transition
adequately but fail to accurately describe the electronic structure. In particular we
showed how the underestimation of the band gap can lead to errors if BaTiO; is
included as a barrier material in a tunnel junction. We found that by correcting
for the self-interaction error a much better agreement in electronic structure was
found with experiments but the ferroelectric ground state structure was not correctly
described. As a compromise, we chose to relax the structure by using the GGA func-
tional and subsequently calculating the electronic, and transport, properties with the
ASIC functional.

The spin-dependent transport properties of a SrRuO3;/BaTiO3/SrRuO3 tunnel
junction were investigated in chapter 4. We showed that the electronic structure
of SrRuQOj3 has a dramatic effect on the tunnelling magnetoresistance effect in this
junction. This is due to the the doubly-degenerate minority band alone available at
the St RuO3 Fermi level, which results in the transport properties at zero bias being
dominated by the tunnelling of minority carriers. We also considered the effect of
the barrier electric state. We found that when in an paraelectric state, tunnelling
electrons of both A; and Aj symmetry decay at similar rates. This changes with
ferroelectric ordering so that states with As symmetry decay faster than states with
A, symmetry. The TMR versus bias curve presented an interesting result - at low bias
the magnetoresistance can reach enormous values. As the bias is increased, the TMR
decreases monotonically eventually reaching zero. However, a further increase in bias
causes the sign of the TMR to invert. Furthermore the sign inversion was found to
occur at different voltages when altering the barrier electric state from paraelectric to
ferroelectric. We conclude that it is possible to manipulate the TMR of a ferroelectric
tunnel junction by controlling the ferroic state of the barrier. This opens a potential

avenue for the electrical control of magnetic devices.

Chapter 5 extends the work of the previous chapter by considering the effect of
structural asymmetry on the tunnelling current in a ferroelectric tunnel junction. In
order achieve this goal, we considered a composite barrier combining a ferroelectric
material and a dielectric one sandwiched between two symmetric ferromagnetic elec-
trodes. We demonstrated a sizable TER effect that increases in a general exponential
manner with the thickness of the dielectric layer. The TER effect is generated be-

cause of a dramatic change in the magnitude of the barrier height when the direction
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of polarisation is reversed. This change was attributed to the electrostatic potential
of the dielectric material becoming pinned to the barrier height of the ferroelectric
material. The TER can be manipulated by changing the thickness of the dielectric
layer and it is much larger than any contribution that could arise from interfacial
defects. The direction of ferroelectric polarisation can also be used to manipulate
the TMR effect. We find a tunnelling electro-magnetoresistance effect of over 400%,
in line with recent experimental observations. Due to the coexistence of the TMR
and TER effects, we speculate that such a tunnel junction may become the basis of

a novel four state memory device.

Spin-dependent tunnelling in a Ge/MgO/Fe tunnel junction was investigated in
chapter 6. Such a structure has been considered experimentally as an important
structure for the efficient and integrated electric detection of photon helicity at room
temperature. If so, it would facilitate the integration of spintronics with existing
logic solid-state devices. The variation of the spin polarised photocurrent induced in
a Fe/MgO/Ge(001) heterojunction was determined experimentally to be of a similar
magnitude for both electron and hole transport. As the spin-flip relaxation time for
holes is significantly lower than that for electrons, this was not expected to be the case.
One would expect the spin polarised current in forward bias (tunnelling electrons) to
be higher than that for reverse bias (tunnelling holes). This unexpected behaviour
can be explained by assuming that all electron transport occurs around the bottom of
the conduction band. For the case of Ge, this is at the L point of the Brillouin Zone.
Hole transport dominates the region of the Brillouin Zone around the I' point. We
showed that the transmission coefficient is significantly spin-polarised at I' but much
less so at L. As such, although the spin polarisation of holes decays relatively quickly
compared to electrons, holes have a much higher initial spin polarisation. In this way,
the fast decay rate of holes is compensated by their much larger spin polarisation at

injection, so that the experimental results are explained.

Finally, in chapter 7 we showed in more detail how the complex band structure
of a barrier material must be considered when describing the tunnelling properties of
a junction. In the spinel ferrites, the complex band structure of these ferromagnetic
insulators is vital to understand the experimental finding of a positive spin filtering
efficiency. A density of states analysis of these materials would suggest the spin
filtering efficiency should be negative. We showed that such analysis is too elementary
and that the barrier can, in effect, filter a particular spin direction. This is a further

confirmation of a recent theoretical breakthrough with regard to tunnel junctions: the
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spin polarisation of the tunnelling current is determined not only by the properties
of the ferromagnetic electrodes but also by the electronic structure of the barrier
material. We also discussed how asymmetric electrodes can influence the complex
band structure of a ferroelectric barrier. We found that the magnitude of ferroelectric
distortion is dependent on the direction of ferroelectric polarisation. This modifies
the complex band structure which in turn determines the decay rate of tunnelling
electrons through the barrier. We predict that this can generate an appreciable

tunnelling electroresistance effect.

There are several lines of research arising from the work presented in this thesis which

are the subject of on-going and future investigations. These are discussed briefly here:

In order to fully understand the transport characteristics of a ferroelectric tunnel
junction, it is necessary to determine the effect of an applied bias. Asymmetry in the
tunnel barrier potential profile for different polarisations should be reflected in vari-
ous asymmetric features in the hysteretic behaviour of the tunnelling current. Some
of these effects have been predicted using model calculations [210, 342] and found
experimentally in junctions involving BaTiOj [236, 235] and Pb(Zr,Ti,_,)O; [238].
Extending the work presented in Chapter 5, the conductance of a asymmetric ferro-

electric tunnel junction under the application of an external bias can be determined.

The majority of experimental research on ferroelectric tunnel junctions considers
systems comprising of different electrode materials. To date, there has been no first-
principles calculation of the transport properties of such a junction. In Chapter 7 we
presented some initial structural and electronic calculations in a Fe/BaTiO3/SrRuO;
junction. On-going calculations aim to determine the transport properties of this

junction.

The presence of defects in a Fe/MgO/Fe magnetic tunnel junction were found
to drastically reduce the value of the TMR achieved [273]. In ferroelectric tunnel
junctions the interface is predicted to play a vital role due to the subtle changes in
interfacial electronic structure on the reversal of the electric polarisation. It is likely
that the introduction of defects in such a junction could have a profound influence on

both the TMR and TER effects and so it is a topic worthy of further investigation.
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Chapters 4 and 5 considered the impact of the complex band structure on trans-
port in ferroelectric tunnel junctions. However, further questions remain. In order to
answer these conclusively, zero bias calculations are underway that directly compare
transport in SrRuO;/BaTiO3/SrRuO; and SrRuO3/PbTiO;/SrRuO3 tunnel junc-
tions. All other parameters being equal, it should be possible to isolate the effect of

the different complex band structures involved.

Finally, further questions remain about the sign of the spin polarisation in the
spinel ferrites. Chapter 7 dealt with the possible impact of the complex band structure
of these materials on the electronic transport. In order to explain the experimental
results, we suggested that a calculation involving the junction in total is required.
Using the information already aquired about the symmetry selection of the spinel
ferrites, it should be possible to choose electrode materials in order to maximise the
spin filtering efficiency. The spin-dependent conductance of such a device could then

be determined.

To conclude, spin-dependent transport in magnetic tunnel junctions is a rapidly
growing field of research. The possibility of technological progress is driving a deeper
understanding of how spin polarisation can be created, maintained and manipulated
in a wide variety of materials and revitalising the search for novel multifunctional

materials.
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