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Abstract

In order to understand the magnetic properties of solids and molecules, an accurate 
description of the underlying microscopic many-electron systems is required. This can 
be achieved through several theoretical and computational methods, which account 
for the electron-electron interactions and for quantum effects within different levels 
of approximation. In this thesis, we apply some of these methods [density functional 
theory (DFT), Hartree-Fock (HF), random phase apj)roximation (RPA), continuum 
and lattice quantum Monte Carlo (QMC)] to the study of various problems of current 
interest within the field of spintronics.
First we investigate the physics of defects in wide-gap oxide and nitride materials in 
order to understand the puzzling exj)eriniental rejrorts of ferromagnetism in undoi)ed 
thin-films and nanoparticles (often called magnetism). We show that these cannot 
be explained by a simple picture in which magnetic interactions between hole centers 
percolate through the sample.
We then introduce the Anderson-Hubbard model, which describes correlated electrons 
in narrow impurity bands. The magnetic properties are studied with HF and the 
RPA. We attempt to relate some of our results to the physics of dP magnets and, 
more generally, of diluted magnetic materials. For such a model, many quantities 
can be accurately calculated by using the, so called, auxiliary field QMC method. 
Therefore, this is presented and the details of our own implementation are briefly 
discussed.
Finally we move our attention from solids to molecules and we analyze the issues 
related to the correct description of the electronic and magnetic properties of Fe^"*" 
molecules. Results of DFT calculations are benchmarked with those of continuum 
QMC calculations revealing that even advanced developments of DFT systematically 
fail in describing the electronic structure of these systems. Furthermore we point 
out how the magnetic ground state depends strongly on the crystalline environment. 
Ultimately we predict that, for a related class of molecules, called cobalt-dioxolenes, 
the valence tautomeric interconversion (i.e. the intercorversion between two different
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isomers with the Co ion in different oxidation and magnetic states) can be controlled 
by applying an external electric field.
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Chapter 1

General Introduction

1.1 Electron correlation and magnetism

CJuite a large miinber of i)roblerns in condensed matter and molecular physics can be 
described within a single-particle picture, i.e. by assuming that each electron moves 
in an effective j)otential, which is the sum of the potential created by the positive ions 
and the average potential of all the other electrons (Hartree potential) [1], In this 
case, by recalling the interpretation of the wave-function as a probability amplitude, 
for a two-electron system, for example, the probability of finding the first electron 
lal)elled 1 in the postion ri and the second electron 2 in the position r2 is given by 
l\'r\,r2) — P{ri)F{r2), i.e. by the composed probability of two independent events. 
Unfortunately the single-particle i)icture is not able to provide a satisfactory micro­
scopic ex[)lanation of most of the magnetic properties of solids and molecules and a 
description of the electron-electron Coulomb interaction, beyond that provided by the 
simple Hartree i)otential, is required [2, 3]. The motions of electrons is then no longer 
independent as they try to avoid each other. By recalling once again the probabilistic 
interpretation of quantum mechanics, P{ri,r2) is not equal to P{ri)P{r2), i.e. events 
are correlated.
The correlation among electrons implies an additional energy lowering in a real quan­
tum mechanical system. The electronic correlation energy is divided in two contri­
butions: 1) the exchange energy (sometimes called Fermi correlation energy), which 
arises from the requirements of the Pauli principle, and 2) the “proper” correlation 
energy^.
Since the very early stages of quantum mechanics, many theoretical and computa-

Tn the rest of the thesis, when we refer to the correlation energy, we always mean this second 
contribution. The first is called exchange energy so that confusion will be hopefully avoided.

1
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tional methods, whicli accounts for the electronic correlation within different levels 
of approximation and accuracy, have been developed [4, 5]. Their application to 
the study of atoms, molecules, solids and effective models have led to a deep under­
standing of the microscopic origin of different magnetic properties and even to the 
predictions of novel physical effects and materials.
In this thesis, we discuss several of such methods [density functional theory (DFT), 
Hartree-Fock (HF), random-phase approximation (RPA), lattice and continunm quan­
tum Monte Carlo (QMC)] and we employ them to a few problems of current interest 
stemmed from the fascinating fields of the spintronics and molecular spintronics.

1.2 Spintronics

More than 70 years ago, Mott understood for the first time the importance of the 
spin in order to describe the motion of electrons in a ferromagnetic transition metal 
[6]. He then proi)osed that the cnrrent was carried by “two-fluids” of electrons with 
opjrosite sjrin and that each fluid experienced a different resistance depending on the 
magnetization of tfie inetaF. After 50 years, this idea led to the discovery of the 
giant magneto-resistance (GMR) effect [8, 9] and to the birth of the field of spintron­
ics or spin-electronics [10, 11, 12], Broadly speaking, the term spintronics refers to 
the study of all spin-related phenomena in materials and, more specifically, to the 
modelling of spin-irolarized electron transport problems. The ultimate goal is that 
of designing devices, which, by exploiting both the charge and the sj)in degrees of 
freedom of tlie electrons, would implement new functionalities. GMR-based devices 
form already the functional elements of tfie read-head of modern hard-disk drives and 
many new technological breakthroughs lie aliead.
Historically spintronics effects have been studied mainly in metals, but considerable 
research effort has been recently dedicated to make semiconductor si)intronics devices 
[13, 14]. Indeed these would be easily integrated with the currently existing semicon­
ductor technologies and would combine logic and memory functions. Furthermore, in 
semiconductors, the spin can be, in principle, manipulated electronically by exploiting 
the spin-orbit coupling [15, 16], although this task is practically very challenging.

^Note that, in condensed matter physics, other models, proposed within different contexts, are 
referred as “two-ffuid model”. For example, a two-fluid model was introduced by Tisza and Landau in 
order to describe the superfluid '*He (see, for example, reference [7]). Furthermore, in Chapter 4, we 
we will discuss Bhatt’s two-fluid model proposed to explain low-temperature transport experiments 
for doped Si.
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1.3 Diluted magnetic semiconductors, diluted mag­
netic oxides and magnets

In order to design semiconductor spintronics devices, efficient means to inject strongly 
sj^in-polarized currents into semiconductors are needed. Ferromagnetic semiconduc­
tors (FS), such as the Eu monochalcogenides (EuO, EuS, EuSe) [17], would be ideal 
spin injectors because of the very small resistance mistmatch with the normal semi­
conductors. Unfortunately, however, all known FS have Curie temperatures of only 
few Kelvins and can not be used for practical device applications (which require 
Curie temperatures well above room-temperature). Therefore, diluted magnetic semi­
conductors (DMS) [18, 19, 20], which are non-magnetic semiconductors doped with 
a small percentage of transition metal (TM) atoms, have been widely investigated. 
The prototype DMS is MmCaAs discovered in the late 90s [21, 22]. Here the substi­
tution of some Ga atoms with Mn supplies both localized spins and carries (holes). A 
particularly strong exchange coui)ling between these carries and the localized spins is 
resj)onsible for t he ferromagnetism through a mechanism proposed by Zener [23, 24] 
many decades ago. The critical temperature is determined by the Mn and hole con­
centration, and the peak value achieved is of almost 200K [25, 26]. On the one hand, 
this Curie temperature is remarkably high when compared to that of FS. On the 
other hand, it is still far below roorn-temperature and it can not be pushed further 
up by increasing the Mn doping without inducing the presence of precipitates (such 
as MnAs) and hole-compensating defects (such as Mn interstitials).
Because of this practical limits on the achievable Curie temperature of MmCaAs, 
many physicists and materials scientists, inspired by Dietl’s theoretical prediction 
about room-temperature ferromagnetism for Mn-doped ZnO [24], have moved their 
attention toward the TM doped oxide semiconductors (ZnO, Ti02,In203, Sn02 etc...). 
These are often called diluted magnetic oxides (DM0). Despite the large amount of ex­
perimental and theoretical investigations on these materials, their physics has proven 
very difficult to understand and their magnetic properties have been very contro­
versial (see, for example, references [27, 30, 28, 29] and references therein). Indeed 
there have been several experimental reports of ferromagnetism as well as paramag­
netism and even spin-glass behavior. The state of art of the research on DM0 can 
be summarized through the two following statements [31, 32, 34, 33]:

1) Well-crystallized single-phase bulk TM-doped oxides and defect-free thin films 
are paramagnets.



Chapter 1

2) Highly defective thin films and nanoi)articles of TM doj)ed oxides exhibit un­
usual magnetic properties, which can not be easily explained.

The research about the magnetic properties of oxide semiconductors has recently 
led to even more puzzling results. Indeed ferromagnetism has been also claimed for 
highly defective samples, which were not explicitly doped with TM atoms. After 
the first surprising report of ferromagnetism in HfOs [35], many other studies have 
been able to show that nanoparticles and defect-rich thin films present an tmexpected 
ferromagnetic-like response to an applied magnetic field (see, for example, references 
[37, 38, 39, 40, 41, 42, 43, 44, 45]). Because of the lack of partially filled d shells in 
these materials, this phenomenon is called dP or phantom magnetism [36]^. Although 
experimental results are sometimes ascribed to systematic errors and negligence in the 
measurements [46], the rapidly increasing number of available data suggests that these 
properties are intrinsic to the materials and are most [)robably related to either i)oint 
or extended defects. On the one hand, a common empirical recipe to obtain a mag­
net consists in growing samples of poor quality and with a very high surface/volume 
ratio. On the other hand, a clear understanding of the magnetic properties of these 
materials is an extremely complicated issue. Indeed, not even the exact origin, the 
magnitude, the concentration and the spatial distribution of the magnetic moments 
can be easily determined.
The study of d^ magnetism in oxides represents a specific problem within the more 
general research line, whose goal consists in finding ferromagnetic materials with par­
tially filled 2p orbitals [47, 48, 49]. If these materials were made, they would be very 
attractive. Firstly, the exchange interaction in the 2p shell is calculated to be up to 
three times larger than that in the 3d [50]. This, together with the large spin-waves 
stiffness theoretically predicted [51], would implay a very high Curie temperature. 
Secondly, light elements have a small spin-orbit coupling so that these materials would 
be characterized by a long spin relaxation time and spin coherence length. Unfortu­
nately, the p shells are usually fully filled and their bandwidth is large. Therefore they 
cannot sustain a magnetic moment and no ferromagnetic p-based material has been 
realized so far"^. However, in the recent years, several promising experimental and

^Although, in the literature, this pheiioineiioii is often (if not always) called cf or phantom 
/erroniagnetism, we prefer to talk about magnetism as the physics of these materials is controversial 
and no solid demonstration of ferromagnetic order has ever been provided. In the following chapters, 
the expression dP ferromagnetism will be sometimes used to refer to experimental studies meaning 
that their authors claim ferromagnetism.

'‘Note that some molecular crystals exhibit magnetic order (although not ferromagnetism). For 
example solid O orders in a complex antiferromagnetic structure at low temperature [52] and Rb4 06
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theoretical results have been achieved by studying graphene-related nanostructures 
[55]. The study of carbon-based magnetism represents now an active and rapidly 
growing research field [56].
In order to describe and understand the physics of DMS, DM0 and (f magnets, two 
complementary theoretical approaches have been followed. On the one hand, effec­
tive models have been proposed by assuming that few “ingredients” (such as disorder, 
screened electron-electron interaction, exchange coupling between carriers and local­
ized magnetic moments, etc.) are important to understand the main phenomenology. 
Electronic, magnetic and thermodynamic properties can then be calculated and the 
comparison between theoretical and experimental results indicates whether the model 
is able to capture the most relevant features of the i)roblem or whether any impor­
tant degree of freedom is neglected. This approach was very successful in the case of 
MmGaAs, for which the theory built on the Zener model accounts qualitatively, and 
often even quantitatively, for most of the magnetic, thermodynamic, transport and 
optical properties (see references [19, 57] and references therein).
On the other hand, ah-initio electronic structure calculations, such as DFT [58, 59, 60, 
61], have been widely emi)loyed. These return a detailed descrijition of tlie electronic 
and magnetic properties specific to each material and, in principle, do not require any 
assumption as they are based on the solution of the many-electron Schrodinger eejua- 
tion. However, this solution practically relies on some approximations (for example, 
in case of DFT, the so called exchange-correlation i)art of the energy functional is 
unknown and needs to be approximated) and these can drastically influence the final 
results and sometimes even lead to incorrect predictions.
MmGaAs was deeply investigated by using “conventional” DFT [62, 63]. The results 
are consistent with the main features of the theory built on the Zener’s model and 
the mechanism for the ferromagnetism is nowadays relatively well established. In 
contrast, standard DFT calculations fail to describe the correct physics of magnetic 
and iion-magnetic impurities in wide-gap materials. The study of DM0 and dP mag­
nets is then more problematic. The main reason of this failure is the presence of the 
self-interaction error in conventional DFT [64]. This loosely means that an electron 
feels part of its own electrostatic potential and repels itself. Thus the energy level of 
localized states, for which the self-interaction error is larger, are returned too high 
in energy. This generally leads to incorrect descriptions of the electronic structures 
of most of the oxides, to incorrect predictions for the position of defect states within 
the band gap and to failures in the description of hole self-trapping processes [65].

was predicted to be an anionogenic half-metal [53], but measured spiu-glass [54].
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Therefore, sophisticated functionals, which are approximately corrected for the self­
interaction error, must be employed in order to describe accurately these materials. 
The main goal of the first part of this thesis is to investigate the theoretical issues re­
lated to the DFT description of (f magnets. This work is rooted in the long-standing 
research activity of the group in the field of DMS and DM0 [62, 66, 67, 68, 69, 70, 
71, 72, 73, 75, 80, 76, 77, 78, 79, 80, 81, 82, 83, 84] . Furthermore we also propose an 
effective model, which could describe some of the properties of either dP magnets or 
DMS, and we develop the computational tools required to calculate many quantities 
of interest. We believe that the use of effective models is a valuable complementary 
theoretical approach to ab-initio electronic structure simulations as it provides qual­
itative information about thermodynamic properties, causes of electron localization 
such as disorder, and genuine many-particle effects, not easily addressed by DFT.

1.4 Molecular spintronics and transition metal com­
plexes

In recent times, the fascinating field of molecular electronics [85], which aims at mak­
ing electronic devices by using organic molecules, has seen a rapid growth of interest. 
The typical molecular electronics device consists of either a single molecule or an 
organic monolayers sandwiched between metallic electrodes. This set up was first 
luoposed by Aviran and Ratner [86] and realized much later by Reed and coworkers 
[87]. Since the first pioneering works, many molecular devices have been realized and 
they have been shown to exhibit several interesting features in their cnrrent-voltage 
characteristics.
The combination of the basic ideas behind molecular electronics with concepts mu­
tated from spintronics has given birth to the field of molecular si)intronics [88, 89, 
90, 91]. Here the goal is that of implementing spintronics devices at the molecular 
level. This can be accomplished either by using organic molecules and magnetic elec­
trodes or molecules possessing an internal spin degree of freedom and non-magnetic 
electrodes. In this second case, the molecules posses several spin states, which, in 
principle, can be inferred by an electrical readout. For this idea to work, means to 
control and manipulate the states of the molecules need to be found. As magnetic 
fields do not have enough spatial resolution to address selectively single molecules, 
the best strategy consists in looking for systems, whose spin state can be changed by 
some external stimuli such as electromagnetic radiation or static electric fields. Typ­
ical examples of this kind of systems are spin-crossover transition metal complexes
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[92, 93] and some related coordination compounds such metal dioxolenes [94, 95, 96]. 
In spin crossover molecules a change in the distribution of the electrons in the d or­
bitals results in a low (LS) to high spin (HS) transition. In contrast, metal dioxolenes 
have different isomers with electronic structures that differ in charge distribution and 
spin state.
Rc'cently some transport exireriments were performed for transition metal complexes 
revealing very interesting behaviors and puzzling results [97, 98, 99, 100, 101]. The 
research on these molecules in the context of spintronics applications is still at the 
very initial stage and it is expected to grow rapidly in the near future.
In the last part of this thesis we discuss the issues related to the theoretical descrip­
tion of sjrin-crossover and cobalt-dioxolene molecules. Different ab-initio electronic 
structure teclmiriues will be compared providing not only some new methodologi­
cal foundations, but also some new insight into the physics and chemistry of these 
systems.

1.5 Dissertation layout

I'wo main subjects of research are discussed in this thesis. The main focus of the 
first part is on the theoretical description of dP magnets and, in general, of diluted 
magnetic materials. Methodological issues, results obtained by DFT calculations and 
effective models will be carefully discussed. In contrast, the focus of the second part 
is mainly on spin-crossover and Co-dioxolene molecules.
In Chapter 2, we provide a review of some electronic structure methods used through­
out our research. These consist mainly of DFT and continuum quantum Monte Carlo. 
We explain the main ideas behind these methods and briefly discuss technical aspects, 
which are useful in order to better understand our results. We finally introduce the 
Hubbard model, which is discussed in detail in some of the following chapters.
In Chapter 3, we discuss the phenomenon of magnetism and the methodological 
issues related to its description by DFT calculations. We then introduce the atomic 
self-interaction correction (ASIC) to standard DFT and we present the results of some 
materials simulations.
In Chapter 4, we propose a model to describe diluted magnetic materials and we pro­
vide a detailed review of some approximate methods (mean-field and random phase 
approximations), that we use in order to calculate physical quantities and properties 
of interest.
In Chapter 5, the auxiliary field quantum Monte Carlo method is explained. This
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allows the accurate numerical computation of several quantities for a witle class of 
models. The implementation of this method in our own code is discussed and some 
test calculations are presented. Such code will be used in future to study dilute mag­
netic systems and also to investigate the physics of ]rolymeric chains.
In Chapther 6, we discuss spin-crossover and Co-dioxolene molecules. The hrst part 
of the chapter deals mainly with methodological issues. Here, we systematically com­
pare results of DFT and continuum quantum Monte Carlo calculations for different 
transition metal complexes. This allows us to understand how different aj)proxima- 
tions affect the predicted magnetic properties for these systems. In the second part 
we theoretically predict a novel physical effect: the electric-field controlled valence 
tautomeric interconversion for Co-dioxolene molecules.
Finally, at the end of the dissertation we draw some general conclusions on the work 
presented.



Chapter 2

Ab-initio electronic structure 
methods and effective models

2.1 The electronic structure problem
'file basic goal of electronic structure calculations is to describe systems of Nf. electrons 
and Nn nuclei [102]. The non-relativistic general Hainiltoniaii is

I hot =
2m.r-

Ne H2

r„ 2A/,
n=l t=l

Ne

n<m l^n ^m|
(2.1)

n=l i=\

The first and the second term are respectively the electronic and nuclear kinetic 
energy. The third, the forth and the last term are the electron-electron, the nucleus- 
nucleus and the electron-nucleus Coulomb interaction. r„ denotes the position of the 
n-th electron and d, that of the Tth nucleus. Since the mass of the electrons is 
much smaller than those of the nuclei Mj, the electron dynamics happens at a time- 
scale much faster than that of the nuclei. Therefore the Born-Oppenheimer (BO) 
approximation [102] is commonly used and the nuclei are assumed to be classical 
particles generating a static time-independent potential in which the electrons move. 
The system of electrons can then be described by the electronic time-independent 
Schrodinger equation

//^ = Em . (2.2)

By introducing the coordinate = (r„,cr„), which includes both electronic postion 
and spin, d/ = ^^(xi,..., XjVe) denotes the many-electron wave-function, while the

9



10 Chapter 2

electronic Hamiltonian is
fl = f + Vgg + VgN , (2.3)

where
1
2 ' ^ 

n=l

(2.4)

. ^ 1
V4e = V .----------r,

n<m 1’’"
(2.5)

Ne Ni\i r,

EE,
^ tr I’'" - (2.6)

We note that, in these definitions, we have introduced the atomic units {h = nig = 
e = 1), which will be used throughtout this work.

2.2 Non-interacting electronic systems

Although the BO approximation simplifies the electronic structure j)roblem, the 
Schrddinger equation (2.2), is far from being easily solvable. Only if we neglect 
the electron-electron interaction (2.5), the problem will become trivial. Indeed the 
Hamiltonian (2.1) will then reduce to the sum of single-particle Hamiltonians, each 
of them associated to the single-particle Schrodinger equation

Nn ry

-V^ 2 ^
t/'a(x) = . (2.7)

In order to satisfy the Pauli principle, the non-interacting rnany-particle wave-function 
has to be written as an anti-symmetrized product or Slater determinant of the Ng 
occupied single-particle wave-functions {'i/’a}a=i,...,We

D{X) =
n/M

-01 (Xi) 0’1(X2) 

02 (Xl) 02 (X2)
0i(xnJ
02(XivJ

0iVe(Xl) 0We(X2) ... 0W.(xnJ
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where X = (xi,X2, ...,XjVe)- The ground state energy Eq is the sum of the eigenvalues 
Ba of the Ng occupied single-particle eigenstates

Ne
Eq — ^ " Br (2.8)

a=l

The single-particle orbitals are often assumed to be products of spatial and spin 
factors

^aiA-n)^aa,<yn • (^■^)

If the determinant contains N-^ orbitals with cr^ =t and = N^ — N-^ orbitals with 
it is an eigenstate of with eigenvalue {N-\ — N{)/2.

2.3 The Hartree-Fock method
The electronic structure problem can be conveniently reformulated by using the varia­
tional principle. Indeed it can be shown [103] that every eigenstate of the Schrodinger 
Eq. (2.2) is a stationary point of the functional

Em = (2.10)

where // is the Hamiltonian (2.3),

S/ firi...drAf^^'*(xi, ...,XAfJ//^'(xi, ...,x/vj (2.11)

and

O'li-.-O'Ne

/ riri...dr;Vel^(xi, ...,XiVe)P ■ (2.12)

O’lv-O'Ne

In particular, excited states are saddle-points, while the ground state, 'I'o, corresponds 
to the absolute minimum. An immediate consequence is that, for a trial wave function 
'hr, which belongs to a subspace of the full Hilbert space, the energy Ey = Ef'&r] is 
an upper bound to the exact ground state energy E'[^'o] = Eq, i.e.

Ey > Eq , (2.13)

with the equality satisfied when 'I't = ^'o-
In the Hartree-Fock method [102, 58], the subspace of the trial wave-functions is
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chosen to be that of the single Slater determinants. Then, the optimization of the 
trial wave-function performed by minimizing the expectation value of // with respect 
to the single-particle orbitals ■^^(r) leads to the Hartree-Fock equations

vlAa(r) = -jV,
Ne Ne

P=1 ■ 13=1
r'l

dr‘

-k V;/v(r) V^„(r) -k (2.14)

r — r

where the eigenvalues are Lagrange multipliers which ensure the orthonorniality 
of the single-particle orbitals. These equations need to be solved self-consistently. 
Because of Koopmans’ theorem [104], each of these eigenvalues is identified as the 
energy required to remove one electron from that j)articular eigenstate without per­
turbing the rest of the system, i.e. it corresponds to the vertical ionization energy. 
The electron-electron interaction is approximately described by the two terms in the 
second line of Eq. (2.14). The first is called the electrostatic Hartree term, while the 
last one is the exchange one. It arises from the antisymmetric nature of the wave- 
function and keeps two electrons of like-spin ai)art. The difference between the ground 
state energy Eq and the Hartree-Fock energy Em,- defines the correlation energy

Ec = Eq — Euf ■ (2-15)
It contains the quantum many-particle contribution to the total energy, which is not 
accounted for by the Pauli princijrle. The correlation energy is usually distinguished 
between static and dynamic. The dynamic one is associated to electrons occupying 
the same orbital and is related to the cusp discontinuity in the many-electrons wave- 
function for two spatially coincident electrons. The static correlation is associated 
to electrons in different orbitals close in energy and it is sometimes called “near­
degeneracy effect”.
By using the Hartree-Fock method, we can retrieve about 98% of the total energy. 
However, the correlation energy, which is the remaining 2%, is very inq^ortant for 
chemistry. For example, it accounts for about 50% of the binding energy of the ni­
trogen molecule.

2.4 Wave-function based methods
The correlation energy can be calculated by using multi-determinant wave-functions. 
This is the strategy followed by the configuration interaction (Cl) method [104, 105],
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ill which the wave-function is written as a linear combination of Slater determinants, 
whose orbitals are taken from ffF and held fixed. The coefficients of such a linear 
combination are then calculated by requiring that the total energy should be a mini- 
niuni. The full correlation energy is then recovered if a full Cl calculation is carried 
out, i.e. if all the possible determinants are included^ However the number of Slater 
determinants increases factorially with the number of electrons. This imposes a prac­
tical limit to the size of the systems that can be considered and full Cl can be used 
only to study very small molecides (already H2O is a challenging task). The coin- 
I)utational cost can be then reduced by including only some determinants. This is 
done by considering low-energy excitations from a reference determinant (usually the 
HF ground state) as in truncated CL For example if only double excited states are 
included we have “Cl with Doubles“, whose computational cost is N^.
The Multi-Configuration Self-Consistent Field (MCSCF) method [105] is basically a 
Cl scheme in which not only the coefficients in front of the determinants are optimized 
by the variational principle, but even the orbitals used to construct the determinants 
are. This method usually accounts for all the static correlation, but not for the dy­
namic one. In the Complete Active Space Self-Consistent Field (CASSCF) method, 
the orbitals are divided in active and inactive spaces. The orbitals in the inactive 
space are always either empty or doubly occupied. Within the active space a full MC­
SCF is performed. The common notation CASSCF(n, m) indicates that n electrons 
are distributed in all possible ways in rn orbitals. The active sj)ace is usually limited 
to 10-12 electrons/orbitals.
Other widely-emi)loyed quantum chemistry post-HF methods are the second and forth 
order Moller-Plesset perturbation theory (MP) [105], which scale as (second order 
MP) and (forth order MP) and coupled cluster methods (CCSD) [105, 106], which 
also scale as N^.
As none of this quantum chemistry methods is able to describe solids and large 
molecules, a different approach is required. This is density functional theory (DFT) 
[102, 58, 59, 105].

Tn reality even a full Cl calculation does not recover the full correlation energy as the HF orbitals 
are expressed using finite basis sets (see below when it is described how orbitals are usually expanded 
in basis functions in electronic structure calculations).
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2.5 Density Functional Theory
DFT provides a way to reformulate the electronic structure problem in terms of the 
electron density n(r). When the normalization condition ('I'|4>) = 1 is imposed, this 
is defined by

n(r) = n^(r) + n^(r), (2.16)

where
n'"(r) = fVe y dr2...drAfj4'(xi,X2, ...,XArJp (2.17)

(J2,...(T/Ve

is the spin-polarized electron density, which gives the probability of finding an electron 
of spin cr at a position r. The electron density is normalized so that

dTifir) . (2.18)

The practical advantage of DFT is easily understood. Indeed, while the many-particle 
wave-function 'I'(xi,X2, ...,XAfJ depends on 2 x 3A^e variables, the electron density is 
a function only of the 3 spatial coordinates.
Just for clarity, in the following section we will assume that the electrons are spinless 
particles and the generalization of DFT to spin-carrying particles is briefly described 
in section 2.5.4.

2.5.1 The Hohenberg-Kohn theorem

The core of DFT is represented by the Hohenberg-Kohn (HK) theorem [60], which 
can be summarized through the following statements:

- The external i)otential \4xi(r) is determined, within a trivial additive constant, 
by the ground state density n(r). Since n(r) determines the number of elec­
trons through Eq. (2.18), it also determines the wave function and any other 
observable of a many-particle system.

- The total energy is a functional of the density

E = E\n] = T[n] + KeN + V[n] = F[n] + V[n]. (2.19)

T[n] is the functional of the kinetic energy, F[n] is the functional associated to 
the external potential Fea;t(r) and Vee[n] is the functional of the electron-electron 
interaction potential energy. F[n] = T[n] + KeM is a universal functional as it 
is independent on the external potential defining a particular system.
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For a trial density nrir), we have

Eq < Elrir] (2.20)

where Eq is the ground state energy. The equality holds if nrir) coincides with 
the ground state electron density. In other words, the energy is variational with 
respect to the density as well as to the wave-function [see Eq. (2.13)].

2.5.2 The Kohn-Sham scheme

Although the HK theorem establishes that the ground state density can be obtained 
by minimizing the functional (2.19), this turns out to be a very complicated problem 
in practice. Indeed the functional F[n] is not known and the trial density has to fulfill 
many constraints. However, in 1965, Kohn and Sham proposed a clever solution [61]. 
They suggested to maj) the rnany-particle system onto a reference system of non­
interacting particles moving under the influence of a fictitious effective potential that 
jorodnccs the same ground state density and total energy as the interacting one. All 
modern day practical DFT calculations are based on the Kohn-Sham (KS) scheme. 
First the energy functional is rewritten in the equivalent form

E[7i] = l's[n] -I- \/[n] -f J[n\ + Fxc[n]

where
Exc[n] = T[n] - Tjn] -b KeN - J[n] 

is the exchange-correlation energy,

^ ^ 2j [r-r'l

is the classical Coulomb repulsion energy for a charge density n(r),

V[n] = j drn(r)V;xt(r)

(2.21)

(2.22)

(2.23)

(2.24)

and T’s[n] is the kinetic energy of the reference system of non-interacting particles. 
Exc[n\ contains all the information about the many-particles and the non-classical 
contributions to the total energy (exchange and correlation energy). Unfortunately 
we do not know an exact expression for this term, which needs to be approximated 
(see discussion below).
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Finally, the reference system is described by the single-particle Schrodinger-like equa­
tions

lv? + V'Ks(r)]<-qr) = t„V>rW

with (V'a ^1'*/’^^) = The Kohn-Sham effective potential is defined as

where

VKsir) = Vext{r) + Vf/(r) -P Vxc{y)

5V[n]
Vexti^) = 6n{r)

is the external potential, which includes the electron-nucleus interaction.

Vnir) =
SJ[n]
5n{r)

-I dr, n(rO
r — r

(2.25)

(2.26)

(2.27)

(2.28)

is the electrostatic Hartree potential [see first term in the second row of Eq. (2.14)] 
and

Vxc{r) =
SExcjn]

Sn{r) (2.29)

is the exchange-correlation potential.
'Idle fermionic non-interacting ground state wave function for this reference system 
can then be written as a Slater determinant containing the Ng lowest energy KS 
orbitals The electron density is

Ne

n (2.30)
Q=1

It is possible to generalize this to non-integer occupations, so that the density becomes

n

with the sum extendend over all the KS wave-functions. The coefficients /„ € [0,1] 
are the occupation number of the eigenstates with energy e^. The correct set of {fa} 
is the one that minimizes the energy functional with the constraint Ng = fa- 
We can notice that, within the KS scheme, the non-interacting kinetic energy Ts[n] 
can by calculated exactly by using the KS wave-functions

Ts = '^fa J dr KSf (2.32)
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This is in contrast to the so-called “first generation” of density functional calculations, 
such as the Thomas-Fermi theory [58], where Ts[n\ as well as Exc[n] required an 
approximation.
The KS equations must be solved self-consistently like the HF equations. However, 
the KS effective potentital is a local operator so that DFT is computationally much 
less expensive than HF. Furthermore, in many cases, DFT has been found to perform 
better than HF. Indeed, although DFT describes exchange-related effects only in 
an approximate way, it recovers part of the electronic correlation energy, which is 
completely neglected in the HF method.
The total electronic energy is not just the sum of the single-particle eigenvalues, but 
it has to include the, so called, double-counting corrections. It then reads

E = F'xcW - / drI4c(r)n(r) - - drdr
a=l

, n(r)n(r')
(2.33)

As mentioned earlier, within the BO approximation, the positions of the atomic nuclei 
enters oidy as parameters into the electronic Hamiltonian. Once the KS equations 
have been solved for a given arrangement of the atomic nuclei, we can also extract the 
forces acting on the static nuclei in their current configuration by using the Helhnan- 
Fcynman theorem [102]. The force on a nucleus I is then given by

dlT 
' dd, (2.34)

where
I'V = E -h Vjviv (2.35)

and
ry ry

S |df-\l (2.36)

is the classic nucleus-nucleus interaction energy. Equation (2.34) can be used to calcu­
late the equilibrium geometries of molecules and solids, within the BO approximation, 
by varying all the d, until the energy IT is a minimum or, equivalently, Fj = 0.

2.5.3 Interpretation of the Kohn-Sham eigenvalues

As we have explained, the Kohn-Sham scheme provides a mapping between the real 
many-particle problem and a fictitious system of non-interacting particles. KS eigen­
states are, strictly speaking, just “mathematical devices”, which allow for the calcu­
lation of the electron density, but which do not represent the molecular orbitals of
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the niany-electroii system. The eigenvalues are merely Lagrange multipliers which 
enforce the orthonormality of the KS eigenstates. Unfortunately, Koopmans’ theorem 
is not valid within DFT. This is instead replaced by Janak’s theorem [107], which 
states that a KS eigenvalue is equal to the derivative of the total energy functional
with respect to the occupation of the eigenstate , i.e.

Cry =
dE
Wa (2.37)

The KS eigenvalues do not represent then the true excitation energies of a system. 
However, there is one exception: the highest occupied KS eigenvalue, e^Ve [108]. This 
is equal to the negative of the ionization energy /, i.e. = —/. This relation is 
only valid for the exact exchange correlation potential though, and in many cases the 
ionization potential is better calculated as a total energy difference

l = E{N,-l)-E{Ne), (2.38)

where E{Ne) is the ground state energy of a system of electrons. In the same way 
the electron affinity. A, can be calculated as

A = EiNe)- E{Ne + l) (2.39)

This shows that the electron affinity of a system of Ng electrons is just the ionization 
[)otential of a system of 77e + 1 electrons or, by using the Janak theorem, —A = 
eiVe+i(-/Ve + 1) (from now on, the notation ea{N) indicates the Of-th KS eigenvalue for 
a system of N electrons).
Despite the auxiliary nature of the KS eigenvalues, it is empirically found that, in 
many situations, they provide a reasonable first approximation to the actual energy 
levels of extended systems. Therefore, many band-structure calculations of solids 
are usually calculations of the KS eigenvalues and, although this simplification has 
proven successful for many systems, we must be aware of its lack of a solid theoretical 
foundation.
The band-gap of either a molecule or a semiconductor comprising Ne electrons is 
defined as [58, 109]

A = -A + l = E{N, + 1) - E{N,) - [E{N,) - E{N, - 1)] (2.40)

and, for the exact exchange-correlation, we have

A = + 1) — eNe(-^e) = (2-41)
= {^Ne+\{^e) - eiVe(-^e)j + + 1) “ ^Ne+\{Ne)^ ■
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This is not equal to the KS band-gap A^s', which represents the difference between 
the energies of the highest occupied and lowest unoccupied KS eigenstate, i.e. A/^s = 
cwe+i(^e) —fWe(j^e)- That is because the exact exchange-correlation energy functional 
is characterized by the derivative discontinuity [109]

Sn{r)
6E, n

Ne+S Sn{r) = A, (2.4.2)
N.-5

where 6 is an infinitesimal shift of the electron number N^. A^c is system-dependent, 
but position-independent. This derivative discontinnity insures that molecules disso­
ciate with integer particle number at a large separation. We then have

A = Aurs + A (2.43)

and, since A^c > 0, the KS band gap is usually smaller than the real one. Notably, 
the size of the derivative discontinuity is unknown and we must be careful in DFT 
calculations while extracting information that dejrends on the size of the band-gap or 
on the position of the un-occui)ied KS eigenstates.

2.5.4 Spin-polarized DFT

The generalization of DFT to collinear spin-polarized systems [58, 110] is achieved 
by introducing the magnetization

^.(r) = n^(r) — n}{r) (2.44)

in addiction to the electron density n(r) as fundamental cpiantity to define the energy 
functional. Spin-up and spin-down electrons satisfy the two independent KS equations

rl.
= eatCt (r) >

■1,

.2
KSf

(2.45)

(2.46)

where
VhM = r„,(r) + VHlr) + y"(r), (2.47)

In non-relativistic calculations and in absence of an external magnetic field, the 
Hartree potential V//(r) and the external potential \4x«(r) do not depend on the 
spin, but

SExc[n\n}]
V7.(r) = Sn'^{r)

(2.48)
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In some systems, we have I4c “ Ki — 7^ 0 so that the presence of the internal
magnetic field B^c accounts for a spontaneous magnetization.
The general procedure for a non-collinear spin calculation is similar [102, 111], How­
ever, in that case, four electron densities are needed and the KS equations becomes 
matrix vector equations.

2.5.5 Exchange-correlation functionals

In principle the KS formalism is exact. However the exchange-correlation energy 
functional is unknown and it has to be approximated.
The most simple approximation, already suggested by Hohenberg and Kohn [60], is 
the local density approximation (LDA) (or its spin-polarized generalization called 
the local spin density approximation, LSDA). Here, we assume that, at each point 
in space, the exchange-correlation energy per particle is given by the value for the 
homogeneous electron gas exc(w^(r),n^(r)), so that

E.LSDA [n\n^] = j (irn(r)e,;c(«^(r),^^ni')) ■ (2.49)

The functional ea;c(n^(r),fd(r)) has been computed accurately by using Quantum 
Monte Carlo [112] and various analytic pararnetrizations exist [113, 114]. LDA has 
been apjjlied successfully in solid state physics to study many metallic as well as semi­
conducting materials and it usually reproduces bulk projrerties (lattice constants, bulk 
moduli, etc.) within few i)ercent of the experiments. The success of LDA for systems, 
which are quite different from the electron gas, is notable. This can be partially ex­
plained by a systematic partial error cancellation: typically LDA underestimates the 
exchange energy, but it overestimates the correlation one. The result is an unexi^ected 
good value for E^c-
In contrast, for quantum chemistry type of calculations, LDA is usually not accu­
rate enough to permit a (piantitative description of the chemical bonds in molecules 
(the so-called “chemical accuracy” requires calculations with an error less than 1 
kcal/mol= 0.04336 eV/electron). In order to improve upon LDA, various flavors of 
the generalized gradient approximation (GGA) were introduced [115, 118, 116, 119] 
and they have become very popular in quantum chemistry. Here, the idea is to include 
information about the inhomogeneity of the charge density by including the gradient 
of the spin-polarized electron density in the definition of the energy density

E^^^[n\n^] = y dr/(n^(r),n^(r), VnJ(r), Vn^(r)). (2.50)



Ab-initio electronic structure methods and effective models 21

The most j)opular GGA functional is perhaps the one due to Perdew, Burke and Ernz- 
erhof (PBE) [115]. Another example of GGA functional is the BP86, which combines 
the Becke88 exchange functional [116] with the Perdew86 correlation functional [117]. 
In solid-state physics, the improvements of GGA over LDA are not substantial. Eur- 
thermore, despite many successes, both fail drastically for materials with localized 
electrons, occupying atomic d and / shells (these materials are usually referred as 
“strongly correlated”). In contrast, GGA performs better than LDA in describing 
chemical bonds by correcting for the tendency of LDA to overbind molecules. How­
ever, the chemical accuracy has not been reached yet by GGA either and neither LDA 
nor GGA describe Van der Waals forces as their exchange-correlation potential decay 
exponentially instead of as — 1/r.
A new generation of functionals is represented by the so-called orbital-functionals 
[120]. Among these we must cite the meta-GGAs [59]. These are functionals which 
depend, in addition to the density and its gradient, on the KS kinetic energy density

= (2-51)

I’his additional degree of freedom is used to satisfy additional constraints on E^c- 
Meta-GGAs are a new class of functional and their j)otential and their failures have 
not been fully examined yet.
The so called hybrid functionals have become very popular among chemists, first, 
and then among condensed matter physicists as well. They were initially jrroposed, 
for exami)le by Becke [126], within the framework of the adiabatic connection the­
orem [121, 122, 123, 124, 125]. These mix a fraction of exact HE exchange to the 
LDA(GGA) exchange according to the general formula

^hybrid ^ ^^exact _ ^)^LDA(GGA) ^ £;LDA{GGA) ^2.52)

where the constant a is either estimated theoretically or fitted experimentally. Hybrid 
functionals are known to improve the description of the thermochemistry of molecular 
systems. Furthermore, despite the computational effort required to compute the HE 
exchange with periodic boundary conditions, they have been recently applied to solids 
as well. The most popular hybrid functional is perhaps B3LYP [127]. It is defined as

+ 0.2E“‘' + 0.72AE“«« + 0.19EpHF B88 nVWN3 + 0.81ELYP (2.53)

where is the LDA exchange, while AE®*® is the gradient corrections to the
Becke88 exchange [116]. indicate respectively the Vosko-Wilk-
Nusair III [113] and the Lee-Yang-Parr correlation functional [119]. The coefficients
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in Eq. (2.53) are determined by fitting atomization energies, electron and proton 
affinities and ionization potentials of atoms and molecules belonging to a specific set 
(the Pople’s G2 [128]).
Another popular hybrid functional is PBEO [129, 130] dehned as

E.PBEO 1
■ z?- 4^^HF PBE + E.PBE (2.54)

where and denote respectively the PBE exchange and correlation energies 
[115]. This functional is “parameter-free” in the sense that the amount of Hartree- 
Fock exchange included is not determined by fitting experimental data, but is based 
on the theoretical arguments of Ernzerhof et al. [131, 132, 133].
A very popular hybrid functional among condensed matter physicists is the HSE03 
[134]. Here, in order to increase the computational efficiency and to simulate the 
effect of the electronic screening in solids, the long-range part of the HF exchange 
in the PBEO functional has been cut and substituted by the corresponding density 
functional part. The exchange-correlation functional then reads

/-•USE ^ ;7'lIF,sr,u . ^ riPBE,sr,/4 . ;-iPBE,lr,/i , jt'PBE
Exc = ^E^ + Ec (2.55)

where (sr) and (Ir) denote the short- and long-range parts of the respective exchange 
interactions (either HF or PBE exchange). The separation of the HF and PBE 
exchange interactions into a short- and a long-range part is accomplished through 
a decomposition of the Coulomb kernel

1
= 5,,(r) + L,,(r) =

erfc(^xr) ^ erf(/rr) (2.56)

where r = |r — r'| and /r is the parameter that dehnes the range separation. Here /i is 
related to a characteristic distance, 2//r, at which the short-range interactions become 
negligible. Empirically it was found that the optimal range-separation parameter // 
is between 0.2 and 0.3 A“b
Strictly speaking, the way hybrid functionals are practically implemented do not fully 
fit in the DFT framework. Indeed, the exchange potential is derived by taking the 
functional derivative with respect to the single-particle orbitals (and not the density) 
and the resulting single-particle Schrodinger equations have the form of the Hertree- 
Fock equations with a non-local potential and with a weight factor in front of the 
Fock term.
In contrast for an orbital-dependent Exc, we can obtain a local potential in the
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sjjirit of the KS scheme, by using the so-called optimized effective potential (OEP) 
method or simply the optimized potential method (0PM) [135, 136, 59, 120]. How­
ever, the solution of the OEP integral equation is quite complicated to be practical 
and useful approximations to the OEP need to be considered. One of such approxi­
mations is, for example, due to Krieger, Li and lafrate (KLI) [137].
An alternative approach to improve upon LDA and GGA is to incorporate certain 
corrections into functionals tailored to rectify a subset of problems. For example, 
for the class of materials, that we have mentioned previously and that have localized 
electrons in d or / shells, the LSDA-|-{/ method, introduced by Anisimov [138], is 
usnally employed. Here the LSDA exchange and correlation fnnctional is replaced 
by a orbital dependent energy, which shifts occupied d {f) orbitals to lower energies 
whereas unoccupied ones are shifted to higher energies. Although this method pro­
vides a good (lualitative description of transition metal and rare-earth oxides, it is 
not fully ah initio as it relies on two parameters, usually indicated with U and 
Finally the so-called self-interaction (SI) error intrinsic to LDA and GGA [64, 141] 
deserves a more detailed description. This originates from the non-zero value of the 
Hartree energy for a system composed of just one electron. In HE, the SI in the 
Hartree energy is exactly cancelled by a corresi)onding contribntion in the exchange 
energy . However, when we consider ai){)roximate forms for the exchange, the self­
interaction is only partially cancelled and the rigorous KS-DFT condition

JK] + £;,eK,0] = 0, (2.57)

for the orbital density of the fully occupied KS orbital ^ not satis­
fied. A direct consequence of the SI in LDA/GGA is that the KS potential becomes 
too repulsive and exhibits an incorrect asymptotic behavior [64].
The self-interacting nature of semi-local KS potentials generates several failures in 
describing elementary properties of atoms, molecules and solids. For example, nega­
tively charged ions (H“, 0“, F“) and molecules are predicted to be unstable by LDA 
[142]. Furthermore the KS HOMO is usually nowhere near the actual ionization po­
tential [64]. Transition metal oxides are described as small-gap Mott antiferromagnets 
(MnO, NiO) or even as ferromagnetic metals (FeO, GoO) instead of charge transfer 
insulators [143].
Finally exchange-correlation functionals affected by the SI do not present the deriva­
tive discontinuity as a function of the occupation [107]. Semi-local funcionals in fact

^ A particularly simple and transparent form of the LSDA-l-17 functional, which is also rotationally 
invariant, redefines the U parameter as an effective parameter = U — J [139]. The calculation 
of f/efT has been discussed by Cococcioni et al. [140] within a linear response approach.
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continuously connect the orbital levels of systems of different integer occupation. This 
means that, when adding an extra electron to an open shell system, the KS poten­
tial does not jump discontinuously by I — A. This drawback is responsible for the 
incorrect dissociation of heteronnclear molecules into charged ions.

2.5.6 Computational methods

In modern codes which implement the KS-DFT scheme, there are two main features, 
which mostly affect the efficiency and the accuracy: 1), the basis set over which the 
KS eigenvectors are expanded and, 2), the way, in which the core electrons, which 
reside in atomic shells close to the nuclei, are treated.

Basis set

For solids, by taking advantage of the periodicity and of the Bloch’s theorem, KS 
orbitals can be expanded in plane-waves [102]

(2.58)

where k is the wave-vector. In order to calculate many proi)erties such as the num­
ber of electrons in a band, the total energy etc., it is essential to integrate over k 
thronghont the Brillouin zone. There are then two convergence parameters that need 
to be fine-tuned for every calculation: the Brillouin zone sampling and a cutoff radius 
in the reciprocal space to truncate the sums over wave-vectors. This is equivalent 
to a cutoff of the highest electronic kinetic energy. For localized states with large 
kinetic energies, a sufficiently large cutoff value is required so that the computational 
cost increases. Plane-wave codes are becoming very popular among condensed mat­
ter physicists because they are relatively easy to implement and very efficient Fast 
Fourier transform techniques are available.
In contrast, in quantum chemistry, eigenstates are usually expanded over a finite 
number, N^asis^ of atom-centered basis functions

Nb asis

^ ^ Can4*n{y dj) (2.59)
n=l

where the orbital (/)„(r — dj) is any numerical function that decays radially outwards 
from a nucleus located at d, . It could be, for example, a Slater-type orbital (STO) 
[104, 105] or a numerical orbital. Gaussian functions (GTOs) [104, 105] have been
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very popidar among chemists mainly because they can be factorized and multi-center 
integrals are easy to evaluate. In contrast, STOs and numerical orbitals describe 
atomic wave-functions better than GTOs and a smaller Nhasis is then required. Fur­
thermore STOs reproduce better the “tail” of the wave-functions and satisfy the Kato 
cusp condition [152] at the nuclei, while GTOs (and any linear combination of them) 
do not.
Localized basis sets are usually preferred to plane-waves to study finite systems such 
as molecules and clusters. Indeed, in this case, although plane-wave codes can be 
used in a sui)ercell apjrroach, a large number of plane-waves is needed as the elec­
tronic density is concentrated on a small fraction of the total volume of the supercell. 
Finally, recent times have seen the increased use of direct space methods where the 
KS equations are solved directly in real space by expanding the orbitals over a fine 
numerical grid.

Pseudopotentials

Electrons in molecules and solids can be divided in two groups: valence electrons 
and core electrons (“core-valence partition”). The core electrons are usually part of 
closed shells and they are strongly bounded to atoms. Therefore they do not j)lay any 
significant role in the chemical bonding and the individual nuclear and core electron 
irotential can be replaced by a single effective potential (“pseudopotential” or “effec­
tive core potential”), which describes their net effect on the valence electrons. The 
pscudopotential offers the massive advantage of drastically reducing the number of 
electronic states in the calculation. Both empirical and ab-initio pseudopotentials are 
commonly employed. The latter are derived by inverting the free atom Schrodinger 
equation for a given reference electronic configuration and forcing the pseudo wave- 
function to coincide with the true valence wave function beyond a certain distance, the 
cut-off radius [102]. The pseudo wave-function is also required to have the same norm 
as the true valence wave-function and not to have any node. Finally the pseudo-energy 
eigenvalues should match the true valence eigenvalues. The requirement of “norm- 
conservation” is the key step in making transferable pseudopotentials [144]. This 
means that a pseudopotential constructed for an atom can faithfidly describe the va­
lence properties of molecules and solids. In order to satisfy the above constraints, a 
pseudopotential has to be “semilocal”, acting differently upon different angular mo­
menta 1. These semilocal potentials can be rewritten in a form that separates long 
and short range components. The long range component is local and corresponds to 
the Coulomb tail. Kleinman and Bylander [145] suggested that the non-local part
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can be written as a separable potential transforming the semi-local potential into a 
truly non-local pseudopotential.
In some plane-wave codes, the so-called idtrasoft pseudopotentials are used [149], 
These attain much smoother (soft) wave-functions (so considerably fewer plane-waves 
are need to represent the charge density), but still reproduce accurate results. This 
is achieved by relaxing the norm-conservation constraint.
The drawback of using pseudopotentials is that all the information on the wave- 
functions close to the nuclei are lost. A different approach is the augmented-plane- 
wave (APW) method [146], in which the space is divided into atom-centered augmen­
tation spheres, where the wave-functions are expanded over atomic-like partial waves, 
and a bonding region outside the spheres, where some envelope functions are defined. 
The partial waves and the envelope functions are then matched at the boundaries of 
the spheres.
A more general approach is the i)rojector augmented wave (PAW) method [147, 148]. 
This is based on the introduction of “auxiliary” smooth wave-functions connected to 
the all-electron wave-functions by a linear transformation, which is assumed to be 
unity except within spheres centered on the nuclei. It is then possible to write every 
quantity, that depends on the “real” wave-functions in terms of the auxiliary wave- 
functions. The PAW method has the big advantage that all-electron calculations are 
performed at the computational cost of pseudopotentials calculations.

2.5.7 DFT codes

For the results presented in this thesis, we have employed several DFT codes. First, 
many calculations were carried out by using a development version of the SIESTA code 
[150]. SIESTA belongs to the class of (norm-conserving) pseudopotential-localized 
basis set codes. The basis set consists of numerical orbitals, which are the product 
of a numerical radial function and a real spherical harmonic. Within our group, 
many useful features have been added. Among them we must mention the functional 
LSDA-l-f/, the atomic self-interaction correction (ASIC) [151] (described in depth in 
chapter 3, the exact exchange and the self-interaction corrected LSDA/GGA within 
the KLI approximation.
Secondly, to study molecules, we have used intensively the quantum chemistry codes 
NWCHEM [153] and GAMESS [154]. These utilizes GTOs and perform either all­
electron or effective core approximated calculations. Finally the plane-wave codes 
VASP [156] and QUANTUM ESPRESSO [155] have been also widely considered. 
VASP uses the PAW method or ultra-soft pseudopotentials. QUANTUM ESPRESSO
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uses either pseudopoteiitials (both norm-conserving and ultrasoft) or PAW.

2.6 Continuum Quantum Monte Carlo
Althoiigh many successes in materials modelling can be ascribed to DFT, DFT may 
be quite inaccurate for some very interesting problems. On the one hand, existing 
DFT methods fail in describing strongly correlated systems or van der Waals disper­
sion interactions [59], although much progress has been done in developing functionals 
to tackle those two specific problems (for example, we have already mentioned the 
LSDA-bf/ functional, which provides a good description of the charge-transfer in­
sulators). On the other hand, DFT is somehow unable to give predictions of useful 
accuracy for the adsorption energy of molecules on surfaces. Even more drastically, in 
some cases, results depend strongly on E^c and there is no way of knowing in advance 
which functional to trust. For example, this is the case for the surface formation en­
ergies and of the “spin-gap” of transition metal complexes (see chapter 6). For many 
of these problems, (piantum Monte Carlo (QMC) techniques [158, 159, 160] are con­
siderably more accurate than DFT so that their use is very appealing. Furthermore, 
fus they rely on extensive statistical samplings, they are naturally well suited to large 
parallel machines and will play a fundamental role in computational material science 
in the future years [157].
We will present below a short review of the two QMC techniques, variational and 
diffusion Monte Carlo, which have been extensively employed in electronic structure 
calculations.

2.6.1 Variational Monte Carlo

Variational Monte Carlo (VMC) is based on a combination of the variational principle, 
Eq. (2.13), and the Monte Carlo method to evaluate integrals [161].
The functional ^[l'], defined in Eq. (2.10), can be evaluated for a trial wave-function 
I'r and reads

/ «'^(R)//'l7’(R)(iR
Eo < Ev — £'[^'7’] — (2.60)f l'^(R)^T(R)dR

where R = (ri,...,rjVe) [Note that the spin variables in Eq. (2.60) are implicitly 
summed over (see reference [158] for details)]. We can then write

Ev -I p{K)Ei{R)dR, (2.61)
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where
P(R) = T1

I'I/t(r)P

is a probability distribution and the function

= 'I'^1(R)//^t(R)

(2.62)

(2.63)

is called ’’local energy”.
In VMC, the Metropolis algorithm [161] is used to sample a set of points {R,,,, 'ni. = 
1,..A/} from the probability distribution p(R). At each of these points the local 
energy is evaluated and the variational energy can be estimated as

""-“a/
1
\7 ^Z.(Rr) (2.64)

m=l

Analogously, other expectation values of operators can be calculated by VMC.
The main issue in VMC consists in finding an appropriate trial wave-function. This 
will be discussed very briefly in the following paragraph. However, we can already no­
tice that when is a single Slater determinant, VMC reduces to the HF method. In 
contrast, if we could chose 'i/r to be the exact ground state wave-function, the local 
energy would have the costant value Eo over the entire configuration si)ace (zero- 
variance principle).

2.6.2 Trial wave-functions
As we have just seen, the accuracy of a VMC calculation depends strongly on the 
trial wave-function. Furthermore the repeated evaluation of the trial wave-function, 
its gradient and its laplacian, is the most computational demanding part of a VMC 
calculation. Therefore the trial wave-function has to be written in a conij)act form 
which allows a rapid evaluation. VMC simulations normally use a trial wave-function 
of the Slater-Jastrow form

'isj = {ri, ...,rN^)D^{rN^+u . (2.65)

In this expression the Slater determinant (2.2) is replaced by the product of determi­
nants of spin-up and spin-down orbitals and is not antisymmetric on exchange 
of electrons with opposite spins. However, this has no effects on the expectation val­
ues of spin-independent operators [158]. The orbitals in the Slater determinants are
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usually obtained by an HF or DFT (LDA) calculation. The Jastrow factor is 
a positive and totally symmetric function, which includes correlation effects by mak­
ing the wave-function explicitly dependent on the separation between particles (see 
section 2.6.5 for some details). The wave-function (2.65) has to satisfy the electron- 
electron and the electron-nucleus Kato-cusp condition [152], which leads to a smooth 
behavior of the local energy [158].
The physics described by the Slater-Jastrow wave-function is rather transparent. On 
the one hand, as described in the ffF method, the antisymmetry of the wave-function 
creates the “exchange-hole” which keeps electrons of like-spin apart. On the other 
hand, the effect of the Jastrow factor is that of reducing the amplitude of the wave- 
function whenever two electrons (both of parallel and antiparallel spin) get close, thus 
creating the ’’correlation-hole”.
The Jastrow factor usually depends on a set of parameters {a}, i.e J = J(R, {«}). 
The trial wave-function can then be further improved by optimizing these parame- 
ters'F In order to do so, we need a cost-function, which is a function to be minimized. 
'I'lie most natural choice is the energy. Indeed the variational principle insures that 
by improving the wave-function, the energy will tend to the ground state energy 
from above. However, we can also chose the variance of the energy. In this case the 
zero-variance principle tells us that as approaches the true ground state wave- 
function, the statistical fluctuations will become smaller and the local energy will 
tend to a constant, Eq. Since oi)timizing the wave function is a technically complex 
problem involving the development of numerical stable minimization algorithms, we 
will not discuss the details and we prefer to refer to the specialized literature (see, for 
exami)le [158, 160], and references therein).

2.6.3 Diffusion Monte Carlo

Unfortunately, an expression for the VMC wave-function like that in Eq. (2.65) does 
not have enough variational freedom to represent the true wave-function. VMC is 
then able to capture between 60% and 80% of the correlation energy and it might not 
be accurate enough for some problems. Diffusion Monte Carlo (DMC) must then be 
used.
DMC is a stochastic method, which projects out the ground state from an initial state.

^There is, of course, no absolute restriction on optimizing the the Slater part as well. A higher 
order technique, which allows to recover a bigger fraction of the correlation energy, also involves 
functions with optimizable parameters. However optimization of both the Jastrow factor and these 
other functions, can not be done for polyatomic systems because of the high computational cost.
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To understand the general idea, we can consider the time-dependent Schrodinger 
equation for an Hamiltonian 11 = —+ ^(R)

o -|

f-cI>(R, t) = --V^d>(R, t) + [l/(R) - Et] t)

and re-write it in imaginary time, r = it, as 

-|;4.(R,T) = -iv?i4>(R,T) \/(R) - Et 4>(R,r).

(2.66)

(2.67)

The oflf-set energy Et, whose purpose will be clear later, is called “reference energy” 
and it only affects the wave-function normalization. The formal solution of Eq. (2.67) 
is obtained by expanding 4>(R, r) in the eigenstates of the Hamiltonian {(pi} and reads

<f>(R,r) = ^e-"(^-^’")c,</.,(R), (2.68)

with Cj = (0i|‘&).
In the limit of long times, for Cq ^ 0 and by adjusting Et to be equal Eq, we find

<I'(R,r ^ cxd) = co0o , (2.69)

since excited states decay in imaginary time away exponentially. In other words, for 
a wave-function d>(R), whose overlap with the ground state is non-zero, the operator 
^-t{h-Et) projector to the ground state itself as r oo.
By looking carefully at Eq. (2.67) and by assuming that $(R, r) is a probability 
distribution, we note that:

- By ignoring the second term on the right-hand side, the imaginary-time Schrodinger 
equation is isomorphic to a diffusion equation, which can be simulated by ran­
dom walks where random walkers diffuse in a 3A^e-diniensional space.

- By ignoring the first term on right-hand side, the imaginary-time Schrodinger 
equation is isomorphic to a rate equation with a position-dependent rate con­
stant.

Therefore, in principle, a numerical simulation, in which random walkers diffuse 
through a 3A^e-dimensional space, reproduce in regions of low potential and die in 
regions of high potential (“branching” process) would lead to a stationary distribu­
tion proportional to 4>(R), from which the expectation values would be obtained. 
However, this simple scheme for the DMC algorithm presents two main issues. The



Ab-initio electronic structure methods arid effective models 31

first issue is of numerical character and it is related to the presence of the potential in 
the rate costant of the branching process. Because of the divergence of the potential 
when two particles are coincident, the walkers rate of “births” and “deaths” diverges. 
This leads to numerical stability problems.
The second issue is of fundamental character. It is related to the assumption that 
$(R) is a probability distribution. Indeed, this assumption is clearly in contrast with 
the anti-symmetric nature of the electronic wave-function. *I*(R) must have both 
positive and negative regions separated by a nodal surface, i.e. the {3Ne — 1) di­
mensional hypersurface for which a wave-function is zero and across which it changes 
sign. This issue is the so-called “fermion sign problem”, which is dealt by the “fixed 
node approximation” (FNA) [164, 165]. This consists in introducing an approximate 
nodal surface, which is usually obtained from a trial wave-function Tt(R) and which 
the walkers are not allowed to cross. The FNA then divides the configuration sjrace 
into regions called “nodal pockets”. Finally, the Tilling theorem [166], which states 
that all nodal pockets are ecpiivalent and related by permutation symmetry, insures 
us that we need to sample only one of these. This theorem is also connected to the 
variational principle for the DMC ground state energy. The following properties can 
then be proved [158]:

a) the fixed-node energy is an upper bound to the exact ground state energy,

b) the fixed-node error decreases quadratically in the error of the nodal surface of 
Tr(R).

These, of course, imply that, if ^^(R) has the exact nodal surface of the ground state 
wave-function, the fixed-node energy will coincide with the ground state one. 
Practically, the FNA is introduced through the definition of the “importance-sampled 
wave distribution” /(R,r) [162, 163]. This is obtained by multiplying <I>(R, r) by the 
trial wave-function ^'/’(R), i.e.

/(R,r) = vI/r(R)4>(R,r). (2.70)

By requiring that the nodal surface of <I>(R, r) coincides with that of 4'7'(R), we can 
then force /(R, r) to be positive and this effectively becomes a probability distribu­
tion.
Substituting /(R,r) in Eep (2.67) for <I>(R,r), we obtain the ’’importance-sampled 
imaginary-time Schrodinger equation” (ISITSE)

% = -\^Kf + ^nWf] + [EL
EtU (2.71)
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where E[^ is the local energy, Eq. (2.63), and

v(R) = ^,-1(R)Vr'Pt(R) (2.72)

has the form of a drift velocity. We note that the three terms on the right-hand side 
of the ISITSE, Eq. (2.71), can be associated to a diffusion, a drift and a branching 
process, respectively.
Interestingly, the drift term in Eq. (2.71) acts as a “quantum force”, which carries 
walkers along the direction of increasing |'kr| so that the most important parts of 
the wave-function are sampled more often. In the same way, the drift velocity carries 
away the walkers from the nodal surface of as required by the ENA.
We also note that, in the ISITSE (2.71), the rate constant depends on the local energy, 
which is a relatively nniform quantity j)articularly when satisfied the Kato cusp 
condition. The numerical issue outlined above is then circnmvented and the DMC 
algorithm becomes stable.
The ISITSE can be rewritten in the integral form

(R^R',r-r')/(R',r')dR'/(R,t) = j G(

where the Green function

G(R ^ R',r - r') = (R|e-^(^'+^^^-^’^)|R')

is solution of the ISITSE ju’ovided the initial condition G(R 
In the equation above we have defined

T' = • v) -I- v • Vr

(2.73)

(2.74)

R',0) = 4(R- R')

(2.75)

and El is the local energy operator defined by the equation E/jR) = E/^(R)|R).
For very small time steps (“short -time approximation”), we can use the Trotter- 
Suzuki formula for the exponential of a sum of operators

-r(f'+Ei^-ET) _ .-r(Et-ET)l2„-Tf' -t(El-Et)I2 + O(r^)

to rewrite the Green function as

G(R ^ R', r) ^ Gd(R ^ R', t)Gb(R ^ R', r).

(2.76)

(2.77)

Here, Go(R ^ R'.r) is the Green function for a drift-diffusion process, which, as­
suming costant drift velocity v between R and R', is

Go{R ^ R', t) = (R|e-^^'|R'
1

(27rr)^^/^
exp - [R - R' - rv(R)]‘^

2^ (2.78)
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while
Gb(R ^ R', r) = exp ^ [E,iR) + E^R') - 2Et]^ (2.79)

is called branching factor. Therefore, the process described by Gc)(R ^ R^'^) is 
simulated by making each walker, associated to a configuration R', drift through a 
distance v(R')r and then diffuse by a random distance drawn by a Gaussian distri- 
l)ution of variance r. Finally, each walker either “reproduces” or “dies” so that on 
average (7b(R <— R', r) walkers continue from the new position R. A DMC simu­
lation consists then in repeating these steps many times, and after an equilibration 
time, the configurations will be distributed according to / =
As we have seen in the discussion above, the FNA is the only fundamental approxi­
mation in DMC. All the others are “technical” approximations and can be accounted 
for by improving the numerical algorithms or by double-checking the results. Firstly, 
the short-time approximation leads to a dependence of the DMC results on the time 
steps and the results must be extrapolated to r —»■ 0. Secondly, the assumption of 
constant drift velocity between R' and R, violates the detailed balance-condition for 
DMC [158]

C(R ^ R', r)^'T(R')^ = G(R' ^ R, T)'^T{Rf , (2.80)

but this can be re-imposed by introducing a reject/accej)t step [158]. Thirdly, by 
controlling the reference energy, which appears in the branching factor, we can keep 
the population of walkers almost constant thus preventing it from either increasing 
exponentially or dying out. However, changing the value of Et during a simulation 
introduces a positive bias in the DMC total energy, which, can usually be easily 
estimated by performing different calculations for different average populations.
The expectation value of the energy is commonly computed in DMC by using the so 
called mixed estimator:

'dmc-^uu^ ~

(ch|/7|'PT) //(R,r)F;i.(R)dR_ 1 v-r. ... ^
= / /(R,r)dR ’

(2.81)

where Rm denotes M samples of /(R) resulting from a DMC run. Furthermore DMC 
satisfies the zero-variance principle as well as VMC, i.e. the variance of the energy 
goes to zero as the trial wave-function Tr goes to an exact eigenstate.
Finally we would like to make a further comment about the fixed-node approxima­
tion and the trial wave-function 'i>T- Indeed, although, in principle, Tt’ should be
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optimized within DMC to reproduce the optimal nodal-surface, which minimizes the 
DMC energy, in practice this turns out to be computationally too expensive and 
technically tricky. The trial wave-function is then generally optimized by VMC. For 
a trial wave-function of the Slater-Jastrow form, the nodal surface is imposed by the 
Slater part as the Jastrow factor is positive. The nodal surface is then basically de­
termined by either DFT or HF and this represents one of the main limitations of the 
fixed-node DMCb

2.6.4 Pseudopotentials

The scaling of QMC with the atomic number Z is ai)proxiniately [167, 168] so 
that applications to heavy atoms are basically impossible. However, like in DFT, 
pseudopotentials can be used to reduce the efl'ective value of Z and to improve the 
scaling to Z^ ^. As we have previously seen, the distinction between core and valence 
electrons is exact within DFT and it is achieved by simply designating some orbitals as 
core orbitals and others as valence orbitals. However, in a many-electron framework, 
the electrons are identical particles and the core-valence partition is an ill-defined 
concejjt. Unfortunately, it is not currently possible to construct pseudopotentials for 
heavy atoms entirely within QMC and it is best to use pseudopotentials constructed 
from one-particle theories, either HF or DFT. In i)articular, HF pseudopotentials 
seem to give systematically better results in QMC than the DFT ones [169]. This is 
probably because HF neglects all electronic correlations. The QMC calculation re­
introduces the valence-valence correlations but neglects core-core correlations, which 
anyway have a very small indirect effect on valence electrons, and the core-valence 
correlations. These can be approximately included by using a core-i)olarization poten­
tial, which represents the polarization of the core due to the instantaneous positions 
of the surrounding electrons and ions (see reference [158] and references therein).
As we have discussed in the context of DFT, modern pseudopotentials are non-local 
depending on the angular momentum. While the use of non-local pseudoptentials is 
straightforward in VMC [170, 171], there is an issue in DMC. The fixed-node con­
dition turns out not to be compatible with the non-locality. We are then forced to 
introduce the, so-called, “potential localization approximation” (PLA) [172] where 
the non-local pseudopotential acts on the trial wave-function Tx rather than on the 
DMC wave function $. The error incurred is proportional to the square of the error

^The nodal-surface can be optimized by VMC by either using a multideterminat wave function 
or a backflow wave function (see references in [158, 160]). However, throughout this thesis we have 
always used just a Jastrow-Slater wave function of the form (2.65).
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ill trial wave-function [172], However its sign is arbitrary so that DMC is no longer 
strictly variational. The recent work by Casula et al. [173, 174] eliminates the need 
for the PLA and restores the variational property.

2.6.5 The CASINO code
The QMC calculations presented in this thesis were carried out by using the CASINO 
code [160]. CASINO is able to perform VMC and DMC calculations for finite and 
jieriodic real systems as well as model systems. Both all-electron and pseudopotential 
calculations can be performed. The trial wave-function 'I't is of Slater-Jastrow type, 
Eq. (2.65), with

N 1\1 Ne Nj\j Ne

./({r„},{dd) = ^ EE Xiirni) + E '^ni nm )
n>m 7=1 77=1 7=1 n>m

(2.82)

where = |r„m| = |r„ —r^] and r„, = |r„j| = |r„ —d,]. The functions n, x and / are 
represented by power expansions with optimisable coefficients. Different coefficients 
are used for terms involving different spins. Other terms, not used in this work, can 
be added when using periodic boundary conditions [160]. The orbitals t/^T,(r), which 
enter in the Slater determinants and are jiassed to CASINO by interfaces with 
DFT codes (GAUSSIAN, GAMESS, etc.) and can be expressed using GTOs, STOs, 
plane-waves etc. We have chosen to represent "00(r) through B-splines basis (blip 
functions) [175];

-0a(r) = X! ^o>nO„(r). (2.83)
n

The functions ©„(r) consist of localized cubic splines centered on the points R„ = 
{Xn,Yn, Zn) of a regular cubic grid of spacing a

e„(r) = (p{{x - Xn)/a)ip{{y - Yn)/a)ip{{z - Z„)/a) (2.84)

where

0

o<iei<i
l<lel<2 .
1^1 >2

The coefficient Oan are extracted from the plane-waves coefficients Cak of Kohn-Sahm 
orbitals obtained from a DFT calculation performed using QUANTUM ESPRESSO. 
Blip functions are much more suitable for QMC calculations than plane-waves. Indeed 
for any position r there are only 64 non-zero blip functions whatever the nature and
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the size of the system is, so that the number of operations to compute V'<i(r) is the 
same for every material. In contrast, by using plane-waves, the cost to evaluate many- 
body wave-functions involves 0{N^) operations with a large prefactor depending on 
the plane-waves cutoff. Furthermore, with respect to other localized basis set (such as 
GTOs), blip functions are systematically improvable and unbiased as well as plane- 
waves.
Smooth non-divergent HF pseudopotential (with relativistic corrections), which are 
suitable for QMC calculations, were developed by Trail and Needs [176, 177].
The performances of CASINO have been tested on thousands of cores and it has been 
recently improved to run with almost perfect parallel efficiency on 100000 cores [157].

2.7 The Hubbard model

So far, we have mainly focused our attention on theoretical and computational meth­
ods, which allow us to solve the electronic structure problem within various ajjproxi- 
mations and different levels of accuracy. In many cases, however, theorists can resort 
to simplified models which can provide a qualitative understanding of either a physical 
effect or a broad class of materials. Such effective models can, in principle, be derived 
from the electronic structure Hamiltonian (2.3) by renormalization group transfor­
mations. These lead to the suppression of the high-energy states and to an effective 
Hamiltonian which contains oidy the most relevant interactions (see the discussion 
about this topic in reference [178]). However, more often, models are proposed based 
on the theorists’ intuition, on phenomenological arguments and on the assumption 
that only a restricted subset of features (for example a reduced set of the interac­
tion matrix elements) are essential to describe the problem of interest. These models 
always contain parameters, which are determined by fitting either experiments or 
results of ab-initio calculations. Whenever a model is not able to describe the most 
important aspects of the system under study, this is because it probably neglects 
some essential degrees of freedom.
As a first step towards the introduction of one of such effective models, we re-write 
the electronic structure Hamiltonian (2.3) in the second quantization formalism. This 
then reads

^ ^ f^aaa,l3a0{Caaa^0<^0 2 ^ ^

Oc,(7ci-,^-,<T0 Ocp'yS

(2.85)
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where

and

^aaa,0<yg ~ ,(Tg J 1 7

i=l r — d,' I ^/3(r) (2.86)

V;<r„,,3<Tfl,7a„Sa, = 7 *c;r>;(r')^/>^(r)^^-^t/;^(r)^/)^*(r') . (2.87)

Here '0Q(r) is the non-interacting wave-function in Eq. (2.7) and and Caa are 
the usual creation and annihilation operators for an electron of spin a in the single­
particle state ipa-
We now introduce the unitary transformations

^a<T = E<'
i

~ ^‘'aio

(2.88)

(2.89)

where the position d* of the f-th ion (called “lattice site”) has been re-labelled through 
the index i (i.e. i = d,). By using these transformations, the Hamiltonian (2.85) 
becomes

= -J2 + h-c.) + l^i(Tj(T',k<T',lcrCj^Cj^/CkCT'C|(j , (2.90)
ija a.a' ijkl

where we have defined the hopping amplitude from the site i to the site j

f'ij ^ (2.91)
af}

and the interaction matrix elements

^iCTj(T',k(T',l(T ~ 'y ^ ,'ya',SiyUaia'^l3}a' ■ (2.92)
a,(3,^,6

We remark now that, when the wave-functions {'^^(r)} are Bloch states, the unitary 
transformations in Eqs. (2.88) and (2.89) represent the mapping to Wannier functions 
centered on lattice site i [102].
Interestingly, each of the various matrix elements V\„^a'ya',\a provides a different rel­
ative contribution to the total electron-electron interaction and, most importantly, 
some of them can be directly related to a specific physical process (see, for example,
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references [3, 178] for a quite detailed discussion). By considering only the so-called 
on-sites Coulomb terms and Vq,ipipq (with Cj| ^ = Cji and ne­
glecting all the others, we obtain the Hamiltonian for the repulsive Hubbard model
|179|

II E eiU-i. + h-c.) + UY^
ij(i#j) •

(2.93)

where U = called Coulomb interaction strength (note that the factor 2
comes from the sum over the spins). In the Hubbard Hamiltonian (2.93) we have 
explicitly indicated the on-site energies e; = —2tii and the hopping amplitude is often 
assumed to be non-zero only for nearest neighbor sites.
In spite of its formal simplicity, the model is far from being trivial as it describes 
the competition between electron itinerancy and atomic localization. Indeed, while 
the kinetic energy term favors the delocalization of the electrons over the entire lat­
tice, the potential energy term keeps electrons apart so that it leads to integer site 
occupation and therefore localization. These two oi)posite tendencies can be clearly 
understood by considering, on the one hand, the band limit (i.e [J = 0) and, on the 
other hand, the atomic limit (i.e. ^ij = 0 for every couple of site i and j). In this two 
extreme cases the model is very easily solvable.
Most of the interest of condensed matter physicists for the Hubbard model stems from 
the fact that it is believed to account for the main features of electron correlation in 
narrow energy bands and then to provide a microscopic qualitative explanation of 
several many-particle phenomena.
The model has been extensively studied for one-dimensional chains and scpiare and 
cubic lattices (see, for example, the book by Montorsi [180], which contains some of 
the most relevant original publications about the Hubbard model). Its electronic and 
magnetic properties are now quite well understood for the half-filled case (i.e. for the 
number of electrons equal to the number of sites). In this case, for large U the system 
is a Mott insulator and the Hubbard Hamiltonian maps onto an antiferroniagnetic 
Heisenberg model [178]. In contrast, much less is known about its physics when the 
lattice is doped away from this specific limit. For example, it has not been fully 
understood whether or not, for some parameters values, the model is able to describe 
itinerant ferromagnetism and superconductivity.
Although the Hubbard model was originally proposed to exi)lain the i)hysics of the 
transition metal oxides (FeO, CoO, etc.) [179, 181, 182], it is nowdays employed to 
describe a large number of systems. For example, in recent years, due to the con­
stantly increasing interest in graphene and related materials, many studies about the
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Hubbard model on the honeycomb lattice have been published [183, 184, 185]. These 
led to many interesting results and also to the prediction of a novel quantum spin 
liquid phase [186].
Furthermore, the achievement of cooling and quantum degeneracy in ultracold gases 
of fermionic atoms [187, 188, 189, 190, 191] allows nowadays a precise quantitative 
com{)arison between the experimental and the theoretical phase diagram of the Hub­
bard model.
Many extensions and modifications to the Hubbard model have been proposed in 
order to gain insight into the physics of several interesting many-particle systems. 
For example, by setting U to negative values, we introduce the attractive Hubbard 
model, which has been used to elucidate many proi)erties of both conventional and 
high-temperature superconductors [192, 193].
By assuming either random on-site energies or random hopping amplitudes, we obtain 
the Anderson-Hubbard model. This will be introduced in Chapter 4, when we will 
discuss the interplay between disorder and magnetism in defective metals. In addi­
tion, the Anderson-Hubbard model has been widely studied in order to address the 
issue of a possible interaction-induced metal-insulator transition in two dimensions 
and to provide an interpretation of the puzzling results of transport experiments in 
silicon MOSFETs (see, for example, references [194, 195, 196, 197, 198] and references 
therein).
Finally many one-dimensional Hubbard-like models, which include either the electron- 
I)honon interaction or the coupling between electrons and classic lattice relaxations, 
have been proposed in order to describe conjugated polymers and charge-transfer 
salts (see, for example, references [199, 200, 201, 202, 203, 204, 205] and references 
therein). The main goal here consists in understanding how different interactions 
compete to stabilize different phases (metallic, Mott insulating, Peierls insulating, 
etc.). For example, one of such models (often called Peierls-Hubbard), is defined by 
the one-dimensional Hamiltonian

fl = Ciflia + + h.C.) -f

(2.94)

where u, is the displacement of the z-th ion, a is the coupling constant between the 
electronic and ionic degrees of freedom and k is the spring constant.
In one dimension, many analytic methods allow in-depth investigations of both ground
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state properties and excitations of quantum many-body systems on a lattice [206]. 
However all of these methods are highly specialized for the “one-dimensional world” 
and, therefore, in two and three dimensions an extensive use of numerical simulations 
is unavoidable. In principle, the Hubbard Hamiltonian (2.93) can be diagonalized 
exactly. However, for a lattice of N sites, the dimension of the Hilbert space is 4^. 
Therefore, even though the number of basis states can be reduced by exploiting sym­
metries, the system size that can be handled is limited to few sites. By using iterative 
diagonalization procedures, such as the Lanczos method (see, for example, reference 
[207] and references therein), it is possible to increase by a few more sites the system 
size treatable. These methods currently allow the calculation of the ground state 
properties of the Hubbard model for a lattice of about 20 sites. In order to investi­
gate larger systems, in one dimension, the so called Density Matrix Renormalization 
Grouj) (DMRG) [208, 209] is commoidy employed and it provides highly accurate 
results. However, for even larger systems than those handled by DMRG and for two 
and three dimensional lattices, one must employ various approximate methods. For 
example, in chai)ter 4, we will discuss the mean-field approximation. This consists 
in looking for the Slater determinant, which minimizes the energy, and it is there­
fore the lattice-version of the HF method described in section 2.3. Interestingly, the 
one and two dimensional Hubbard model has l)een also recently studic'd through the 
lattice extension of DFT (see, for example, references [210, 211, 212, 213, 214]). Un­
fortunately however, it is often hard to establish firmly whether and within which 
parameter values range the results of the mean-field approximation and, likewise, of 
many other approximate methods are reliable. In contrast, ciuantum Monte Carlo 
methods provide the most accurate numerical approach to compute many quantities 
of interest for system sizes too large to be reached by exact diagonalization and for 
arbitrary lattices. Therefore, several algorithms have been developed specifically for 
the Hubbard model since the ‘80s. One such method will be discussed in detail in 
Chapter 5.
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Predicting (P magnetism

3.1 Introduction

In the recent years, many reports of (f ferromagnetism in wide-gap oxides (ZnO, 
Ti()2, Sn02, MgO, etc.) have followed one another (see, for example, references 
[35, 37, 38, 39, 40, 41, 42, 43, 44, 45]). These nsnally concern either nndoped sam­
ples (inaiidy thin films and nano-particles) or samples intentionally doped with light 
element atoms such as C and N [216, 217, 215, 218] . In the first case, the magnetic 
properties are usually ascribed to the j)resence of vacancies, while, in the second, to 
the dojjant itself. Unfortunately, it is hard to experimentally characterize the concen­
tration and the distribution of these point defects. When the magnetism is observed 
in N and C doped thin films, the i)osition of the impurities within the crystal (inter­
stitial, substitutional, etc.) is not established with certainty and even the possibility 
that doping is only indirectly connected to the magnetism (for examjjle by promoting 
the formation of the actual defects responsible for that) cannot be ruled out. There­
fore, in spite of the large research effort, no solid demonstration of the connection 
between the proposed point defects and the magnetism has been achieved yet.
In this scenario, DFT calculations can be very helpfnl in order to investigate the 
physical properties of dP magnets. Indeed, in principle, the shallow or deep nature 
of each defect can be determined and several quantities of interest (such as defect 
formation energies, magnetic moment magnitudes and exchange coupling constants) 
can be accurately calculated. One can then provide a list of defects which are likely 
to be responsible for the magnetism.
Computational studies about cf magnets usually attribute the formation of magnetic 
moments to holes at acceptor sites (see, for example, references [75, 221]). Then the 
magnetic coupling is justified through the degree of delocalization of the impurity
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state [222]. Critically most of the predictions are based on calculations performed 
with either LSDA or GGA (see, for example, [219, 220, 221]). In the next section we 
will point out some of the shortcomes of LSDA/GGA, which can lead to incorrect 
predictions for defect-related magnetism.
In order to partially correct for the LSDA/GGA drawbacks and obtain reliable resnlts, 
we have employed the atomic self-interaction correction (ASIC) developed within our 
group and implemented in the SIESTA code by Pemmaraju et al. [151]. ASIC is 
based on the pseudo-SIC method originally proposed by Filippetti and Spaldin [224] 
and we give a quick summary of it in section 3.3.
In section 3.4.2, we first present our results for MgO. We start by discussing the 
physics of B, C and N substituting for O. Although there are no published exi)eri- 
mental reports of ferromagnetism for these systems^ they represent good examples to 
illustrate the main issues related to the theoretical description of (/*’ magnets and to 
show the subtle interplay, that exists, between covalency, polaronic distortion, charge 
localization and magnetic coupling. In contrast, several reports of ferromagnetism 
exist for undoped MgO [45, 225, 226, 227, 228, 229]. Here magnetism is often claimed 
to be somehow related to cation vacancies. The results of many electron si)in reso­
nance (ESR) measurements for the Mg vacancy, VMg, have been available since the 
1970s [250, 251]. The availability of experimental data, establishing the nature of 
Vug, sets then a stringent test for DFT predictions obtained with different exchange- 
correlation functionals. In particular, the results of LSDA/GGA can be compared 
to beyond-LSDA approaches. For this problem, in addition to ASIC , we have used 
two other such methods. The first is the HSE hybrid-DFT functional, briefly dis­
cussed in section 2.5.5. This represents a promising tool to study many properties 
of solid state systems, in particular wide-gap materials [230, 231]. For instance, it 
was recently shown to be able to describe correctly the interplay between electronic 
properties and lattice distortion in the DMS MmGaN [232] and in oxides as complex 
as BaBiOa [233]. The second is the LSDA-|-f/ method, which was also mentioned in 
section 2.5.5.
Finally we discuss the ground state electronic and magnetic properties of several ac­
ceptor defects in GaN, for which no beyond-LSDA descriptions existed at the time 
we started our research.
We have decided not to present the results of the calculations, we have performed for 
ZnO. We have deeply studied the electronic properties of the Zn vacancy and of vari-

^ Parkin and coworkers have claimed ferromagnetism for N-doped MgO [218], but their results 
have not been published so far.
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ouH substitutional defects, such as C and N substitutional for O and Li substitutional 
for Zn. However, most of the results, portray, in case of ZnO, a phenomenology very 
similar to that of MgO. Thus they do not add any new fuudameutal uiiderstandiug to 
the physics of defects in oxides. Furthermore some studies, employing beyond-LSDA 
techniques have been recently published [235, 234, 236, 237] and their results agree 
qualitatively, and often even quantitatively, with ours.

3.2 Pitfalls of LSDA and GGA
3.2.1 Band gap problem

The first shortcome of LSDA (and GGA) is the underestimation of the band-gap. 
This is often manifested either by a conduction band minimum (CBM) which is too 
low or a valence band maximum (VBM), which is too high. P"or example, the gap of 
ZnO is 3.45 eV, while the LSDA Kohn-Sham band-gap is 0.80 eV as the VBM 
is too high in energy [238]. As explained in section 2.5.3, the KS band-gap is not 
sui)posed to coincide with the “real” band-ga]), which is calculated as A = — A 4- /. 
dlierefore one could consider the band-gap problem as a “false” i)roblem deriving 
from the misinterpretation of the non-physical KS eigenvalues. However, as discussed 
in detail by Lany and Zunger [239], for LSDA and GGA, this is an actual problem 
since A = —A + I converges to A^^g for large extended systems. In other words, for 
semiconductors, A/^-g provides an estimate of the actual LSDA band-gap A.
For what concerns impurity- and defect-related magnetism, the underestimation of 
the band gap has important consequences. If the band gap is too small, the impurity 
band will be resonating either in the conduction or in the valence band of the host 
semiconductor and, if it is partially-occupied, it will spin-split the bottom of the con­
duction (top of the valence) band promoting long-range magnetic coupling between 
the point defects. A method, which allows a self-consistent correction of the band 
edges of the host semiconductor, while returning the correct hybridization with the 
impurity band, is then required.

3.2.2 Incorrect description of hole self-trapping

It is well established experimentally that holes bound to acceptor defects in wide- 
gap semiconductors and oxide insulators are often localized (“self-trapped”) by the 
symmetry breaking of defect orbitals and lattice distortions forming small bound 
polarons [240, 241]. A standard example of a system which has a self-trapped hole
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is Al-doped a-quartz Si02 [242], Here, when an A1 atom substitutes a Si atom, one 
among the four Al-0 bonds gets considerably longer than the others. Such a distortion 
is associated with the localization of the Al-induced hole. However LSDA and GGA 
fail in describing the correct physics with this failure being caused by the residual self­
interaction. The self-interaction energy is higher for localized states than for highly 
delocalized ones. Therefore LSDA and GGA always return delocalized hole states 
lower in energy than the self-trapped ones. This concept is also clearly discussed by 
Chan, Lany and Zunger [236, 234] through an analysis of the energy as a function of 
the continuous (fractional) electron number, E{N). These authors remark that the 
failure of LSDA to localize stems fundamentally from the convex rather than linear 
shape of E{N) between integer occupations. This is a clear manifestation of the self­
interaction error.
As LSDA fails to localize impurity states and to describe the local crystal symmetry 
breaking around acceptor defects, most of the calculations carried out return metallic 
(often half-metallic) ground states and large magnetic interactions (see, for example, 
[219]).

3.3 ASIC
The modern theory of self-interaction correction (SIG) in DFT is due to the work of 
Perdew and Zunger [64]. Their method consists in removing the self-Hartree and self­
exchange correlation energy of all the occupied KS orbitals from the LDA exchange 
functional. Thus the SIG functional is

occupied

Exc^[n\n^] = Ejf^[n^n^] E (^K] + ^i;"^K.o]), (3.1)

I KS\‘2 
^aa \ ■where J is the Hartree energy (2.23) functional and n" =

The SIG functional belongs to the class of orbital-dependent functionals and the 
search for its energy minimum is non-trivial. Indeed, E^[^ is not invariant under 
unitary transformations of the occupied KS orbitals and then the KS method becomes 
either nonorthogonal or size-inconsistent. However these problems can be avoided 
[243, 244, 245] by introducing a second set of orbitals (paa, which are related to the 
canonical KS orbitals by a unitary transformation M

13

(3.2)
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The functional can then be rniniinizcd by varying both the orbitals and the 
unitary transforniation M, leading to the system of equations

,SICj,KS= (//o. +

KS = E mL'A*
0

AKSIC

0

SIC 4*00

i-,KS
0

SIC b<t> 
0 ^0

(3.3)

(3.4)

(3.5)

where is the LDA Hamiltonian, H^-0^/(r) = (l)p„(Y){(l)jj„\'4)^^) and =
^//([?^Q],r) + ^x'(;’^^^'^([?i'L)3])r) with V// and I4c the Hartree and the LDA-xc potential 
respectively. In Eq. (3.3), we have used the fact that, at the energy minimum, the 
matrix of the SIC KS-eigenvalues is diagonalized by the KS orbitals ■ Notably, 
such a minimization scheme can be readily ai)plied to extended systems without loos­
ing the Bloch representation of the KS orbitals.
Finally the ASIC method consists in taking two drastic approximations in Eq. (3.3). 
Firstly, assume that the orbitals (p(jo are atomic-like orbitals thus that

a (3.6)

where and are the SIC potential and projector associated with the atomic
orbital Secondly, replace the non-local projector with its expectation value
P0<r = T.afocri'iPaflPpl^^aa)- Finally the ASIC potential reads

KASIC (r) = aJ2^0^^i^)P0cr-
0

(3.7)

Note that in this expression a factor a appears. This is an empirical scaling term 
that accounts for the fact that the ASIC orbitals $ do not coincide with those that 
minimize the SIC functional of Eq. (3.1). By construction a = 1 in the atomic limit 
while it vanishes for the homogeneous electron gas. Intermediate values are expected 
for situations different from these two extremes and, an extensive test [151] shows 
that a value of a = 1/2 describes well a vast class of mid- to wide-gap semiconduc­
tors.
Finally a comment about the total energy is needed. The present theory is not varia­
tional since the KS potential in ASIC cannot be related to a functional by a variational 
principle. We then use the expression of Eq. (3.1) for the energy, in which the orbital
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densities are those calculated by ASIC. Filippetti et al. [246] have recently developed 
a variational version of the ASIC, but we did not use it in this work.
Despite its simplicity, ASIC gives important improvements over LSDA/GGA in de­
scribing wide-gap semiconductors^ and it is able to partially fix some of the above 
mentioned pitfalls. First, as discussed in detail by Pemmaraju et al. [151], ASIC is 
able to increase the band-gap of oxides and nitrides obtaining a remarkable agree­
ment between the KS band-gap and the experimental one (for a ^ 1/2). Furthermore 
the ASIC band structures usually compare very well with those extracted from pho- 
toemession measurements. ASIC, represents then a “poor man’s” method to calculate 
quasiparticles energies for medium- and wide-gap insulators. Pemmaraju et al. [80] 
have applied ASIC to study magnetism in Co:ZnO. Their results indicate that, not 
only the band structure of the ZnO is described quite accurately, but also that the Co 
eg states are returned deej) inside the gap consistently with the experimental reports. 
The incorrect hybridization between these states and the bottom of the conduction 
band, returned by LSDA, is then drastically reduced by ASIC and no long-range 
magnetic coui)ling between Co atoms is found.
Furthermore, as the failure of LSDA in describing self-trai)ped holes originates from 
the self-interaction error, we expect ASIC to be able to predict the formation of small 
j)olarons. In order to verify this we have carried out several test calculations for the 
prototypical case of the Al substituting Si in Si02, Alsu We have considered a 36 
atom supercell and the atomic coordinates are optimized with standard conjugate 
gradient until the forces are smaller than 0.04 eV/A. The LSDA local geometry of 
Alsi has four Al-0 bonds of equal lengths, 1.73 A, and the hole spreads uniformly over 
the four O atoms. In contrast, relaxation with ASIC produces a distortion: three of 
the Al-0 bonds relax to 1.67 A, while the forth gets considerably longer, 1.94 A. Such 
a distortion is associated with the localization of the Al-induced hole, which occupies 
the orbital along the elongated bond. This picture is qualitatively consistent with the 
experimental one mentioned above and the results already obtained by Avezac et al. 
[242].

^Unfortunatelly ASIC becomes ineffective for materials with homoiiuclear bonds, such as Si and 
Ge, in which valence and conduction bands have the same atomic orbital cliaracter. In this situation, 
the ASIC potential shifts the bands in an almost identical way, without producing any quantitative 
change to the band-gap.
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3.4 Materials simulations

3.4.1 Computational details

As we have already mentioned, our calculations are i)erformed by using the standard 
DFT code SIESTA with the LSDA functional and a development version implement­
ing the ASIC and the LSDA-l-t/ functional. We treat core electrons with norm- 
conserving Troullier-Martin pseudopotentials, while the valence charge density and 
all the operators are exi)anded over a numerical orbital basis set, including multiple-(^ 
and polarized functions. The real space grid has an equivalent cutoff larger than 
500 Ry. Calculations are performed with supercells of various sizes including /c-point 
sampling over at least 10 points in the supercell Brillonin zone. Relaxations are per­
formed with standard conjugate gradients until the forces are smaller then 0.04 eV/A. 
For the case of the VMg hi MgO, we also perform additional GGA and HSE calcula­
tions using the VASP package. A planewave energy cutoff of 520 eV and a 3 x 3 x 3 
F-centered Appoint mesh are employed. For the HSE functional, the default values 
of 0.25 and 0.2 are used respectively for the fraction of the short-range part of the 
Hartree-Fock exchange, which is mixed with the PBE one, and for the screening pa­
rameter // (see section 2.4.5). Geometry optimization is carried out by using conjugate 
gradients.

System dnsuA Alsda ^ASIC /-fASIC
MgO: Bo 2.19 (6) 3 2.20 (6) 3
MgO: Co 2.18 (2), 2.15 (4) 2 2.18 (4), 2.15 (2) 2
MgO; No 2.10 (6) 1 2.15 (4), 2.10 (2) 1

Table 3.1: Summary table of the LSDA and ASIC calculated bond lengths, d (in A), and 
magnetic moments, /i (in for the various MgO defects investigated. In 
bracket the number of bonds of a given length.

3.4.2 MgO
B, C and N doped MgO

In this first section we consider the full trend of light dopants B, C and N in MgO. 
O substitutional defects Aq (A = B, G, N) in MgO introduce respectively 3, 2 and 1 
hole, so that the filling of the Aq 2p shell is respectively 1/2, 2/3 and 5/6. In Fig. 3.1 
we report the density of states for a 96 atom supercell doped with a single Aq and
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projected over the Aq 2p orbitals. For all the impurities both the LSDA and ASIC 
return a spin-polarized ground-state with a magnetic moment as large as the number 
of holes. The details of the charge distribution around Aq are however profoundly 
different in LSDA and ASIC.
Let us look at the single acceptor No first. A magnetic ground state means that 
the hole is fully spin-polarized. The problem is then that of distributing a single 
hole among the three 2p-orbitals forming the chemical bonds with the Mg cations. 
LSDA predicts a spin-polarized ground state with the Fermi level cutting across a 
2/3 filled minority N-2p impurity band. LSDA atomic relaxation is isotropic with a 
N-Mg bond-length slightly larger (2.10A) than that between O and Mg, 2.08A. This 
half-metallic ground state, together with the considerable energy overlap between the 
O 2p and N 2p orbitals (see Fig. 3.1), is suggestive of a N ferromagnetic order. In fact, 
the calculated AE for a 96 atom cell and dopants placed at second nearest neighbors 
is 120 nieV and ferromagnetic. Note however, that we can realistically think that this 
partially filled degenerate p configuration is sensitive to Jahn-Teller distortion. This 
can not be cajjtured by LSDA, due to the erroneous over-delocalization of the hole, 
but it is described by an ASIC calculation. ASIC in fact leads to the expansion of two 
of six N-Mg bonds (2.15 A) with the consequent N-27J levels si)litting into a doubly 
degenerate occupied level just above the MgO valence band and an empty singlet. 
These are separated by an energy ga[) of approximately 3 eV. In this distorted con­
figuration the magnetic moment is entirely localized over the longer of the p bonds 
as it can be clearly seen from Fig. 3.2, where we present the ASIC magnetization 
isosurface. As it is, MgO:N is an insulator and the only mechanism left for magnetic 
coupling between Nq is superexchange. This is expected to be extremely weak, since 
the first available Mg filled shells to mediate the virtual transition necessary for su­
perexchange are the 2p, which are extremely deep, leading practically to no coupling. 
In fact the calculated coupling at second nearest neighbor is only 1 meV.
It is interesting that the physics of N-doped MgO reminds that of the manganites 
with p orbitals involved in orbital ordering instead of d orbitals. Moreover the p-type 
distortion investigated here is frustrated, as each of the three degenerate 2p orbitals 
can transform into the singlet. Finally we note that results consistent with ours were 
obtained by Pardo and Pickett [247] by using LSDA-l-f/ and that a similar Jahn-Teller 
distortion was predicted by Elfirnov et al. [248] for N-doped SrO.
Let us now move to C:MgO. This time the minority C-2p shell is singly occuj)ied, 
leading to a magnetic moment of 2 pe for both LSDA and ASIC. For Co also LSDA 
predicts Jahn-Teller distortion with four 2.15 A and two 2.18 A long Mg-C bonds.
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Figure 3.1: Total density of states (black line) and density of states projected over the 2p 
shells of the anion acceptor (red line) for MgO doped respectively with B (a), 
C (b) and N (c). The left-hand (right-hand) side plots correspond to LSDA 
(ASIC). The majority (minority) DOS is plotted in the upper (lower) half of 
each panel.

The LSDA distributes one hole entirely over the 2p orbital associated to the long bond 
bnt the second spreads evenly over the remaining orbitals again giving a half-metallic 
ground state (Fig. 3.1b). ASIC modifies the Jahn-Teller distortion into two short 
(2.15 A) and four long (2.18 A) bonds, basically reversing the LSDA geometry. In 
addition ASIC correctly describes the level occupation giving a filled singlet (shorter 
bond) separated by about 2.5 eV from an empty doublet. The triple acceptor Bq 
presents a somewhat less critical situation. Now the B 2p impurity band is half-filled 
and positioned completely within the MgO band-gap. The strong Hund’s interaction 
produces a magnetic ground state with a magnetic moment of 3 //b/B for both LSDA 
and ASIC. For such an occupation the Jahn-Teller mechanism does not operate and 
the LSDA and ASIC bandstructures are qualitatively similar.
When we look at the magnetic coupling we find, for both N and C, a large magnetic 
coupling in LSDA, as already said, but practically no coupling in ASIC. The situation 
is rather different for B where even LSDA does not predict magnetic coupling. Does 
this mean that ferromagnetism cannot exist in these compounds? The answer to this
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Figure 3.2: Magnetization isosurfaces calculated with ASIC for No in MgO. Note that the 
5=1/2 hole is completely localized along the py orbital and it is not evenly dis­
tributed along all the bonds. Color code; blue=Mg, red=0, N is not displayed 
for clarity.

question is not simple and essentially relates to the behavior of the impurities with 
additional doping. For instance by adding a fractional electronic charge to Co one 
should find a situation intermediate between that of Co and No- Such a charge how­
ever feels a weaker nuclear potential and certainly localizes less. Although it might 
occupy one of the empty Co p orbitals, leading once again to a half-metallic band- 
structure, the details of its exact localization are not easy to predict. With this in 
mind we have performed additional simulations in order to get at least a qualitative 
understanding of the interplay between extra doping and localization. In doing this 
one has to consider that we are moving to the border of what DFT can do at the 
moment. Thus, we now consider Co and add a fraction of electronic charge An to the 
supercell. This is done by introducing also a positive background uniformly spread 
over the supercell in order to maintain charge neutrality. One then expects that the 
electronic structure and the relaxation becomes progressively similar to that of Nq. 
Our results are presented in Tab. 3.2, where we list the Mg-C bond lengths, djug-c, 
and the cell magnetic moment, /x, as a function of An. Importantly all the structural 
calculations turned out to be sensibly dependent on the initial conditions for the re­
laxation. In particular we find that all the relaxations initialized at the An=0 Co 
configuration converged to a local geometry presenting 4 long bonds and 2 short ones, 
i.e. still presenting the symmetry of Co- In contrast those initialized at the An—0 
No configuration converged to a local geometry with two long, two short and two 
intermediate bonds. The changes in the electronic structure as a function of electron 
doping are illustrated in the cartoon of Fig. 3.3 for the two obtained geometries. In
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An (—e) c^Mg-c (A.) [Co-Rel] <^Mg-c (A) [No-Rel] M (/^b)

0.0 2.176 (4), 2.152 (2) 2.176 (4), 2.152 (2) 2.0
0.2 2.163 (4), 2.146 (2) 2.170 (2), 2.161 (2), 2.143 (2) 1.8
0.4 2.149 (4), 2.136 (2) 2.157 (2), 2.143 (2), 2.131 (2) 1.6
0.6 2.135 (4), 2.120 (2) 2.141 (2), 2.126 (2), 2.120 (2) 1.4
0.8 2.120 (4), 2.110. (2) 2.122 (2), ,2.116 (2), 2.112 (2) 1.2
I.O 2.105 (4), 2.099 (2) 2.105 (2), 2.099 (4) 1.0

Table 3.2: Mg-C bond length, divig-C) and snpercell magnetic moment //, of Cq as a func­
tion of the electron doping An. We indicate as [Co-Rel] the relaxed structure 
obtained from an atomic relaxation initiated at the An=0 Cq geometry, and as 
[No-Rel] that initiated at the An=:0 No geometry. In the bracket beside the 
bond length we indicate the degeneracy of the particular bond.

both cases the additional charge remains localized at the dopant site and the mag­
netic moment varies as // = (2 — An)/iB- The main difference between the electronic 
structures of the two geometries originates from their different orbital occupation. 
For the Co-relaxed structure the fractional charge progressively occupies the minor­
ity empty doublet associated to the four long bonds, si)reading evenly among them 
[see Fig. 3.3(a)]. In contrast the p-orbitals of the No-relaxed structure form a set of 
closely spaced singlets. Hence the additional fractional charge occupies the first of 
the available empty singlets and localized further along the direction of the bond of 
intermediate length [see Fig. 3.3(b)]. These differences persist up to An=l where the 
Co-relaxed structure is metallic, while the No-relaxed is insulating.

Unfortunately, as we said above, the ASIC functional, although constructs a valu­
able potential so that atomic relaxation can be carried out, does not provide accurate 
total energies. Therefore we cannot distinguish energetically between the two ge­
ometries found. We have performed additional ASIC total energy calculations at the 
un-relaxed Co and No geometries, which seems to suggest a crossover between the 
two at a doping of An=0.5, however also these calculations are affected by an intrinsic 
lack of accuracy and therefore the result must be taken with caution.
Given this uncertainty we have decided to take a look at the theory for the local vi- 
bronic coupling. For manganites the Jahn-Teller distortion is driven by the coupling 
of doubly degenerate d-shell eg states to the only two normal modes having the same 
symmetry. In contrast the 2p levels of the N in MgO form a set of degenerate Uu 
levels, which are coupled with normal modes of symmetry Eg and t2g. Importantly, 
in this case the Eg modes tend to stabilize a tetragonal distortion, while the t2g a
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Figure 3.3: (Color on line) Cartoon representing the level occupation of Cq upon electron 
(loping. In panel (a) the energy levels are those of the local geometry obtained 
from a relaxation initiated at the Co configuration, while in (b) those obtained 
from a relaxation initiated at the No configuration. For An=0, in both cases 
a doubly occupied spin-polarized doublet (d^) is followed by a doubly occupied 
unpolarized singlet (s) and separated by the Fermi level (red dashed line) from 
its minority spin component (d^). Upon doping (An > 0), in (a) the minority 
doublet gets progressively filled, while in (b) the doublet further splits into 
two singlets and the additional fractional charge distributes over the lower of 
the empty minority singlets. In both cases the magnetic moment goes as = 
(2 - An)/iB-

trigonal one resulting in a competition between the two [249]. Furthermore, when 
anaharmonic corrections are considered, a structure of C2 symmetry minimizes the 
energy. It is notable that the highest occupied level for one hole over the impurity in 
this geometry is l/-\/2(p^ ^ Py) and could account for the orbital occupation found 
for the Co-relaxed structure at An=l. Unfortunately, our relaxations always ends up 
with a tetragonal distortion and the symmetry around the impurity is never of C2- 
type. The vibronic theory then predicts that the ground state is the one with the hole 
localized on just one of the three p orbitals. Thus we conclude that simple symmetry 
arguments seem to support the relaxation initiated by the No atomic coordinates, 
i.e. the one converging to a local geometry having two long, two short and two inter-
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mediate bonds. After having studied Co, we briefly take a look at No under doping. 
This time we find that the unpaired singlet gradually fills upon electron doping, thus 
that the distortion gradually reduces to a perfectly cubic symmetry and the moment 
follows //, = (1 — An)/iB. Interestingly we find that the residual hole always localizes 
over the longest of the Mg-N bonds and that no magnetic coupling is found for every 
A77, despite the material remains metallic.
Although our calculations, as expected, show difficulties in describing with quantita­
tive accuracy the evolution of the crystalline distortion around the imi)urity with the 
extra charge, an important lesson can be learned: for impurity levels deep in the gap, 
the magnetic moment is stable against charge ffnctuations. However, although the 
distortion can change continuously as a function of the doping, it never disappears 
completely and the magnetic moment is not able to delocalize out from the impurity 
site so that ferromagnetism can not be achieved.

Mg vacancy in MgO

ESR, experiments dating back to the 1970s have clearly established the localized po- 
laronic nature of VMg in MgO [250, 251] (although these results seems to have been 
somehow forgotten). As pointed out by Stoneham et al. [241], the cation vacancy can 
be experimentally found in two charging states: neutral, V°Mg, and singly charged, 
V,(^g. ESR. establishes that the VjvigS, in both the charging states, are deep traps 
exhibiting states in the gap as opposed to shallow levels at the top of the valence 
band. In the case of V[(^g, two holes localize completely on two adjacent oxygen sites. 
In contrast, for V^g, the only hole is completely localized on one single oxygen anion 
with an accompanying bond distortion.
We start our theoretical analysis by presenting the LSDA/GGA results. Vjvig in MgO

V'm, VMg
LSDA 2.19 (6) 2.21 (6)
GGA 2.23 (6) 2.24 (6)
ASIC 2.11 (2), 2.22 (4) 2.13 (1), 2.24 (1), 2.25 (4)
HSE 2.111 (2), 2.253(4) 2.106 (1), 2.225 (1), 2.253 (4)

Table 3.3: Bond lengths (in A), for V^g and Vj^g as calculated by different DFT function­
als. Bond lengths correspond to the distance from the center of the Mg vacancy 
site to the O ions in the co-ordination octahedron. In brackets we report the 
number of bonds of a given length.
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Figure 3.4: LSDA electronic structure of V^go- (Left) DOS of a MgO supercell containing 
either V*^Mg or (Right) Charge density corresponding to the minority spin
holes at the top of the valence band for Note that the hole density is
spread uniformly over the O octahedron.

presents a perfect octahedral symmetry which is preserved in LSDA and GGA, even 
upon lattice relaxation. This is the case for both V^Mg and V|(^g. The bond lengths 
resulting from this isotropic relaxation are presented in table 3.3. The associated 
hole density always spreads uniformly over all the six coordinating O anions with 
p-orbital lobes pointing towards the center of the vacancy (see Fig. 3.4). For V^^Mg a 
spin triplet, 5 = 1, is obtained, while the spin singlet 5 = 0 cannot be stabilized. In 
contrast Vj(^g presents a 5 = 1/2 ground state. For both the charging configurations 
the density of states (DOS) is half metallic as shown in Fig. 3.4 and corresi)onds to 
that of a shallow acceptor impurity with hole states situated at the top of the valence 
band. This picture however does not conform with ESR data.
In contrast, a qualitatively different picture emerges from HSE and ASIC, with the 

two methods being consistent with each other. Firstly, the lattice relaxation around 
the vacancy site breaks the octahedral symmetry. For V°Mg, two virtual bonds from 
the center of the vacancy to two opposing O anions are found to shorten with respect 
to four other bonds lying in the perpendicular plane. In the case of Vj(,g, one of the 
two previously shorter bonds elongates while the four fold symmetry of the bonds in 
the perpendicular plane is retained (see Tab. 3.3). The symmetry breaking around 
the vacany site is also accompanied by a strong localization of the hole density on 
the O ions nearest to the vacancy forming small polarons (see Fig. 3.5). It should be 
noted that the octahedrally symmetric solution is a local minimum and in order to
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Figure 3.5: ASIC electronic structure of VMgO- (Left) DOS of a MgO supercell containing 
either V^Mg or (Top right) Charge density corresponding to the holes of
V'^Mg. Note that the two holes are completely localized on two opposing O ions. 
(Bottom right) Charge density corresponding to the single hole of V^Mg- The 
hole density is localized on one O ion.

access the lower symmetry ground state it might be necessary to initialize the geome­
try optimization in a slightly symmetry distorted ionic configuration around the site. 
HSE returns an energy gain due to the iiolaronic distortion of 360 nieV for V'^Mg and 
225 meV for Vj^g, and therefore it establishes that the distorted geometry is consid­
erably more stable than the octahedrally symmetric one regardless of the charging 
state.
The ground state DOS obtained within ASIC and HSE is shown in Figs. 3.5 and 3.6. 

In contrast to the shallow acceptor states observed in LSDA/GGA, both V°Mg and 
V^g exhibit a deep acceptor level in the gap. This is located at ~1 eV (~1.25 eV) 
above the valence band maximum (VBM) for HSE (ASIC). It is interesting to note 
that for the symmetrically relaxed HSE local minimum solution (see lower panels 
of Fig. 3.6), a shallow acceptor DOS similar that calculated by LSDA is obtained. 
Thus the deep acceptor ground state is intimately associated to the polaronic bond 
distortion around the vacancy.
In order to further substantiate the HSE/ASIC results we have carried out additional 

calculations within LSDA-hf/ mainly looking at the evolution of the ground state as 
a function of the U parameter (here U is applied to the 0-p orbitals). For a given 
value of U, the total LSDA-|-[/ energies obtained at the LSDA and ASIC geome­
tries are compared in Tab. 3.3. The energy difference AE = i?(GLSDA) — ^(Gasic),
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Figure 3.6: DOS calculated with HSE for a MgO supercell containing either V°Mg or
The top two panels show the DOS for the polaronic ground state geometry (la­
belled GS) of the defects. The bottom two panels show the DOS corresponding 
to local minima solutions (labelled LM) which preserve the octahedral symmetry 
around the vacancy sites.

where G^sda (Gasic) denotes tlie LSDA (ASIC) geometry, is shown in Fig. 3.7 as 
a function of t/. As f/ is increased the bond distorted ASIC geometry is seen to 
stabilize with respect to the symmetric LSDA geometry and the crossover is found at 
around f/ = 4 eV for both V°Mg and V^g. Also the nature of the defect ground state 
changes from shallow to deep acceptor at the crossover point. In wide-gap oxides, the 
value of U for the 0-2p orbitals is estimated to be in the range of 5-7 eV [247]. At 
[/=5 eV, for V°Mg (V^g) the polaronic Gasic geometry is lower in energy by a robust 
~390 meV (160 meV) with respect to the Glsda geometry. Furthermore the DOS for 
V'^Mg (Fig- 3.7) exhibits a deep acceptor state located at roughly 1.3 eV above the 
VBM which agrees well with the HSE results.
We now look at the magnetic properties associated to Vwg. For V°Mg) tim spins of 
the two holes may be aligned parallel or anti-parallel to each other leading either to 
a 5 = 1 triplet or a 5 = 0 singlet. LSDA/GGA predict a stable 5=1 configura­
tion. However, within HSE/ASIC, the energies of the 5 = 1 and the 5 = 0 solutions 
are found to be very similar, separated only by 0.75 meV (2 meV) in HSE (ASIC). 
We have also calculated the inter-defect magnetic coupling interaction between two 
(5 = 1) Wg centers in a 192 atom supercell. For LSDA two sites separated by 
8.34 A are ferromagnetically coupled with a spin-flip energy of 33 meV (the energy 
required to reverse the spin of one of the two vacancies). This suggests the stabiliza-
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Figure 3.7: (Left) LSDA+{7 energy difference between the LSDA and ASIC geometries 
for and as a fnnction of U. Note the crossover between the two
geometries at 17 ~ 4 eV, when the polaronic ASIC geometry becomes the most 
stable. (Right) Gronnd state DOS calculated with LSDA+f/ as a fnnction of 
U.

tion of ferromagnetism via magnetic percolation between the holes, provided they are 
formed at a sufficiently high concentration. In contrast ASIC predicts for the same 
snpercell configuration, a tiny interaction energy of I rneV. Tims, we find that as 
soon as the correct polaronic gronnd state is achieved for the holes, their magnetic 
interaction virtually disappears.
Before concluding, we add an additional remark on the similarity between V^Mg and 
the Li impurity substituting Mg (Lijvig). Both are single acceptors located at the 
cation sublattice. For LiMg as well, LSDA returns a half-metallic gronnd state, with 
the hole completely delocalized on the O ions coordinating the impurity. ASIC in­
stead localizes the hole on one O ion in a distorted polaronic geometry (the Li-0 bond 
lengths are: 2.31 A(l), 1.93 A(l), 2.15 A(4)). This is qualitatively identical to what 
is found for V“Mg • Although we did not find experiments to confirm the ground 
state of Liivig in bulk MgO, its nature as a small bound polaron is well established in 
the case of surfaces and beyond-LSDA electronic structure methods have previously



58 Chapter 3

been used to study this defect in the context of catalysis [252].
In conclusion, we have shown that semilocal LSDA/GGA can lead to qualitative 
failures in their description of hole centers in MgO. Beyond-LDA approaches that 
are either self-interaction free or effectively correct for it, are able to reproduce the 
experimentally observed polaronic ground state. Significantly, the large inter-site fer­
romagnetic interaction predicted by LSDA is also shown to be an artifact. Thus, the 
reported high temperature ferromagnetism in MgO cannot be explained by a sim­
ple model where magnetic interactions between hole centers percolate through the 
sample.

3.4.3 GaN

In this paragraph, we summarize some of our LSDA and ASIG results for several 
acceptor defects in GaN. Although these calculations have been carried out in the 
context of dP magnetism, the characterization of the nature of defects in GaN is overall 
a very important issue in order to understand its electronic and ojjtical properties. 
This is because of its technological relevance in the fabrication of green, blue and 
ultraviolets LEDs and blue lasers. Some of our results have been recently confirmed 
by more in depth studies [253, 254]

Gallium vacancy

The Ga vacancy, Vca, is a triple acceptor and it was recently i)roposed as possible 
source of dP ferromagnetism [220]. Our results, obtained with a 64 atom suirercell, 
indicate that LSDA and ASIC agree on the magnetic ground state of Vca- However, 
like for the defects in MgO, the spatial distribution of the moment changes radi­
cally depending upon the functional being considered. In fact, in LSDA, the four N 
surrounding the vacancy move outwards so that the distance from the vacant site is 
2.1 A, about 8% longer than that between Ga and N. Such a displacement is isotropic 
and the three holes spread uniformly over the four available bond directions of the 
wurtzite lattice. Thus the material turns out to be half metallic. The magnetic cou­
pling (for two Vca placed at 6.3 A from each other) is antiferromagnetic and equal 
to 145 meV, but the doping of one extra electron per supercell promotes ferromag­
netism through a long range double-exchange mechanism. However, the ASIC picture 
is rather different. Also in this case ASIC allows the hole to localize. The relaxation 
leads to two bonds 2.14 A in length and two longer bonds of slightly different lengths 
(2.28 and 2.31 A). The longest of the four is fully filled and the three holes localize
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on the remaining three. Also for Vca^GaN self-trapping massively suppresses the 
magnetic coupling energy which reduces to just 1 meV.

C, Mg and Zn doped GaN

The N substitutional defect, Cn, and the Ga substitutional defects Mgca and Znca 
are all acceptors, which introduce a single hole. Their phenomenology is very sim­
ilar. LSDA gives a non-magnetic ground state with a very shallow impurity band 
and the hole evenly distributed over the four almost tetrahedrally coordinated bonds. 
These are just slightly elongated and their values can be found in Tab. 3.4. The 
non-magnetic state in LSDA is resistant to snpercell size and persists to cells as large 
as 256 atoms. In contrast, ASIC again captures the Jahn-Teller distortion, with one 
of the C-Ga and Mg(Zn)-N bonds elongated (these results can also be found in Tab. 
3.4). The hole then completely localizes over the longest bond (see Fig. 3.8), and, 
due to the enhanced degree of localization, the Hund’s coupling promotes a spin 1/2 
ground state. The ASIC electronic structure then is that of Cn, MgGa and Ziioa being 
paramagnetic cleej) traps instead of shallow non-magnetic acceptors.

Interestingly, experiments seems to support our results for Ziioa- Indeed, in Zn

System drsDA ^ASIC

C:GaN 1.96 (4) 1.98 (3), 2.14 (1)
Mg:GaN 2.02 (4) 1.99 (3), 2.26 (1)
ZmGaN 2.0 (4) 1.96 (3), 2.4 (1)

Table 3.4; Summary table of the LSDA and ASIC calculated bond lengths, d (in A) for 
Cn, MgGa and ZnGa- hi bracket the number of bonds of a given length.

doped GaN, a blue luminescence band at about 2.9 eV is often observed and it is 
almost certainly attributed to an optical transition from the conduction band to the 
ZnGa level, which should be deep inside the band-gap (see reference [255] and refer­
ences therein). Furthermore optically detected magnetic resonance (ODMR) studies 
find a signal which has been attributed to the Zn acceptor [255], whose ground state 
must be then a triplet.
For the case of MgQ,^, on the one hand, our results seem in stark contrast with the 

common belief that MgGa impurities are shallow acceptors and provide the carriers 
for p-type conductivity in Mg:GaN. On the other hand, they agree with the results of 
ODMR measurement, which indicates that the hole is located in an atomic orbital of 
p-character on a N atom close to the impurity [256, 257]. Lany and Zunger [254] have
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Figure 3.8: Magnetization isosurfaces calculated with ASIC for Mggj^ in GaN. The hole is 
localized on one of the orbital of the N close to the impurity. Color code: 
violet=Ga, grey=N, blue=Mg.

recently proposed a solution to this apparent paradox. They have investigated Mgca 
by applying the hole-state potential operator [236] to the N-2p orbitals. Consistentely 
with our results, they have shown that Mgca creates a defect state inside the band 
gap. This state is mostly localized on one of the p-orbitals of the N atom, that has 
the longest bond (2.23A) to the Mgca- These authors have pointed out the excep­
tional character of this defect: although it supports a self-trapped hole state, it has 
an ionization energy small enough to allow for a sufficient thermal activation of the 
hole into the valence band. Therefore Mg:GaN is an efficient p-type semiconductor. 
Finally, Lyons et al. [253] recently published a study about Cn in GaN. They per­
formed calculations by using the HSE hybrid functional and their results qualitatively 
agree with ours. Indeed the authors conclude that Cn is a very deep acceptor with a 
ionization energy of 0.90 eV. Furthermore they argued that Cn could be at the origin 
of the widely observed yellow luminescence of GaN [255].
In conclusion, from a theoretical and methodological point of view, these acceptor 
defects are very interesting. Indeed LSDA does not fail just in describing the degree 
of localization of the hole bounded to the impurity, but it is even not able to correctly 
predict the formation of the magnetic moment.
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3.5 Prospectives for magnetism

So far, the tiieoretical research on (f magnetism has been mainly focused on describ­
ing randomly distributed defects in otherwise perfect crystals. Our results, in parallel 
with those by Lany and Zunger [234, 236], clearly show how acceptor defects are 
often well localized and the possibility of magnetic interaction among them has to be 
ruled out. In contrast, the role of extended defects has not been investigated very 
extensively.
By reviewing a large number of experimental works for ZnO and by performing new 
measurements, Straunial et al. [258] have clearly pointed out the correlation that 
exists between the presence of grain-boundaries in the samples and the reported fer­
romagnetism.
Maoz et al. [45] prepared MgO nanosheets presenting a very high density of extended 
defects (about 10'^ cm“^). Ferromagnetism was reported for temperatures below 50K 
and it was related to either the grain-boundaries themselves or to vacancies, which 
tend to segregate there. In this framework, some computational studies by McKenna 
et al. (see reference [259] and references therein) indicate that, in MgO, electrons can 
be trapped inside grain-boundaries. Stemming from this interesting result, one can 
speculate that trapped electrons will be strongly correlated resulting in a magnetic 
ordered ground state.
Korner et al. [260] have investigated the electronic structure of various grain-boundaries 
for dojjed and undoped ZnO. Two are the main conclusions: firstly, impurities tend 
to segregate around extended defects and, secondly, impurity states, which are deep 
when the associated defects are inside the bulk material, can become shallow for 
the defects close to a grain-boundary. This is, for example, what happens for the 
O substitutional defect Nq. Unfortunately these interesting studies do not discuss 
any issue related to the magnetism. However one can reasonably expect that, on 
the one hand, the low-coordinated nature of impurities at extended defects promotes 
the formation of magnetic moments. On the other hand, for shallow and delocalized 
defect states, these magnetic moments should be quite strongly coupled. If these 
suppositions were verified, a major step forward in the understanding of dP mag­
netism would be achieved. Therefore, a theoretical study of the magnetic properties 
of grain-boundaries in ZnO is currently under way within our group.
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Chapter 4

Impurity band magnetism in oxides

At the end of the previous chapter, we discussed some recent experiments, which 
suggest that ferromagnetism in oxides might be due to charges and impurities seg­
regated at extended defects (interfaces, dislocations and grain boundaries). The fer­
romagnetism has been then modelled by assuming that electrons partially fill an im­
purity band, which spin-sjrlits as a consequence of a Stoner-like mechanism [261, 51]. 
Edwards and Katsnelson [51] have theoretically demonstrated that the spin-wave 
stiffness I) for an half-metallic impurity band is independent on the groimd state 
magnetization. They have also provided an analytic expression for the upper bound 
on D. Coey et al. [261] have then used this result to explain the unexpected high 
Curie temperature of many dP ferrornagnets and the almost temperature-independent 
value of the saturated magnetization. According to these authors’ estimates, spin- 
wave excitations are largely sujrpressed in defective magnetic oxides leaving only the 
high-energy Stoner excitations as main source of demagnetization. The Curie tem­
perature would then be of the order of the band splitting, which can be thousands of 
Kelvins. Unfortunately Edwards and Katnelson’s analytic calculations are performed 
by employing the coherent phase approximation (CPA) [262]. This is based on the 
assumption that the real system can be replaced by an ordered effective medium, 
neglecting then the exact treatment of disorder. Many issues concerning the inter­
play of electron-electron interaction and disorder in impurity bands are still open and 
this complex physics has not been fully understood yet. At the same time, the effect 
of disorder on collective magnetic excitations is much less investigated and therefore 
even less clear.
Interestingly, in the past, several theoretical studies attempted a description of im­
purity bands in semiconductors in order to explain some thermodynamics anomalies 
reported in low-temperatures experiments for P- and B-doped Si [263, 264, 265].

63
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These led to the Bhatt-Lee model of a disordered quantum antiferromagnet, which is 
able to describe the physics of insulating samples. The “two-fluid” model was later 
introduced in order to describe “metallic" Si [267]. Here itinerant electrons coexist 
with localized moments, which arise by the interplay of interaction and disorder [268]. 
However the two-fluid model does not provide a satisfactory description of the exper­
imental results therefore it probably neglects some important degrees of freedom.
In this chapter we model impurity bands in oxides by a variant of the Hubbard model, 
in which disorder is included by allowing the on-site energies to assume random values. 
This is often called Anderson-Hubbard model [269]. We firstly describe in detail the 
electronic and magnetic properties by using the mean-field approximation (MFA). We 
then study how the system behaves when an external magnetic field is applied and, 
finally, we calculate the collective magnetic excitations with the random phase ap­
proximation (RPA). This describes the renormalization of the electron-hole Coulomb 
interaction due to correlation effects [270]. Our work extends the theoretical investi­
gation on the Hubbard-Anderson model by Tusch et al. [269, 271] to cases beyond 
half-filling and discusses some theoretical results within the context of magnetism. 
Although the use of the MFA is not fully justified, we think that it is ajjpropriate for 
this specific problem. Firstly, the physics of magnetic metals is usually understood 
by combining the MFA and the RPA for the Hubbard model [272]. Secondly, some of 
the most interesting results obtained are for weak coupling where the MFA might de­
scribe the correct physics of the model. Furthermore, in the future, the same i)roblem 
can be addressed by using Quantum Monte Carlo techniques (see Chapter 5).

4.1 Anderson-Hubbard model
In order to describe a system of interacting electrons in an impurity band we use an 
extension of the Hubbard model, often called Anderson-Hubbard model (AHM). This 
is defined by the Hamiltonian^

<ij>,cr=T,t i

(4.1)// — ^ ] eiAi(7

where the on-site energies ei are assumed to be random variables drawn from a Gaus­
sian distribution with variance A^. By setting U = 0 and tq = jt] < 0 (for every

^We remind the notation introduced in section 2.7 according to which = cj^Cia^, ej represents 
the on-site energy for the site i, fy the hopping probability arnplitnde between tlie site i and the 
site j and {/ > 0 is the Coulomb interaction strength. The symbol < i, j > indicates that the sum 
extends just to nearest neighbors (NN) sites.
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couple of NN sites i and j), we recover the standard Anderson model, which describes 
some transport properties of electrons in impurity bands and accounts for disorder- 
induced localization processes. Indeed in a cubic lattice, for A/12|f| > 1/2, all of the 
states are localized and, at zero-temperature, the system is an Anderson (gapless) 
insulator. For A/12|^| = 1/2 the state of energy equal to zero becomes delocalized 
and finally, for A/12|f| < 1/2, we have both extended and localized states separated 
by a mobility edge. Then, depending on the position of the Fermi level, the system 
can be either an Anderson insulator or a metal.

4.2 Mean-field approximation

In this section and in the following one, we will describe the MFA and the RPA 
for the AHM. Although both teclmicpies are quite standard, we believe that a brief 
review is nevertheless very useful. We will mainly focus on the equation-of-motion 
a[)proach. This is very transparent from a physical point of view and allows us to 
better understand the role of electron correlation in modifying single-particle prop­
erties. Although the equation-of-motion approach is routinely emi)loyed in nuclear 
physics [275, 276], it is usually not so familiar to condensed matter physicists, who of­
ten prefer the formalism of the many-body perturbation theory [270] (note, however, 
that the equation-of-motion approach was recently discussed by Berciu et al. for the 
sd model in the context of Mn:GaAs [277]). These two different approaches can be 
easily related (see section 4.3.4).

4.2.1 Ising-like mean-field approximation

The MFA [7] consists in searching for the state [Omf) composed of N single particle 
spin orbitals \aiai)\a2(72)

|0a^f) — 7I 7! r
^aiCTi ''02(^2

t
cxnctn

-) (4.2)

(i.e. [Oa/f) is assumed to be a Slater determinant), which minimizes the expectation 
value of the Hamiltonian (Oa./f|^|Oa/f) {cii labels the i-th single-particle state of spin 
cTj, which enters in the trial Slater determinant, and the state [—) is the vacuum).
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riie operators c-i„, c\ and Caa, are connected by the unitary transforniation:

=

^/yrr —

E

= E<iaicr^cT •

(4.3)

(4.4)

We can also introduce the single-particle (zero-temperature) density matrix

Piaja' = {^MF\^\aCia'\^MF) ^ (4.5)

which, by using the transformation (4.3) and (4.4), is equal to

P\a^a' — ^ ^ M F\^\ia^l3cr'\^ M f) — ^aa' ^ ^ ^a\a^a}a' i (4-6)
q/3 oc<F

where F indicates the Fermi level. The fact that p\a^a' = b) for a 7^ a', comes from 
our choice of {\ao)} being spin-orbitals.
Eq. (4.6) tells us that the operator p associated to the density matrix is a projec­
tor onto the space spanned by the occupied orbitals. Then p alone characterizes a 
Slater determinant up to a i)hase. Because of this one-to-one correspondence be­
tween a Slater determinant and a single-particle density matrix (modulo a i)hase), 
the expectation value (0a/f|4/|0a^f) can be written as a functional E[p]

^[p] = (Oa/fI^^IOa/f) =

= 'y ^ ^\P\a,ia + y ^ fijPi(Tjcr +
1,(T

4“ Pit.itPil.it 1 (4.7)

where the third term is obtained by using Wick’s theorem. 
The energy minimization then proceeds by imposing that

^lajaPiaja ^ = 0 (4.8)

where the numbers Ai(jjcr are the Lagrange multipliers associated to the constraint of 
Piffja being a density matrix. This constraint can also be written as

j,<T ^\a,iaPiaja =

~ Si j,cr Sa/3 '^aia^oiit^'^aaSaP =

~ y2iaa ^aa'^acr i (4.9)
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where we have defined ^^Qifr^icrjcr^iajcr- We then find that

'^icrjiT ^i^ij E (4.10)

(witli —a =l if rr =| and vice versa) and tke mean-field Hamiltonian reads

flHF = '^[ei + U{n^^clci„+ ^ ^ijcLcja, (4.11)
i(T <ij>,(T

where we use the short notation (ni_(r) = (0M/r|ni_CT|0A/F) = pi-a,i-a- Tills is the 
usual collinear or Ising-like mean-field Hamiltonian for the Hubbard model. Since 
I'^MF = mfH^i)), the mean-field ground state has to be calculated self-consistently. 
The eigenvalue that corresponds to and eigenstate |acr) is easily found from Eqs. (4.9) 
and (4.10) and it is

<ij>

+ "E E
IS

The total energy is then given by
f^TOT ^ ^ T^q<t ^ ^ ^ •

acT a,/3< F i

(4.12)

(4.13)

We must notice that the total energy is mot just the sum of the eigenvalues Eaa- 
The origin of the second term on the right-hand side can be easily understood by 
comparing Eq. (4.7) and the expression for the eigenvalues, Eq. (4.12).
We must then add a comment. In general, tEe assumption that the states {lacr)} are 
spin-orbitals is very restrictive and, in many cases, the true mean-field ground state 
can be non-collinear. We have therefore implemented also the non-collinear form of 
the MFA. However, for the particular kind of disorder (chemical disorder), we have 
chosen, the mean-field ground-state is always found to be Ising-like. When we consider 
a lattice with topological disorder (i.e. we assume that each site is connected to a 
different number of nearest neighbors) or we include off-diagonal disorder (i.e. random 
hopping amplitude), we find that the non-colliner solution is lower in energy than the 
Ising-like one. However, for these cases, calculations could hardly be converged and 
therefore we could not perform systematic studies.
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4.2.2 Equation-of-motion approach

In order to illustrate the eqiiation-of-inotion approach and how the mean-field ap­
proximation can be imposed, let us start by considering the commutator between the 
AHM Hamiltonian (4.1) and a generic operator

13 i 13 <ij>

I3,rhy *

(4.14)

As we can see, the right-hand side of this equation contains terms involving three 
creation and annihilation operators. We can now replace each oi)erator of the form 

witli its expectation value with respect to the state \0mf) (this is indicated 
{c]^c^l3a')i consistently with the notation of the the previous section) and write

^acr^fia' ~ {c\^a^l3a')^al3^o (4.15)

This replacement amounts to neglect quantum fluctuations about the expectation 
value. We then have

and Eq. (4.14) can be re-written in the “linearized” form:

P i P <ij>

(4.16)

(4.17)

]■ ^oi II ^/3U (^/3i ) T 7 T
/3,r; i

P,V >

(4.18)
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Then, by using the unitary transformations Eqs. (4.3) and (4.4), this becomes

<id>

+ u Y.Uau{nn)6^Ai + uY,^ (4.19)

Finally, after defining
^aa^aia ^i^aicr T ^ ^ fij^^ajcrT

(4.20)+ f/WaiT(«u)(^<TT + lJUccii{n\])8„i , 
we are able to write the equation of motion;

(4-21)
Idiis equation becomes exact if we substitute H with 11 mf, as defined by Eq. (4.11), 
and sets in the MFA within the eqnation-of-niotion approach.

4.3 Random Phase Approximation

4.3.1 Equation-of-motion approach

An excited state |n) for the true ground state of a rnauy-particle system |0) is described 
by an operator Q\

\n) = Qt |0), (4.22)
which has usually bosonic nature and satisfies the equation of motion

[hAti _ UJ, An, (4.23)
where u;„ is the energy of the excitation referred to the ground state and, in our 
specific case, // is the Hamiltonian for the AHM. Unfortunately the operator Qji is 
not known. However, since we are interested in collective magnetic excitations, we 
can guess that Qj, should be related to spin-flip processes. We can then define the 
spin-flip operators:

(4.24)

bpihl = > (4.25)
(4.26)
(4.27)
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where we have indicated with the index pa a generic unoccupied mean-field state 
and with the index ha a generic occupied mean-field state {a =t, J,). Therefore the 
operators and when applied to |0a/f)) destroy a particle in one occupied
state and create a particle in an unoccupied state of opposite spin. These operators 
are then associated to Stoner excitations. If we indicate with and respectively 
the number of empty and occupied mean-field states of spin a, we will have Noi x 
Nef operators and No] x Ng] operators These new operators are quasi-
bosonic creation and annihilation operators. This means that they satisfy bosonic 
commutation relations in the ’’weak” sense

pp ’

{[Bpih]-, Bp'ih']]) “ bhh'bpp' , 

([^pt^T> Bp'lh’]]') — 0) 
([^pT/il) Bp'lh']]) ~ >
([■^^pi/iT) ^ >

(4.28)
(4.29)
(4.30)
(4.31)
(4.32)
(4.33)

where (...) indicates, as before, the average on the mean-field ground state.
We propose that can be approximately written as a linear combination of the 
spin-flip operators . Thus we make the ansatz:

Qn ~ ^pT/ti^PT/ij

p,h p,h

(4.34)

where and are the coefficents of this linear combination.
In order to calculate the commutator in Eq. (4.23) we need then all the commutators 
between the operators bp]hi and the AHM Hamiltonian. Let us start by
computing

[//, bp]hl] = ~

+ y^ y^ y^ y^ >j^piT'*^mTC/ijCa|
a <ij> a <ij>

a,(3,7 *

^^EE ^pi T T ^/3U ^7U T ^71
Q!,/3,7 i

(4.35)
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We note that Eq. (4.23) is never exactly satisfied. This is because of the ansatz, 
we made, for the definition of the operators Qn [see Eq. (4.34)]. In fact, while the 
right-hand side of Eq. (4.23) is a linear combination of spin-flip operators (i.e. it is 
quadratic in the fermionic creation and annihilation operators), Eq. (4.35) shows that 
the calculation of the commutator leads to quartic terms. Nevertheless, by
proceeding as we did for the MEA and by replacing the products of two fermionic 
operators with their expectation values over the mean-field ground state, we can make 
the linearization:

[//, Kihi] ~

a <ij> a <ij>

+ (”iT)4iCpT - XI XI
a i a i

cv/3 i

(4.36)

In this equation we also use the fact that (np^) = 0 as the indexes p label unoccupied 
mean-field states.
By restricting the indexes a and (3 in the last term on the right-hand side of Eq. 
(4.36) to always describe a j)article-hole pair of mean-field states, we have

K]hi] ~ XIXZ iCpt - XI XZ
+EE

a <ij> a <ij>

+ f^XZXZ^«U^ftu("iT)cliCp| - t/XZXZ“piT^‘«iT(^u)4lCaT
a i a i

^ipP'Wp'i T U i i) ^Iq ^p'T

p'h' i

+ '^EE ^piIit^^p'l^h'] ■

h'p' i

(4.37)
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This can be written as

[H,bpjhi\ ~ {Eihi

+ U ^ '^pi]'^p'i]UfiH^Uhilbp: ^ h' 1 +

h',p' i

/l',p' j

(4.38)

By proceeding as above, we also have:

^pw\ ^ {^Pi ^*T)-f^pi/iT +

~^Y.E ^hi f ''V i i ' T i ^~^p'lh' T
/i',p' i

— (J ^ ^ ^ ^ *^/ii|''ViT^'^/j'ii*Vil^VT/»'i •
/i',p' i

(4.39)

E(js. (4.38) and (4.39) allow us to obtain an approximated form for Eq. (4.23), which 
will lead us to the RPA equations. However, before jrroceeding further with their 
derivation we can look at the form of the Hamiltonian for which Ecjs. (4.38) and 
(4.39) are exact. This can be deduced by calcidating also the commutators

^pT/^l] ~ (-^pT ^l^lWp]hl~^

-f'EE
/>',?' i

— U u./j/j|Wpipu^i|iip'i|Hp'|/i/|, (4.40)
h',p’

[//, Bpj/if] ^ [Eh] - Ep^)Bp]h] +
'^p'\['^hi]1^pil^h'\] ^p'i/i'T +

h'y
K'i^UhilUli^Uh'ilbl,^^,^ .

h',p' i
(4.41)
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and reads

flap A - Ehi)bl^hi^p]hi +

p,h

p,h

Up/i|UpiT%i|^VU^p'T/,'|^pT^t~^
h',p\h,p i

~ %it%'iT^VU’*Vi^p'lft't^pt/iT +

h\p'yh,p i
— f/ ^ ^ — c.c.) . (4.42)

b\p\h,p i

While this Hamiltonian is quadratic in the s[)in-flip operators, it is quartic in the 
fermionic creation and annihilation operators . Therefore IIrpa is the simplest Hamil­
tonian which contains, in an approximated way, correlation effects beyond the mean- 
field level.
We now go back to the derivation of the RPA equations. As we said, we can now 
write down an ajoproxiniated expression for Eq. (4.23) by employing Eqs. (4.38) and 
(4.39). Then by collecting together all the coefficients for bppii and obtain
the equations

~ (Epi — + U ^ViT^P*T%,ii'*^/s'U"^p'T/i'iT
p'i,h'] i

— E %,ipUpi|?i^i|Up'i|yp^^/f = , (4.43)
p'i.fc'T i

p'P/i'T i
+ U ^ ^ ^ ^/tiT^fe'it^p'iT^pU^p'T/t'i “ ^n^pm ■

p'T,/i'i i

These equations can be rewritten in the more compact way:

^pT/ii,p'T/i'i"^p'Tft'i 4“ ^pT/»i,p'i/»'T^q/i'T ~
p'1,h'l p'T./i't
= y ' ^n^p'[h[,p''\h'[^p'\h'i > 

p']M'[

(4.44)

(4.45)
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P'i,/»'T p'T./i'i

= ‘^n^Pi/iT,p'i/i'T"^p'l/i'T ’ 
p'T./i'i

where we have defined:

^p]hl,p']h' I — (-^pT ^hl^^p]hl,p']h'

+u E Upi I j I'tXp/j I u/i'i I
i

^pT/ji,p'l/i'T = ^ ^ ^piT*^/iii^P'U'^/i'it
i

^^p[h'[,p'\h'i = ~^pi/iT,p'T/»'l ~ ^ '^^/iiT^p'iT^pil^^'U

(4.46)

(4.47)

(4.48)

(4.49)

^pih] ,p'ih'} — (-^pl -^/it) *^pl/iT)P'i/*4fi~

i

Finally the Eqs. (4.45) and (4.46) can be easily written in matrix form

A B 
D C

X"
Y™ — Cc^T)

X"

(4.50)

(4.51)

The matrix on the left-hand side, which has dimension [No] * Nei) x {Noi * Ae|), is 
called RPA matrix. We note that the matrices A and C are hermitian, while B and 
D are not, thus the full RPA matrix is not hermitian either.
Although the RPA matrix is not hermitian, it can be shown that the eigenvalues ujn 
will be real if the mean-field ground state |0mf) minimizes the expectation value of 
the Hamiltonian. A complex value for a;„ signals that the mean-field ground state is 
unstable. By keeping this in mind and assuming that our mean-field ground-state is 
always a stable one, from now on, we will always consider u;„ as a real quantity. 
Furthermore, when we diagonalize the RPA matrix, we find generally both positive 
and negative eigenvalues. The origin of the negative eigenvalues can be easily under­
stood by considering the adjoint of the operator Ql^

•pW (4.52)
h,p hp
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Indeed, by calculating the commutator [//, Q„] and proceeding as before, we derive

(4.53)A
D

B
-C ---- Ct/^T)

Y^*
X"*

This equation shows us that, for every solution of the RPA equation (4.51) with energy 

oJn, we also have a solution ( ) of Eq. (4.53) with energy —a;„. Then, from the

definitions of the operators Ql and Q„ [Eqs. (4.34) and (4.52)], we see that positive 
uj„ corresponds to excitations which tend to “rotate” the up spins, while negative uUn 
corresponds to excitations which tend to “rotate” the down spins. The sign is just a 
matter of convention, which allows us to separate the two types of excitations. We 
have then that an excited state IriRPA) is defined as

\nRPA) = QJ(|0rp.4) if UJn > 0 

\nRPA) = Qnl^^RPA) if < b ,

(4.54)
(4.55)

while the RPA ground state, |0h/m)) hs defined by

QtiI^^rpa) =0 if > 0 
Q+|0kp4)=0 ifu;„<0.

(4.56)
(4.57)

4.3.2 Properties of the eigenvalues and eigenvectors of the 
RPA equation

/ \
The RPA eigenvectors ( j have many interesting properties [276]. Here we list
the most important ones and those, which will be useful to relate the equation-of- 
motion approach and the many-body perturbation theory. These are:

- Orthogonality. In order to demonstate this we, firstly, rewrite Eq. (4.51) in the 
equivalent form:

A B 
B* -C

X"
Y^ --

Xn
_Y” (4.58)

Then by left-multipling this equation by (X"*f Y™f), we obtain 

(X"*t Y"*f) A
B*

B
-C

X"
Y^

= UJn (X^^f Y™+) X" (4.59)
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In contrast, by considering the adjont of Eq. (4.58) and right-multiplying it by
X" we have^

(X™^ Y"*l) A B 
B* -C

X”
Y^

X”= (X”t - ¥"•*) ( Y" / . 

SO that, if ^ w™, we will have

(X"' Y”t) ( _y”„ ) = 0 .

Finally the vectors can be normalized by the condition

(X"t ¥"•) (

so that ( Yn ) ( Y"* ^ have the same norm.

(4.61)

(4.62)

(4.63)

Completeness. The comi)leteness relation is

J]sgnK)(_^„)(X”tV"t) = l.

T> ' '

(4.64)

This can be easily demonstrated by writing a generic vectors V as a linear

(X" \Y„ ) • By using the orthogonalithy property of 

the RPA eigenvectors, we then have that

= sgn(a;„) (X"t Y"t) V

and then
V = y] sgnM ( _Y„ 1 (X"t Y“t) V

n ^ ^

from which the completeness relation follow.

(4.65)

(4.66)

^Note that, while the RPA matrix defined through Eq. (4.51) is not hermitian, the matrix

A B 
B* -C (4.60)

is hermitian.
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Spurious solutions (i.e. Goldstone modes). Since the AHM is invariant for 
spin-rotations, we have

[//,5i+] = 0,
{H,Sr] = 0,

(4.67)
(4.68)
(4.69)

where S[' = = c||Ci| and S? = c||Ci| — However, when we have
magnetic phases, the mean-field solutions break the spin-rotational symmetry 
with respect to a plane, that we assume to be the xy one. This has important 
effects on the solution of the RPA equations. Indeed the Eqs. (4.67) and (4.68) 
can be seen as equations of motion and can be rewritten in matrix form as

and

where

A
B*

A*
B

B
-C

B*
-C*

X _

o r
o +

= 0

= 0

_
((/aiAlpt) \

(P i \S^\h T)
V

(4.70)

(4.71)

(4.72)

/
and

Si
S+

/ (ptlA-'l/' i) \ 

{hUS^P i)
V

(4.73)

These are exact, but spurious, solution of the RPA equation. They correspond 
to zero energy excitation (i.e. the Goldstone modes) and describe global spin 
rotations of the mean-field spins. Because of these spurious solutions, the eigen­
vectors of the RPA equation (4.51) are less than complete.

4.3.3 Many-body perturbation theory approach

The collective magnetic excitations are usually obtained by using the perturbation 
theory. To remind briefly the procedure, we start by introducing the time-displaced
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spin-spill correlation function

C\{t,0) = -z{0\T{Sr{t)S+{0)}\0) (4.74)

where S^{t) [5C(0)] denotes the operator = c||Ci| (5;"^ = cIt^u) Heisenberg
picture. The state |0) is, as before, the true many-particle ground state, whose energy 
is Eq, and denotes the time-ordered product. The tirne-Fourier transform of
Cij(t,0) defines the dynamic transverse spin susceptibility [2]

/OO

•OO

which can be expressed in the Lehmann representation [279]

■(0|4-|n)(n|67|0) (0i5+|n)(n|6'r|0)

(4.75)

U! -)- LOji if] UJ — LlIj, IT]
(4.76)

where |n) is a n-th many-particle excited state of energy En, u!„ = En — Eq and the 
limit 7/ —+ 0+ is implied. The Lehmann representation explicitly shows that the poles 
of Xy'''(u;) represent the energies of the collective magnetic excitations.
In order to find the dynamic transverse spin snscejitibility (4.75) we have to solve the 
Bethe-Salpeter equation which, in the ladder diagrams approximation, is [270]

(4.77)

where U is the Coulomb interaction strength in the Hamiltonian (4.1) and ^Xij’^(a;) 
is the transverse spin susceptibility for the mean-field theory. This is defined as

= f dte-*‘^‘Ci7^(t,0) (4.78)

with Cij^^(LO) = —7(0A/F|7"{5j (t)5j^(0)}|0A/F) (we remind that |0a/f) denotes the 
mean-field ground state) and its Lehmann representation reads

E

Q!>F,/3<F

'WqI ii T 'U^i|7rQ,ipU^j|7i/3jT

_U7 -f- E^i — Ep^ ITj U) — E(^l -\- — IT]_

(4.79)

where again the limit ^ 0+ is implied. As the numbers Eaa are the mean-field 
energy eigenvalues (4.12), the poles of °Xij^(^) are just the Stoner (mean-field) exci­
tations.
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As suggested by Szczech et al. [278] the problem can be further simplified. Indeed, 
when uj does not coincide with the energy of a Stoner excitation, the x ma­
trix which has elements is symmetric and can be diagonalized by
an orthogonal matrix V(u;) giving the eigenvalues {A-^(a;)}. Furthermore, as we can 
see from Eq. (4.77), V{uj) also diagonalizes the matrix of elements Xij^(<^)-
Indeed we have

X^{uj)
1 —

(4.80)

Since, as we said, the collective magnetic excitations coincide with the poles of 
Xij'''(a;), they are given by the relation

1 - UX^{uj) = 0. (4.81)

In other words, the value of uj (not equal to the Stoner excitation energies), for which 
one of the eigenvalues ofsatishes Eq. (4.81), represents the energy of a collective 
magnetic excitation.

4.3.4 Connection between the two approaches

So far we have shown that the energies of the collective magnetic excitations can be 
obtained either by diagonalizing the RPA matrix [Eq. (4.51)] or by exploiting the 
simple Eq. (4.81) derived from the perturbation theory. We will now establish a con­
nection between the equation-of-motion approach and the many-body perturbation 
theory formalism [280].
In order to do that, we note that Eq. (4.58) can be rewritten as

sgn(a;„) A — UJ B 
B* -C-uj

X"

= -sgn(a;„) UJ — UJfi

0
0

UJ — UJn

Y„ I (X"t Y”t) =

) (X”t Y"t) .

(4.82)

By adding a sum over n and performing some other trivial algebric manipulations, 
we arrive at

A — UJ 
B*

B
-C-uj

^sgn(w„)

X" (X"t Y”^)

UJ — UJn
(4.83)

= -Es«>'K)( X- )(X”*Y"t) .
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Now by using the completeness relation (4.64), we establish that this equation defines 
the Green function

G{i^) = - sgna;„
„ (X"t Y"t)

(4.84)
uj - LUn- ^sgna;„77

n

where we have also performed the analytic continuation a;„ ^ + isgn(ct;„)r; (with
Tj = 0~^). After separating the sum over positive and negative u;„, the Green function 
becomes

6'H = - Y.

X^ ) (X"^ Y"t)

n(aj„>0)
U — U!n — I'll

- + (4.85)

+ E

X' (X"t Y"t)

n{w„<0)
CJ — LUn + iV

Now, by using Eqs. (4.54), (4.55) and the orthogonality property of the RPA eigen­
vectors, we have that ( for a;„ > 0)

{nRPA\nRPA) = ^ ^p]hi^p]hi - E
ph ph

(4.86)

and, at the same time

{nRPAWppA) = {nRPA\Qh\^RPA) = (4.87)

= E ^p'[h[{'n'RPA\c\\Cp]\QRPA) + '^Ypih]{nRPA\c^piCh]\^RPA) ■ (4.88)
ph ph

Therfore, we find that

^pm - {^rpaIcIiCp^IOrpa) , (4.89)

EiN ~ -(^flPA|Cp|CfcT ! (4.90)

Similarly, one can verify that

^hipl = -{^rpaIcIiCp^Iurpa) , (4.91)
E*pT {^RPA\cliCh-\\nRPA) , (4.92)
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for Un <0.
Finally, by using the definitions in Eqs. (4.89), (4.90), (4.91) and (4.92) for the vectors 
{X"} and {Y"}, we note that Eq. (4.8fi) is the Lehmann representation for

c;(a;)= / dte- ‘̂^^CjiPAit,0) (4.93)

(4.94)

where we have introduced the correlation function

CRPA{t,0) = — t ^(0/jp4|T{6p|/,4(t)6p|^^(0)}|0flp^)+
PT/s]

- i y^^^RPA\T{Bl^f^^{t)Bpih]{0)}\0RPA) ■ 

plh]

with the spin-flip operators bp^hi, a-nd defined in Eqs. (4.24), (4.25), 
(4.26), (4.27).
We note that the CRPA{t,0) is the RPA. analogous of the mean-field correlation func­
tion CMp{t,0) = Cplhip]hii^^^) with

• (4-95)

can be obtained from 0) by using the unitary transformations
(4.3) and (4.4).
Interestingly, while in the MFA we have that

Y^{0MF\f{Bl,^{t)f3p^,^{0)}\0MF) = 0
pl/iT

(4.96)

in the RPA
(04i/.T(0)}|0fiP4) ^ 0 . (4.97)

plhl
This is due to the fact that the RPA ground state contains multi particle-hole admix­
tures.
Finally we can understand how the connection between the many-body perturba­
tion theory formalism and the equation-of-motion approach emerges. In the previous 
section we have formally introduced tlhe excitation energies as poles of dynamical 
quantities, which have been derived by analytically continuing time-displaced cor­
relation functions. In this section we have solved the opposite problem. We have 
used the energies and the eigenvectors of the collective excitations, obtained by diag­
onalizing the RPA matrix, in order to to derive the dynamic quantity G{uj), which 
represents the Fourier transform of the correlation function C'pp^(t,0).
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4.4 Mean-field results
In the following sections we will present the results obtained for the AHM at quarter­
filling for 3-diinensional (3D) cubic lattices of linear dimension L, i.e. the total number 
of sites is N = and the total number of electrons is equal to N/2. In all this study, 
we impose ty = —t for every couple of NN sites i and j.
Our investigation extends that of Tusch et al. [269], which considers mainly the 
half-filling case. These authors showed that, while the defect-free system is either a 
Slater or a Mott insulator with a Neel-type antiferromagnetic order, disorder tends 
to close the gajj between the lower and the upper Hubbard band and a big portion 
of the phase diagram of the half-filled 3D AHM is then either metallic or Anderson 
insulating. The magnetic order is still mainly antiferroniagnetic, but disorder removes 
the Fermi surface nesting of the simple cubic lattice in 3D and, in contrast to what 
hapiJens for the Hubbard model, a paramagnetic phase can appear also for U > 0. 
We focus mainly on the quarter-filling case. The system described l)y the Hubbard 
model is then a metal and, interestingly, for a simple cubic lattice, the MFA returns 
a first order phase transition from a paramagnetic to a ferromagnetic ground state 
nt U/t ^ 3.5 [273]. We then aim at investigating how disorder affects the magnetic 
])roperties and, specifically, whether it suppresses the ferromagnetic order.

4.4.1 General Considerations

When mean-field calculations are performed, in general, different starting states give 
different final self-consistent solutions. Indeed the energy surface has many local 
minima and, therefore, the quest for the true ground state is very complicated. In 
order to explore as many states as possible we have chosen several initial conditions 
corresponding to

1) a ferromagnetic fully spin-polarized state (i.e. riij = 0.5 and ny = 0.0),

2) a ferromagnetic slightly spin-polarized state (typically rii] = 0.3 and riii = 0.2),

3) a Neel-type antiferromagnetic state,

4) a paramagnetic state,

5) many different magnetically disordered states obtained by randomly selecting 
the charge and the spin of every site with the constraint that X^i(ni| + ny) = 
N/2.
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Furthermore, we have also performed calculations at finite temi)eratnre by gradually 
approaching the limit of zero temperature. This should help the convergence to the 
real ground state pushing the system out from metastable minima.
In order to characterize the magnetic configuration of a state we use, as already done 
by Dasgupta et al. [281] and Tusch et al. [269], the Fourier transform of the z 
component of the magnetization

rr,i = np - np (4.98)

Then, |5'2(k)| has a sharp peak at ka = (0,0,0) for a ferromagnetic state and at 
ka = (tt, tt, tt) for an antiferromagnetic one.
Then, in order to understand whether the system is insulating or metallic, we look 
at the inverse participation ratio (IPR) [282] defined as

IPR{E^,) =
Ei

(Ei \Uiaa\^y
(4.99)

'File IPR gives us a direct measure of the degree of localization of a state. Indeed, for 
a state |q(t) delocalized over Naa sites, we have

IPRiEaa) (4.100)

so that, for a completely delocalized state, the IPR is equal to zero in the ther­
modynamic limit. For a finite system, the localization threshold can be derived by 
finite-size scaling arguments [283, 269] and it is

IPRc ^ 1.14/(L^)3\0.48 (4.101)

Then a state for which IPR > IPRc will be considered localized.
Before going into the details of the results obtained mainly for lattices of linear 

dimension L = 8^, we point out a few general features:

i) For small value of the interaction strength U/t (typically between about 1.2 
and 0.2) and for every considered value of the variance of the Gaussian 
distribution from which the on-site energies are drawn, a paramagnetic ground 
state is found, independently on the initial condition.

^Unless esplicitly stated, all the results of MFA calculations presented in this and in the next 
paragraph refer to cubic lattices of linear dimension L = 8.
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Figure 4.1: Example for a) S'^(k) in the {kx,ky) plane at k^ — 0 for the disordered magnetic 
phase and b) ^^(k) in the {kx, ky) plane at kz = n/a for the disordered magnetic 
phase, with a clear highly frustrated Neel-type antiferromagnetic order. These 
results were obtained for a lattice with L — 8.

By increasing the value of U/t (typically above Uft ^ 1.5), the calculations, 
which have initial paramagnetic states, do not converge.

Ill For intermediate values of U/t (typically 1 < C/f < 15 depending on A), all 
the calculations, with a disordered and a ferromagnetic initial state, converge 
to a disordered final state, which is not usually the same for different initial 
conditions. In the next section, we will describe better what we mean by dis­
ordered state. For the moment it is enough to say that, in that case, although 
many sites present a quite large magnetic moment, a clear magnetic order can 
not be recognized. This can be better understood by looking at Fig. 4.1(a), 
which shows |5'2(k)|, in the {kx, ky) plane at kz = 0, for a specific realization of
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a disordered magnetic state. We then observe many j)eaks at different values 
of {kx,ky) without distinguishing any dominating one. In contrast, an anti­
ferromagnetic initial condition leads to a solution very similar to the disordered 
state, but with an enhanced peak at k = (yr/a, tt/o, tt/o). Fig. 4.1-(b). This 
seems to indicated that, although the systems is still disordered, the magnetic 
moments of some sites tend to assume an antiferromagnetic order. An analysis 
of the total energies shows that solutions, which capture this small feature, have 
always the lowest energy for f//f > 6 and A/f > 2.

iv) As already found by Tusch et al. [269] for the half-filling case, only the magnetic 
order usually depends on the initial condition, while the total occupation n{ and 
the magnitude of the magnetic moments |mi| at each site i do not. Indeed these 
quantities are determined only by the values of the on-site energies.

4.4.2 Description of the results in details

The electronic projierties of the AHM can be analyzed by looking at the IPR for the 
state at the Fermi level. Indeed if this is smaller than the critical IPR, calculated 
through Eq. (4.101), the system is metallic otherwise the system is Anderson insu­
lating. Fig. 4.2 shows the IPR for the state at the Fermi level (after performing an 
average over hundreds of different disorder realizations) as a function of the interac­
tion strength U/t and for various values of A/f. We can then observe that, in absence 
of interaction, the system is metallic for a small amount of disorder and undergoes 
a metal to insulator transition (MIT) for A/f ~ 5.2. Interestingly, for U/t < 5, Fig.
4.2 indicates that the interaction promotes an increase in the localization lengths of 
the state at the Fermi level. For A/f 6, the interaction is even able to induce a 
transition back to the metallic state. This effect, observed also at half-filling, was 
explained as due to an interaction-induced narrowing of the effective probability dis­
tribution for the energy of each site [269].
In order to describe more in detail the results of our calculations we sketch a “mag­

netic” phase diagram (Fig. 4.3), for a lattice of linear dimension L = 8. It shows that, 
for very small values of U/t, the ground state is always paramagnetic. The charge 
is not distributed uniformly on each site, but it is divided according to the different 
on-site energies. However, as soon as U/t slightly increases, magnetic moments form 
and the disordered phase, mentioned in the previous paragraph, appears. Further­
more by increasing A/t, the paramagnetic phase tends to vanish and a few magnetic 
moments form already for very small values of U/t.



86 Chapter 4

Figure 4.2: IPR for the state at the Fermi energy as a function of JJjt for A/t = 3 (black 
line), A/t = 6 (red line), A/t = 7 (green line) and A/t = 8 (blue line). The 
dashed horizontal line indicates the critical IPR value.

Figure 4.3: Phase diagram which show the border between the paramagnetic and the dis­
ordered magnetic phase.

We should remark here that a disordered magnetic phase, intermediate between the 
paramagnetic and the antiferromagnetic phase, was also found in the half-filling case 
for lattices with L = 8 (and smaller) [269]. However, in that case, the disordered 
magnetic phase presented very small site magnetic moments [mij (typically < 0.05) 
and disappeared by increasing the lattice size. Therefore, for larger linear dimensions 
than L = 8, a direct transition between the paramagnetic and the antiferroniagnetic
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phase was observed [271]. In contrast, at quarter filling, |7ni| can reach values of al­
most one and, performing calculations for lattice sizes up to = 14^, we did not find 
any dependence of properties of the disordered magnetic phase on the finite lattice 
size.
The converged disordered magnetic state of lowest energy (among those that we were 
able to reach by employing many different initial states) always shows a gradual in­
crease of |5'2(k)| at k = (yr/a, tt/o, 7r/a) for A/t > 2 and U/t > 7. This indicates 
that weak antiferromagentic correlations might start building up among the magnetic 
moments of some sites.
In order to understand in-depth the origin of the disordered magnetic phase and its

Figure 4.4: n(e) and m(e) curves (left-hand side) and histograms of the charge density per 
site (right-hand side) for A/t = 8 and U/t — A (upper panels), U/t = 8 (central 
panels) and U/t= 12 (lower panels).

peculiar dependence on the values of A/t and U/t, we have analyzed some quantities 
directly related to the microscopic properties of the system. More specifically, we 
have considered the mean charge and the mean magnetic moment for site of on-site 
energy e

n(e)
ei=e ' ei=e

(4.102)



88 Chapter 4

is tiiere the number of sites with on-site energy equal to e. We have also investi­
gated the following quantity

(4.103)
a=F

where Np is the number of eigenstates, whose eigenvalues are equal to the Fermi en­
ergy, and the sum over a is restricted to these states. Ap{ei,a), which is clearly zero 
for a band or a Mott insulator, tells us which sites, in the metallic phase, contribute 
to the conductivity. The comparison of 7n{e) and AF{e\,a) allows us to understand 
the interplay between magnetism and metalhcity. Further information on the micro­
scopic properties and on the behavior of the system can be obtained also through the 
histograms of the average charge density for site i, (ni). These tell us how the charge 
is distributed among the sites.
We analyze firstly a limiting case of large disorder. Fig. 4.4 shows the curve n(e) and 
m{e) for A/t = 8 and U/i — 4, U/t = 8 and U/t = 12, averaged over 40 different 
disorder realizations. For such an high degree of disorder, the system is an Anderson 
insulator (see Fig. 4.2). We note that for [//f = 4, n(e) increases monotonically from 
0 to 2 while decreasing the on-site energy e. Sites with very high on-site energies 
are einjity, while sites with very low on-site energy are doubly occupied. Interme­
diate values of e correspond to partially filled sites. In contrast, rn(f) shows a peak 
when n{e) ~ 1, indicating that half-filled sites are the most spin-polarized and they 
play a fundamental role in determining the magnetic properties of the model. The 
histogram for the charge density n (averaged as well over 40 different disorder realiza­
tions), shows that half of the sites of the lattice are completely (or almost completely) 
empty while the others are filled. We expect that for such a large disorder, even for a 
very small values oi U/t, there will be a few sites almost half-filled which then sustain 
a magnetic moment. This is the origin of the tendency for the paramagnetic ground 
state to disappear with disorder. The physics becomes much more interesting when 
we increase the value of U/t. As shown in Fig. 4.4, [ox U/t = 8 and U/t = 12, the 
curve n(e) is characterized by three plateaus for which we have n ~ 0, n ~ 1 and 
n ~ 2. At the same time, the histogram, presents three peaks indicating that the 
majority of the sites are either empty, singly or doubly occupied. This is the result 
of the Hubbard-like interaction, which tends to favor integer site occupation. Since 
empty and doubly occupied sites do not carry any magnetic moment, the only sites 
contributing to the magnetic properties are those half-filled. We might aspect that 
these sites tend to assume an antiferroniagnetic Neel-type order. Indeed |S'2(k)| is 
characterized by a peak at k = (tt/o, tt/o, 7r/a) [see, for example. Fig 4.1-(b)].
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When we decrease A//, and the system becomes a metal (see Fig. 4.2), the range of
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Figure 4.5: Curves n(e) and m(e) (left-hand side) and histograms of the charge density for 
site (right-hand side) for A/t = 3 and U/t — 6 (upper jianels), Ujt= 10 (lower 
panels).

values that e can assume decreases. Fig. 4.5 shows n(e) and m.{e) for A/t = 3 and 
V/t = 6, U/t = 10. We now note that sites almost never have on-site energies so 
low or so high to be either doubly occupied or empty. The curve n(e) becomes also 
less steep between the plateaus. These changes are also reflected in the histogram for 
the charge density. Indeed there are no sites with double occupancy and, although 
we find two peaks in correspondence of n ~ 0 and n ~ 1, the number of sites almost 
empty is strongly decreased as compared to the histograms of Fig. 4.4. Furthermore, 
we have an increasing number of sites with occupancy between 0.3 and 0.6. Fig. 4.5 
shows also Ap{e) (multiplied by 100 for better display). This presents local maxima in 
regions where n(e) is rapidly varying and a minimum in correspondence of the plateau 
for n ~ 1. This behavior is very interesting because it indicates that singly occupied 
sites, which carry large magnetic moments, do not contribute strongly to the state at 
the Fermi level and then to the conductivity of the system. This is mainly to be as­
cribed to sites with mean charge density n ~ 0.2 —0.6. In other words the system has 
two components: one almost insulating but nearly completely spin-polarized, and one 
metallic. This feature, present also at half-filling [269], is clearly reminiscent of the
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two-fiuids model proposed by Bhatt et al. [267]. Again the presence of a large number 
of singly occupied sites induces an enhanced peak of |5'2(k)| at k = (tt/o, tt/u, tt/o). 
This comes from the development of antiferromagnetic correlations between the sites 
which belong to the insulating component of the two-fluids. For large disorder, the 
metallic component is strongly suppressed since very few sites have an intermediate 
charge density n between 0.2 and 0.6, Fig. 4.4, and the physics is completely domi­
nated by the insulating component of the two-fluids.

Finally, Fig. 4.6 shows that, for A/t = 1 and for U/t = 6, n(e) changes mono-

200

0 0.4 0.8 1.2 1.6
<n .>

200

0 0.4 0.8 1.2 1.6
<n .>

Figure 4.6: Curves n(e) and m(e) (left-hand side) and histograms of the charge density for 
site (right-hand side) for A/t = 1 and f//t = 6 (upper panels), U/t = IQ (lower 
panels).

tonically and smoothly between n ~ 0.2 and n ~ 0.8. As shown by the histogram, 
we have that most of the sites have an occupation equal to about 0.4. Furthermore 
the function plotted in Fig. 4.6, is a slowly varying function. This indicates
that all sites have non-zero weight for the state at the Fermi level and the metallic 
component of the two-fluids dominates the physics. Indeed no enhanced peak for 
|S'2(k)| at k = (tt/c,7r/a,7r/a) can be found. A sign of the tendency of the system 
to the formation of the two-fluids can be seen only by increasing the interaction up 
to (7/t = 10 (Fig. 4.6). On the one hand, the histogram of the charge density per 
site indicates that the system starts to decompose into two subsystems with different
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site occupancy (n ~ 0.2 and n ~ 0.7). On the other hand, AF{e) shows an increasing 
weight coming from sites with n ~ 0.5.
Finally we must mention that, in a few cases, we have managed to stabilize ground 
states with ferromagnetic order. These, however, are found only for huge values of 
U/t (for example, for A/t. = 2, f//t > 26), when practically disorder becomes a small 
perturbation compared to the electron-electron interaction and we recover the usual 
Stoner ferromagnetism. However we have not carried out a systematic study of this 
case as such values of U/t are unrealistically large (and the MFA surely does not 
provides reliable residts).

4.4.3 Effect of a magnetic field

We now investigate the effect of an external Zeeman magnetic field [applied along the 
2-direction H = (0,0, //)] on the prop(erties of the AHM at (piarter filling. First, it is 
useful to consider what happens when U is set to zero (i.e. Anderson model). In this 
case, in the absence of a magnetic held, most of the sites are partially hlled (and not 
s])in-j)olarized), while a few scattered sites have on-site energies either too large to 
be hlled or small enough to resnlt in a double occupancy. By apply a magnetic held, 
the partially-hlled sites become spin-polarized and the A/-// curve (A/ = X^iWi) is 
a straight line typical of a Pauli para,magnet (Fig. 4.7), as expected. However, by 
increasing further the magnetic held, ffnlly-hlled sites develop a magnetic moment by 
transferring one of the electrons to the almost empty sites characterized by higher 
on-site energies. This happens when, for a fully-hlled site of on-site energy e and an 
almost empty site of on-site energy e (with e < e), the condition e -I- // > e — H is 
fnllhlled. The rearrangement of the charge density within the lattice accounts for the 
non-linearity of the curve M{H) observed at high magnetic helds.
If we now switch on the interaction U., the physics becomes more complex. As shown 

in Fig. 4.7, for U/t = when there are no weak antiferrornagnetic correlations, the 
magnetization curve shows a clear non-linear response and a saturation for a field Hg 
whose value depends on A/t. This behavior can be explained as follow: first, the 
field orders the large magnetic moments carried by singly occupied sites so that the 
magnetic response is Curie-like and, finally, allows for the (almost) double-occupied 
sites to transfer their minority electron to the (almost) empty sites. If we now as­
sume t ~ 0.01 eV = 116K, which is a typical value for an impurity band, we obtain 
Ilg ~ 2t = 232K (for A/t = 3). When this estimate is compared to values of mag-
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Figure 4.7: Magnetization, M, against the applied magnetic field, H for A/t = 3 (a) and 
A/t = 6 (b) with U/t = {] (green dotted line), U/t = 4 (red dashed line) and 
U/t = 8 (blue line).

netic fields practically achievable in experiments (a field as large as 1 Tesla on 1 ///j 
is equal to 0.671K), we understand that, according to the model, no saturation can 
be observed for realistic [)arameters. Hence, the model accounts only for a Cnrie-like 
magnetic response due to the re-orientation of the largest magnetic moments.
For Ujt = 8, the magnetization curve shows a very pecidiar shape. This comes from 
the fact that many sites are half-filled, almost completely spin-polarized and weakly 
antiferromagnetically coupled. For these sites we can then observe an abrni)t transi­
tion to the ferromagnetic order similar to what is usually reported in metamagnetic 
transitions [284].

4.5 Magnetic excitations
In this section we investigate both collective and Stoner magnetic excitations. Many 
interesting questions can be addressed. Indeed, we can ask ourself, firstly, whether a 
low-energy spin-wave-like band exists, secondly, how disorder affects the energy spec­
trum of the excitations and, finally, whether and on what extent they are localized. 
As already mentioned in section 4.3, the energy of a Stoner excitation is given by the 
difference between the energy of an unoccupied mean-field state and the energy of an 
occupied mean-field state of opposite spin (i.e. — Eh-a)-
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Figure 4.8: DOS of the RPA excitation (black line) and for the mean-field excitations (red 
dashed line) for A/t = 2, [//t = 4 (a), A/t = 2, t//t = 8 (b), A/t = 2, U/t = 12 
(c), A/t = 4, U/t = 4 (d), A/t = 4, U/t = 8 (e), A/t = 4, U/t = 12 (f), 
A/t = 6, U/t = 4 (g), A/< = 6, U/t = 8 (h), A/t = 6, U/t = 12 (i).

Collective magnetic excitations are calculated within the RPA. We have employed 
both methods described in section 4.3 and we have considered lattices of linear di­
mension L = 4 and L = 6. The diagonalization of the RPA matrix (introduced in 
section 4.3.1) is an 0{N^) operation and allows the calculations of the excitation en­
ergies very quickly for L = 4. However, this is unfeasible for larger L because of the 
high requirements in terms of computer memory. In the latter case, we will present 
results obtained by applying the method described in section 4.3.3, which unfortu­
nately scales as 0{N'^). Therefore calculations can not be extended to larger lattices. 
As first step, we always check that all the eigenvalues of the RPA matrix are real. 
As we have already mentioned, this implies that the mean-field ground state is stable 
and ensures us about the correctness of the results discussed previously.
Because of disorder and the lack of translational symmetry, no band-structure can be



Figure 4.9: DOS of the RPA excitation (black line) and for the mean-field excitations (red 
dashed line) for lattices with L = 6 and A/t = 2, {7/f = 4 (a), A/t == 2, 
Ujt = 8 (b), A/t = 2, Ujt = 12 (c), A/t = 4, Ujt = 4 (d), A/t = 4, Uji = 8 
(e), A/t = 4, Uji = 12 (f), A/f = 6, C//t = 4 (g), A/f = 6, Vjt = 8 (h), 
A/t = 6, Uji = 12 (i).

drawn. We then calculate the density of state (DOS) defined as

(4.104)

with ijJn the energy of either a Stoner excitation (i.e. u;„ = or of a collective
magnetic excitation. The DOSs for both types of excitations are shown in Fig. 4.8 
for various values of U/t and A/t and after performing the average over 40 disorder 
realizations'^. As expected, because of the presence of the Goldstone modes, the spec­
trum of the collective excitations (black continuous line in Fig. 4.8) extends down to 
zero energy. We note however, that, as a consequence of the metallic or Anderson 
(gapless) insulating nature of the mean-field ground state, the spectrum of the Stoner 
excitations (red dashed line in Fig. 4.8) also extends down to zero energy. Interest-

“^We present only the DOS for positive energies. That is because, for the mean-field states 
considered, the average DOS for positive and negative energies are essentially identical.
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ingly, for U/t — 4 [(Fig. 4.8 (a), (d), (g))], the DOS of the excitations, calculated with 
the MFA and the RPA, are almost indistinguishable. Therefore magnetic excitations 
are essentially of Stoner type. This can be further demonstrated by looking at Fig. 
4.9, where just the low energy part of the DOS, calculated for L = 6, is displayed.
In contrast, by increasing U/t, the RPA spectrum shows, for 0 < a; < 1, a clear 
feature, which is absent in the mearr-field one. This indicates that spin-wavesdomi­
nate the low energy RPA spectrum before being absorbed into the Stoner excitations 
band. Beside the study of the DOS, a careful examination of the componets of the 
eigenvectors of the RPA matrix can also be used to determine whether
the RPA excitations differ drastically from the mean-field ones. Eqs. (4.89) and 
(4.90) show that, if a mode of energy is a j)ure Stoner excitation, only one of 
the comi)onents (|Vp"/t||) will be equal to 1 and all the others will be zero.
In contrast, for a spin-wave, we ex;pect many componets different from zero and 
generally with an amplitude much smaller than one. In Fig. 4.10 we then plot
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Figure 4.10: \VMAx{^n)\ for A/t = 2 (a) and A/t = 6 (b). The black line corresponds to 
U/t = 4, the red one to U/t = 8 and the green one to U/t = 12.

the absolute value of the largest component of each eigenvector of the RPA matrix, 
|f4//iA'(<^n)| = inax{|Ap|^J, as a function of the energy oj/t (the average is
performed again over 40 disorder reaiizations). Fig. 4.10(a), which refers to A/t = 2 
and U/t = 4,8,12, shows very clearly the difference between the excitations for small 
and large interaction strengths. Indeed, on the one hand, for U/t = 4, \Vmax{'^)\ 
is a smooth function and has an almost constant value of about 0.6. On the other
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hand, for U/t = 8,12, we can clearly see that it jumps from about 0.2 to about 0.6 
at a; ~ 1. This indicates a change in the character of the spin excitations and reflects 
the low-energy feature observed in the RPA spectrum and absent in the mean-field 
one (see Figs. 4.8 and 4.9). The same holds true also for A/t = 6 [(Fig. 4.10(b))], 
in spite of the slight decrease of \VMAx{i^)\ for U/t = 4, Sit low u), and the less steep 
profile for U/t = 8,6.
Further insight into the nature of the RPA spin excitations can be obtained by looking 
at their spatial distribution. By using the unitary transformations (4.3) and (4.4), 
we can re-write the operators Ql, defined in Eq. (4.34), as

(4.105)

where the coefficients

pjhl^pjt^hil (4.106)
ph ph

weare normalized so that = 1- As U^* = (for > 0),
distinguish two “kinds” of collective excitations: 1) the pure spin-wave excitations, 
whose spatial probability amplitude is given by Utt* = {niiPA\Si |0hp^) and Utt* a; 0 
for i ^ j, and, 2) the spin excitations which present some degrees of charge transfer 
and whose spatial irrobability amplitude is given by Utt* ^ 0 with i 7^ j. Therefore, 
to probe the nature of the excitations, we have calculated Sn = \U^\‘^. When
Sn << 1, the n-th excitation involves charge-transfer, while, when ~ 1, the n- 
th excitation is a pure spin-wave. The mean value of Sn for excitations of energies 
0 < u;„ < 1 (averaged also over many disorder realizations) is reported in Tab. 4.1 for 
some representative points in the {A/t, U/t) phase diagram. For comparison we have 
also calculated the weights of the Stoner excitations in the on-site spin-flip subspace. 
For an excitation of energy — Eh\, this is given by

(4.107)

The mean value for the same energy-range, that we have considered for the RPA 
excitations, is listed in Tab. 4.2.

We can observe that, for f//t = 4 = A/f = 4, the mean Sn is of the same order 
of magnitude of the mean S^^. This indicates that, for these parameters, spin exci­
tations are not just characterized by a large off-site contribution, but are mainly of
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U/t = 4 U/t = 8 U/t = 12
A/t = 2 0.05 0.32 0.3
A/t = 4 0.1 0.43 0.67
A/t = 6 0.21 0.48 0.69

Table 4.1: Mean Sn of RPA excitations of energies 0 < Un < 1 for selected points in the
{A/t, U/t) phase diagram.

U/t = 4 U/t = 8 U/t = 12
A/t = 2 0.02 0.01 0.01
A/t = 4 0.02 0.008 0.005
A/t = 6 0.02 0.009 0.004

Table 4.2: Mean of Stoner excitations of energies 0 < < 1 for selected points in
the {A/t,U/t) phase diagram.

Stoner type. In contrast, by increasing either A or U, Sn increases and becomes at 
least one order of magnitude larger than Low energy excitations then tend to be­
come true spin-wave excitations. On the one side, the decrease of the charge-transfer 
character of the excitations for large disorder reflects the increase of the localization 
of the mean-field states. On the other side, for large U, excitations involving charge- 
transfer are projected out of the spectrum. This analysis is consistent with that done 
while inspecting the DOS and provides a more quantitative and microscopic view of 
the system.

4.6 Discussion and conclusions
The results presented so far on the electronic and magnetic properties of the quarter- 
filled Anderson-Hubbard model suggest two different behaviors depending on the 
interaction strength:

1) For small values of the interaction strength (i.e. U/t < 4), all sites share 
electrons and present very small magnetic moments, which are very weakly 
coupled. The magnetic excitations are found to have mainly single-particle 
character. This indicates that the ground state might be weakly correlated and 
furthermore, the MFA could accurately describe the electronic and magnetic 
properties of the system [however a solid demonstration of this statement re­
quires the comparison of quantities such as the correlation functions and the
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total energy calculated with the MFA and by using either exact diagonalization 
or Quantum Monte Carlo techniques (see Chapter 5)]. A magnetic transition is 
found at a non-zero value of U, which depends on the degree of disorder. This 
transition is not an artifact of the small size of the lattices considered {L = 8), 
but is robust against finite-size scaling and seems to survive in the thermody­
namic limit. The real nature of this transition must be further investigated in 
the future and, although the Fourier transform of the magnetization was used 
to characterize the magnetic state, the appropriate order parameter should be 
identified.

2) For large values of the interaction strength (i.e. U/t > 4), about half of the 
sites of the entire lattice develop large magnetic moments and a clear spin- 
wave feature appears in the low'-cnergy region of the spectrum of the magnetic 
excitations. This suggests that strong antiferromagnetic correlations develop 
between a few sites, but these do not percolate through the entire lattice. In 
other words, the lattice results decomposed into small clusters of sites, which 
are almost half-filled and carry large magnetic moments, separated by regions 
where a small fraction of the total electronic charge is found. On the one 
hand, within each cluster, the magnetic moments are anti-ferromagnetically 
coupled. On the other hand, only the sites with small occupancy and magnetic 
moments contribute to the states around the Fermi level and therefore affect the 
conduction properties of the system. These features are closely related to the 
two-fluid model. However, we believe that a deep understanding of the physics 
of this system requires treatments beyond the MFA. Therefore, new studies 
employing Quantum Monte Carlo techniques (see Chapter 5) will be performed 
in the future.

As we mentioned in the introduction, our work can be related to previous studies, 
which model rnany-electron systems in order to understand cf magnetism. In those 
studies the effect of disorder was either not considered at all [261] or described within 
drastic approximations [51]. Therefore the mean-field description of the problem led, 
for some parameters values, to a Stoner ferromagnetic phase, already widely studied 
in the case of the three dimensional Hubbard model [272, 273]. In contrast, our re­
sults demonstrate that no ferromagnetic order is possible, not even at the MFA level, 
when disorder is exactly accounted for.
However, interestingly, in the case of weakly coupled systems (i.e. U/t < 4), we 
find that a careful analysis of Fig. 4.8, shows how, by increasing the disorder, the
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spectrum of the magnetic excitations becomes broader and the DOS at low-energies 
decreases. This indicates that magnetic moments are stabilized by disorder and, even 
more interestingly, that the critical temperature for the magnetic transition should 
increase by increasing the disorder (this trend is confirmed by some preliminary finite- 
temperature calculations, which are not included in this thesis). Therefore, our model 
accounts for the surprisingly high temperature at which the d}’ magnetism is observed. 
In contrast, unfortunately, we are not able to describe the ferromagnetic-like magne­
tization curve of (f magnets. In fact, for realistic parameters, the model describes 
a Curie-like magnetic-response, due to the re-orientation of the magnetic moments, 
and no saturation.
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Chapter 5

Quantum Monte Carlo simulations 
for the Hubbard model

5.1 Introduction

III the previous chapter, we liave employed different levels of approximation to ac­
count for the electronic correlation in the Anderson-Hnbbard model. Unfortunately it 
is hard to address the accuracy of the mean-field aiiproximation and, even more, of the 
RPA. In fact this is based on the jiertnrbation theory and, therefore, on the implicit 
assninjition that the system is in a weak coupling regime. However such a regime 
cannot be easily related to some specific parameter values based solely on either phe­
nomenological or mathematical arguments. In contrast, lattice QMC techniques are 
the most accurate numerical methods which allow the study of large systems (often 
even comjirising hundreds of sites) on an arbitrary lattice and for arbitrary parame­
ters (although, as we will discuss below, the, so called, minus-sign problem practically 
forbids the application of these methods to some specific filling factors).
In this chapter we present the auxiliary-field quantum Monte Carlo (AFQMC) method 
[274, 285, 286] (often also called deterniinantal quantum Monte Carlo) and we discuss 
our implementation. The method treats the Hubbard model at finite-temperature 
within the grand-canonical ensemble and it is based on converting a system of inter­
acting electrons into one of free electrons interacting with (imaginary) time-dependent 
Ising fields. Furthermore we have also implemented the zero-temperature extension 
of the method [287, 285], from which we can extract the ground state properties of an 
electronic system with an a-priori fixed number of particles. Through these methods, 
we can compute accurately many static quantities (such as the charge density for 
lattice site, the spin and charge correlation functions, the pairing correlation func-
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tion, etc.) and even the (imaginary) time-displaced many-body Green function. This 
can be used to calculate charge and spin gaps, spin and charge susceptibilities, cur­
rent density correlation functions, etc. Furthermore, by using the maximum entropy 
method [288, 289], the time-displaced many-body Green function can be analytically 
continued to obtain dynamical quantities such as the spectral function and the optical 
conductivity. These quantities can be directly compared to experimental residts such 
as those obtained with scanning tunneling microscope (STM) and photoemission. 
Although our code has been currently employed to tackle different problems of interest 
for our group, such as the study of disordered interacting systems within the context 
of DMS and cf magnets, and of edge- and defect-related magnetism in graphene, we 
have decided not to include the results of these on-going investigations in this thesis. 
We present, however, a quite accurate description of the two-dimensional Hubbard 
model. This study shows the capabilities of our codes and serves as an extensive test 
on the reliability of the results that it can provide.
Finally, we have also implemented the Hirsch-Fye algorithm [290] to solve the Ander­
son impurity model [291]. However, we have decided not to include a discussion of 
this method in this thesis as the algorithm is well explained in the original literature 
and it does not require any important numerical improvement. This method will be 
used to in order understand the physics of magnetic inij)urities on surfaces and to 
provide an interpretation to the results of STM measurements. This rei)resents a 
subject of large interest within our group [292, 293].

5.2 Auxiliary-Field Quantum Monte Carlo

5.2.1 Finite-Temperature algorithm

The grand-partition function is defined by

Z = , (5.1)

where
fl = -t + h.c.) + UY (5-2)

iJlMj) >

is the repulsive Hubbard Hamiltonian^ for a lattice of N sites, /i is the chemical 
potential, /? = T~^ and A/^ = Unfortunately, Z can not be easily calculated.

^Note that the on-site energies are set equal to zero and fq = t > 0 for every nearest neighbor 
sites i and j.
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In fact, as we have already briefly discussed in Chapter 2, because of the interaction 
term, which is qnartic in the operators c\„ (c[^), the Hubbard Hamiltonian can not be 
trivially diagonalized. One way to solve this problem consists then in mapping the 
Hubbard model onto a related model that describes non-interacting particles.
We start by writing the grand-partition function as

M ...............................................................
-1^) (5.3)

1=1

where At = (5/M. This procedure is a discretization of the imaginary time interval 
(0,/?) into M time-slices, labelled by an index 1. Then, by using the Snznki-Trotter 
formula, that we introduced while discussing the DMC method in section 2.6.3, we 
have

z ^ Tr e -At A' exp Ar (f/ - // Ei(”iT + (5.4)

where l\ — — o^(c[^CjCT + h.c.). The breakup of the exponential in the grand-
partition function introduces an error of order C>(Ar^f/^) so that it can be made 
small by increasing the number M of time-slices. We can now introduce the discrete 
Hubbard-Stratonovich transformation^ [294]

g-ArC/riifnn _ 'y ^ gAsi<Tni,,-r^^ni,j (5 5)
S|=±1 a

where s'i = ±1 is an Ising field and the parameter A is defined as

A = 2arctan-\/tanh (Arf//4). (5-6)

Idle Hubbard-Stratonovich transformation then replaces the qnartic term, that de­
scribes the Hubbard interaction at a site i, with a fluctuating classic Ising field coupled 
to the magnetization mf = fii^ —fiii of that site. Finally, after using the identity (5.5) 
for each lattice site i and each time-slice I of width At (so that we introduce N x M 
Ising fields labelled as S[{1)), the Hamiltonian becomes quadratic in fermionic op­
erators. Therefore the trace over electronic degrees of freedom can be performed, 
yielding^

Z = ^ detOtdetO|. (5.7)

this thesis, we discuss only the repulsive Hubbard model. However the AFQMC can be used 
to study the attractive case as well. This is done by introducing a different Hubbard Stratonovich 
transformation (see, for example, reference [286]).

^We use the notation {«;(/)} = (si(l),..., .sn(1)j •••i si{M),..., sn(A7))
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The N X N matrices (cr =T, i) are defined as

= I + (5.8)

where
. (5.9)

The matrices K and V"(l) have elements

_ j —t for i,j nearest neighbors 
[0 otherwise ’

V‘"(0ij = [Aa5i(0 - Ar(/x - f7/2)](i'ij . (5.10)

The grand-partition function (5.7) is therefore expressed as a sum over Ising fields of 
products of determinants and can be rewritten as

Z= E
{si(0}

Here we have defined the “effective density matrix”

p({6'i(/)}) = detO| detOj . (5.12)

This can be used as Boltzamann weight to perform the sum in Eq. (5.7) by using 
a Monte Carlo technique. The simulation proceeds by sweeping through the space- 
time lattice and attempting to flip the Ising field at each point of coordinates (i,/). 
Adopting the heat-bath algorithm [161], for a given configuration of fields {•Si(/)}, a 
new configuration {si(/)}' is accepted with probability

P =
R^Rl

where
Ra =

l + R^Rl ’

det (r({si(/)}')

(5.13)

(5.14)
detO^({si(l)}) ■

For a given Ising fields configuration, {•Si(/)}, the equal-time Green function can be 
calculted as

+ (5.15)

where we use the standard notation (...) = . The matrix of the
Green function at a time slice I reads

g.(/) = [I + Br_i...B^BX,...B^crl —1 (5.16)
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The Green function plays a central role in the simulation. Indeed all the average 
quantities of interest can be expressed in terms of the Green function (the expectation 
values of four fermionic operators can be evaluated by employing Wick’s theorem). 
For example, the average occupation per site (n) is simply

a i a \ 1=1

and the double occupancy (n|n|) is

= ^5](4TCiT)(4iCii) =

(5.17)

A/
= (1 “^T(0ii)(i -5i(0u). (5.18)

<=i
Ihntherniore, provided the Green fniiction, the computation of the ratio R„ becomes 
easy and does not require the direct evaluation of the determinants [286]. When a 
new configuration is accei)ted, the nirdate of the Green function proceeds through the 
Blankenlrecler, Scalapino and Sugar (BSS) scheme [295]. This allows the calculation of 
the Green function to be ])erformed using only N'^ operations per update as coniirared 
to the operations required to comipute the matrix (5.16) from scratch. However, 
after several updating by the BSS procedure, the Green function degrades due to 
rounding errors and it has to be recomputed. The number of steps for which the BSS 
procedure can be safely iterated without generating large numerical errors generally 
depends on the strength of the interaction U and, moreover, on the temperature. 
When the temperature is decreased, the recalculation of the Green function from 
scratch has to be more frequent.
So far, we have implicitly assumed that p({si(/)}) can be interpreted as a Boltzmann 
weight. This assumption would be correct if p{{si{l)}) was positive semi-definite. 
Unfortunately this is not always the case and p({si(0}) is found to become negative for 
certain parameters and Ising fields configurations. We then have to use p'{{si{l)}) = 
|p({si(/)})l as Boltzmann weight instead of p{{s\{l)}). Then the expectation value of 
an observable A is calculated as

{A),=
{Asgn{p))f, (5.19)
(sgn(p))p'

Here, the supscripts p and p' indicate that the averages are taken over the distributions 
p{{si{l)}) and p'({si(/)}) respectively. Clearly, when (sgn(p))p/ is small, long runs are
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necessary to compensate statistical fluctuations. This is the “minus-sign problem” for 
the AFQMC and it is a serious limitation to the efficient application of the algorithm 
to some cases. The half-filling case represents a special situation in which the particle- 
hole symmetry insures that p({si(/)}) is positive so that the sign problem is absent"^. 
Although the scheme presented above summarizes the essence of the AFQMC method, 
some technical issues require several further improvements to the algorithm. Firstly, 
as at low temperature (usually for /? > 5), the matrix I-l-O" becomes ill-conditioned, 
the Green function can not be calculated by simple matrix inversion and a numerical 
stabilization procedure is required. Therefore, in our code, the Green function can be 
calculated by using both the method of White et al. [287] and that of Assaad [285]. 
Secondly, in order to insure the ergodicity of the Monte Carlo simulation for U > 8, 
global spin-flip moves have been introduced [296].
Finally we remark that the AFQMC method allows the calculation of the (imaginary) 
time-displaced Green function 6’ij_cr(T,r') = (T'{ciCT(T)Cj^(T')}) (7"{...} denotes the 
time ordered product). As we will see, this can be analytically continued to obtain 
the spectral function and therefore the density of states. By defining the operator C\„ 
in the Heisenberg i)icture

’in) -Till (5.20)
where t; = /Ar, we have that [285, 286]

^nAn) = CG.(TnO) = (Ga(r,)4(0))p} = [BrBr_,...BTg"(l)],., (5.21)

and either

^iArk’n,) = (G.(Tq)4(pJ){,} = + l)]y , (5.22)

for ly > I2, or

Cy.An„nJ = -{£liri,)£ATA){s} = -[(i-g(/i + i))(Bj;B);_i...B,,+i)“']ji- (5-23)

for I2 > l\.

5.2.2 Zero-temperature algorithm

The AFQMC algorithm can be extended to calculate directly the zero-temperature 
properties of a system with a fixed number of electrons [285, 287]. Indeed, exactly like

"^For the attractive Hubbard model the sign problem is absent no matter what the filling is. This 
is due to the fact that the Ising fields couple only to the charge h\ = n\y + nij and not to the 
magnetization. We then have 0^({si(/)}) = Ol({si(/)}) (see ref. [286]).
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in DMC, the gronnd-statc |'0o) is obtained by projecting it out of a trial wave-function 
iV^r), with 7^ 0

liin0_.ooe =

liin0^ooe“®^''[|?Ao)(^o|^T) + E„/o ■
(5.24)

Then the ground-state expectation value of an observable, O, can be written in the 
forrn^

(■^oll/’o) ('0r|e“^^^|'0T)
(5.25)

The trial wave function, which for spinning fermions reads {'ipr) = li’Ti) ® 1'07’i), is 
taken as the product of one-particle states

Ma N
IV'Ta) = n

a=l i=l

where |—) is the vacuum, J\f„ is the number of electrons of spin a, the index a la­
bels the single-particles states and N is the number of lattice sites. The coefficients 
>i'nia = (irrlaa) are the elements of a 77 x matrix U'^. The single-i)article states 
can be chosen as either those of the non-interacting system (i.e. for U = 0) or those 
obtained through a mean-field calculation (Hlubina et al. have also proposed to use 
a trial wave-function of Slater-Jastrow type [297]). The quality of the choice of the 
trial wave-function can generally improve the convergence to the ground-state.
Like in the finite-temperature algorithm, the interval 9 can be subdivided in M 
imaginary-time slices of size At and, by using the Suzuki-lYotter formula with the 
Hubbard-Stratonovich transformation, Eq. (5.5), the fermionic degrees of freedom 
can be integrated out. Finally we can write

(■^rle det det ,
Sl{l)

(5.27)

where, as before, {si(/)} are the Ising fields on the sites of a space-time lattice and

(5.28)A'" =

is an J\fa X J\f„ matrix built using the matrices and Bj^, which are defined as in Eq. 
(5.9). We then introduce the Boltzmann weight p({si(0}) = detAMetA^ so that

®From now on, the notation (O) will indicate either or ;^Tr[e according to
wliether we refer to the expectation values at zero or finite temperature.
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the sum can be performed by a Monte Carlo technique with acceptance probability 
given by Eq. (5.13) and

IL =
det A'" ({ Si (/)}')

(5.29)
det A'^({si(/)})

{si(/)}' and {si(/)} being again two different configurations of Ising fields. Like in 
the finite temperature case, pi{s\{l)}) can become negative and |/5({'Si(0})l nmst be 
used as Boltzmann weight. It is usually found that a careful choice of the trial wave- 
function can improve the expectation value of the sign [301] so that the fermion sign 
problem can be made slightly less serious.
As before, R„ can be evaluated avoiding the calculation of the determinants, if the 
Green function is provided [285]. This can be explicitly obtained by introducing the 
generating functional

Z[J] = {ijjTle 2

so that

(CiCTCj^){s} — (iij d log Z
dJ

{'il’rle ?// iV'r)

(5.30)

(5.31)
j=o

The matrix of the Green function at a time-slice I can then be easily calculated. It is 
given by

g.(o = i-Rr(Lr/t>r)-'Lr, (5.32)
with the matrices Lf and respectively of dimension A/'a x N and N x J\f„, defined 
as

Lf =
Rr = Bf_i...B^U'^.

(5.33)
(5.34)

Once again the calculation of these matrices requires the implementation of a stabi­
lization algorithm [285, 287, 298, 299, 300].
Finally the time-displaced Green functions are defined exactly like in Eqs. (5.21), 
(5.22) and (5.23) and can be calculated in a stable and efficient way through the 
method proposed by Feldbacher and Assaad [302].

5.3 The maximum entropy method
QMC simulations do not provide any direct way to calculate the spectral function and 
the density of states. However, as we have seen in Eq. (5.21), we can easily calculate
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the time-disirlaced Green function. When the time is assumed to be a continuous 
variable, this reads

1 (5.35)

for T > 0. Its space-Fourier transformed (7(k,r) is related to the spectral function 
/l(k,a;) by the fluctuation-dissipation theorem through the equation

/
OO

didK{t, uj) A{k, Lu),
■OO

where the kernel is

at finite ternjreratures, and
1 -I- ’

K{t,uj) = e-™

(5.36)

(5.37)

(5.38)

at zero-temperature.
We then must invert numerically the integral equation (5.36) in order to obtain 
/\(k,n;) from G(k,r). This had been a problem for long time, but the maximum 
entro[)y method (MEM) provides nowadays a quite reliable way to extract the spec­
tral function given a Monte Carlo set of data for (7(k,r).
We will just briefly sketch the method without addressing its statistical foundations 
and the many related issues, for which we refer to the original literature [288, 289]. 
On the one hand, for each discrete imaginary-time ti = /Ar, a QMC simulation 
produces Ndata time-displaced Green functions {G^'^'^{Ti)}n=\,Ndata whose average is

T.ntTG{ri) =
^data

We introduce also the covariance matrix C, whose elements are

(5.39)

Cw =
1 ^data

N IN -n E |G(n) - g(”>(t,)1|G(t,.) - gI"'(t,.)| .
dataV^data “ Ij ^

On the other hand, the Eq. (5.36) can be rewritten in the discrete form

0{ti) = Y,KuA,,

(5.40)

(5.41)

®Here, we assume that we have only one k-point so that we do not indicate the explicit dependence 
of the time-displaced Green function on k.
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where Ai = /l(a;j)Aa;, and Kn = K{ri,uJi). Then, for a given spectral density {Ai} 
we can define the functional

- G{ti)][C - G{ti')] (5.42)
LV

where (7(t/) is the average defined by Eq. (5.39), while G{ti) is the time-displaced 
Green function corresponding to {Ai} and calculated through the Eq. (5.41). is 
the inverse of the covariance matrix.
The maximum entropy method consists in finding the spectral density {/Ij}, that 
maximizes the functional

(5.43)1
g = q5 - ,

where the term
S = - rrii - Ai \og{Ai/m.i)] (5.44)

represents an entroi)y. The function nii = m{uJi)Au}i is called the default model. It 
sets the maximum of the entropy to zero when {mi} = {Ai}. In agreement with 
the literature [289], we have found that the spectral function depends only weakly 
upon the default model. Then, we always assume nii = 1/c, with 
unless we ex{)licitly ])rovide a different model. The external parameter a has to be 
fixed based on statistical arguments. We have decided to use the classical maximum 
entropy method (classic MaxEnt) where the most probable value of a is chosen. We 
have found almost no difference between the spectral functions calculated by the 
classic MaxEnt and those calculated using the so-called Bryan’s method, in which 
Of is addressed by marginalization [303]. In contrast, the so-called historic MaxEnt, 
where a is fixed so that = ^data, produces much smoother spectral functions as it 
tends to underfit the data.
We have used the Bryan algorithm [303] to locate the maximum of Q for difierent 
values of a. This algorithm is believed to be appropriate for the analytic continuation 
problem [289] . We have also checked that our code returns the global maximum by 
comparing the results with those obtained with the freely distributed code by Sandvik 
[304], where Q is maximized by simulated annealing.
Finally we must add a couple of comments. Firstly, for the Hubbard model, the 
first three moments pm = f^dLJu;"‘A(k,Lo) (m = 1,2,3) of yl(k,a;) can be easily 
calculated (/Uq being just the normalization condition fxo — 1). White [305, 306] 
then suggested a modified expression for which incorporates the correct form 
of Pi and p2- In contrast, our code returns the correct values of po nnd pi up to
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the forth decimal digit and that of ^2 np to the second decimal digit, although we 
did not impose any constraint on the maximization of Q. Secondly, we perform the 
diagonalization of the covariance matrix to deal with correlations in imaginary-time 
for the Green function at a given r;.

5.4 Two-dimensional Hubbard model

In this section, we discuss the Hubbard model on a two-dimensional (2D) square 
lattice of linear dimension L (with periodic boundary conditions). Because many 
studies have been previously published for this system (see, for example, references 
[274, 287, 306, 307, 308, 309]), our results can be compared to a large number of 
available data. Therefore, here, we aim not at providing new insight into the physics 
of the Hubbard model, but rather to show that our code returns reliable results^. We 
mainly focus on the case of an half-filled band. However, we will also briefly mention 
a few results for systems doped away from this specific limit in order to show how 
the sign problem affects the efficiency" of the AFQMC algorithm.
For calculations performed at finite ttemperatures within the grand-canonical ensem­
ble, the number of electrons is fixed by the value of the chemical potential //. At 
half-filling, // can be obtained by imposing the particle-hole symmetry and we have 
that //, = [7/2 for every temperature and every lattice size.
In all our studies, the hopping amplitude is t = 1 for nearest neighbor sites and 
t = 0 otherwise, while the on-site energies are kept equal to zero. For the non­
iteracting system the single-particle st ates have then energies E'k = —2(cos kj;+cos ky) 
{kj: = 27:11x1 L ky = 2'Kny/lj with Ux = Uy — 0,..., L — 1) and the density of states 
(in the limit ^ cxd) has a Van-Hove simgularity at i? = 0. Most of the calculations 
that we discuss here, are performed for f/ = 4, although some results for different 
values of U are sometimes shown fo>r comparison. For [7 = 4, the 2D half-filled 
Hubbard model is in the intermediate regime between the weak-coupling limit, in 
which the ground state is an antiferromagnetic insulator because of the singularity 
in the density of states of the non-interacting system, and the strong-coupling limit, 
in which the ground state is a Mott insulator. Numerical simulations are often con-

^By using our code, we have been able to perforin calculations for 2D lattices of linear size up 
to L = 16. However, we have decided not to use the full computational resources available for 
demonstrative calculations. We will then limit the discussion to lattices of linear size L = 4,6,8,10. 
Recently it was possible to study the half-filled 2D Hubbard model for lattices of about 500 sites 
[309]. Unfortunately our code is not able to treat such large systems and improvements to the code 
are currently on-going by introducing BLAS subroutines to perform the linear algebra operations.
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sidered unavoidable to investigate this intermediate regime as most of the analytic 
approximations break down.
For simulations performed by using the zero-temperature algorithm, 61 = 30 is found 
to be large enough to have the system in the ground state and time-steps of Ar = 0.05 
are used. For finite-temperature calculations, the time-steps are set to Ar = 0.125. 
About 2000 equilibration steps are usually performed before starting the statistical 
accumulation run. In order to obtain correct estimates of error bars, the data are 
treated by using the re-blocking method [161]. For each quantity, the value of the 
Monte Carlo correlation time obtained through this method agrees well with that ob­
tained by its direct calculation. The code can sometimes get stuck with a spin-order 
in a particular direction. Then many runs with different random number seeds and 
initial configurations for the Ising fields are performed and the values of each quantity 
are finally averaged.

We start by discussing the electronic properties of the half-filled Hubbard model

Figure 5.1: Average density (n) (top panel), error An on the average density (central panel) 
and average sign as a function of the chemical potential p (bottom panel) for a 
4x4 lattice, for /? = 4,6, 8 and for U/t = 4

and we first work at finite temperature. Within the grand-canonical ensemble, the 
metallic or insulating character of the system can be understood by calculating the 
charge-compressibility,

d{n)
K. =

dfi
(5.45)



CJuantiim Monte Carlo simulations for the Hubbard model 113

P
Figure 5.2: Comj)ressibility k as a function of the inverse temperature (3 for various sized 

lattice and for U = A (error bars are smaller than the size of the symbols).

Here (ri) = is the average charge-density for lattice site and fi is the
chemical potential. When (n) does not depend on the chemical potential (i.e. k 
vanishes), the system presents a gap so that no particles can be added. For example, 
Fig. 5.1 (top panel) shows how (n) changes as a function of //, for a lattice of linear 
dimension L = 4, for U = 4 and for (3 = 4,6,8®. A i)lateau around /i = f//2, which 
develops by increasing (3 (i.e. lowering the temperature), is clearly visible®. Although 
the value of k can be obtained by fitting the curve (n) vs fi, this is more easily 
calculated through the equation

(5.46)

where A/" = This equation can be derived from Eq. (5.45) by taking the
derivative with respect to /r of ^Tr with h = M/L'^. k is plotted in Fig.
5.2, as a function of /?, for lattices of various size at half-filling and for U = 4. We 
note that the system becomes insulating for /3 > 8.
Further insights into the electronic properties are provided by the time-displaced

®We do not i)lot the data for /x > C//2 as these can be inferred from particle-hole symmetry. 
Indeed (n)(/i) = 2 — (n)(^ — U/2)

®The apparent plateau at (n) « 0.6 is a finite size effect. Indeed, for a 4 x 4 lattice and 
for {/ = 0, a density equal to 10/16 = 0.625 corresponds to the case when the eigenstates with 
k = (0,0), (±;r/2, 0), (0, ±7r/2) are fully filled with two electrons. Even after switching on the in­
teraction, the system still does not completely loose memory about the non-interacting spectrum of 
this particular filling factor.



114 Chapter 5

Figure 5.3: Time-displaced Green function for U = 4, /3 = 2, 5,8 and a lattice
with L = 8 (error bars are smaller than the size of the symbols).

Green function. Indeed its decay indicates whether the systems develops a gap for 
charge excitations. In Fig. 5.3 we plot the (space) Fourier transform of the of the 
finite-temperature time-displaced Green function

1= 5^5 EE j)(Ci^(T)c[^(0)) (5.47)

for a lattice with L = 8 and at k^/2 = (7r/2,7r/2). This momentum lies exactly on the 
non-interacting half-filled Fermi surface so that, for (/ = 0, GXkjr/'ijT) does not decay 
in time and is equal to 0.5. In contrast, when the interaction is switched on, G(k7r/2, t) 
decays, indicating that the system develops a gap for charge excitations. Furthermore 
the decay rate becomes faster while decreasing the temperature. Cousistentely 
with the results above, the spectral function yl(k7r/2,a;) is found to have a single 
peak at high temperature, which then splits into two peaks at low temperature. For 
temperatures in between these two regimes a pseudogap is found [306]. For example. 
Fig. 5.4 show yl(k7r/2,cu), calculated through the MEM, for a lattice of L = 8 and for 
/3 = 2,5,8 {U = 4). The transition from a spectrum with a single peak at /? = 2 to a
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Figure 5.4: Spectral function A{\<i^j2,u)) for different inverse temperatures /3 = 2,5,8, for 
U = 4 and for a lattice with L = 8.

Figure 5.5: Spectral function ^(k, w) vs u) for k along the direction M-F-X in the Brillouin 
zone (k = (tt, tt) at M, k = (0,0) at F and k = (tt, 0) at X). We consider [7 = 4, 
/3 = 8 and a lattice with L = 8.
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a

2
X

Figure 5.6: Zero-temperature time-displaced Green function G(k^/2)^) for U 
(error bars are smaller than the size of the symbols).

= 0,2,4,6

spectrum with two peaks separated by a gap at /I = 8 is clearly visible*®. In contrast, 
for /3 = 5 the spectrum presents a pseudogap.
In Fig. 5.5 we show the spectral function at various k vectors in the Brillouin zone 
for a lattice with linear dimension L — S and for /3 — 8 and f/ = 4. The sjrectral 
function has a broad peak at negative (positive) energies for k inside (outside) the 
Fermi surface. In contrast, as already shown in Fig. 5.4, for k on the Fermi surface, 
the quasi-particle peak splits into two sharp peaks symmetric with respect to uj = 0 
and separated by the gap.

The value of the quasi-particle gap at zero-temperature A can be extracted from 
the zero-temperature time-displaced Green function at k^/2 = (7r/2,7r/2), which is 
plotted in Fig. 5.6 (note the logarithmic scale). Indeed A is calculated from

G(K/2,t) oc e (5.48)

For (7 = 4 and a lattice of linear dimension L = 8, we then obtain A = 2.769 ±0.001. 
For comparison, in Fig. 5.6 we also plot G(ky^/2,T) for U = 0, U = 2 and U = 6. 
For (7 = 0, G(kjr/2)'^) does not decay in time and it stays equal to 0.5, while, as 
expected, G(k,r/2i t) decays faster for larger values of U reflecting the opening of the 
quasi-particle gap. We find A = 1.299 ± 0.001 for (7 = 2 and A = 4.27106 ± 0.001

*°Our spectra often have much sharper peaks that those calculated by White [306]. This might be 
due to the fact that we did not incorporate information about the moments of the spectral function 
in the MEM. However, the size of the quasi-particle gap and the value u>, at which the maximum of 
the peaks is found, are consistently reproduced.
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Figure 5.7: Local magnetic moment (rh^) calculated at different temperatures T and dif­
ferent values of the interaction U for a lattice of linear dimension L = 6 (error
bars are smaller than the size of the symbols).

for U = 6. These values can be compared to mean-field gaps = 0.86 (f/ = 2), 
Ai\//.’ = 2.76 [U = 4) and IS.mf = 4.96 {U = 6) calcnlated by solving the equation 
[3]:

where indicates the energy of a single-particle state for the non-interacting system 
(see above). The mean-field aj^proxiniation underestimates the gap for U = 2, while 
this is overestimated for U = 6. Interestingly, we find that A Amf for (/ = 4 . 
Before turning to the investigation of the magnetic properties, we wonld like to add 
a comment about the sign problem. The bottom panel of Fig. 5.1 shows the average 
of the sign (sgn(p)) of the Boltzmann weight p = detO|detO| for various values 
of the chemical potential. We note that (sgn(p)) has a distinct minimum at // = 
1 and becomes almost zero for low temperatures. Since the expectation value of 
each observable must be calcidated as indicated in Eq. (5.19), a small value of the 
average sign leads to a very large error. For example, the central panel of Fig. 5.1 
shows the error An on (n) as a function of p and we note that, when the sign 
problem becomes more pronounced. An is large. For bigger lattices, it is practically 
impossible to compute quantities for temperatures below T = 1//? = 1/6 and for p ^ 
1. Unfortunately, this value of the chemical potential corresponds to the filling regime, 
at which the Hubbard model might show superconductivity so that no conclusive 
results have been achieved so far concerning this interesting problem.
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Figure 5.8: Spin-spin correlation function C{lx,ly) for l//t = 4, /3 = 16 and for a lattice of 
linear dimension L = 10 (error bars are smaller than the size of the symbols). 
The inset shows the direction in real space along which C{lx,ly) is calculated 
(i.e from {lx,ly) = (0,0) to (5,0) and then from (5,0) to (5,5) and finally from 
(5,5) back to (0,0)

We finally study the magnetic behavior of the system. This can be understood by 
calculating the real-space spin-spin correlation function

C(l) = (mf+.m?) (5.50)

where mf = np — np [note that an expression for C'(l) in terms of the Green function 
(5.15) can be derived by using Wick’s theorem and proceeding like in Eq. (5.18)] 
Its zero-space separation value defines the local magnetic moment {ml) = C((),0). 
Fig. 5.7 shows the evolution of (ml) as function of temperature T for different values 
of t/ on a 6 X 6 lattice. The local moment begins to develop from its uncorrelated 
value 1/2 at a temperature set by U, and then saturates at low T. On the one 
hand, because of quantum fluctuations, the local moment does not reach 1 even 
at zero-temperature. On the other hand, a large value of the interaction partially 
suppresses charge fluctuations. The magnetic moment will approach 1 only in the 
limit of U/t oo, but it is already about 0.9 for U = 8. Furthermore, we can note 
that the local moment also makes a further small adjustment at low T. This is due to 
the onset of magnetic order. While the Merrnin-Wagner theorem [178, 310] establishes 
that long-range magnetic order is forbidden at any finite temperature for an infinite 
2D square lattice, we can still speak about an approximate magnetic transition for 
a finite lattice when correlations extends over the entire lattice [306]. For example. 
Fig. 5.8 shows (7(1) for a lattice of linear dimension L = 10, for /3 = 16 and for
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P
Figure 5.9: Spin-spin correlation function for two point at the maximum separation for 

various sized lattices as a function of the inverse temperature f3 and for t/ = 4 
(error bars are smaller than the size of the symbols).

U = 4. The correlations have a clear antiferroniagnetic nature and reach the size of 
the lattice. This is indicated by the finite value of the correlation function for two 
points separated by the largest possible distance Ci'(L/2, L/2). Fig. 5.9 shows how 
C{Ij/2, L/2) changes as a function of /? (f/ = 4). C{L/2, L/2) increases by lowering 
the temperature until it reaches a saturated value and the correlation length extends 
over the entire lattice. We note that, for small lattices, C{L/2, L/2) is overestimated 
and it decreases while increasing the lattice size. It was recently found that this finite 
size effect becomes small for L > 20 [309].
d’he Fourier transform of the real-space spin-spin correlation function defines the 
magnetic structure factor

(5.51)

For the half-filling case, because of the antiferromagnetic nature of the correlations, 
^(k) has a sharp peak at k = (7r,7r). Fig. 5.10 shows S{'K,n) for lattices of var­
ious sizes as function of /? and for U — A. For comparison, we also plot the zero- 
temperature values of ^(Tr, tt) (these corresponds to the points at /3 = 20). As we can 
see, for P > 10, the magnetic structure factor is already converged to its ground-state 
value for all the cases shown. However, as the size of the system increases, a larger 
value of P is required to saturate 5'(7r,7r).
Provided the zero-temperature structure factor S{'K,'n) for lattices of various size, we
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P
Figure 5.10: Magnetic structure factor 5(7r,7r) as a function of the inverse temperature f3 

for various sized lattice and for U = A.

Figure 5.11: Scaling of the zero-temperature structure factor at k = (tTjTt) with the lattice 
size for U = A. The line is the least-squares fit of the data. The extrapolated 
value for the infinite lattice (i.e. 1/L = 0) is non-zero. The error bars are 
smaller than the size of the symbols.

can finally extrapolate the antiferroniagnetic order parameter

5(7r,7r)
m\v = lim

L2^oo L2
(5.52)

which, if non-zero, indicates that the ground state shows long-range antiferromagnetic 
order. S{'k,'k)/L‘^ is plotted against L in Fig. 5.11 and, by using the scaling relation
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[287, 309]
S'(7r,7r) mAF + (5.53)

IJ 3 L
we obtain rriAF = 0.325 ±0.009, a value consistent with that reported in other studies 
[287],

5.5 Summary
In this section we have explained the main ideas beyond the AFQMC method and 
we have discussed the details of our own implementation. Furthermore we have pre­
sented the results of our calculations for the 2D Hubbard model. This study shows 
the capabilities of our code and serves as an extensive test about the reliability of the 
results that it can provide.
We believe that the use of the AFQMC method will be necessary to carry on the 
work presented in the previous chapter and address correlation effects, which might 
not be accurately described within the mean-field approximation. The interplay be­
tween disorder and electron-electron interaction is a very fascinating subject by itself, 
but, as we have discussed, its study can also provide new insight into the physics of 
materials such as DMS and c/*’ magnets. Furthermore, a topic strictly related to d*’ 
magnetism is that of defects- and edge-magnetism in graphene. Some studies have 
already shown that these problems can be accurately dealt through AFQMC simula­
tions [311, 312].
Finally, we are also currently investigating the properties of the Peierls-Hubbard 
model [defined by the Hamiltonian (2.94)]. This was previously studied by Bhat- 
tacharya et al. [313] by combining the mean-field approximation and a (classic) 
Monte Carlo method to treat respectively the electronic and the ionic degrees of 
freedom. The Peierls-Hubbard model provides a qualitative description of electron 
correlation effects in polymeric chains, whose study can be relevant for the rapidly 
growing research fields of organic electronics and spintronics.
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Chapter 6

Switchable transition metal 
complexes

6.1 Introduction

In nature there is a vast class of molecules whose spin state can be altered by exter­
nal stimuli (mainly light irradiation and either temperature or pressure variations). 
'ryi)ical examples of such molecules are the si)in-crossover transition metal comi)lexes 
[92, 93]. Here a change in the distribution of the electrons in the d orbitals results in 
a low (LS) to high spin (HS) transition. Other examples are molecular units based 
on polycyanometa.llates, nitroprussides and metal dioxolene systems [94]. Because of 
electron-charge transfer between either two metal ions or a metal ion and a coordi­
nated ligand, these compounds can adopt different states with electronic structures 
that differ in charge distribution. As the charge-transfer is often associated with a 
change in the number of unpaired electrons, a spin transition is also observed.
These systems represent promising candidates for molecular spintronics applications. 
In fact, devices incorporating spin-crossover molecules are likely to show drastic 
changes in the current-voltage characteristic curve as consequence of the magnetic 
transition. However, a real demonstration of the validity of this idea requires a 
I)recise control over the state of the molecule and the fundamental question about 
whether this can be achieved by applying static electric fields has been recently raised 
[314, 315].
Here we will present some of the results that we have already achieved in order to 
theoretically address this issue and we will discuss other problems, which will be 
considered in future studies. The chapter is divided into two main parts. In the 
first part, we will introduce the spin-crossover molecules and we will maiidy discuss

123
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the theoretical issues related to the correct description of their electronic structure. 
In the second part, we will instead describe the cobalt-dioxolene complexes, which 
are interesting examples of molecules showing interconversion between redox isomers 
with different spin states [95, 96]. In this case, our study will focus mainly on phe­
nomenological rather than methodological problems and we will finally predict that 
the interconversion between the different isomers can be controlled by applying a 
static electric field.
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Figure 6.1: Energy level diagram for a transition metal (TM) ion octahedrally coordinated.
On the one hand, in crystal field theory, the ‘M orbitals of the TM ion are 
splitted by an energy Acf because of the electrostatic interaction with the 
ligands. On the other hand, in ligand field theory, the 3d orbitals of the TM 
ion form covalent bonds with the ligands. In this diagram we assume that each 
ligand contributes three p-orbitals, one with the positive lobe pointing toward 
the TM ion (a type) and two with the lobes perpendicular to this (7r-type) (note 
that the a and 7r-type p orbitals are degenerate and they are plotted slightly 
separated in energy just for better display). The rr-type p orbitals couple with 
the TM t2g orbitals, while the cr-type p orbitals couple with the eg TM orbitals. 
Since the tt interaction is weaker than the a one, the antibonding t2g'F* orbitals 
lie lower in energy than the Cgcr* orbitals. The energy splitting between the

and the SgCJ* orbitals is indicated by + Aqf-
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6.2 Spin crossover molecules

Tyjncal examples of spin-crossover (SC) complexes are molecules presenting a single 
Fc^+ ion (almost) octahedrally coordinated to the ligands, which are usually pyridine 
or pyrazole rings. In the ground state, because of the large ligand field, the six 3d 
electrons of the Fe occupy the i2g-'^* antibonding orbitals in a spin-zero {S == 0) 
state (see Fig. 6.1 for the notation). However, by increasing the temperature, two 
electrons are promoted from the to the Cg-a* antibonding orbitals and the high
spin S = 2 state becomes thermodynamically more stable. This transition is entropy 
driven and is regulated by the relative Gibbs free energy between the HS and LS 
states,

AG = G„s - Gls = A// - TA5 . (6.1)

All = I Ins — //ls and AS = Sns — S^s indicate respectively the enthalpy and the 
entropy variation (note that for AG > 0 the LS configuration is more thermody­
namically stable). Indeed, in SC molecules All > 0, but Sus > Sns- Therefore 
for large enough temperatures, the lentropic term dominates over the enthalpic one 
and the molecules transit from the LS to the IIS configuration. There are two con­
tributions to the entropy: the first is provided by the spin and the second by the 
molecule vibrations. Since, according to the ligand field theory, the Cg-a* orbitals are 
more anti-bonding than the t2g-'^*, t he transfer of the electrons to the e.g-o* orbitals 
weakens the chemical bond and produces the breathing of the metal ion coordination 
sphere with consequent softening of t he phonon modes and an increase of the vibronic 
entropy.
The SC transition is usually reported either for molecules in solution or in single 
crystals and, depending on the strength and on the origin of the inter-molecular 
interactions, it can have cooperative nature and can be associated to a thermal hys­
teresis loop.
Interestingly, the transition can be Induced also by illumination. This phenomenon 
is called LIESST effect (Light-Induiced-Excited-Spin-State-Trapping) and it is ex­
plained through a mechanism involving several excited states [316]. The lifetime of 
the metastable HS state is usually very long at low temperature as the relaxation to 
the ground state is due to the weak electronic coupling between these states [317]. 
The opposite process, in which molecules in the HS metastable state are brought back 
to their ground state, is also possible and is called reverse LIESST effect.
Some transport experiments for SC Fe^"'' molecules were recently performed. Taka- 
hashi et al. [97] demostrated that the conductivity of the SC-molecular conductor
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hybrid [Fe(qsal)2][Ni(dmit)2]-CH3CH3CN-H20 has an hysteretic behaviour with tem­
perature. Alam et al. [98] were able to distinguish the spin state of Fe^+ complexes, 
placed on highly oriented pyrolytic graphite surfaces, by STM. Furthermore, Prins. 
et al. [99] reported a device, made by contacting [Fe(trz)3](BF44)2 (trz=triazole)- 
based nanoparticles between electrods, which shows switching and memory effects. 
They have observed a sharp increase in the conductance upon heating together with 
the presence of thermal hysteresis. Finally Meded et al. [100] claimed that an Fe'^''^ 
molecule undergoes a spin transition induced by electric gating and charging of the 
ligands in a three-terminal device. A similar scenario was also suggested to exi)lain 
the residts of another transport experiment for a Mn^"'" molecule [101].

adia

Figure 6.2: Potential energy surface of the HS and LS state of a SC molecule. The co­
ordinate r is a shorthand notation for all of the 3N nuclear coordinates of a 
molecule. The zero point phononic energies for the HS and LS state, 
and Efg^, the adiabatic energy gap, and the vertical energy gaps,
AEl^^^ = AE'^^^^iris) and = AE''<^'^^{rHs) are indicated.
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6.3 Electronic structure calculations for spin crossover 
molecules: state of art

When we consider a single molecule in vacuum and at zero temperature, AG is nothing 
but the internal energy difference, which, within the adiabatic approximation, reads

AE= AE^'^'^ + AEpZPE (6.2)

Here, AE^' ^ = E^g^ — E^g^ and E^g^^g^ is the zero-point phononic energy of the 
HS(LS) state.

^y^adia _ Eijs{ths) ~ Eis{ris) (6.3)

is the adiabatic energy difference (often called “adiabatic energy gap”). The coordi­
nate r is a shorthand notation for all of the 3N nuclear coordinates of a molecule, 
while the energies Eifs{r) and Eis{r) define the potential energy surfaces (PESs) re­
spectively of the HS and LS state (s<ee Fig. 6.2). In addition to the adiabatic energy 
gap, we can define also the vertical energy difference (“vertical energy gap”)*

AEA^^ir) = Efisir) - Eis{r) 

and the difference of vertical energy gaps (DOG)

D()G(r2,ri) = AE''"''*(r2) - AE^'^’^^in)

(6.4)

(6.5)

Furthermore, a second type of DOG is sometimes considered in the literature [318]. 
This is dehned as

D0G2(L2,/a, = AE^'^^^n,) - AEA<^^\ti,) (6.6)

where Li and L2 refer to two molecules with the same Fe^"*" ion, but different ligands. 
All of these quantities can be computed by using ab initio electronic structure meth­
ods. In practice, DFT is always the preferred method as SG molecules are composed 
of at least fifty atoms and a good balance between expected accuracy and computa­
tional cost is required. However, there are many issues connected to the theoretical 
description of SG molecules, which either have not been properly addressed or have 
not found satisfactory solutions yet.. We then list some of them, which have been 
leading to our research.

*We use here the standard terminology employed in the literature about SC molecules. In this 
chai)ter, by gap we will always mean either the adiabatic energy difference, Eq. (6.3), or the vertical 
energy difference, Eq. (6.4). These must not. be confused with the actual electronic gap of a molecule 
dehned as the difference between the ionizartion potential and the electron affinity (see section 2.5.3).
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Choice of the functional. Many works by different authors have shown that 
different functionals can return very different values of the energy gaps for a 
given compound (see, for example, [319, 318]). The expected order of the vari­
ous spin states is sometimes not even correctly reproduced. Furthermore, while 
a functional can be found to predict reasonable values for the gaps of some Fe^+ 
compounds, it can clearly fail to describe correctly others, even at a qualita­
tive level. Despite the lack of common conclusions about the ability of each 
functional to describe SC molecules, some general trends, that are common 
to functionals belonging to the same “class”, can be recognized. First, LSD A 
functionals tend to stabilize the LS state. This is due to the underestimation 
of the exchange energy. Second, hybrid functionals tend to favor HS respect to 
LS states. Reiher pointed out that the amount of HF exchange in many hy­
brid functionals is too large to predict correct energy gaps [321, 320]. He then 
proi)osed, for example, a re-parametrization of the B3LYP functional, called 
B3LYP*, which includes only 15% of the HF exchange (in contrast, the stan­
dard version of the B3LYP functional, mentioned in chaiffer 2, includes 20% 
of HF exchange). Although B3LYP* is believed to give satisfactory results for 
some transition metal compounds and has been widely used, it fails in describing 
the correct spin state of others. It was then suggested that a further reduction 
of HF exchange could be needed [320, 322]. In contrast, the amount of HF 
exchange in B3LYP was judged insufficent for the small ions [Fe(H20)6]^''" and 
[Fe(NH3)6]^+. For these systems it has been argued that PBEO, which includes 
uj) to 25% of HF exchange, gives more satisfactory results [328, 329]. In prac­
tice, for each compound, the amount of exact exchange can be varied to fit the 
desired value for the gaps, but no “universally good choice” has been identi­
fied so far. Furthermore, it is important to remark that, even when an hybrid 
functional is found to return values for the energy gaps, that are considered 
satisfactory, it might not be the optimal functional to describe other molecu­
lar properties. Finally GGA and meta-GGA functionals “stay in the middle” 
and results depend both on the compounds and on the conditions that each 
functional satisfies by construction. Among them, we must mention the OLYP 
GGA functional, which was claimed to perform quite well [322, 328, 329].

Basis set. DFT calculations for SG molecules are usually performed using 
Quantum Chemistry codes, where the wave-functions are expanded either in 
Gaussian or in Slater-type orbitals. In many cases, the values of the energy 
gaps depend substantially on the choice of the basis sets and on how extended
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they are [324], Although this is a second order problem compared to the cor­
rect choice of the functional, it has to be kept in consideration. In principle, the 
use of plane-wave codes could solve this problem, but, in practice, plane-wave 
calculations which use periodic boundary conditions, are computationally very 
expensive. Indeed a large number of plane-waves is needed as the electronic 
density is concentrated in a small fraction of the total volume of the super­
cell. Furthermore very large supercells are usually required. This is due to the 
fact that SC complexes are often double-positive ions. Therefore a negatively 
charged background must be introduced in order to preserve the neutrality of 
the supercell and avoid that the energy diverges. The energy calculated in this 
way approaches then the one for an isolated system only in the limit of large su­
percell and, unfortunately, this convergence is slow. Although corrections to the 
exi)ression of the computed energy have been proposed [325], this effect can be 
properly accounted for only by considering large sn{)ercells and by performing 
various calculations for snpercells of different sizes.

Geometry optimization in vacuum and temperature. While DFT calcu­
lations and geometry optimizations are usually carried out for molecules in the 
“gas phase” at zero temperature, the results are compared with X-ray data for 
single crystals at a finite temperature. The lack of experimental results for the 
“gas phase” ^ does not allow then a clear assessment of the (piality of the DFT re­
laxation. Furthermore, each class of functionals returns different metal-ligands 
bond-lengths. Usually, LSDA functionals give shorter bonds than hybrid func­
tionals, while the GGAs values are in between these two extremes. Although 
these differences are usually quite small, less then 0.1 A (to be compared to an 
average bond-length of about 2 A and 2.2 A respectively for LS and HS state), 
they might strongly affect the electronic properties. Indeed a very delicate bal­
ance between crystal field and Hund’s coupling establishes the spin state and it 
can be drastically altered by small errors in the predicted geometry.
Some authors [322] have carried out DFT studies, which try to include the 
effect of temperature. The results could then be compared directly to experi­
ments. However these simulations are quite involved, requiring the calculation 
of the Gibbs free energy, and we have doubts about their reliability as many 
crystal-related effects, explained in the following point, are discarded.

^Experimental data for SC molecules in the “gas phase” could be obtained through the matrix 
isolation techniciue [330] (i.e. by trapping SC molecules in a frozen noble gas, for example argon, 
referred to as a “matrix”). However we are not aware of any study regarding this.
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- Role of lattice and solvent. As already explained, experiments are usually 
performed for single-crystals. The lattice, not only, imposes a constraint on the 
geometry of the single molecules, but also provides a complex electrostatic envi­
ronment, which is usually not taken into account in DFT simulations. Indeed, 
SC molecules are usually double positive-charged ions, which are surrounded by 
counterions in liquid solutions and crystals. Neither the crystal-packing-related- 
effects nor the electrostatic perturbations have been extensively considered so far 
in electronic structure calculations. However, they are likely to play a primary 
role in determining some of the reported electronic and magnetic proijerties. 
Therefore the crystal environment can drastically alter the energy gaps. This 
effect has been suggested also by some of the very few theoretical works, which 
try to analyze these issues [326, 327]. Furthermore, the critical temperatures 
and hysteresis loops are experimentally found to depend largely on the counte­
rions and on the functional groups attached to the molecules.
Finally, the inter-molecule interactions in crystals have usually dispersive na­
ture. Unfortunately they are either not described or badly-described by most of 
the popular functionals and DFT studies of molecular crystals are usually not 
fully reliable.

Although this list of problems reminds us how far theorists are from an accurate de­
scription of the electronic structure of SC molecules (and transition metal complexes, 
in general), some important conclusions can be reached once the correct work-strategy 
is identified. Furthermore, DFT can already be employed to safely extract qualitative 
and, may be even quantitative, information about properties of SC molecules, if some 
caution is used. Let us illustrate this point. Firstly, instead of using atomic positions 
optimized by DFT, experimental geometries, refined through the relaxation of the hy­
drogen coordinates, must be used [318], when the quality of the DFT predictions has 
not been assessed. Secondly, we can chose a functional which predicts the expected 
lowest energy state of each experimental geometry and reproduces, at least qualita­
tively, the vertical energy gaps. The simulations perfomed with this functional loose 
then the status of fully ab-initio becoming, in spirit, model calculations. Nevertheless 
they can still provide some valuable results. Thirdly and most importantly, if we aim 
at extracting fully ab-initio electronic properties, it will be likely to identify a series of 
quantities, which are almost functional-independent. For example, the DOG, defined 
in Eq. (6.5), has already been demonstrated to be one of such quantities [318]. Indeed 
it depends only on the shape of the PESs for the HS and LS state, which is believed 
to be well reproduced by most of the functionals. The large spread in the values of
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the gaps, predicted by different functionals, may be due just to relative rigid shifts of 
the HS and LS PESs. Interestingly, the DOG2 [dehned in Eq. (6.6)] was also found 
to depend weakly on the functional. This observation is somehow surprising, but it 
was suggested to be related to the fact that the main source of error in the evaluation 
of the gaps might come from the not accurate enough description of electronic cor­
relation effects in the transition metal atom. If this argument is correct, systematic 
errors in Eq. (6.6) will cancel out when two compounds, which contain both an Fe 
ion, are considered.
Although, we have pointed out how “state of art“ DFT calculations can be performed 
for SC molecides despite their intrinsic limitations, a massive improvement in the the­
oretical modelling needs to be reached in order to achieve a full understanding of the 
interesting jjhysics and chemistry of these systems. The main step in this direction 
consists evidently in providing a detailed assessment of the performances of the var­
ious functionals. As pointed ont by Fouquean et al. [328, 329], because of the lack 
of exi)eriniental data for molecules in the “gas phase”, this needs to be done by com­
paring the DFT results to those of highly accurate ab-initio calculations, which are 
able to retnrn benchmark values for gaps, metal-ligands bond-lengths and PESs.

6.4 Electronic structure calculations for small Fe^^ 
complexes

As we have clearly pointed out above, very accurate ab-initio calculations must jjro- 
vide the benchmark data set for testing the performaces of DFT when describing the 
electronic and magnetic properties of SC molecules and, more in general, transition 
metal complexes. Therefore, in this section, we compare systematically several results 
of DMC simulations to those of DFT for a few selected molecules. Unfortunately, such 
a systematic investigation, requires a large use of computational resources so that it 
can not be performed for molecules containing tens of atoms. We have then focused 
on the ions [Fe(H20)6]^'^, [Fe(NH3)6]^'‘' and [Fe(NCH)6]^''', which are shown in Fig. 
6.3. These are small enough to allow several DMC calculations to be performed at 
a reasonable computational cost and, more importantly, the stndy of their electronic 
structure presents all the problems mentioned above. Furthermore, according to the 
spectrochemical series [331], which places ligands in order of increasing ligand field

f- < Br- < Cr < < N3- < F- < OH- < < H2O < NH3 < CN- < CO,
(6.7)
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[Fe(H20)6]^''', [Fe(NH3)6]^+ and [Fe(NCH)6]^"'' have a different ligand field splitting 
with that of [Fe(H20)6]^''' being the smallest and that of [Fe(NCH)6]^''' the largest^. 
Their detailed study can then reveal trends and whether DFT calculations are plagued 
by systematic errors. We are also performing some simulations for the [Fe(CO)6]^'^ 
ion, which is predicted to have a even larger crystal field-splitting than that of 
[Fe(NCH)6]^'''. This is then a stable LS complex. However we have decided not 
to include a discussion of such an on-going work in this thesis.
The results of our DFT calculations are always compared with some results extracted 
from the literature in order to verify their correctness and, moreover, to stress how 
quantitative predictions depends strongly on both functionals and basis sets. We also 
include some data from the literature obtained through wave-function-based methods 
(CASSCF etc.). We will comment on these and compare them with our DMC results.

[Fe(HO)J IFe(NH)^ |Fe(NCH)J^

Figure 6.3: The cations [Fe(H20)6]^''', [Fe(NH3)6]^“'" and [Fe(NCH)6]^+. Color code: 
C=yellow, 0=red (small sphere), Fe=red (large sphere), N=grey, H=blue.

6.4.1 Computational details

DFT calculations are performed with the NWCHEM code. We use several functionals 
belonging to different “classes”: 1) the default LDA functional, i.e. the Vosko-Wilk-

^The ion [FefNCHle]^'*' does not exist, but it is often used as a model system in the quantum 
chemistry literature. It is often predicted to have the adiabatic energy gap of the same order of 
magnitude of that of SC molecules. In contrast [Fe(H20)6]^''' and [Fe(NH3)6]‘"'' are known be in a 
stable HS state.
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Nussair parametrization of the Cepereley Alder QMC results for the homogeneous 
electrons gas, 2) the GGA BP86 functional (mentioned in section 2.5.5) and 3) the two 
hybrid functionals B3LYP and PBEO (which were also introduced in section 2.5.5). 
We have chosen three different basis sets: 1) the 6-31G* basis set (basis set called A), 
2) the LANL2DZ basis set and psendopotential [332] for Fe combined with the basis 
set 6-31++G** for all other atoms (basis set B) and 3) the triple-zeta polarized basis 
set of Aldrichs [333] (basis set G). Geometry optimizations are performed both with 
and without specifying the molecnle point group. The optimizations carried out in 
these two ways usually return consistent results with bond-lengths differences, which 
are within iO.OOhA. We always check that the phonon frequencies are all real so that 
the hnal geometries correspond to stable energy minima.
DMC calculations are performed by using the GASINO code. Time-steps of various 
sizes are used (typically At = 0.0125,0.005,0.001 a.u.) and energy differences are 
usually found to be converged with respect to time-step errors already for At = 0.0125 
a.u. Calculations arc performed by using Dirac-Fock pseudopotentials with the PLA 
(see section 2.6.4). For the ion [Fe(NCH)6]^^, DMC simulations with this approx­
imation are found to be unstable as the nundrer of walkers “explodes”. Therefore 
we used the T-move scheme by Casula, which eliminates the need of the PLA and 
treats the non-local part of the psendopotential in a way consistent with the varia­
tional i)rinciple (sec the brief discussion in section 2.6.4). The simulations become 
then more stable. The single-particle orbitals of the trial wave function are obtained 
through (LDA) DFT calculations performed with the plane-wave (PW) code QUAN­
TUM ESPRESSO. The same pseudopotentials used for the DMC calculations are 
eni{)loyed. The PW cutoff is fixed at 300 Ry and the PW are re-expanded in terms 
of B-splines (see section 2.6.5). The B-spline grid spacing is a = 7r/Gmax> where Gmax 
is the length of the largest vector employed in the PW calculations. Periodic bound­
ary conditions are employed for the PW-DFT calculations and supercells as large as 
40A are considered. In contrast, no periodic boundary conditions are imposed for 
the DMC simulations.
DMC calculations are performed for the molecular geometries previously optimized by 
DFT. Therefore we can compare the DMC energies of molecular structures obtained 
by employing different functionals and basis sets. However, for each system, these 
energy differences are often smaller than the computed error bars. Only LDA re­
turns systematically molecular geometries with much higher DMC energy than those 
obtained by using either GGA or hybrid functionals.
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6.4.2 DFT Results

Functional Basis set dns (A) d//s (A)
LDA A 1.917 2.052,2.083,2.057
BP86 A 1.985 2.152,2.151,2.111
BP86 B 2.02 2.174,2.164,2.132
BP86 C 2.01 2.161,2.155,2.125
B3LYP A 2.005 2.152,2.152,2.111
B3LYP B 2.003 2.146,2.157,2.112
B3LYP C 2.029 2.172,2.16,2.137
PBEO A 1.99 2.1,2.145,2.134
PBEO B 2.013 2.168,2.156,2.129
PBEO G 2.008 2.152,2.147,2.124

Table 6.1: Bond-lengths of [Fe(H20)6]^+ in the HS and LS, as calculated with various func­
tionals and basis sets. Note that LDA calculations for the HS state did not 
coverge in the case of basis set B and C.

[Fe(H20)6]2+

The lower energy geometry of [Fe(H20)6]^'^ is found to have Cj symmetry for both 
BP86 and hybrid functionals. This is consistent with the results by Pierloot et al. 
[334]. In contrast, by employing LDA, the geometry optimization hardly converges. 
We were able to obtain relaxed atomic positions for both the HS and LS states only 
by using the the basis set A and without specifying the molecule point group.
As expected from the above introductory discussion, the molecule in LS state has 
shorter metal-ligand bond-lengths than the molecule in HS state (by about 7%). 
However the details of the geometry depend on both the functional and the basis 
set. This can be clearly seen by inspecting Tab. 6.1, which reports a full list of the 
calculated Fe-0 bond-lengths for both HS and LS. On the one hand, LDA overbinds 
as compared to GGA and hybrids. On the other hand, the basis set A tends to shrink 
the Fe-0 bond-lengths when compared to the basis set B and G. Although the choice 
of the basis set does not affect the bond-lengths as drastically as the functional does, 
it greatly influences the geometry. The calculations with the basis set A return a 
quite large inclination (about 5 degrees) of the O-Fe-0 axis with respect to the 90 
degrees angle it forms with the equatorial plane of the molecule. Furthermore, for 
basis set A and B, either the axial waters, which form the ligands, move “in” and



Switchable transition metal complexes 135

Functional Basis set ^^adia (cm-1) ^^ad.a (gY)

LDA A -3986 -0.494243
BP86 A -8989 -1.11448
BP86 B -8381 -1.0391
BP86 C -8400 -1.0415
B3LYP A -11589 -1,43695
B3LYP B -11027 -1.36721
B3LYP C -11045 -1.36936
PBEO A -14670 -1.81894
PBEO B -15512 -1.92332
PBEO C -14045 -1.74143

LDA [329] -3316/-3896 -0.411132/-0.483043
LDA [334] -3365 -0.417207
BP86 [329] -8985/-8798 -1.114/-1.09081
BP86 [334] -9934 -1.23166
B3LYP [329] -11514/-11465 -1.42755/-1.42148
B3LYP [334] -11590 -1.43698
PBEO [329] -14676/-14504 -1.81959/-1.79827
PBEO [334] -16076 -1.99317

Table 6.2; Adiabatic energy gap, for the cation [Fe(H20)6]^^. The functional and
the basis set used for the each calcvdation are indicated. We also report several 
values for extracted from the literature. For these, the notation X/Y in­
dicates that the value X and Y have been obtained by using the same functional, 
but different basis sets (we remind to the references for details).

the equatorial waters move “out” of their plane or viceversa. These results do not 
depend qualitatively on the functional. In contrast, all of the O-Fe-0 angles are found 
to be equal to about 90 degrees and the distortion of axial waters disappears when 
calculations are carried out by using the basis set C.
Tab. 6.2 shows our calculated values for the adiabatic energy gaps (upper part) 
along with several results from the literature (bottom part)'*^. A positive (negative)

''Here we report the results from the references only for the functionals that we have considered in 
our study. However, in the original papers, calculations performed by using many more functionals 
(and even Hartree-Fock) are carefully described.

^Results are reported both in cm“^ and eV. This is because, in most of the quantum chemistry 
literature, energies are expressed in cm“\ while the physics community generally prefers to use the 
eV.
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energy means that the LS state has lower (higher) energy than the HS one. We can 
clearly see that, for a given functional, our results are of the same order of magnitude 
as those obtained by other authors. Furthermore, by comparing the values of the 
adiabatic energy gap obtained with different functionals, we can distinguish a clear 
trend, summarized through the series:

-AE“^‘‘^(LDA) < -AF^^'^iGGA) < -AE^'^iBSLYP) < -AE^'*‘^(PBE0). (6.8)

Indeed LDA returns a small negative value of AE‘^^'^ (~ —0.4 eV), BP86 increases its 
absolute value so that AE^'^ ~ — 1 eV and, finally, the B3LYP and PBEO adiabatic 
gap is found to be almost —2 eV.

Functional Basis set dLS (A) dfis (A)
LDA A 1.942 2.188,2.162,2.160
LDA C 1.995 2.204,2.201,2.214
BP86 A 2.026 2.267,2.254,2.253
BP86 B 2.078 2.30,2.295,2.274
BP86 C 2.085 2.279,2.302,2.289
B3LYP A 2.076 2.281,2.281,2.275
B3LYP B 2.114 2.315,2.296,2.294
B3LYP C 2.122 2.32,2.308,2.283
PBEO A 2.05 2.254,2.256,2.256
PBEO B 2.082 2.292,2.277,2.272
PBEO C 2.093 2.284,2.294,2.263

Table 6.3: Bond-lengths of [FefNHsfg]^^ in the HS and LS, as calculated with various tiiiic- 
tionals and basis sets. Note that the LDA calculations for the HS state did not 
coverge in the case of basis set B.

[Fe(NH3)6]"+
The optimized structure of ion [Fe(NH3)6]^''', calculated either by BP86 or by hybrid 
functionals, has symmetry for the LS state. This is further lowered to C2 lor the 
HS state. Our results are again consistent with those of Pierloot et al. [334]. As in 
the case of [Fe(H20)6]^''’, we were not able to find the relaxed atomic positions with 
LDA. Even when the geometry optimization procedure converges, like in the case of 
the basis set A and C, the minimum is found to be unstable. This is indicated by the
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Functional Basis set (cm ^) ^^ad.a (gY)

LDA A 8937 1.10808
LDA C 7746 0.960477
BP86 A 195 0.0241676
BP86 B 708 0.087759
BP86 C 672 0.0834338
B3LYP A -5312 -0.658642
B3LYP B -4007 -0.496883
B3LYP C -4738 -0.587441
PBEO A -7f395 -0.954114
PBEO B -7665 -0.950383
PBEO C -7117 -0.882454

LDA [329] 8817/8187 -1.09317/-1.01506
LDA [334] 7850/7772/7799 0.973276/0.963606/0.966953
BP8G [329] 241/790 0.0298802/0.0979476
BP86 [334] -1781/-2099/-1920 -0.220816/-0.260243/-0.23805
B3LYP [329] -5260/-4978 -0.652157/-0.617194
B3LYP [334] -4920/-5706/-5064 -0.610002/-0.707454/-0.627856
PBEO [329] -7799/-7195 -0.966953/-0.892067
PBEO [334] -8636/-8807/-8793 -1.07073/-1.09193/-1.09019

lable 6.4; Adiabatic energy gap, for the cation [Fe(NH3)6]^"''. The functional and
the basis set used for each calculation are indicated. We also report several values 
for extracted from the literature. For these, the notation X/Y indicates
that the value X and Y were obtained by using the same functional, but different 
basis sets. The notation X/YjZ for the results taken from ref. [334] stands for 
the values corresponding to the energy difference between the same LS state and 
three different HS states, that the authors were able to stabilize. This HS states 
are indicated as ^A\{D'i), ®/4(C2), ^B{C2) in that work (see the reference [334] 
for details).

negative eigenvalues of some phonon modes. Nevertheless we report these results for 
completeness.
The molecule in LS state has shorter average Fe-ligand bond-lengths than the molecules 
in HS state (see Tab. 6.3). In contrast to the case of [Fe(H20)6]^''', the cation 
[Fe(NH3)6]^'^ does not show any strong deviation of the N-Fe-N axis with respect to 
the perpendicidar to the equatorial plane for any combination of functionals and basis 
sets.
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Tab. 6.4 shows several values for the adiabatic energy gaps either calculated by us or 
extracted from the literature. Once again these can be ordered according to the series 
(6.8). Here, the value of the LDA adiabatic energy gap indicates that [Fe(NH3)6]^+ is 
LS. This result is even qualitatively incorrect as this cation is known to be stable in 
the HS state. BP86 also predicts the LS state as the lowest in energy, although the 
value of is very small and probably very sensible to the exact details of the
calculation. Note that, in contrast to our result and those by Fouqueau et al. [329], 
Pierloot et al. [334] obtained a negative value equal to about —0.2 eV by using BP86. 
Finally the hybrid functionals predict the ground state to be HS with ~ — leV.

Functional Basis set dLS (A) d//s (A)
LDA C 1.854 2.066,2.067,2.11
BP86 C 1.917 2.171,2.171,2.155
B3LYP C 1.974 2.206,2.201,2.201
PBEO C 1.950 2.194,2.181,2.181

Table 6.5: Bond-lengths of [Fe(NCH)6]^'*~ in the HS and LS state as calculated with various 
functionals and for the basis sets C.

Functional Basis set AE^'^ (cm AE"^'^ (eV)
LDA
BP86
B3LYP
PBEO

C
C
C
C

19126.3
8410.89

-1667.48
-3544.58

2.37135
1.04282

-0.206741
-0.439472

Table 6.6: Adiabatic energy gap, for the cation [Fe(NCH)6]^+ calcnlated with var­
ious functionals and the basis sets C.

[Fe(NCH)6]2+

The results for the ions [Fe(H20)6]^''' and [Fe(NH3)6]^‘'‘ demonstrate that, although 
a good choice of the basis set might be important to predict accurately molecidar 
structures, the values of the adiabatic energy gaps are mainly determined by the 
functional. Indeed, for a given functional, two adiabatic gaps, obtained with two 
different basis sets, differ at most by a few tens of meV. This has to be compared 
with the differences in the values predicted by different functionals, which can be of
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the order of several hundreds rneV. For the ion [Fe(NCH)6]^^ we have then decided 
to compare only calculations performed using the basis set C, which typically gives 
us lowest energies.
[Fe(NCH)6]^^ has perfect octahedral symmetry in the LS state. In contrast, the 
structure of the HS state is predicted to have D^h symmetry by hybrid functionals 
and Ci- symmetry by BP86.
As we did not find any reference to systematic DFT calculations for the adiabatic 
energy gap of this ion®, we present only the results of our calculations (Tab. 6.6). 
Once again the data can be ordered according to the series (6.8). Now, the total 
energy of the LS state is at least 1 eV lower than that of the HS state for both LDA 
and BP86. In contrast PBEO and B3LYP return the HS state as the most stable one 
and t he absolute value of is only a few hundreds meV.

System Functional
[Fe(H20)6]'"+ BP86 -0.08195 -661.05
[Fe(H,())6]2+ B3LYP -0.09079 -732.234
[Fe(H2())6]"+ PBEO -0.09308 -750.847
[Fe(NH3)6]"+ BP86 -0.17413 -1404.58
[Fe(NH3)6]2+ B3LYP -0.16099 -1298.62
[Fe(NH3)6]'-'+ PBEO -0.17636 -1422.58
[Fe(NCH)6]^+ BP86 -0.16593 -1338.46
[Fe(NCH)6]2+ B3LYP -0.15367 -1239.56
[Fe(NCH)fi]2+ PBEO -0.13846 -1116.86

Table 6.7: Energy difference between the phononic zero point energy of the HS and LS state 
calculated with the various functionals emjjloyed in this work (only results for 
the basis set C are shown).

Zero point phononic energies

So far we have focused only on the adiabatic energy gaps. However the expression 
for the internal energy difference, Eq. (6.2), contains also a contribution coming from 
the phononic zero point energies. Tab. 6.7 displays calculated by using the
various functionals (results are shown only for the basis set C). is always
negative (i.e. the zero point energy of the HS state is lower than that of the LS state)

®Note that, Bolvin [335] obtained = -0.20 eV by using B3LYP and by imposing the Oh
symmetry for both the HS and the LS state. This value is consistent with ours.
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reflecting the weaker Fe-ligand bond of the HS state. Corrections to the total energy 
of the two states then always tend to stablilize the HS.
In contrast to the adiabatic energy gap, is found to be almost functional inde­
pendent. Indeed, for a given system, the difference between two values of ob­
tained with two different functionals, are never larger than 15 meV. This demostrates 
that the curvature of the PESs is usually very well reproduced by every functional. 
Therefore the spread in the predicted values of AE^^^'^ should arise from the rigid 
shifts of the PES of one spin state with respect to that of another. This observation 
is consistent with the above mentioned results by Zein et al. [318], which indicates 
that the DOGs, deflned by Eq. (6.5), do not depend on the choice of functional.

Method Reference AE^'^ (cm-i)
CASSCF(6,5) [328] -23125 -2.86714
CASSCF(12,10) [328] -21180 -2.62599
corr-CASSCF(12,10) [328] -17892 -2.21833
CASPT2(6,5) [328] -21610 -2.6793
CASPT2(12,10) [328] -16185 -2.00668
corr-CASPT2(12,10) [328] -12347 -1.53083
SORCI [328] -13360 -1.65643
CASPT2(10,12) I334J -16307 -2.02181

Table 6.8; Value for the adiabatic energy gap for [Fe(H20)6]^''' calculated by using various 
wave-function methods (the references to the paper from which these values are 
extracted are given in the second column of table). The values indicated as corr- 
CASSCF and corr-CASPT denote respectively the CASSCF and CASPT values 
after having applied the empirical correction of the order of 4000cm“^ (see main 
text). Pierloot et al. [334] provides a very long list of results obtained by using 
different basis, geometries and symmetries. Here we report only the value that 
these authors indicate as the “best”.

6.4.3 Wave-functions-based methods

Tabs. 6.8 and 6.9 summarize the results of calculations performed by wave-functions 
methods for the cations [Fe(H20)6]^‘'^ and [Fe(NH3)6]^“'“. Fouqueau et al. [328, 329] 
used the complete active space self-consistent field (CASSCF) method with second 
order perturbative correction (CASPT2). As observed by the authors themselves and 
by Pierloot et al. [334], these calculations used a too small basis for Fe. Indeed 
the results were plagued by a systematic error, estimated by considering the ^D-



Switcliable transition metal complexes 141

Method Reference AE^'^ (cm-i) ^^adia (gY)

CASSCF(12,10) [329] -20630 -2.55779
corr-CASSCF(12,10) [329] -16792 -2.08194
CASPT2(12,10) [329] -12963 -1.60721
corr-CASPT2(12,10) [329] -9125 -1.13136
SORCI [329] -10390/ -11250 -1.2882/ - 1.39482
CASPT2(12,10) [334] -7094 -0.879544

Table 6.9: Value for the adiabatic energy gap for [Fe(NH3)6]^^ calculated by using various 
wave-function methods (the references to the paper from which these values are 
extracted are given in the second column of table). The values indicated as corr- 
CASSCF and corr-CASPT denote respectively the CASSCF and CASPT values 
after having applied the empirical correction of the order of 4000cm^ ^ (see main 
text).

Method Reference i) AE®^^^~(eV)”
CASPT2(10,6) [335] -9033.41
CASPT2(10,10) [335] -7662.26

-1.12
-0.95

'Fable 6.10: Value for the adiabatic energy gap for Fe(NCH)6 calculated using CASP'F 
method.

^7 splitting of the free Fe^"*“ ion. An empirical correction of the order of 4000cm“^ 
was then introduced. In the same works, results obtained by spectroscopy-oriented 
configuration-interaction (SORCI), were also reported. These were stated not to re- 
cjuire any empirical correction.
We can observe that the “corrected”-CASPT2 adiabatic energy gaps are slightly 
smaller than those calculated by SORCI. In contrast, Pierloot et al. [334] performed 
calculations with basis sets of larger size. For [Fe(NH3)6]^+, their best CASPT2 adia­
batic gap agrees fairly well with the corrected-CASPT2 and SORCI results. However 
for [Fe(H20)e]^‘^, they found a significantly larger (in absolute value) In any
case, although these calculations are an improvement compared to the previous ones, 
the basis sets are probably still too small. This is clearly demonstrated by the still 
cpiite large error (about 500 cm“^) on the atomic ^D-^I excitation energy. 
Concerning the geometry, we must note that, while Fouqueau et al. [328, 329], ob­
tained larger Fe-ligands bond-lengths with CASSCF than with GGA and hybrid func­
tionals (about 0.05A for both HS and LS), the CASPT2 results by Pierloot et al. [334] 
suggest that all flavours of DFT (but LDA) might systematically overestimate them.
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Finally Tab. 6.10 displays some CASPT2 results for the [Fe(NCH)6]^+ ion obtained 
by Bolvin [335]. Here the geometry was forced to have octahedral symmetry for 
both the HS and LS state. The Fe-ligand bond-length was found to be 1.92 A and 
2.14 A respectivelly for the LS and the HS state.

Details DFT geoni. opt. Ar (a.u.) ELsieV) EnsieV)
func. BP86 (Basis C) 0.0125 -6127.211(9) -6129.720(8) -2.51(1)
func. BP86 (Basis C) 0.005 -6127.218(9) -6129.90(2) -2.65(1)
func. BP86 (Basis C) 0.001 -6127.54(9) -6130.19(4) -2.65(9)
func. B3LYP (Basis C) 0.0125 -6127.09(2) -6129.74(1) -2.65(2)
func. B3LYP (Basis C) 0.005 -6127.36(1) -6129.89(2) -2.54(1)
fniic. B3LYP (Basis C) 0.002 -6127.44(3) -6130.01(2) -2.57(4)
func. B3LYP (Basis C) 0.001 -6127.5(1) -6130.10(2) -2.6(1)
fnnc. PBEO (Basis C) 0.125 -6127.220(9) -6129.804(8) 2.58(1)
func. PBEO (Basis C) 0.005 -6127.44(2) -6129.94(2) -2.50(3)
fnnc. PBEO (Basis C) 0.001 -6127.66(6) -6130.18(4) -2.52(7)

Table 6.11: DMC total energy for the LS state, DMC total energy for the HS state and 
adiabatic energy gap of the ion Fe(H20)6]^~''. The molecular structures were 
optimized by DFT using the functionals and the basis sets listed in the first 
column. The time-steps chosen for the DMC simulation are also indicated. 
Differences in energy are well converged for Ar = 0.005 a.u..

6.4.4 DMC results and discussion

Tabs. 6.11, 6.12 and 6.13 display the DMC total energies^ of the HS and LS states 
of the ions [Fe(H20)6]^''", [Fe(NH3)6]‘‘^+ and [Fe(NCH)6]^“''. The molecular geometries 
were obtained by optimization with DFT and both, the functional and the basis set 
used, are indicated in the hrst column. We can note that, in most cases, the DMC 
energies have an error bar not small enough to establish hrmly which functional re­
turns the lowest energy structure for a given complex and spin state®. However, the 
size of these errors represent an upper bound to the value of the energy differences. 
We can then argue that, according to DMC, the molecular geometries predicted with

^Note that the notation E — —5957.57(1) eV stands for E = (—5957.57 ±0.01) eV 
*Only the molecular structures predicted with LDA have systematically higher energies than 

those predicted with GGA or hybrid functionals. This is not surprising since the calculation of the 
phonon modes reveals that these structures are not even associated to a stable minimum of the LDA 
total energy.
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Details DFT geoni. opt. Ar (a.u.) ErM^y) EnsieV) Acadia (eV)
func. LDA (Basis C) 0.0125 -5234.92(1) -5236.93(1) -2.01(1)
furic. LDA (Basis C) 0.005 -5235.33(2) -5237.17(1) -1.84(2)
fnnc. LDA (Basis C) 0.001 -5235.69(5) -5237.36(5) -1.67(7)
fnnc. BP86 (Basis C) 0.0125 -5235.56(1) -5237.162(9) -1.60(1)
func. BP86 (Basis C) 0.005 -5235.78(1) -5237.37(1) -1.58(1)
func. BP86 (Basis C) 0.001 -5235.98(3) -5237.55(5) -1.57(5)
func. B3LYP (Basis C) 0.0125 -5235 516(9) -5237.15(1) -1.63(1)
func. B3LYP (Basis C) 0.005 -5235.77(1) -5237.36(1) -1.59(1)
fnnc. B3LYP (Basis C) 0.001 -5236.01(3) -5237.59(4) -1.58(5)
fnnc. PBEO (Basis B) 0.0125 -5235.60(1) -5237.21(1) -1.61(1)
fnnc. PBEO (Basis B) 0.005 -5235.89(2) -5237.40(2) -1.51(2)
fnnc. PBEO (Basis B) 0.001 -5236.14(3) -5237.67(9) -1.53(9)
func. PBEO (Basis C) 0.0125 -5235.57(1) -5237.133(8) -1.56(1)
func. PBEO (Basis C) 0.005 -5235.88(2) -5237.37(1) -1.49(1)
func. PBEO (Basis C) 0.001 -5236.10(3) -5237.60(2) -1.50(4)

Table 6.12: DMC total energy for the LS state, DMC total energy for the HS state and 
adiabatic energy gaj) of the ion [Fe(NH3)6]'^'''. The molecular strnctnres were 
optimized by DFT using the fnnctionals and the basis sets listed in the first 
colnmn. The time-steps chosen for the DMC sinmlation arc also indicated. 
Differences in energy are well converged for At = 0.005 a.n..

Details DFT geom. opt. Ar (a.n) ELsiey) Eiis{gV) ATJad'^ (eV)
func. BP86 (Basis C) 0.0125 -5957.57(1) -5959.30(1) -1.73(2)
func. BP86 (Basis C) 0.005 -5957.57(2) -5959.32(2) -1.75(3)
func. B3LYP (Basis C) 0.0125 -5957.94(1) -5959.32(1) -1.38(2)
func. B3LYP (Basis C) 0.005 -5957.96(2) -5959.33(2) -1.37(3)
func. PBEO (Basis C) 0.0125 -5957.94(1) -5959.291(9) -1.35(1)
func. PBEO (Basis C) 0.005 -5957.95(3) -5959.30(1) -1.35(3)

Table 6.13: DMC total energy for the LS state, DMC total energy for the HS state and 
adiabatic energy gap of the ion [Fe(NCH)6]^"'”. The molecular structures were 
optimized by DFT using the functionals and the basis sets listed in the first 
column. The time-steps chosen for the DMC simulation are also indicated. 
Differences in energy are well converged for Ar = 0.0125 a.u..

BP86, B3LYP and PBEO differ, at most, by few tens of meV.
In contrast, adiabatic energy gaps are calculated with great confidence as these are 
found of the order of the eV for all of the ions (right-most column in Tabs. 6.11, 6.12
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and 6.13). DMC values must be then compared to those calculated previously by 
DFT. Oil the one hand, LDA and BP86 do not often return even the correct sign of 
^^adia predict the LS state as the stable one. On the other hand, hybrid func­
tionals return always the HS state lower in energy than the LS one, but the absolute 
value of is largely underestimated. However, we can observe an interesting
fact: in all three cases, the B3LYP adiabatic gap is smaller (in absolute value) than 
the PBEO one by about 0.3 eV and this, in turn, is smaller (in absolute value) than 
the DMC one by a value between 0.6 and 0.9 eV. These regularities in the behav­
ior of the different functionals, suggest a systematic error within DFT. Furthermore, 
we can argue that this error decreases by increasing the amount of HF exchange in 
the functional (we remind that B3LYP includes 20% of exact exchange while PBEO 
25%). Based on this observation we have performed further DFT calculations by 
using the Becke “half and half” functional (Becke-HH) [336], in which the amount of 
HF exchange is increased up to 50%® . The calculated adiabatic energy gaps for all

System ^^adia (ciir^) ^^^aclla (gY)

[Fe(H20)6]^+ -18223 -2.25937
[Fe(NH3)6]"+ -13556 -168077
[Fe(NCH)6]2+ -12029 -1.491484

Table 6.14: Adiabatic energy gap, for the three cations Fe(H20)tj]^+, [Fe(NH3)6]^''^
and [Fe(NCH)6]^+ calculated by using the Becke “half and half” functional 
(only results for the basis set C are shown).

of the three ions are displayed in Tab. 6.14. We note that these values agree 
well with those calculated with DMC. These results suggest that the failure of DFT 
in describing transition metal complexes can be related to a drastic underestimation 
of the exchange energyHowever we are aware that our study does not currently 
allows to draw any firm conclusions as, in order to do that, a systematic comparison 
with a much larger set of molecules would be required. In particular, so far, we have 
focused on ions, which are stable HS complexes. In contrast, the agreement between 
the Becke-HH functional and the DMC might not hold for systems, which either have

®Note that, in the NWCHEM code, only an approximate version of this functional is currently 
implemented (the details can be found in the documentation [337]).

^°Hartree Fock predicts too large adiabatic energy gaps (about as twice as the size returned by 
DMC) [334]. This seems to indicate that, while a large fraction of exact exchange must be used, 
correlation effects must be also described accurately in order to predict correctly the properties of 
transition metal complexes.
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a LS gronncl state or which undergo a SC transition. This will be the subject of 
further studies.
Finally, wave-function based methods return adiabatic energy gaps of the same order 
of magnitude of those predicted by DMC. However a direct comparison of the values 
turns ont to be complicated because the CASSCF and the CAST2 methods depend 
quantitatively on the basis sets used and on the orbitals, which enter in the active 
space. The adiabatic energy gaps of the ions Fe(H20)6]^'^ and [Fe(NH3)6]^"'‘calculated 
with CASPT2 by Fouqueau et al. [328, 329] agree fairly well with our DMC ones. 
The empirical correction discussed above worsens the agreement and the SORCI re­
sults do not agree quantitatively with ours either. A deep understanding of these 
differences is outside our actual capabilities. However we would like to remark once 
again the common conclusion reached by both wave-functions based methods and 
DMC: the HS state of these three complexes is always more stable than the LS one 
by more than 1 eV.

Figure 6.4: The cationic unit [FeL2]^'*'. Color code: C=yellow, 0=red (small sphere), 
Fe=red (large sphere), N=grey, H=blue.

6.5 Ab-initio study of the molecule [FeL2](BF4)2
After having investigated a few “model” Fe^'''-complexes, we now discuss some results 
of DFT and DMC calculations for the molecule [FeL2](BF4)2 (L=2,6-dypirazol-l-yl- 
4-hydroxymethylpyridine) [338]. This consists of a cation (shown in Fig. 6.4), which
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iLS w 1//S w
Exp. 1.909,1.991,1.912,1.985,1.980,1.992 
B3LYP 1.933(2), 2.011(4)

2.105,2.163,2.103,2.160,2.170,2.153 
2.185(2), 2.218(2),2.222(2)

Table 6.15: Experimental (first line) and calculated (second line) Fe-N bond-lengths for the 
cation [FeL2]^‘*'. The geometry optimization (in “vacuum”) was performed by 
using the B3LYP functional and the basis set C. For the data in the second 
line, we report in bracket the number of bonds of a given length.

Method AE''-‘(rz.s) (eV) AE---‘(rw5) (eV) Acadia (gY)

LDA 2.650 0.032 2.622
BP86 2.448 0.012 2.11
B3LYP 1.650 -0.620 0.691
PBEO 1.120 -1.119 0.321
Becke-HH 0.511 -1.88 -0.989
DMC (At = 0.0125 a.u) 0.65(3) -1.88(9) -0.32(4)
DMC (At = 0.005 a.u) 0.65(3) -1.87(7) -0.36(6)

Table 6.16: Adiabatic and vertical energy gaps for the cation [FeL2]^“'" calculated with DFT 
and DMC. The experimetal molecular structure inferred by x-ray measurements 
was used.

At (a.u.) geom. ELs{rLs){eV) EnsirLsKeV) ELs{f'Hs){ey) Ensirns) (eV)
0.0125 exp. -10939.91(2) -10939.26(2) -10938.34(2) -10940.27(2)
0.005 exp. -10940.59(2) -10939.94(2) -10939.01(2) -10940.89(3)
0.0125 B3LYP -10951.21(2) -10950.96(3) -10949.80(4)* -10952.28(4)*
0.005 B3LYP -10951.88(3) -10951.62(4) -10950.51(3) -10953.07(3)

Table 6.17: DMC energies of the different spin states of the cation [FeL2]^''' (see Fig.6.2 for 
the definition of the various quantities). Unfortunately we incurred in numerical 
stability problems when we calculated Ehs{'>’ls) and EfisifHs) for the B3LYP 
geometries and for time-steps At = 0.0125 (numbers marked by a star). For 
these cases, new calculations are being performed by using improved algorithms.

has the Fe atom almost octahedrally coordinated to six N atoms and two counter 
ions BF4, which are weakly bounded through hydrogen bonds. The crystal has a 
monoclinic unit cell containing four formula units. Experiments, performed on single­
crystals, have shown that, by lowering the temperature, this molecule undergoes an 
abrupt HS to LS transition at 271 K with almost no-hysteresis. The spin transition
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Functional AF-^Ad.s) (eV) AF-«’(r/^5) (eV) Acadia (gY)

B3LYP 1.538 -1.233 0.012
DMC (At = 0.0125 a.u) 0.25(4) -2.48(6) -1.07(4)
DMC (At = 0.005 a.u) 0.26(5) -2.57(4) -1.19(4)

Table 6.18: Adiabatic and vertical energy gaps for the cation [FeL2]^''' calculated with 
B3LYP and DMC. The molecular structure optimized with B3LYP was used.

is accompanied by a decrease in the metal-ligand bond-lengths of about 0.2 A (see 
Taf). 6.15). The metastable HS state can also be reached by exploiting the LIESST 
effect.
DFT and DMC calculations are performed according to the details given in the pre­
vious section. As the choice of the basis set does not influence drastically the DFT 
results, these will be shown only for the basis set C. Although we focus on the cationic 
unit in the gas phase, we firstly consider the HS and LS geometries inferred from crys­
tallographic measurements. We will then compare the results for this case to those 
obtained by optimization with the hybrid functional B3LYP.
Tab. 6.16 rei)orts the vertical and the adiabatic energy gaps calculated with DFT 
and DMC. We analyze firstly the DFT results and note that the ground state of the 
molecule is predicted to be LS by every functional (but the Becke-HH functional, 
whose results will be discussed later). However, the series (6.8) is, once again, re­
spected. Here, LDA and BP86 overestimate the energy of the HS state so much that 
even AF''®''*'(r//s') is predicted to be positive. This is clearly an unphysical result as 
it would imjily that both the ground state and the metastable state of lowest energy 
would be LS. In contrast, the hybrid functionals return the correct sign of the vertical 
gaps.
We now compare the DFT gaps with those calculated with DMC. If we assume that 
DFT is affected by the same systematic error discussed above, the PBFO adiabatic 
energy gap should be corrected by a value between —0.6 and —0.9 eV in order to 
achieve a fairly good agreement with the results of DMC. This is indeed what hap­
pens as AF^‘^'^(DMC) ~ AE®'‘^’‘‘(PBF0) — 0.6 eV [which also implies AF^'^‘^(DMC) ~ 
AEadia(B3LYP) — 0.9eV]. Furthermore we also find that AE''^''Ar//5)(DMC) ^ 
i?''""‘(r//s)(PBF0) - 0.6eV and AE''""‘(^ls)(DMC) « F''^"A^ls)(PBF0) - 0.6eV. 
These results strongly suggest that most of the observations discussed above, are 
valid for “real” Fe^d- complexes as well as for “model” Fe^d- complexes. However, we 
note that, in this case, the Becke-HH functional largely over-stabilizes the HS state
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as compared the the LS state resulting in an adiabatic energy gap of almost —1 eV. 
This is in contrast with the results obtained for the three small cations, for which 
^^-adia calculated with the Becke-HH functional was found to agree fairly well with 
that calculated with DMC. Interestingly, however, the values of the vertical energy 
gaps returned by Becke-HH are remarkably similar to the DMC ones. Unfortunately, 
so far we have not been able to provide a satisfactory explanation for these results. 
After optimizing the HS and LS molecular structures in vacuum with B3LYP, the Fe- 
N bonds elongate slightly as compared to the experimental values and the molecule 
becomes more symmetric (see Tab. 6.15). B3LYP returns the HS and LS optimized 
structure lower in energy than the experimental ones of respectively 12.791 eV and 
11.656 eV. DMC calculations also confirm that the B3LYP structures are lower in 
energy than the experimental one (see Tab. 6.17). As shown by Tab. 6.18, the 
geometric relaxation strongly affects the value of the adiabatic and vertical energy 
gaps. On the one hand, AE^^“‘(B3LYP) is now equal to only 0.012 eV. On the other 
hand, AF'^'^‘^(DMC) becomes more negative and the HS state in predicted to be more 
stable than the LS state by more than 1 eV.
So far, we have mainly i)resented the data without discussing their physical implica­
tions and relevance. However our DMC calculations lead to unexpected results, which 
provide new insight into the phenomenology of Fe^+ complexes: notably, the yround 
state of the molecule in the gas phase is predicted to be HS. Although this result, at 
first glance, seems to contradict the experimental reports about the spin transition, 
it does not. Indeed, we believe that the spin crossover is not a single-molecule effect, 
but it strongly depends on the the crystalline environment the molecule is embedded 
in. As we have already mentioned, the crystal affects the molecule mainly iu two 
ways. Firstly, it provides an effective constraint to the molecular structure, which 
then turns out to be different from that of the gas phase. Secondly, it generates a 
complex electrostatic environment around the molecule. On the one hand, by com­
paring our results for the molecule with the experimental structure to those for the 
molecule with the optimized structure, we understand how a small contraction of the 
Fe-ligand bonds and the reduction of the molecular symmetry drastically decrease the 
absolute value of the adiabatic energy gap. On the other hand, Kepeneckian et al. 
[326, 327] have shown how the Madelung fields, which act on a molecule embedded 
in a crystal, can induce a rather large shift iu the relative position of the HS and LS 
PESs. This can even result in a change of the nature of ground state. These two 
contributions can then combine to stabilize the LS state of the molecule in the crystal 
and to tune the value of the adiabatic gap so that it lies within the energy range re-
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quired to observe the spin transition. Although a quantitative demonstration of this 
argument requires further investigations (and computational effort!), we can already 
provide a very rough quantitative argument in support of it. Indeed by adding the 
approximate estimate of the adiabatic energy gap for the molecule with experimental 
structure ^ —0.3 eV) to the approximate estimate of the relative energy
shift of the HS state with respect to the LS state due to the Madelung fields (about 
0.5 eV [327]), we obtain an adiabatic energy gap for the rnolecide in the crystal of 
the order of 0.2 eV. This value is positive, meaning a LS ground state, and of the 
order of magnitude that is expected for typical SC molecules (see reference [322] and 
references therein).
In conclusion, the two main contributions of our study about SC complexes are, so 
far, the following:

1) Wo were able to show that the DFT predictions of the vertical and adiabatic 
energy gaps of Fe^'*' complexes are plagued by a systematic error. As this error 
does not seem to depend strongly on the nature of the ligands, it is likely to 
originate from an inadeguate description of electronic exchange and correlation 
effects in the Fe ion. In case of the hybrid functionals we were able to give a 
rough estimate of this error.
We remark that these observations have been possible because we have not 
tried to benchmark DFT data for molecules in the gas phase with experimental 
results, which refer to molecules in crystals and solutions. Instead we compared 
the energy gaps predicted by DFT with those calculated with DMC, the most 
accurate electronic structure method that we had available.
In future, this investigation will be carried on by systematically enlarging the set 
of molecules studied so that a much clear assessment of the failures of the various 
DFT functionals can be performed. We also hope that a better understanding 
of the problem, will lead to the identification and to the development of a 
functional suitable for the description of Fe^^ complexes.

2) We were able to obtain a few results supporting the hypothesis that the spin- 
crossover transition is not a property of the single-molecule, but of the molecule 
embedded in a crystalline environment. We are aware that a much more detailed 
study is needed in this direction and this will be the subject of further research.
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Figure fi.5: Scheme illustrating the basic mechanism for the VTI (figure extracted from 
reference [96]).

6.6 Co-dioxolene

Co-dioxolene complexes are examples of molecular units, which show an iiitercon- 
version between redox isomers [95, 96]. There are two key ingredients in such a 
class of molecules: the transition metal ion and the o-dioxolene group. In general, 
o-dioxolenes bind to metal atoms in three different oxidation states: di-negative cate- 
cholate (Cat), mono-negative semiquinonate (SQ) and neutral quinone (Q). Because 
of the low covalent character of the bond between o-dioxolene and Co, charge and 
spin are localized and the molecule maintains well defined oxidation states and mag­
netic moments. We can then observe the so called valence tautometic interconversion 
(VTI), which involves an intramolecular electron transfer from a coordinated diox- 
olene ligand. Cat, to the diamagnetic LS Co'^'*', yielding a Co^"*" coordinated to a 
SQ. The Co^"'" is then generally reported in HS state with a large unquenced orbital 
contribution. The VTI process, which is schematically described in Fig. 6.5, is en­
tropy driven similarly to the SC transition. Therefore it can be understood through 
Eq. (6.1) where the notation LS and HS now indicates the different isomers with 
LS Co^"*" and HS Co^+. Furthermore the VTI, in solid state, can also be induced 
by optical irradiation [339] through an effect essentially analogous to the LIESST. 
Very recently, it was also reported that this redox isomerism can be promoted by soft 
X-rays [341].
The strong interplay between charge transfer and spin transition naturally suggests 
that electric fields might be able to profoundly affect the molecule magnetic proper-
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ties making o-dioxolenes particularly interesting systems for spintronics devices.
We will present here our study for the complex Co(Me2tpa)(DBCat)](PF6) (Me2tpa=methil 
derivatives of tris(2-pyridylmethyl)amine, DBCat = 3, 5-di-tert-butylcatecolato)[340,
341], which consists of a cation, shown in Fig. 6.6, and a counter ion PFg. Our results 
clearly points out how the VTI, with consequent spin crossover, could, in principle, 
be induced by a static electric field. Unfortunately, a reliable estimate of the crit­
ical field for the VTI is hard to achieve, because of the many issues related to the 
theoretical description of transition metal complexes. In contrast, we were able to 
show that (juite modest fields (~ 0.05 V/A) are enough for changing the VTI critical 
temperature by as much as 100 K. This result is, even quantitatively, more accurate 
and experimentalists have been trying to verify our jjrcdictions [315].

Figure 6.6: The cationic unit of Co-dioxolene complex investigated in this work. The 
entire cationic unit of the complex Me2ti)a=methil derivatives of tris(2- 
pyridylmethyl)amine, DBCat = 3,5-di-tert-butylcatecolato is presented and 
the o-dioxolene is enclosed in the dashed box. Color code: C=yellow, 0=red, 
Co=grey (large sphere), N=grey (small sphere), H=blue.

6.7 Electric field control of VTI in Co-dioxolene 
molecules

In order to gain phenomenological insights into the physics of the Co-dioxolene 
molecules by using DFT, we have decided to follow the work strategy discussed in
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Isomer dco-o (A) dco-N (A) E (eV)
LS Co^+-Gat 1.883, 1.898 2.0, 1.947, 2.011, 2.022 0
HS Go2+-SQ 2.004, 2.083 2.169, 2.160, 2.1474, 2.151 2.229
LS Co2+-SQ 1.883, 1.898 2.0, 1.947, 2.011, 2.022 2.789

Table 6.19; Co-0 (dco-o) and Co-N (dco-N) bond lengths for LS Co^"*‘-Cat and HS Co^"*“- 
SQ as determined by X-Ray and used in our calculations. The last column re­
ports the B3LYP total energy of the given configuration, calculated with respect 
to the total energy of LS Co^'''-Cat. LS Co^“''-SQ is a fixed spin configuration 
calculated at the molecular geometry of HS Co^"'^-SQ.

section 6.3. Therefore we consider experimental molecular geometries determined 
by standard X-ray data analysis for single crystals (see Tab. 6.19) without further 
geometrical optimization except for the H atoms. We have then identified some func­
tionals, which return an electronic structure at least qualitatively consistent with the 
main features observed experimentally. Finally, we try to obtain quantitative pre­
dictions by calculating quantities, which depend only on differences of differences of 
total energies and, as such, should be almost functional independent as systematic 
errors cancel out.
Achieving a correct description of the Co-dioxolene electronic structure is a difficult 
task already at a qualitative level. In fact we have to simultaneously assign the oxi­
dation states of both the Co and the dioxolene group, the Co spin state and also, in 
the case of HS Co^'^-SQ, the magnetic exchange coupling between Co and SQ. GGA 
is inadequate since it largely overestimates the electronic coupling between the Go 3d 
shell and the molecular orbitals of both SQ and Cat. As this shortfall is rooted in the 
self-interaction error, like the incorrect description of holes self-trapping in oxides, we 
have decided to employ the ASIC scheme. So far ASIC has been used for molecules 
mainly in the context of electron transport problems [342] and this represents the 
first application to magnetic molecules. The ASIC electronic structure will be com­
pared to that obtained with the B3LYP hybrid functional, which will be also used to 
calculate total energies.
ASIC calculations are performed with the development version of the SIESTA, while, 
for the B3LYP calculations, we employ the two codes GAMESS and NWCHEM. We 
use the basis 6-31G* and the triple-zeta polarized basis set of Aldrichs [333].

Tab. 6.19 displays the energy difference between LS Co^+-Cat, LS Go^+-SQ and 
the HS Co^'^-SQ. These values must be taken with care as they might be plagued by 
systematic errors similar to those found in the case of the Fe^+ complexes. However,
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Figure 6.7; Density of states jjrojected over the 3(1 states of the Co and the 2p states of the 
two O atoms, as calculated with ASIC, for a) LS Co^“*'-Cat b) HS Co^“'“-SQ c) 
LS Co^+-SQ and d) HS Co^‘'"-SQ with antiferromagnetic coupling between the 
magnetic moment of the Co and the one of the SQ.

here, we are basically performing model calculations, and the choice of the func­
tional is practically equivalent to fixing some effective parameters in order to describe 
qualitatively the experimental starting configuration (i.e. the configuration without 
applied electric field) for the rnolecides^b B3LYP qualitatively reproduces the relative 
order of the states and that is what we need. Unfortunately the absolute values of 
the relative energies appear drastically overestimated with respect to experimentally

^^This study focuses mainly on a single molecule in vacuum. When starting this work we implicitly 
assumed that the ground state for this case was the LS Co^+-Cat, like for a molecule in single crystal. 
However after our systematic investigation of the properties of spin crossover complexes, we have 
become aware that this might not be true. We think that DMC calculations are needed in order 
to understand which is the correct ground state of this molecide in the gas phase. However, our 
prediction holds, at least at a qualitative level, also for the molecule embedded in a crystal. In 
this case, the enthalpy would not be equal to the total energy (see below), but its calculation would 
require the inclusion of the pressure term. However, this would not affect the main phenomenological 
conclusion of the work. Therefore, even if it was not possible to demonstrate the electric field control 
of the VTI at the single-molecule level, it would be possible to observe it for the molecules in crystals 
or solutions.
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available enthalpies (a few hundred meV) [343, 344], but we were not able to identify 
a functional which reproduces both the experimental energy gaps and the correct 
electron and spin localization.

The ASIC calculated density of states (DOS) of the molecule is displayed in Fig.

Figure 6.8: Isovalue contour plot for the charge density (local DOS) for the HOMO (left) 
and LUMO (right) of the LS Co^+-Cat.

6.7. The relative position of the Co-3d shell with the molecular orbitals of Cat (SQ) is 
returned consistently by both ASIC and B3LYP (DOS not shown), although the de­
tails of the spectrum might change quantitatively. Since, to our knowledge, there are 
no spectroscojjic data for Co-dioxolene complexes to compare with our calculations 
and, moreover, we here aim just at modelling the molecule and at capturing the basic 
qualitative features of its spectrum. Fig. 6.7 should be interpreted as a schematic 
energy level diagram. We notice that the self-interaction correction returns the ex­
pected weak hybridization between the Cat (SQ)-7r* and the Co 3d states. The Co 
3d shell can be clearly recognized in the DOS and it is hlled according to the formal 
oxidation. The symmetry of the highest occupied molecular orbital (HOMO) and the 
lowest unoccupied molecular orbital (LUMO) can be appreciated by looking at charge 
density isovalue contour plot (Fig. 6.8). For instance, for LS Co^+-Cat the HOMO is 
the Cat-TT* state, while the LUMO corresponds to the Co Cg states (see Fig. 6.7). This 
confirms the ASIC provides a good qualitative description of the molecule electronic 
structure.
We now proceed to investigate the influence that an electric field, £, has on the VTI. 
In particular we consider the situation where £ is applied along the direction joining 
Co with Cat (SQ). In order to reduce the computational overheads we replace the
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Figure 6.9: Energy difference between HS Co^+-SQ and LS Co^'*‘-Cat, AE, as a function 
of the electric field E (the energies are calculated with the B3LYP functional). 
The black line (square symbols) corresponds to electric field pointing toward 
the quinone, while the red one (diamond symbols) to the electric field jjointing 
toward the Co. The figure also report /?t for the same molecule on right-hand 
side y-axis.

N ligands with ammonia molecules. This substitution does not bring any relevant 
modification to the relative position of the Co-3(i and the Cat (SQ)-7r* orbitals. It 
simi)ly effect the total energies, since the energy difference between HS Co^''‘-SQ and 
LS Co^"'‘-Cat is found to decrease to 1.591 eV. However this is not an issue as, so far, 
we have been limiting ourselves to a strictly phenomenological (and not cjuantitative) 
description of the problem.
Fig. 6.9 shows the difference, AE = EHsco^+sq^-S'LSCo^+Cat) between the ground state 
energies of LS Co^+-Cat and HS Co^'''-SQ (AE > 0 means Ehsco^+sq > ■f'LSCoS+Cat)- 
Such a quantity is plotted as a function of the electric field and with respect to the 
£ = () situation. The most important observation is that AE depends linearly on S. 

We recall here that the energy change, AE, of a quantum mechanical system under 
the influence of an external electric field is governed by the Stark effect. This reads

AE(f) oc p • ^ -I- - ^ £iaij£j (6.9)

where p is the permanent electrical dipole and ap the polarizability tensor. Thus 
the linear dependence found in Fig. 6.9 indicates that the first order Stark effect



156 Chapter 6

dominates the molecule response. Our DFT calculations confirm such an hypothesis 
and return a finite dipole moment at £1 = 0 (|p| is 16.9 Debye for LS Co^'''-Cat and 
26.3 Debye for HS Co2+-SQ).
An inspection of Fig. 6.9 shows how, interestingly, the energy decreases when the 
electric field points from the Co to the dioxolene and increases when it is along the 
opposite direction. This means that AE is reduced for the field direction facilitating 
the VTI electron transfer. We then expect that there is a critical electric field £c 
at which the states LS Co^+-Cat and HS Co^^-SQ become energetically degenerate. 
When £ exceeds £c a VTI occurs leading to the SC and HS Co^+-SQ becomes the 
new ground state of the molecule. The value of critical field can be extracted by a 
linear fit. This returns a slope of 1.12 eV/(V/A) and £c = 1-4 V/A. Unfortunately 
the value for £c is not reliable because of the uncertainties on the predicted total 
energies and, however, it would be too large to observe experimentally an electric 
field induced VTI. In contrast, since the molecule electrical dipole and polarizability 
are usually accurately calculated with DFT as long as the charge density distribution 
is well described, the slope of AE{£) is probably returned even (luantitatively correct 
by onr calculations. We can then use this information to obtain more quantitative 
and well grounded predictions about the electric field modulation of VTI.
In order to do that we start by deriving the expression for the VTI crossover temper­
ature Tc- Tc is defined by the condition AG = 0, i.e. it corresi)onds to the situation 
where the Gibbs free energies of the two spin configurations become identical. This 
yields to the equation

All AE
Tc = ^^ = — . (6.10)AS AS ■

Here we have set the jrressure to zero since we are considering the molecule in vac­
uum (see footnote 11), and we have approximated the enthalpy at Tq with the zero- 
temperatnre total electronic energy. Then, after assuming that the entropy variation, 
AS, does not depend on the electric field, i.e {AS{£) ~ AS'(O)), some algebra shows 
that the ratio between the critical temperature calculated in an electric field, Tc{£), 
with that in zero field, Tc(0), simply writes

Rt =
Tc{£) ^ AE{£) 
Tc(0) AE{i)) (6.11)

Importantly Ri is expressed in terms of DFT total energies only. We note that the 
assumption that entropy variation does not depend on the electric field, required to 
derive Eq. (6.11), is consistent with our computational strategy of not relaxing the 
atomic coordinates. However, we have also verified in a few cases that the atomic
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relaxation under bias is much smaller than that due to the VTI. Finally, Eq. (6.10) 
can be rewritten as

[Tc{0) - Tc{£)] AS{0) = AE{0) - AE{£). (6.12)

This equation expresses the difference between the critical temperature for the molecule 
in an electric field, Tc{S), and that for the molecule in zero field, Tc{0), in terms of 
the the slope of AE{£). This should be weakly affected by possible systematic errors 
on the determination of the total energies and should not depend on the functional as 
long as it returns a good description of the electronic structure of the various states of 
the molecule. Eq. (6.12) is the core equation of this work and shows that the critical 
temi)erature for the VTI in Co-dioxolene complexes can be drastically modified by a 
static electric field.
By taking the experimental estimate for the entropy variation A>,S'(0) 0.52 meV/K
[344] , we can finally conclude that achievable electric fields can indeed induce large 
variations in Ic- In feet an electric field of 0.1 V/iini (typical of Stark spectroscopy
[345] ), i)ointing from the Co ion to the dioxolene, produces already a change in 7c 
of about 21 K, and a field of 0.5 V/nm, obtainable in scanning tunnel microscopy 
exi)erinients can drift 7c by as much as 100 K.
In conclusion, our prediction demonstrates that the application of a static electric field 
on the molecide represents a ])hysical way to effectively modulate the redox potential 
of the metal acceptor. This is then an intriguing alternative to the chemical strategy 
of changing the radical groups of the molecule [344]. Furthermore and most impor­
tantly, such an external control of the magnetism of valence tautomeric compounds 
may open new avenues to the growing field of molecular spintronics.
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Chapter 7

Conclusions and future work

In siiimnary, we have discussed several theoretical/coinputatioiial techniques, which 
can be employed to study various systems of many interacting electrons. These have 
then been ajrplied to various problems of current interests, which span from the de­
scription of defects in oxide and nitride materials to the prediction of the magnetic 
proj^erties of transition metal complexes and the solution of effective models.

We began in Chapter 2 by giving a brief overview of various electronic structure 
methods focusing mainly on DFT and continmnn QMC. DFT generally provides ac­
curate (piantitative information about the electronic structure of molecules and solids 
at a relatively low computational cost. Furthermore, many developments, such as 
hybrid DFT, have been proposed to improve the description of systems, for which 
LSDA/GGA functional performs poorly. However even the most advanced “beyond- 
LSDA” methods do not return accurate enough results for a few important problems. 
In these cases, DMC must be employed (when the computational cost is affordable). 
Therefore we briefly describe the salient features of the CASINO code, which is an 
efficient platform to carry out continuum QMC simulations on massively parallel com­
puters.
Toward the end of the chapter, we introduced the Hubbard model and describe its 
relevance in condensed matter physics.

In the Chapter 3, we presented an overview of the (P magnetism and of the issues 
related to the correct description of the electronic and magnetic properties of point 
defects in wide-gap materials. We discussed how standard DFT calculations, which 
employ LSDA/GGA functionals, do not predict the correct degree of localization of 
impurity states, which are systematically returned too shallow. This is mainly due to
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the DFT band-gap problem and to the inability of these functionals to describe hole 
self-trapping. These failures can be related to the self-interaction error inherent to the 
LSDA/GGA functionals. We then present the ASIG scheme, which is able to rectify 
these shortcomings. Finally, some simulations for acceptor defects in MgO and GaN 
were shown. For the case of the cation vacancy in MgO, a direct comparison between 
different methods (ASIC, LDA-I-U, HSE hybrid functional) and experimental results 
is possible. Our study demonstrates that, although the states associated with acceptor 
point defects in wide-gap materials are spin-polarized, they are always very deep and 
localized by polaronic lattice distortions. Therefore no coupling between the magnetic 
moments is found and the reports of dP ferromagnetism can not be explained through 
a simple picture in which magnetic interactions between hole centers percolate through 
the sample.
At the end of the chapter, we review some interesting experimental as well as theoret­
ical results, which suggest that a correlation exists between the presence of extended 
defects in the samples and the rei)orts of dP ferromagnetism. We are currently per­
forming systematic DFT simulations in order to study the electronic and magnetic 
properties of grain boundaries in oxides, with the hope that they will jirovide new 
insights into this puzzling physics.
Finally, we must remark that the accurate ab-initio description of defects in oxides 
and nitrides is an important problem within many research areas such as catalysis, 
nanoelectronics and photo-voltaic energy devices. Therefore, althoiigh our work deals 
mainly with the controversial to])ic of d*’ magnetism, our results have a much broader 
relevance in computational materials science.

In Chapter 4, we introduced the Anderson-Hubbard model, which is believed to ac­
count for the main features of electron correlation in narrow impurity bands. We 
then study its electronic and magnetic properties for the quarter filling case by using 
the MFA and the RPA. The aim is to understand whether some of the results can be 
related to the physics of d^ magnets. This was previously suggested by other authors, 
who, however, did not consider how disorder affects both single i)article states and 
collective excitations.
The model is found to have two different behaviors depending on the value of the 
screened Coulomb interaction U.
For large U (i.e. U/t > 4) electrons tend to localize over clusters of sites, which 
carry large magnetic moments. These magnetic moments are antiferroniagnetically 
coupled. In contrast, only sites with low charge occupation and magnetic moments
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contribute to the states around the Fermi level and to the conduction properties of 
the system. This behavior is reminiscent of the two-fluids model originally proposed 
to describe low-temperatures thermodynamics anomalies in n-doped Si. Prom a com­
parison of the MFA and RPA results, we can note that electrons in the insulating 
component of the two-fluids are strongly correlated. Therefore much more accurate 
studies, which include many-particle effects beyond the MFA, might be required to 
describe this system. This can be achieved in the future by using lattice Quantum 
Monte Carlo techniques (see below).
For small U (i.e U/i < 4) electrons are almost equally spread over the entire lattice 
and they are likely to be weakly correlated. We observe a transition from a param­
agnetic to a magnetic phase at a finite value of {///-, which depends on the degree 
of disorder. After performing calculations for lattices of various size, we believe that 
this transition can be correctly described by api)roaching the thermodynamic limit. 
Unfortunately, however, we were not able to identify the ajjpropriate order parameter 
and further studies are required to characterize the nature of the phase transition and 
provide a solid theoretical foundation to our study.
In contrast to previous works, which neglect the exact treatment of disorder, our re­
sults indicates that no ferromagnetic phase transition occrirs even at the MFA level. 
Furthermore, for realistic parameters, the magnetic response to an external magnetic 
field is Curie-like and the magnetization saturates for values of the field much larger 
than those achievable experimentally. This indicates that the model is not able to 
predict one of the main feature of (f magnetism (i.e. the ferromagnetic-like magneti­
zation curve). Therefore either it misses some important degrees of freedom needed 
to correctly account for the physics of dP magnets or dP magnetism can not be related 
to the behavior of correlated electrons in an impurity band. The solution of this 
dilemma will be the subject of future investigations.

In Chapter 5 we present the AFQMC method to numerically solve the Hubbard 
model and we discuss our own implementation. We also provide a brief overview 
of the MEM, which represents a reliable numerical way to analytically continue the 
time-displaced Green function into the spectral function. We Anally show the result of 
several simulations for the half-filled Hubbard model on a square lattice. These have 
mainly a demonstrative value as they can be compared with those extracted from a 
vast literature. However, many problems of interest, which can be described through 
Hubbard-like models, will be investigated in the near future. These include the study 
of magnetic correlations in disordered systems and of the edge- and defect-related
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inagnetisin in graphene. Furthermore one-dimensional Hubbard-like models, which 
include either the electron-phonon interaction or the coupling between electrons and 
classic lattice relaxations, have been proposed in order to describe conjugated poly­
mers. Their study might be very relevant for the rapidly growing field of organic 
spintronics.

In Chapter 6, we moved onr attention from solids to molecules. We introduce the 
spin-crossover transition metal complexes and the Co-dioxolene molecules. These are 
example of systems, whose magnetic state, can be switched by an external stimuli 
and, therefore, are good candidates for being incorporated in molecular spintronic 
devices.
Through a systematic comparison of the results of DFT and DMC calculations for 
small Fe^"*" complexes as well as for a large spin crossover molecule, we are able to 
point out the inaccuracy of the most poj)ular functionals in describing the electronic 
and magnetic properties of such systems. Our results suggest that DFT is plagued by 
a systematic error. This is likely to originate from an inaccurate descrij)tion of cor­
relation effects in the Fe ion. On the one hand, we believe that this observation sets 
a cornerstore for the theoretical research on this class of componnds. On the other 
hand, our study is just at the very initial stage and, in order to deeply understand 
the origin of the failures of DFT and better assess the behavior of each functional, 
we must consider a much larger set of molecule and of computational methods.
Our DMC simulations for Fe^+ complexes provide also some important insight into 
the physics and chemistry of these systems. In fact, our results sui)port the hypoth­
esis that the spin transition is not a single-molecule property, hut it strongly depends 
on the crystalline environment the molecule is embedded in. Further studies, which 
aim at firmly demonstarting this statement, are currently on-going.
In the last part of the chapter, we describe the the Co-dioxolene molecules and we fo­
cus mainly on phenomenological rather than methodological issues. We finally predict 
that the VTI can be controlled through external static electric fields. Experimentalist 
are currently trying to verify this results.
In this work we mainly discuss the behavior of spin-crossover and Co-dioxolene 
molecules in the gas and crystalline phase. However, in future, we will try to under­
stand how the electronic and magnetic properties change in case of single molecules 
on surfaces. Although only very few theoretical and experimental results have been 
achieved so far on this subject, we believe that the research activity will grow rapidly 
in the next few years. Many interesting questions can then be addressed. These con-
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cern, for example, the stability of these compounds on various surfaces, their magnetic 
ground state and their response to those external stinndi which, for crystals and solu­
tions, are able to induce the spin-crossover transition. Finally a very interesting issue 
refers to the possibility of inferring, and eventually changing, the spin state through 
scanning tunnelling microscope manipulations. This will be the ultimate hope for the 
development pf practical device applications.
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