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Abstract

This work is dedicated to the theoretical and experimental investiga­
tion of the influence of nano- and microstructuring of silicon systems 
on their linear optical response. The wavelengths of the light are 
comparable to the typical size of the investigated structures. For cal­
culation of passive and active optical characteristics in the considered 
spectral range, the transfer and the scattering matrix methods are 
used.

The variety of the silicon based samples is considered. Firstly the 
light propagation through the two-dimensional silicon photonic crys­
tals was investigated experimentally and theoretically. It was demon­
strated that the presence of the air/photonic crystal interface leads 
to appearance of the dips in the reflection spectra in the region of 
photonic stop-bands. These dips were found to be the surface modes.

Then, the reflection spectra of the grooved silicon structures were 
investigated. It was found that the scattering matrix method enables 
us to achieve a good agreement between theoretical and experimental 
effective refractive indexes of these structures in the spectral range 
where the effective medium theory is not applicable.

Finally, the intensity of the active optical response from the multi­
layered structures was studied. It was shown that the intensity of 
photoluminescence as well as the Raman scattering strongly depends 
on the thickness and material property of all the layers. The cor­
responding experimental analysis of the photoluminescence of triple­
layered structures with silicon nanocrystals, the Raman scattering 
from one-dimensional photonic crystal based on porous silicon as well



as the Raman scattering from graphene layer demonstrate excellent 
agreement with theoretical results.
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Chapter 1

Introduction

This thesis is devoted to the investigation of optical properties of nano-and mi- 
crostructured silicon materials. These structures attracted a great interest of 
researches due to their potential in fabrication of photonic and optoelectronic 
devices.

One of the main problems of up-to-date microelectronics is an increase of 
the information transmission rate. This problem can be solved by creating of 
the integrated circuits, which contain both electronic and optical elements where 
the information is transferred by photons. A non-direct band gap as well as an 
isotropy of the linear optical properties of the main material of microelectronis, 
silicon, imposes a restriction on its use in fabrication of optical elements. The way 
out of this situation is a construction of silicon-based nano-and microstructures, 
which on the one hand possess a strong anisotropy of the optical properties while 
on the other hand could be the basis of light-emitting devices. Thus by setting 
a specific geometry of these structures, we can control the light propagation in 
them. All of these lead to the need for a detailed study of interaction of light 
with silicon nano and microstructures.

In the present work the interaction of light with periodical one-dimensional 
and two-dimensional photonic structures is considered. The typical size of the 
spatial inhomogeneity of the refractive index in the investigated structures is 
comparable to the light wavelength. In this case the approaches of the effec­
tive medium theory as well as of the geometrical optics cannot be applied for 
calculation of optical characteristics of solids. Different theoretical methods were



developed for the modeling of light propagation in structures with complex geom­
etry, particularly, in photonic crystals. The plane wave expansion method is used 
for infinite one-, two- and three-dimensional photonic crystals [1]. The spherical- 
wave expansion method is developed for photonic crystals which are formed by 
dielectric spheres and cylinders [2, 3]. The 2x2 transfer matrix method [4, 5, 6, 7] 
is very elegant approach which is applicable for any periodic structures, however, 
it is not suitable for modeling of the structures with thick absorbing layers, due 
to a problem with mixing of the large and small numbers in the transfer matrix 
[8, 9], The Finite-Difference Time Domain (FDTD) method [1, 10] is the most 
common one, but it is very time-consuming. The scattering matrix method was 
developed for the calculation of optical characteristics of the complex structures 
which can be presented as a system of layers homogeneous along vertical axis 
and periodical in one or two horizontal directions. In this work we use both 
the transfer matrix method and the scattering matrix method for the investiga­
tion of optical properties of the structures for which these methods are the most 
appropriate.



Chapter 2

Theoretical methods

The evaluation of propagation of the electromagnetic waves through a structure 
can be performed by different calculation methods such as plane wave expan­
sion method [1], transfer matrix method [4, 11, 12], scattering matrix method 
[8, 9, 13], finite-difference time-domain method [10] etc. In the present work the 
2x2 Transfer Matrix Method (TMM) and the Scattering Matrix Method (SMM) 
are used. The TMM is applicable for calculation of optical characteristics of mul­
tilayered structures whereas the SMM is the most useful method for investigation 
of optical properties of structures with complex geometry.

2.1 Transfer matrix method

In the course of study of optical properties of layered structures the most im­
portant part is the calculation of such characteristics as reflection, transmission 
and absorption coefficients as well as the distribution of electric and magnetic 
fields of the incident light. Another common part of the investigation of optical 
properties of layered structures is the simulation of active optical response related 
to the generation of photons of energies other than the energy of the excitation 
light. For evaluation of above mentioned parameters the most useful method is 
2x2 transfer matrix method [4, 11, 12, 14]. In the present section the general 
procedure of calculation of optical properties by means of TMM is considered.



2.1.1 Calculation of passive optical response

2.1.1.1 Mathematical problem of TMM

Let us consider a system of the N parallel layers placed between two semi-infinite 
media fioi and ho2 (Fig. 2.1). All substances are considered to be linear homoge­
neous and isotropic. We assume that the wave vector of incident light is k, the 
polarization of incident light is linear and is characterized by the known direction, 
thicknesses of layers dj {j = 1, 2, ..., N), their complex dielectric permittivities 
ij = — e'-i where i is the complex unit and complex magnetic permeabilities
jlj — fi'j — fiji. We define a z-coordinate of the interface between j and j -I- 1 
layers as Zj. The mathematical problem of the transfer matrix method is the 
calculation of the reflection, transmission and absorption coefficients and electro­
magnetic field distribution of a plane electromagnetic wave propagating through 
the described layered structure.

2.1.1.2 Plane electromagnetic waves in media

In accordance with the approach described in [11], let us consider a linearly polar­
ized plane electromagnetic wave traveling at an angle of if (0 < < n/2) to the
positive^ direction of z-axis in a homogeneous isotropic medium (see Fig. 2.2a). 
The wave vector has the coordinates k = {kx,ky,kz} = sin tp, 0, ^ coscp}.

^We assume that an electromagnetic wave propagates in the positive direction of z-axis if 
the angle between the positive direction of z-axis and the wave vector k is less than 7r/2 and 
in negative direction if this angle is higher than tt/2. We will characterize the propagation of 
light by the angle of ip < 7r/2.

In
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Figure 2.1: Schematic representation of the layered structure.
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Figure 2.2: (a) Plane electromagnetic wave traveling in isotropic homogeneous 
medium, (b) Two parallel planes z' and z". (c) Interface between two media with 
different dielectric permittivities i\ and £2

where the complex refractive index n = n — in = y/Ip,. Let us expand the 
electric field vector of the wave into two components, E±_ and E\\, parallel and 
perpendicular to the plane of incidence:

E{x,y,z,t) = E\\{x,y,z,t) + E_i_{x,y, z,t). 

Components of the electric field vectors can be written as

E\i {x, y, z, t) = Eop sin 9 ■ e'-ikzZ—ikxX ^ ^ 1

Ei_{x, y, z, t) = Eqs cos 6 ■ e —ikzZ—ikxX ^ iut

(2.1)

(2.2)

(2.3)

where 9 is the angle between vectors E and E_i_. The unit vectors 5 and p have 
the coordinates

p = {cos (p, 0, — sincp} , (2.4)

s = {0,1,0}. (2.5)

The vectors s and p are the directions of oscillation of parallel and perpendicular 
component of the electric field. If the electric field vector E of the electromagnetic



wave oscillates along ^-direction then this wave is called s-polarized, along p- 
direction the wave is called p-polarized.

Expressions for the components of electric field (2.2) and (2.3) can be written 
in the following form:

E\\{x,y,z,t) = E\\{z)p- —ikxX-\-iujt
(2.6)

E±{x,y,z,t) = Ej_{z)s- e -ikxX~\-iLjt (2.7)

where E\\{z), E±{z) are the amplitudes of the electric field at z-coordinate: 
E’li(z) = Eoe~''^^^ sin6 and E±{z) = cos0. The magnetic field vector
can be easily obtained from the known relation between the electric and mag­
netic field vectors of in plane electromagnetic wave H =

u = Re

//||(x, y, 2, t) = -\l~E_i{z)p- e -ikxX-hiojt

u X E , where

(2.8)

H^{x,y,z,t) = +^l ^E\\{z)s-

The time average energy densities of electric and magnetic fields are

'^E{x,y,z) = ^(^EE*y

(2.9)

(2.10)

WH{x,y,z) = ^

The time average vector of energy flux density is

(s Ex H*

(2.11)

(2.12)

2.1.1.3 Plane electromagnetic waves in layered structure

Let us consider to the propagation of an incident plane wave through the lay­
ered structure shown in Fig. 2.1. An incident monochromatic wave partially is 
reflected from the surface 2 = 0 and is partially penetrated into the first layer.



The penetrated wave is partially reflected on the surface z = di and partially 
continues traveling into the sample. The plane wave reflected from the surface 
z = di is partially transmitted through the surface z = 0 and partially travels 
back. As a result the electromagnetic held in each layer is a sum of forward- 
and backward-traveling plane waves. Thus, the parallel and perpendicular com­
ponents of the electrical held of the electromagnetic wave in 2 coordinate of the 
stratifled structure can be represented as;

E\i{x,y,z,t) = E^{x,y,z,t) + E^^ {x,y,z,t), (2.13)

E±{x,y,z,t) = E'l{x,y,z,t) + Ej_{x,y, z,t), (2.14)

where ;B||j^(a:, y, z, t) and E|j‘_L(x, y, z, t) denote the forward- and backward-traveling 
plane waves. The wave vector of forward-traveling plane wave in j-th layer has 
the following coordinates:

j^ii) ^ J 27rn, 27rn
^ sinv7j,0,-y-cos(/3j !> = ,

while the wave vector of backward-traveling plane wave is:

The expressions for sin ifj and cos y>j can be found from the Snell’s law:

sm(/7j =
noi sin ip__ ^ 

rid

(2.15)

(2.16)

(2.17)

cos Pj = \ 1 — Uqi sin p
Hi (2.18)

If the remaining square root in formula (2.18) is negative then the cosine of the 
angle of wave propagation can be found from the following formal expression:

cospj = —i^
riQi sm p

rii - 1. (2.19)

For simplicity we will skip symbols and ”j” later on. In accordance
with (2.15) , (2.16) we will use only k^ k^.



As
E.f (x, y, 2, t) = E± • e‘“^

E^{x, y, z, t) = E± cos 0 ■ E‘^\

where
p± = {±cosy:)j,0,-sinv?j}, s± = {0,1,0}, 

then the electric held vectors at 2-coordinate are

E\\ (x, y, 2, t) = E+ {z)p+ + E|, (2)y. ~ikxX+iujt

(2.20)

(2.21)

(2.22)

(2.23)

E_i{x,y,z,t) = E+{z)s+ + E_^{z)s.

where
E^{z) = E± sin^e -ikzZ

(2.24)

(2.25)

£^(2) = E± cos9e -ikzZ (2.26)

We can obtain the expressions for the parallel and perpendicular components of 
the magnetic held from the equations (2.8) and (2.9):

i^\\{.x,y,zj) = K - El{z)p+ +E^{z)p ~ikxX-\-iujt (2.27)

H_i_{x,y,z,t) = - \ - E^{z)s+ + E. (z)s_ 
'' y L II II

• e -ikxX+iuit (2.28)

As can be seen from equations (2.20-2.24), the electrical held in each layer is 
characterized by the amplitudes of forward- and backward-traveling plane waves 
E^{z) and E^{z)^ and by the components of the wave vector, kx k^, in this layer. 

Let us now introduce 2 x 1-column vectors of amplitudes

E||(2) =
E|f(2) (2.29)



Ej.(z) = Eliz)
E-{z)

(2.30)

We will skip symbols ” ||” and ”±” for simplicity later on. Thus, the vectors £(2) 
and k characterizes the propagation of plane electromagnetic waves in a layer.

2.1.1.4 Phase shift of amplitude vector

Let us consider two plane electromagnetic waves traveling through medium i 
(Fig. 2.2b) in forward- and backward directions:

E'^(x, y, z, t) = E~^{z)ae' -ikxX (2.31)

E (x,y,z,t) = E (z)ae' -ikxX ^* ci . (2.32)

where a is either s or p. It is quite easy to obtain the following relation between 
amplitudes E^{z') and E^(z'') from equations (2.25) and (2.26):

E^{z') = £±(2")

Equation (2.33) leads to the relation between vectors E(2') and E(2")

'e+{z') / ^ik,{z"-z') Q \ 'e+{z'')

E-{z')_ ~ 0 e-ik^{z"-z') j E-{z")

More precisely, equation (2.34) can be written as

E(2') =PE(2"),

where
_ /e^k4z"-z') Q \
“ I 0 e.-ik.{z"-z') ) •

(2.33)

(2.34)

(2.35)

(2.36)

The matrix P is called a propagation matrix. Equations (2.34)- (2.36) are valid 
for both perpendicular and parallel orientations of the electric field vector.



2.1.1.5 Interaction of plane wave with an interface

An electromagnetic field of a plane wave traveling in the positive direction in the 
homogeneous isotropic medium is characterized by the vector of amplitudes

E{z) =
E^z)

0
(2.37)

Equation (2.37) implies that there is no backward-traveling plane waves, because 
E~{z) = 0. In contrast, if a plane wave propagates in the negative direction, the 
vector of amplitudes is

0
Eiz) = (2.38)

E-{z)\

Les us now consider an interface at z'-coordinate between two media ii and 
£2- Let then two above described electromagnetic plane waves travel simultane­
ously and their angles of incidence are (fi and (p2 (Fig. 2.2c). It is essential that 
nisin(/3i = n2sm(fi2- hi this case the electromagnetic field is characterized by 
vectors

E-{z)
Ea{z) = {z < z'), (2.39)

E6(^) = (z > z'). (2.40)
E^z)

_E-{z)_

We would like to find matrix I which makes relation between vectors E(z' — 0) 
and E(z' + 0)

'e+{z' - 0)' _ (^11 'e+{z' + 0)

E-(z'-O) \hl ^22 J E-(z' + 0)

or briefly

E(z'-O) =IE(z' + 0).

(2.41)

(2.42)

^Strength of electric and magnetic fields as well as vector £(2) are not defined a.t z = Zk, 
because some of the components of electric and magnetic fields have discontinuity of the first 
kind at these z-coordinates. Hence in this work we introduce the following notation: z' ± 0 = 
lim (z' ± e).

10



Let us consider the special case when only one plane wave is incident on the z'- 
interface. The complex amplitudes of the transmitted and reflected plane waves 
in media and ei are given, respectively, by

E+{z' + Q) = tE+{z' -Q), (2.43)

E-(/-0) =rE+(2'-0), (2.44)

and E~{z' + 0) = 0, where r and t are the Fresnel reflection and transmission 
coefficients of the z'-interface. Elements In and I12 can be found from equations 
(2.41), (2.43) and (2.44):

/ _ 1 r
■'ll — Ti ■'12 —r - <

Elements /21 and I22 can be found by considering another special case when 
backward-traveling plane wave interacts with the Zo-interface. Using symmetry 
considerations [11] we find that

/21 - r _1I22-J

and therefore

(2.46)

(2.47)

Formulas (2.37)-(2.47) are valid for both components of electric field vector, 
however the Fresnel coefficients for parallel and perpendicular components are 
different [11]:

 i2hK -

t\\ =
2\/ei62/X2^2

r± =

t± =

fi2K - hK
ij,2K + hK

2fi2k'^

(2.48)

(2.49)
e2fiik'^ -f- £ijl2k” fj'2k'^ + fiik”

where k'^ and k" are the z-components of wave vectors of forward-traveling waves 
in media £1 and £2-

Matrix I is called an interface matrix. It establishes relation between vectors 
of amplitudes E(z' — 0) and E(z' -|- 0) at immediately opposite sides of the zq- 

interface.
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2.1.1.6 Transfer matrix

Let us now consider to the stratified structure shown in Fig. 2.1. It consists of two 
semi-infinite media, interfaces and spaces between the interfaces. The incident 
electromagnetic wave initiates forward- and backward-traveling plane waves in 
each layer. The interface and propagation matrices enable us to relate the vector 
of amplitudes £(20 —0) before the structure at 2: = 0 with the vector of amplitudes 
at any other ^-coordinate.

A matrix T which establishes relation between vectors of amplitudes E(zo —0) 
and E(2iv + 0) is called a total transfer matrix of the structure.

Let us denote the propagation matrix between two interfaces Zk and Zj+fc 
as ]P(zj,Zj+i). According to the equation (2.36), it is given by the following 
expression

^ikzdj Q

Q g ihzdj
(2.50)

where is the z-projection of the forward-traveling plane wave in j-th layer. An 
interface matrix of the z^-interface is given by

(2.51)

where rj and tj are the Fresnel coefficients for the Zj-interface and can be found 
by equations (2.48) and (2.49)L

Therefore, the total transfer matrix for whole structure can be expressed as: 

T = I(zo)P(zo,Zi)]I(zi)P(zi,Z2)I(z2).. .I(ziv-i)IP(z:w-i,2iv)I(2:w)- (2.52)

2.1.1.7 Reflection, transmission and absorption coefficients

Let us consider an incident forward-traveling plane wave with amplitude E°{z) 
(z < 0). Interaction of this wave with the layered structure leads to appearance 
of the reflected and transmitted plane waves with amplitudes E~{zq — 0) (z < zq) 
and E'^{zn + 0) (z > zn)-

^Note that in order to find and tj by equations (2.48) and (2.49) one have to do the
following changes: ii —> ij, £2 ky\ fc" ^ k (j+i)

12



We define a reflection coefficient as a ratio of the ^-component of Pointing 
vector of the reflected wave to that of the incident wave:

or

R = -^. (2.53)

The transmission coefficient is a ratio of the z-component of Pointing vector of 
the transmitted wave to that of the incident wave:

51T = -
ST'

(2.54)

From equations (2.9) (2.12), (2.53), (2.54) we can obtain the reflection and trans­
mission coefficients:

R =
\En\^

(2.55)

T =
fioi Re{kflzN + 0)) |£'|f(2v + 0)1^-h |E]l(2iv-h 0)1"
Mo2 Re{kflzQ - 0)) En

(2.56)

The absorption coefficient is defined is a portion of energy of the incident light 
which is absorbed by the substances of the layered structure and can be found 
from the expression

A = l- R-T. (2.57)

It is assumed that the amplitude of incidence plane wave at z = lime_>.o(—£■) = 
zq — 0 is known and equals to Eq, whereas the amplitudes of reflected and trans­
mitted plane waves are unknown. We can use the total transfer matrix and 
calculate these amplitudes and, therefore, calculate the reflection, transmission 
and absorption coefficients of the given layered structure.

In terms of transfer matrix the interaction of the incidence plane wave with a 
layered structure can be written as

Eo
E-{zo - 0)

= T
E+{zn + 0)

0
(2.58)

where £o is the amplitude of the incident wave and is equal to 1. Zero compo­
nent in the vector of amplitudes in equation (2.58) reflects the fact that there 
is no backward traveling wave in lower semi-infinite medium and it cannot be

13



created by incident wave from the upper semi-infinite medium. Equation (2.58) 
leads to the following relation between the amplitudes of incident, reflected and 
transmitted waves:

Eq — TiiE'^(zn + 0) 

E (zq ~ 0) = T2iE^{zn+ 0).

(2.59)

(2.60)

Thus,

1
E''*"(Ziv + 0) =

■' 11 
TE-~{zo-0) = ^Eo- 
J11

(2.61)

(2.62)

Using equations (2.53), (2.61) we obtain the following expression for reflection 
coefficient:

T21

11
sim d + 21

T-'-11
cos^ 6 (2.63)

where and are elements of the transfer matrix T^l for parallel component 
of the fields, while and are for perpendicular component.

Comparison between equations (2.54) and (2.62) leads to expression for trans­
mission coefficient:

^ ^ ^ Rejk^jzN + 0))

/202 Re{k^{zo - 0))

1

E11
sin^ 6 +

11
cos^ 6 (2.64)

Thus, the knowledge of the total transfer matrix of the layered structure enables 
us to find the reflection, transmission and absorption coefficients.

2.1.1.8 Distribution of the electromagnetic field

Let us consider a linearly polarized plane electromagnetic wave with an amplitude 
Eq, a wave vector k and angle of polarization B. This wave is incident on the 
layered structure. We are now going to calculate the x-, y- and ^-components of

14



electrical and magnetic fields at coordinate z = h, Zk < h < Zk+i- The transfer 
matrix between coordinates Zo — 0 and h is

Tfc = T(2o - 0, h) = I(2:o)1P(2o, 2i)I(zi)P(2i, 22)1(22) • • • I(2fc)P(2fc, h). (2.65)

According to the definition of the transfer matrix T^,

£0

E~{zo - 0)
= T, E^ih)

E-{h)
(2.66)

where £0 = E^{zq — 0) is the known amplitude of the incident plane wave. Then

(2.67)-T E'^{zi^ + 0) 
0

£0

E-(zo-0)_
where T is the total transfer matrix of the structure. Zero component in the 
vector of amplitudes in the right side of the equation (2.67) means that there is 
no wave incident on the sample from the bottom semi-infinite medium. Equation 
(2.67) also means that

and, therefore,

£0 — T\\E^{zn + 0)

E (20 — 0) = T2iE'^{zf^ + 0),

T
E~{zo - 0) =

-f 11

(2.68)

(2.69)

(2.70)

From equations (2.66), (2.70) it follows that

’ 1 ' 

T21
>(h)'
E-ih)L'fiJ

(2.71)

and thus.
E*(h)
E-(h)

-1= £oTr • T̂,11

Tu
T21

(2.72)

Formulas (2.65)-(2.72) are valid for both parallel and perpendicular components 
of electric field.
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We calculated amplitudes of the electric field at /i-coordinate for forward- 
and backward traveling plane waves by means of the transfer matrix. Using 
equations (2.23) and (2.24) we can determine the total amplitudes of the parallel 
and perpendicular components of the electric field. Then using equations (2.10) 
and (2.12) we can obtain the time average electric and magnetic energy densities 
and the time average Pointing vector at any (x, 2)-coordinate.

2.1.2 Calculation of active optical response

In addition to calculation of the reflection, transmission and absorption coeffi­
cients, the evaluation of other optical characteristics of the stratified structure 
such as the intensity of photoluminescence (PL) and Raman scattering is of in­
terest too.

Irrespective to the origin of the photoluminescence and the Raman scattering, 
the PL or Raman light can be out-coupled from the sample or loosen by different 
loss mechanisms [15, 16, 16, 17, 18, 19]. Among the loss mechanisms there are 
an absorption by the substrate or other layers, a coupling to the wave-guided 
or leaky modes [20, 21, 22], a Rayleigh scattering on the local inhomogenieties 
of the spatial distribution of the refractive index [23]. Despite the fact that 
the photoluminescence and the Raman scattering are the quantum mechanical 
processes, the contribution of all of these mechanisms can be described in terms 
of the classical electromagnetism.

In the oscillating dipole approach, the intensity of PL or Raman scattering is 
approximated by the intensity of the system of oscillating electrical dipoles placed 
in the active layer.

2.1.2.1 System oscillating electrical dipoles

In order to calculate the intensity of out-coupled dipole emission, let us consider a 
system of dipoles located at the plane at z'-coordinate. In [15] it was shown that 
it makes sense to consider two systems of dipoles, namely vertical dipoles and 
horizontal dipoles the dipole moment of which is chaotically oriented in xy-plane. 
The angular radiation pattern for vertical dipoles is defined by the following
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expression:
diy 3.2, =71“ sin th
dCl J 2: Stt

(2.73)

Due to the axial symmetry, the radiation of the vertical dipole is purely p- 
polarized. The angular radiation pattern for vertical dipole is shown in Fig. 2.3. 
The radiation of the system of horizontal chaotically oriented dipoles has both 
s- and p-components. The angular radiation pattern is defined by the following 
expressions:

yLY 3dfl) XY l^TT COS^ Ip (2.74)

dO.) XY IGtt
(2.75)

Electromagnetic field of an oscillating dipole is a wave with a complex wave 
front profile. For the calculation of the intensity of light, emitted by dipoles and 
emerged from the sample, one have to approximate the radiation of dipoles by 
the plane waves, which amplitude depends on the direction of their propagation. 
As follows from the equations (2.75), (2.74) and (2.73), the amplitudes of the

Figure 2.3: The angular radiation pattern for vertical point oscillating electrical 
dipole.
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plane waves corresponding for the vertical dipoles are

As = 0, Ap = Ao\ —sin Ip, 
V OTT

and for the horizontal chaotically oriented dipoles

(2.76)

As — Ar‘s — 77r~i Tip — Aq167r’ IGtt
cos-ip. (2.77)

The propagation of the plane waves with given amplitudes both inside and outside 
the layered structure is fully described by the transfer matrix method.

2.1.2.2 Change of the vector of amplitude at the radiating plane

It can be shown [15] that the boundary conditions for the electric and magnetic 
fields in case of the plane of electric currents leads to the following expression for 
the change of the vector of amplitudes at the radiating plane at ^'-coordinate

E{z’ - 0) = E{z' + 0) + A, (2.78)

where for vertical dipoles

A = A.
1

(2.79)

and for horizontal chaotically oriented dipoles

A = As
1

A = A. (2.80)

Note that the amplitude parameters A^ and Ap are related to each other by equa­
tions (2.76) and (2.77). The parameter Aq from these equations is proportional 
to the absolute value of the amplitude of electric field strength of excitation light 
at z'-coordinate:

Ao = a|^exc(0,0,2',0)|. (2.81)

The proportionality factor a can be chosen to be equal to 1.
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2.1.2.3 Out-coupling of the emitted light from the sample

In calculating the intensity of out-coupled dipole radiation, we assume that the 
only source of the electromagnetic waves in the layered structure is the plane 
of oscillating dipoles. Thus, the amplitudes of the plane waves, incident on the 
sample from top and bottom semi-infinite media, are zero. Therefore, the vectors 
of amplitudes at z = 0 — 0 and z = h + Q [h = Zn) have the following forms:

E(0 - 0)
0

E-(O-O)
E(zw -l- 0) —

E+{h + 0) 
0

(2.82)

For calculation the amplitudes of forward- and backward-traveling plane waves 
E'^{h + 0) and E~{0 — 0), emitted by oscillating dipoles and emerged from the 
sample, we have to solve the following system of linear algebraic equations:

E(0 - 0) = AE(z' - 0) 

E(z' - 0) = E{z' + 0) + A 

E(z' + 0) = BE(/i + 0).

(2.83)

In the set of equations (2.83) the first equation is the relation between vectors 
of amplitudes at z = 0 — 0 and z = z' — 0. This relation is established by the 
use of the transfer matrix A. The second equation describes the change of the 
vector of amplitudes at the plane of oscillating dipoles with coordinate z'. The 
last equation is the relation between the vectors of amplitudes at z = z' -f 0 and 
z = h. From the set (2.83) it follows that the amplitude of the plane wave emitted 
by the z'-plane of oscillating dipoles and out-coupled from the sample towards 
the negative z-direction is defined as

E-{0-0) = (AA)2 - (AA)i 21 (2.84)
11

where the symbol Xij denotes the ij-th element of a matrix X.
The expression (2.84) determines the amplitude of the out-coupled plane wave 

emitted by one plane of oscillating dipoles at the specified angle of observation 
ipobs which is related to the angle of emission in the active layer, 'ip, by the Snell’s 
law:

fioi sin ipobs = nj sin ip. (2.85)
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Note that the angle of emission ip is needed for calculation of the transfer 
matrices A and Bh

2.1.2.4 Total intensity of out-coupled light

We define the angular density of intensity of out-coupled light emitted by a 
plane(s) of oscillating dipoles as a power of out-coupled light, dP, per unit solid 
angle, dO, and unit sample surface da. In calculating the total intensity of out- 
coupled light, we have to account for the change in unit solid angle that is due to 
refraction of plane waves or its analog for evanescent waves (see Fig. 2.4a). It can 
be shown [15], that the defined angular density of intensity Hi from Ath plane 
of oscillating dipoles, located in the j-th layer, can be found from the following 
expression:

|2 ^01^z,01n, = dP = |£;-(o-o)|^ (2.86)dflda ' * ^ ’

where and k^j are 2-components of the wave vector of emitted light in the 
top semi-infinite medium and in the j-th layer, respectively. The first term in 
equation (2.86) is the square of amplitude of electric field of the plane wave 
emitted by Ath plane of the oscillating dipoles and out-coupled from the sample. 
This can be found from expression (2.84). The second term in equation (2.86) is 
the refraction refinement.

Integration of the angular density of intensity of out-coupled light over the 
entire range of angles of observation yields the total power emitted by the unit 
square surface to the top semi-infinite medium:

f7r/2

U.{ipobs)sinipobsdipobs- (2.87)= 27T [
Jo

Integration of the angular density of intensity of out-coupled light over the range 
of angles of observation [0; ipi] gives the power collected by the lens (see Fig. 2.4b). 
The maximum angle ipi is determined by the diameter of the lens and the distance 
between sample and the lens.

^In general, the direction of observation is characterized by two angles. For the structure 
under consideration, all layers are assumed to be homogeneous along x- and y-axis. It enables 
us to characterize the direction of observation only by the angle ipobs between the direction of 
emitted light propagation in the top semi-infinite medium and the negative direction of z-axis.
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(a)

n

d^obs

n

Figure 2.4: (a): Differential solid angle transfer from one layer to another [15]. 
(b) Collection of the outside power by the lens.

In order to simulate the total power of PL or Raman scattering from one or 
several active layers we have to place M equidistant planes of oscillating dipoles 
to the active layer (s), calculate the amplitudes of the out-coupled waves emitted 
by these planes, E~{Q — 0) {i = 1,2,..., M) at all angles of observation in the 
desired range, integrate the angular density of intensity, and, finally, sum the 
squares of the obtained powers

M

(2.88)

i=l

The number of the emitting planes, M, depends on the thickness of active layer, 
the refractive index of active layer and the wavelength of dipole emission, A. 
The number M must be chosen in such a way that the distance between two 
nearest planes Az satisfies the following relation: UkAz A.

Equation (2.88) describes the outside power emitted by either vertically or 
horizontally oriented dipoles. It can be shown [15] that for isotropic system of 
dipoles, the extracted power is defined by the following expression

P — -P +-P‘iso ^‘ver ' ^‘hor- (2.89)

2.1.3 Algorithm for numerical realization

2.1.3.1 Calculation of optical coefficients

Let us formulate the main steps of the numerical calculation of optical coefficients:
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1. Represent the structure as the appropriate system of isotropic homogeneous 
layers, with their complex dielectric permittivities ij, magnetic permeabil­
ities /7j and thicknesses dfc.

2. Calculate for each layer components of the wave vector and using 
formula (2.15).

3. For each interface calculate the coefficients rj and tj using formulas (2.48) 
and (2.49) for both perpendicular and parallel components of electric field 
vectorF

4. For each interface calculate the interface matrix using equation (2.51) for 
both perpendicular and parallel components of electric field vector.

5. For each layer calculate the propagation matrix using equation (2.50) for 
both perpendicular and parallel components of electric field vector.

6. Calculate the total transfer matrix of the structure using equation (2.52) 
for both perpendicular and parallel components of electric field vector.

7. Calculate reflection, transmission and absorption coefficient of the investi­
gated structure from expressions (2.63) and (2.64).

2.1.3.2 Calculation of electromagnetic field distribution

For numerical calculations of the electric and magnetic field distributions the 
following step must be followed:

1. Execute steps 1 6 from the section 2.1.3.1.

2. For each layer calculate the coordinates of the vectors and p± by means 
of the equation (2.22).

^Note that if the angle of polarization 9 = 0 or 9 = itI2 (that corresponds to p- or s- 
polarization respectively) then only perpendicular or parallel component is required.

22



3. Calculate the propagation matrices ^{zj, h) for both components of electric 
field vector and for all required fi-coordinates with equation;

gik^(h-Zj) Q

0 ^-ik^{h-Zj)
(2.90)

4. Calculate the transfer matrices T/j for all required fi-coordinates by equation 
(2.65) for both components of electric field vector.

5. Calculate the amplitudes of the electric field for both components of electric 
field vector by means of equation (2.72) using the total transfer matrix and 
the matrices T^.

6. Calculate x-, y-, 2-components of the electric and magnetic fields by equa­
tions (2.23) (2.28), and the time-averaged electric and magnetic energy 
densities and the time average Pointing vector at any (x, /i)-coordinate by 
formulas (2.10) (2.12).

2.1.3.3 Calculation of intensity of photoluminescence or Raman scat­
tering

Calculation of the intensity of photoluminescence and of Raman scattering for 
desired polarization of emission and orientation of oscillating dipoles includes the 
following steps:

1. Represent the active layers as a system of parallel planes of oscillating 
dipoles. If the active layer is thin enough, then only one plane can be 
considered.

2. Calculate the electric field strength at the 2-coordinates of the planes of 
oscillating dipoles.

3. Calculate the change of vector of amplitudes. A, by formulas (2.76), (2.77), 
(2.79), (2.80) and (2.81) for desired range of angles of observation and for 
all plane of dipoles.

4. Calculate the transfer matrices A and B for desired range of angles of ob­
servation and for all plane of dipoles.
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5. Calculate the amplitude of backward traveling plane wave £'“(0 — 0) using 
formula (2.84) for desired range of the angles of observation and for all 
planes of dipoles.

6. Calculate the angular density of out-coupled light using formula (2.86) for 
desired range of angles of observation for all planes of dipoles.

7. Integrate the angular density of intensity over the desired range of angles 
of observation using formula (2.87) for all plane of dipoles.

8. Sum the outside emitted powers calculated for all plane of dipoles.

9. The extracted power emitted by isotropic system of dipoles can be found 
from formula (2.89).
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2.2 Scattering matrix method

In this chapter the scattering matrix method is considered. The scattering matrix 
method is a powerful tool for description of propagation of electromagnetic waves 
in a layered structure, one or several layers of which is periodical in x- and/or 
y-directions [8, 9]. Examples of these structures are shown in Fig. 2.5.

2.2.1 Mathematical problem of scattering matrix method

Mathematical problem of the scattering matrix method includes calculation of the 
transmission, reflection, absorption and diffraction coefficients for a given spatial 
distribution of the dielectric permittivity e{x, y, z) of the investigated structure 
and a given polarization and wave vector of the incident light ko = {kx^kyjk^}, 
where

kx = — sini? cos(/p, fcu = — sin'dsinup, 
c c
U)

k^ = —cosd,

(2.91)

(2.92)

u; is a frequency of the incident light, c is the speed of light, (f and d are the 
angles between the wave vector ko and x- and z-axis, correspondingly.

Figure 2.5: Schematics of (a) one-dimensional and (b) two-dimensional photonic 
crystal structures.
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2.2.2 Maxwell’s equations in periodical layers

The propagation of the electromagnetic waves in medium is described by Maxwell’s 
equations:

V X //
1 dD 47r ^ (2.93)c dt c ^
1 dB (2.94)

Vfi = 0 (2.95)
S7 D = Airp. (2.96)

In the approximation of a linear medium {D = eE, B = fiB), taking into account 
the relation between the magnetic field H and the magnetic induction B and 
between the electric field E and the electric displacement vector D, taking into 
account the fact that in this system there are no currents {j = 0) and free charges 
(p = 0), as well as taking into account the fact that the time t is included in the 
expressions for these vectors in the form , we obtain the following system of 
equations:

V X i? = ik^iiH
V X fl = —ikafiE.

(2.97)
(2.98)

Expanding the equations (2.97) and (2.98) in x-, y-, z-components we obtain:

dy‘

dx^

d
dy 

oz

d
Ey i/CopT/ar (2.99)

ZkQpHy (2.100)

dy (2.101)

d tt 1 r.— —Hy = ikosExdz (2.102)

W tk^E Eydx (2.103)
d

dy (2.104)
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This six equations as well as six boundary conditions determine three field com­
ponents E{x,y,z) and H{x,y,z).

Let us consider the case when the dielectric permittivity does not depend on 
2. In view of this feature it is convenient to exclude z-components of the vectors 
E and H from the equations (2.99-2.104). Substitution the equation (2.104) into 
the equations (2.99) and (2.100) leads to the following set of equations:

•, f dl d 9 1 d ^
dyedy ^ dy e dx^^

d 1 d d 1 dEx a o ^ ( Q a
oz OX eoy \ ox e ox j

The set of equations (2.105, 2.106) can be written in the matrix form:

(2.105)

(2.106)

—ik( ^ Ex
dz I E,. = M Hx

IL
(2.107)

where

M =
_ A

dx e dy
. ______ 1.2
dy £ dy kly Ai A

dy £ dx J

Similarly for the set (2.102 2.104) we obtain:

(2.108)

-ika —
d Hx
dz \ K.

N
Ev

(2.109)

where

N = d^
dxdy

+ d^
\dy^ ' dydx

From equations (2.107) and (2.109) it follows that

(Ex
dz^ I E„

= MN Ex

(2.110)

(2.111)

The dielectric permittivity of each layer is a periodical function of x and y and, 
therefore, the electric field as a solution of the set (2.111) can be found as the 
sum of the plane waves:

E{x, y, 2) = ^ ^ exp [i{kx + Gx) + liky + Gy)] x exp{iKz), (2.112)
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where K = k^, Gx = Gy = ^Qy, gx,y = 0, ±1, ±2,..., where the reciprocal 
lattice vector is written for the case of rectangular symmetry and Lx and Ly - 
are the periods of the function e{x, y, z) along x- and y-directions. The dielectric 
permittivity can be expanded in the following Fourier series:

exp(—f((5 — G')f)dxdy, (2.113)

where S = (47r^)/(LxLy) is the square of elementary cell in reciprocal space. Now 
the expression (2.111) can be rewritten taking into account the Fourier expansions 
of e{x, y, z) and the vector E{x, y, z):

(2.114)

In expression (2.114), the matrices M and 74 are

M =

N =

d, [4]^^,d, -dx[^^^,dx + kl

dx “ ^oHgg''^

^o[^]gg'-d^ dxdy

(2.115)

(2.116)

where d^ and d^ are the diagonal matrices with elements i{kx + Gx) and i{ky + 
Gy) correspondingly, [£'](5(5/ and are the matrices, which elements are the
Fourier coefficients of the functions e(r) and correspondingly, and Ey are 
the vectors with elements Ex^g and Ey^Ci correspondingly.

Equation (2.114) represents the mathematical problem of finding the eigen­
values of operator MK along the ^-direction and the corresponding eigenvectors. 
Accordingly to (2.112), the 2-dependence of each eigenvector is defined by the 
eigenvalue as Hence, the eigen problem (2.114) is equivalent to the
following one:

(2.117)

Vectors and matrices in the eigen problem (2.117) are infinite-dimensional, how­
ever in the numerical calculation only the first Nq harmonics around zero and 
the zeroth order are accounted for. Then, the dimensionality of equation (2.117)
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depends on the truncation order Nq- E^: and 'Ey have the length Ng, M and !N 

are 2Ng x 2A^G-matrices and, therefore, we can use the numerical tools of linear 

algebra for eigenvalues and eigenvectors.

Let us represent the field distribution in the investigated structure as a lin­

ear combination of eigenfunctions of the matrix MN. Given the fact that the 

z-dependence is included in the eigenvectors in the form this linear com­

bination is as follows:

±

= £exp(±'iX2).A^, (2.118)
E.

where the matrix £ consists of the eigen vectors of the propagation operator M3Nf:

£ =
E, 

. E„
(2.119)

-yj 1 \^y/ 2 \^v/ 2Ng.

the matrix JC is the diagonal matrix which elements are the eigenvalues of the 

matrix MN:

X =

I<i 0
0 K2

0
0

(2.120)

0 0 • • • K2Ng.

and 2A^G-dimensional vectors are the coefficients of linear combination of 

eigenvectors of the matrix MN.

In general, the matrix MN has 2Ng eigenvalues. In case of homogeneous 

layer and in the absence of absorption, the value of can be both positive 

and negative. In the first case, we have two solutions propagating along positive 

and negative z-direction, correspondingly. In the second case, when < 0, the 

solution are either exponentially decaying or increasing along z-direction.

In order to obtain the magnetic vectors from the amplitudes, we can start 

with equation (2.109). For each eigenvalue Kj, the Floquet-Fourier expansion of 

this equation has the following form:

koKj
H,

H„
= K (2.121)
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Equations (2.114) and (2.121) can be written in the form of formula which trans­
forms a known amplitude vector A into the electric and magnetic vectors:

/e.\

VH.y
or briefly

£exp(zlK2) £exp(—iUCz)
■^N£flC"^exp(zflC2) exp(-iflC2)

E = FA.

(2.122)

(2.123)

The matrix F is called as material matrix. For calculation z-components of the 
electric and magnetic field we can use the expressions (2.101) and (2.104):

/Co
(dxHy dyHx)j

GG'

I (d^Ey dyEx).

Kq

(2.124)

(2.125)

2.2.3 Scattering matrix

Solution of the eigen problem describes how the light can propagate in a given 
layer. In order to calculate the distribution of the electromagnetic held in the 
layered structure, one have to calculate the coefficients of linear combination 
(2.118) taking into account the boundary conditions for vectors E and H at 
the interfaces between the layers. It can be done by calculating the ANq x ANq- 
dimensional transfer matrix which relates the amplitude vectors A at two different 
^-coordinates Za and Zb.

= T
.A-

(2.126)

It can be shown that if the coordinates Za and z^ are within the same layer then 
the transfer matrix has the following form

r|p6,a exp(i3CL) 0
0 exp(—zflCL)

(2.127)
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where L = Zb — Za- In this case the transfer matrix is called as a propagation 
matrix. If the coordinates a and h are at immediately opposite sides of the 
interface zq {za = zq — 0 and Zb = zo + 0) then the transfer matrix is

jb,a ^ (2.128)

In this case the transfer matrix is called as an interface matrix. If X has complex 
parts then, as follows from (2.127), the propagation matrix has the elements 
both exponentially decreasing and exponentially increasing with increase of L. 
This cause numerical instabilities in calculation of the propagation matrix. Small 
elements could be set equal to zero, while sometimes large elements reach the 
maximum limit of the calculation. There is no possibility of scaling the transfer 
matrix to avoid this problem. To avoid the described problem of mixing the 
large and small numbers in the same matrix, the scattering matrix method was 
developed. This method was described by D. M. Whittakker and I.S. Culshaw 
in 1999 [8] and by S. G. Tikhodeev and N. A. Gippius in 2002 [9]. The scattering 
matrix, is defined by the following expression

= S'b.a

I‘A. ,
(2.129)

and has dimensionality of 4A^g x 477g like the transfer matrix T. The scattering 
matrix can be calculated by iteration procedure described in [9, 13]. The initial 
point of the procedure is the evident equality T“’“ = = 1. Then, the scat­
tering matrix between coordinates 2„+i and Za can be calculated from the
scattering matrix S"’“ using the following expression

gn+l,a __ RSii“
gn,a g7i,ar|pn,Ti+l^22 ^21

n,a
11

:;in,arjnn,n+l ^22 ^21
(2.130)

where

n,arTpn,n+l= sxt: - T'in,n+l12^22 -M2 > M = (T"l"+'- S"-^T^i"+')-b (2.131)

Here we used the symbol notation X]"’ for the 2Ng x 2Ng blocks of the ANq x 4A^g 
matrix S”^’"

gm,n ^
QTn,n )om,n 

vMl ^22
(2.132)
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If the coordinates Zn+i and 2„ are within the same j-th layer then the relation 
between matrices and S"’“ can be simplified;

gTi+l,a __ expiXjL 0 1 0
0 ij lo expiXjL (2.133)

As follows from the expression (2.133), there is no mixing of large and small num­
bers in the same matrix unlike in case of the transfer matrix. Thus, the scattering 
matrix can be utilized for calculation of the propagation of light through thick 
absorbing layers.

2.2.4 Distribution of the electromagnetic field

For calculation of field distribution in the investigated structure we have to find 
the 2AG-dimensional amplitud( 
from the following expressions:
the 2AG-dimensional amplitude vectors At for all required coordinates z = Zb

A{zb) = A.
s!f< + sJi" fe) ^ (s^f - s$f) Ai 

(s5?)’ (sj; - (2.134)

where matrices §”’" are the 2Ng x 2Ng blocks of the ANg x 4A^g matrix (see 
(2.132)). Boundary coordinates are Zq = 0 — 0 and Zc = h + 0 where h is the

Za = 0 - 0

^21

-A-—

q6,C
^12

- Zb

-4 t
Zc = h + Q

A-

Figure 2.6: Sketch of calculation of the amplitude vectors at any given z — Zb 
coordinate.
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thickness of entire structure. Fig. 2.6 shows the sketch of the calculation of the 
amplitude vectors at the coordinate z = Zb- The scattering matrices S'^’“ 
can be found by the procedure described in Sec. 2.2.3. In accordance to [9], the 
incoming amplitude vector for s-polarization at the coordinate z = Za is:

Ks =

simp
0

— cos p 
0

(2.135)

and for p-polarization at the coordinate z = Za

cos pcos 9 
0

4+ =
sin p cos 6 

0

(2.136)

Finally, the coefficients of Floquet-Fourier decomposition of electric and magnetic 
field vectors can be found from equation (2.123).

2.2.5 Optical coefficients

Knowledge of the total scattering matrix of the entire system and of the 
input amplitude vector A(za) allows us to calculate the reflection, transmission 
and absorption coefficients. The simplest way to do this is to calculate the z- 
projections of the Poynting vector, S, for incoming, reflected, transmitted, and 
deflected into vacuum and substrate waves. It can be shown that

P = S, = Re
Stt

Ex = £-Re (h;E, - HtE,) , (2.137)

where symbol "f” denotes the complex conjugation and transposition.
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For homogeneous layers it is convenient to consider the wave propagation for 
each harmonic G as long as the effective wave number K represents precisely one 
reciprocal lattice vector G\

k/^ =

/ kx + Gx

ky + Gy
\

~ {kx + Gx)'^ — {ky + Gy)‘

(2.138)

The direction of this vector G is a direction of the wave propagation. If Kq is real 
and the considered homogeneous layer is either substrate or incoming medium 
then the corresponding mode outcouples from the structure. Such modes are 
called as open channels. In opposite case, in case of imaginary we deal with 
the exponentially decayed harmonic.

The main harmonic G = (0,0)^ is always an open channel. Open channels 

which are not a main mode are called as diffraction channels.
In the present work, the reflection and transmission coefficients for the main 

harmonic are calculated as the ratios of the respective energy fluxes:

R = T =
P*

p>in ’
(2.139)

where P®” is the energy flux of the incident wave, P®', P* are the energy fluxes 
of the reflected and transmitted waves, calculated with formula (2.137) for the 
main harmonic. Minus in formula (2.139) means that the energy of the reflected 
light propagates in negative 2-direction.

Note that the diffraction coefficient can be found from the following expres­
sion:

pt ___ pr
P = (2.140)

where Pj and PJ are the energy fluxes of the reflected and transmitted waves 
calculated by equation (2.137) for all harmonic G except for the main one. An 
absorption coefficient is defined as

A = \-T - R- D. (2.141)
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2.2.6 Algorithm for numerical realization

Let us formulate the main steps in calculation of optical characteristics of the 
structures by the scattering matrix method:

1. Split the system into the layers homogeneous along the 2-axis. Based on 
Maxwells equations, find the eigen modes of the operator of propagation 
along the 2-axis (see equation (2.117).

2. For each layer construct the material matrices using equations (2.122) and 
(2.123) and calculate the in-plane components of the local electromagnetic 
fields via the amplitudes of partial waves. Propagation and interface trans­
fer matrices need to be constructed as well (equations (2.127) and (2.128)) 
in order to connect the amplitudes in different parts of the structure.

3. Construct the total scattering matrix § of the whole structure, connecting 
the incoming and outgoing vector amplitudes via the iterative procedure of 
Ko and Inkson using equations (2.129), (2.130) and (2.131).

4. Calculate, via the components of S matrix, the optical properties of the sys­
tem such as transmission, reflection (2.139), diffraction (2.140), absorption 
(2.141) and the corresponding spatial distributions of the electromagnetic 
fields.

35



36



Chapter 3

Surface photonic states in 
two-dimensional photonic 
crystals

3.1 Introduction

Photonic crystal is an ordered periodic array of materials with different refractive 
indexes. Fig. 3.1 shows three simplest cases of photonic crystals. The spatial 
period of the variation of the refractive index is called as lattice constant, as it 
corresponds to the usual crystal lattice constant, which represents a periodic array 
of atoms. Indeed, many of the basic ideas are shared for ordinary atomic crystals 
and photonic crystals and they can be used to construct a fundamental theory of 
photonic crystals, as is shown, for example, in [1]. The behavior of electrons in

P'ill' ■
S

Wk 1
■ I
■ I

2D 3D
Figure 3.1: Schematic of one-, two-, and three-dimensional photonic crystals. 
The colors, gray and yellow, indicate different materials.
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usual crystals is determined by the periodic electric potential of the atoms and, 
consequently, by the forbidden electronic energy bands. The propagation of light 
also can be described in terms of forbidden gaps which are called as photonic 
hand gaps. Furthermore, if a defect is introduced to the ordered photonic crystal 
lattice then the localized defect modes can be obtained. The wave functions of 
these modes are localized mainly near the defect.

Let us consider a one-dimensional photonic crystal, for example, shown in 
Fig. 3.2. The wave equation for the electric field is;

c2 d'^E d^E

where e(x) denotes the position-dependent relative dielectric constant of the one­
dimensional photonic crystal, which will be called the dielectric function here­
after. In Eqn. (3.1), we assumed that the magnetic permeability of the photonic 
crystal is equal to that in free space, since we do not consider magnetic materials. 
Let us find a solution of the Eqn. (3.1) in the form E{x, t) = E'(.x)e®‘^L Equation 
(3.1) can be written as:

1 d'^E{x) w (3.2)e(x) dx^
The dielectric function l/e(x) is also periodic and can be expanded in a Fourier 
series:

-31 / O-TTm \

(3.3)^ (^) = CmexpU---------X I ,

m= —OO '

where are the Fourier coefficients. According to the Bloch’s theorem, the 
Eqn. (3.2) has a solution E{x, t), which is the sum of Floquet-Fourier waves;

-2‘KnE{x) = ^ En exp ( ^^^x — ifcx j.
n = — rvn ' '

Using Eqn. (3.3), (3.4) and (3.2) one can obtain:

EE / 27rn
V a

2 , ,227rm „ • 27rn/n I EfTYiEjiC
‘X—ikx (jJ V—> „ • 27rr= > E x~ikx

Equation (3.5) leads to

, Cl ___ p
Cm—n^n o

C2

(3.4)

(3.5)

(3.6)
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Now we have the eigenvalue problem for infinite dimensional vector Em {'m = 
—oo... — 1,0,1,...,oo). We have to solve this problem for each desired wave 
vector k and find the corresponding frequencies uj{k). This enables us to plot 
the dispersion relations uj{k) of the eigenmodes of the one-dimensional photonic 
crystals characterized by a spatial function of the dielectric permittivity e{x). 
Since the curves uj{k) are even periodic functions with period 27r/a, it is sufficient 
to directly solve the eigenvalue problem (3.6) only for the range of wavenumbers 
[0,7r/a]. By analogy with the problem of a periodic potential in ordinary crystals, 
the segment [—7r/a, tt/o] is called the first Brillouin zone.

Dispersion relations of one-dimensional photonic crystals are shown in Fig. 3.2. 
It is evident from Fig. 3.2 that there are the frequency ranges in which there 
are no eigenmodes of the considered photonic crystals. These ranges called the 
photonic band gaps. The eigenvalue problem, similar to (3.6), can be written 
for two-dimensional photonic crystal. In case of the photonic crystal of square

(a)

Figure 3.2: (a) Schematic picture of a one-dimensional photonic crystal, (b) 
Dispersion relation (solid thin line) of this structure with band gaps in the middle 
and at the boundaries of the first Brillouin zone. The dotted line indicates a 
dispersion relation in a homogeneous medium with a group velocity = c/n. The 
border of the first Brillouin zone is depicted by the thick black vertical lines at 
—n/a and n/a.

39



Figure 3.3: Sketch of two-dimensional photonic crystal with (a) square and (b) 
triangular lattices of circular cylinders and the corresponding first Brillouin zones 
for (c) square and (d) triangular lattices.

lattice (see Fig. 3.3a), the first Brillouin zone is a square with the side 27r/a and 
with the center at the F-point. In case of the triangular lattice (see Fig. 3.3c) 
the first Brillouin zone is a hexagon with the side 27r/a and the center at the 
F-point. The two-dimensional range of the wave numbers where it is required to 
solve the eigenproblem is the triangle FMX for square lattice and FMK for the 
triangular lattice. The solution of the eigenvalue problem for two-dimensional
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Figure 3.4: The photonic band gap structure for (a) square and (b) triangular 
array of dielectric columns with radius of r = 0.2a. The blue bands represent the 
TM modes and the red bands represent the TE modes. The columns (ei = 8.9, as 
for alumina) are embedded in air {£2 = 1).

photonic crystals with the square and triangular lattices for the ranges of wave 
vectors FMX and PMK, respectively are shown in Fig. 3.4 in a loft form.

It is evident from Fig. 3.4 that for the case of square lattice there is no a full 
photonic band gap, common for all polarizations and all wave vectors. However, 
there are the so called stop-bands in which the wave equation has no solutions 
only for the individual polarizations and directions. The triangular lattice has the 
advantage over the square one that it has the full photonic band gap, as shown in 
Fig. 3.4b. This fact constitutes the main difference between the optical properties 
of two types of photonic crystal lattices. That is why for possible applications of 
photonic crystals, it is very important to choose their geometry properly.

The presence of the photonic band gap leads to the following statements:

• In the spectral range of the photonic band gap an eigen-state supported 
spontaneous emission is impossible. In particular, an electronic-hole recom­
bination must be completely suppressed if the optical transition frequency 
is within the photonic band gap of the sample.

• Photons can be localized at the photonic crystal defect states that leads 
to the appearing of the unusual photonic states including bound atomic- 
photon states.
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Figure 3.5: Electric field (F^) pattern associated with a surface-localized state 
formed by truncating a square lattice of alumina rods (dielectric permittivity 
e = 8.9, radius r = 0.2a) in air, cutting each rod in half at the boundary. The 
mode shown corresponds to a surface-parallel wave vector ky = 0.4(27r/a). The 
dielectric rods are shown as dashed green outlines [27].

Defects of the photonic crystal lattice, the breakdown of the translational sym­
metry of the spatial distribution of dielectric permittivity, an initial property of 
a photonic crystal, can change optical properties of the photonic crystals signifi­
cantly. In this work we consider the violation of the periodicity of the dielectric 
constant on the interfaces and in the depths of the two-dimensional photonic 
crystal.

Any fabricated structure inevitably have an interface between the incoming 
medium and the photonic crystal. This leads to the existence of the so-called 
surface states (see Fig. 3.5). If the dispersion relations uj{k) of the surface states 
is within the photonic stop-band, the use of this photonic crystals can be limited. 
The surface states manifest itself as a dip in the region of a band gap in the 
reflection spectrum [24, 25, 26]. As can be seen from Fig. 3.6, the existence of 
the surface-related dip in the reflection spectrum depends on the geometry of 
the interface. The Tamm surface states of photonic crystals were investigated 
theoretically in Refs. [28, 29, 30, 31, 32, 33, 34]. These states were experimentally 
observed in Refs. [35, 36, 37]. It was found that the Tamm surface states in a
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Wavenumber [cm Wavenumber [cm ]

Figure 3.6: Reflection spectra of the plane wave from two types of interfaces be­
tween incoming air and two-dimensional photonic crystal, (a) calculated by FDTD 
method and (b) measured using an FTIR microscope. The photonic crystal is 
formed by the periodical array of macropores in silicon. The gray regions mark the 
position of photonic stop-bands for TE polarization [24].

two-dimensional photonic crystal can affect the quality of point imaging by a 
photonic crystal slab with negative refraction [38, 39]. In Refs. [31, 33], the 
enhancement of beaming via two-dimensional photonic crystal surface modes was 
studied. In Ref. [40], broad, surface-associated, dips in the reflection spectra of 
colloidal photonic crystals were demonstrated. In Refs. [25, 26], it was shown that 
surface modes generated in a thin layer of the photonic crystal matrix material 
provide highly efficient coupling of light into a slow light mode of photonic crystal. 
This effect was used for the fabrication of a miniature gas sensor exhibiting an 
enhancement of CO2 infrared absorption by a factor of 3. From these references, 
it obvious, that the presence of surface states plays a crucial role in the optical 
characteristics of photonic crystals.

Another type of defects of photonic crystal lattice is a defect in depth of a 
structure. The first photonic crystal resonators used point and linear defects 
in the lattice. Recently, the photonic crystal heterostructure resonators were
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introduced [41, 42], It was shown that a very high quality factor together with 
a small volume of such resonators can be achieved [43, 44]. Fig 3.7 represents an 
example of the considered type of defects which is formed by a missed row of 
the cylinders in two-dimensional photonic crystal. This type of the defect can be 
regarded as a waveguide [45, 46, 47, 48, 49, 50] as well as an area of a double­
heterojunction [41]. In the first case the light propagates along the missed row of 
cylinders, in the second case the light propagates perpendicular to it.

The described properties of photonic crystals allow one to obtain new ele­
ments and devices for optoelectronics, namely, photonic crystal fibers, photonic 
crystal waveguide narrow-band filters, high quality resonators etc. As follows 
from the literature (see for example [24, 25, 26]), when designing optical elements 
based on photonic crystals it is necessary to take into account the imperfections 
of geometry of the structure: aperiodicity, interface roughness and the size dis­
persion of alternating elements. The high contrast of refractive indexes of the 
silicon-based photonic crystal can lead to significant Rayleigh scattering of light

C
e
c
c

negative

£.

positive

Figure 3.7: Electric field {E^) pattern associated with a linear defect formed 
by removing a column of rods from otherwise-perfect square lattice of alumina 
rods (dielectric permittivity £' = 8.9, radius r = 0.2a) in air. The resulting field 
shown here for a wave vector ky = 0.3(27r/a) along the defect, is a waveguide 
mode propagating along the defect. The dielectric rods are shown as dashed green 
outlines [27].
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at these imperfections [51], which can cause degradation of the eigen-modes in 
the photonic crystals and degradation of the resonance peaks in the transmission 
spectrum. Thus, the fabrication of photonic crystal structures for optoelectronics 
applications implies the preliminary research of the influence of inhomogeneity 
on their optical properties.

At the present moment in literature there are large number of publications 
devoted to the theoretical and experimental investigations of different type of 
photonic crystal structures and a large number of descriptions of their possible 
practical applications. At the same time, the quantitative analysis of the impact 
of geometrical imperfections of the fabricated photonic crystal structure on the 
surface-mode-related characteristics of their reflection spectra is absent in liter­
ature. Finally, the literature contain no data on the interaction between surface 
states and defect states localized at the interface and in-depth of the sample 
correspondingly.

Thus, the goal of the present chapter is the theoretical and experimental inves­
tigation of the role of the surface (Tamm) states on the reflection and transmission 
spectra of two-dimensional photonic crystals slabs made of macroporous silicon 
and theoretical investigation of the interaction between the surface states with 
defect states localized in-depth of the structure.

3.2 Investigated structures and details of calcu­
lation

The object of experimental and theoretical investigations of the present chapter 
is the silicon photonic crystal slab (PCS) with a triangular lattice of air cylinders 
(see Fig. 3.8). The reflection and transmission spectra were calculated by means 
the scattering matrix method (Section 2.2) and then measured using FTIR setup 
for experimental verification of the theoretical results. The reflection and trans­
mission spectra of the samples were calculated at a normal incidence of light 
unless otherwise is stated. In calculation of reflection and transmission spectra 
of the photonic crystal slabs by the scattering matrix method the structure was 
considered to be infinitely extended in x- and y-directions and having a finite
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number of periods along the 2-direction of light incidence, see the explanation of 
the axes and splitting in Fig. 3.9. Then the structure was split into the system 
of layers homogeneous along 2-direction. In application of the scattering matrix 
method for the photonic crystal slabs the number of plain waves of Ng = 29 and 
number of stairs per pore N = 20 were found to be sufficient. One of the possible 
splittings of the photonic crystal slab is shown in Fig. 3.9a where an idealized two- 
component model structure is considered. The structure, shown in Fig. 3.9a, is 
non-absorbing since we are interested in the middle and far-infrared range where 
the bulk Si is transparent.

Any fabricated structure is characterized by inevitable roughness of inner 
surfaces of pores. Rayleigh light scattering on rough surfaces can significantly 
decrease the reflection coefficient from a photonic crystal in the regions of the 
photonic band gaps. There are a number of publications [4, 23, 52, 53, 54, 55] 
which show that these light losses are well accounted for by introduction of an 
imaginary part to the refractive indices of transparent materials. In order to 
simulate the pore roughness, we proposed [56] a three-component model for two- 
dimensional photonic crystal slabs explained in Fig. 3.9b. In a three-component 
model, an absorbing ring around a pore has been introduced to model light losses
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Figure 3.9: (a) Two-component model and (b) three-component model of a 2D 
photonic crystal slab with an absorbing ring.

due to roughness of the cylindrical air/silicon interface on a scale comparable with 
A. It was shown in Ref. [56] that for a 2D photonic crystal lattice with a period of 
8 /am, a ring width Ar = 0.8 and a refractive index, Uabs = 3.42 -f 0.2i, gives a 
very good fit between the calculated and measured reflection spectra in the region 
outside the fundamental photonic stop-band. In the present study the period of 
the fabricated structures is 3.75/^m, allowing us to register the 1-st (fundamental) 
photonic stop-band in the wavelength range 7 15/im. In this chapter the same 
approach is used as in Ref. [56] for simulation of the influence of roughness on 
the reflection and transmission spectra. It will be shown in Section 3.4.3 that 
the parameters of the three-component model providing the best fitting between 
experimental and theoretical results are Ar = 0.4/xm and Uabs = 3.42 -|- 0.03i.
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3.3 Theoretical investigation of two-dimensional 
photonic crystals

3.3.1 Photonic stop-bands

A two-dimensional photonic crystal slab with a triangular lattice of 11 rows of 
air cylinders and with a lattice period a is characterized by two geometrical 
parameters; the radius of the cylinders, r, and the distance between the centers 
of the first row of cylinders and a plane separating the photonic crystal slab from 
air, w, denoted the interfacial layer thickness. Different surface terminations 
of the sample for different values of w are shown in Fig. 3.10. U w > r, the 
photonic crystal slab is separated from air by a homogeneous layer of silicon, 
while at 0 < u; < r the surface is corrugated. Our goal was to investigate the 
influence of the geometrical parameters described on the reflection spectra of two- 
dimensional photonic crystal slabs. All calculations are performed for a normal 
angle of light incidence in the F-M direction because the fabricated structure 
edges were oriented along the F-K direction, orthogonal to the F-M direction. 
The results of calculations of the reflection spectra of the investigated structures 
for r = 0.45a and w = 0 are shown in Figs. 3.11a,b for TM and TE polarizations. 
We use the notation TE polarization if the electric vector of the incident light is 
oriented parallel to the macropore channels, and TE polarization if the electric 
vector is perpendicular to them. It can be seen that the spectra contain regions 
of high reflection (for a/A = 0.29-0.50 in TE polarization and for a/A = 0.26

■■■

w

w = 0 0< w<r w = 1.5a

Figure 3.10: Surface termination of the photonic crystal slab for different values 
of the parameter w.
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TE polarization TM polarization

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.1 0.2 0.3 0.4 0.5 0.6 0.7
aA a/A.

Figure 3.11: Reflection .spectra of a two-dimensional photonic crystal slab in (a) 
TE and (b) TE polarization calculated using a two-component model, r = 0.45a, 
u; = 0, T-M direction. Reflection coefficient in TE (panel c) and TM (panel d) po­
larizations of a two-dimensional photonic crystal slab as a function of the radius of 
pores, r = (0.1--0.55)a and a/A, for u; = 0 interfacial layer thickness. The thickness 
of two-dimensional photonic crystal slab is 11 periods. Red solid and dashed lines 
show the correspondence between the top and bottom panels. The gray-shades 
scheme is explained in the bar in the right.

0.30, a/A = 0.41 0.52 and a/A = 0.55 0.64 in TE polarization) and regions with 
reflection coefficient oscillations between these high reflection regions. The high 
reflection regions arise due to the stop-bands of the two-dimensional photonic 
structure. The oscillations of the reflection coefficient outside the stop-bands 
are the Fabry-Perot resonances for the fight passing through the photonic crystal 
slab. In the long-wavelength range (a/A < 0.20) the effective refractive indexes of 
the photonic crystal structure can be found by means of the Bruggeman equation:

E/. ^eff

7=1
^ ^e// + LSj ^eff

= 0, (3.7)
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where for TE polarization depolarization factor L = 1/2 and for TE polarization 
L = 0, /i and /2, are the filling fractions of air and silicon, £i and £2 are the 
dielectric permittivities of air and silicon respectively. Calculated values of the 
refractive indexes are 1.73 and 1.95 for TE and TE polarizations. The periods 
of the Fabry-Perot oscillations for the homogeneous slabs with the thicknesses 
I = 8.66a and refractive indexes 1.73 and 1.95 were found from the condition for 
Fabri-Perot resonance

A
I =

2neffN
,(1V = 1,2,...) (3.8)

and equal to A{a/X)TE = 0.0334 and A{a/X)TM = 0.0296. At the same time, 
the periods of the Fabry-Perot oscillations obtained from the long wavelength 
range of reflection spectra in Fig. 3.11a,b are 0.340 and 0.294, i.e. very close 
to those calculated by the effective medium model. The period of the Fabry- 
Perot oscillations obtained from the short wavelength range (a/A > 0.65) of the 
reflection spectra are 0.190 for TE polarization and 0.140 for TE polarization. 
These periods cannot be described by Bruggeman equation because the condition 
of applicability of effective medium model (A >> a) is not fulfilled in the short 
wavelength range. In order to investigate the influence of pore radius on reflection 
spectra, the reflection spectra of two-dimensional photonic crystal slab with 11 
rows of pores were calculated with parameter w — 0 and r varying from 0.1a to 
0.55a. The results of these calculations are shown in Figs. 3.11c,d as reflection 
maps, see the shades of gray bar for explanation of the scale. It can be seen that 
the TE reflection spectra have the lowest stop-band at 0.1a < r < 0.52a. The 
width of the lowest stop-band reaches a maximum at r = 0.45a. The maximum 
width of the lowest stop-band using TE polarization is reached at r = 0.43a, 
whereas the widest second stop-band is provided by a pore radius r = 0.47a.

3.3.2 Surface states

As was already mentioned in the Section 3.1, in this work we investigate the 
surface states which are attributed to the homogeneous silicon layer separating 
photonic crystal area from the air. The thickness of this homogeneous layer is the 
only geometrical parameter which affects the existence of the surface states. Let
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TE polarization

cd

TM polarization

0.6 0.2

Figure 3.12: Calculated reflection coefficient in TE and TE polarization of a two- 
dimensional photonic crystal slab as a function of the interfacial layer thickness, 
re, and a/A, for r = 0.45a, T-M direction. Dashed lines and Roman numbers mark 
the different zones discussed in the text. The grey-shades scheme is explained in 
the bar in the right.

us investigate the influence of the interface on the reflection spectra. For this, we 
fixed the radius of the cylinders at 0.45a and varied the parameter w in the range 
of 0 1.5a. The results of these calculations with a two-component model are 
shown in Fig. 3.12. From Fig. 3.12, the calculated reflection spectra in the range 
a/A =0.2-0.6 consist of stop-bands, Fabry-Perot oscillations and, additionally, 
dips within the high reflection regions. The widths and the positions of the stop- 
bands do not depend on the thickness of the air/PCS interface. Hence, for fixed 
a, the pore radius is the only parameter which is responsible for the widths and 
positions of the photonic stop-bands. The period of the Fabry-Perot oscillations 
decreases slightly with an increase of interfacial layer thickness. This is expected 
since the period of the Fabry-Perot oscillations is inversely proportional to the 
total sample thickness. The most interesting behavior is demonstrated by the 
reflection dips inside the photonic stop-bands. The dip position depends on w,
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the air/PCS interface thickness. The TE reflection (TE reflection) map can be 
divided into three (four) zones by the number of these dips in the spectrum, as 
shown in Fig. 3.12. The TE stop band in zone I-TE does not have these dips. 
The first dip appears at w = 0.55a. The position of the first dip shifts towards 
lower wavenumbers with increasing w and reaches the left edge of the stop-band 
at w = 0.92a. The high reflection region has only one dip for 0.55a < w < 0.72a 
(zone II-TE). For w > 0.72 (zone III-TE) the high reflection region has two or 
more dips. Similar behavior is observed using TE polarization. The results shown 
in Fig. 3.12 are very important for the fabrication of structures with triangular 
lattice of air pores in silicon. Indeed, from Fig. 3.10, the surface termination of a 
2D photonic crystal slab is flat when w > r. In this case, w > 0.45a. At the same 
time, a “pure” stop band in the TE reflection spectra, i.e., a stop band without 
surface dips, exists only for w < 0.55a (zone I-TE). Thus, the range of the values 
of parameter w which provides the flat surface termination and a “pure” photonic 
stop-band is 0.45a < w < 0.55a.

In order to understand the origin of the dips in the reflection spectra, we 
calculated the electromagnetic near-field distribution in the 2D photonic crystal 
slab. We will limit our discussion to structures of period a = 4 jam with a pore 
radius r = 0.45a, an interfacial layer thickness w = 0.62a, TE polarization and a 
normal light incidence. The spatial electric and magnetic held distributions in the 
near-surface region are shown in Fig. 3.13 for a/A = 0.46a, which corresponds to 
the position of the dip inside the photonic stop-band in the TE reflection spectra. 
The method used to present the electro-magnetic held is described in Ref. [57]. 
The electric and magnetic field vectors are shown in Fig. 3.13 as a two dimensional 
array of cones and circles (actually a face on views of cones perpendicular to the 
image plane).

The size of the cones is proportional to the held strength at the center of each 
cone. The length of the blue cones is scaled to the amplitude of the incoming wave 
in vacuum; in a case of red cones it is reduced by two, to prevent cone overlap. 
Note that the electric and magnetic fields are depicted at the instant t (measured 
in units of light period T and shown in the title of each panel) when the held 
intensities, integrated over the displayed cross sections, reach a maximum. Emax 
(^max) is the maximum field measured in units of the incoming wave amplitude
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(i.e., it shows the field enhancement in the near field zone). It can be seen that 
the electric and magnetic fields are localized in the near-surface region. Note that 
electric field in this region takes the shape of vortices located between the upper 
pores. The maxima of the magnetic fields are in the centers of these vortices. The 
time difference between the part at which electric and magnetic fields becomes 
maximal is approximately a qnarter of the oscillation period, t « 0.25T. Hence, 
the field distribution, shown in Fig. 3.13, corresponds, in the main, to a standing 
wave. The ratio between the maximal and minimal electric (magnetic) field 
energies over the period of electromagnetic oscillation r]E {vm), a so-called field 
modulation coefficient, are also shown in the title of Figs. 3.13. The r]E and r]M 
values exceed unities by several orders of magnitude. This is also characteristic 
of the standing wave of the surface mode. The mode described here is a surface 
Tamm state [58]: it arises in the stop band due to the total light reflection from the 
silicon/photonic crystal interface and exponentially decreases inside it. However, 
it is open for radiative losses on the other partially reflecting air/Si interface and 
thus differs from the usual Tamm electronic states on the solid/vacuum interface. 
Snch modes have been considered, e.g., in Ref. [34] and are characterized by a 
small quality factor (as Fabry-Perot modes).

For comparison, the electromagnetic field distributions were calculated for the 
the frequency a/A = 0.32. The spectral position of this frequency is within the 
photonic stop-band however this freqnency does not support the surface mode. 
From the results of calculations shown in Fig. 3.14 it follows that the distribution 
of the electric field does not have the vortices however the average intensity of 
the field decays with the depth of the structure. The latter is due to the fact that 
the frequency a/X = 0.32 is within the photonic stop-band.

3.3.3 Cavity states

Let us move to the description of the cavity states similar to that shown in 
Fig. 3.7. The difference between the surface states and the cavity states is that 
the surface states are located near the surface of the structure while the cavity 
states are located in depth of the structure. The investigated photonic crystal 
slab with the cavity is shown in Fig. 3.15. The cavity groove is infiltrated with
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w.

Figure 3.15: Two-dimensional photonic crystal structure with linear defect infil­
trated with liquid crystal, a is the lattice period, r is the pore radius. Width of 
the linear defect is W2 = 2r.

the liquid crystal E7. The refractive index of the liquid crystal can be varied 
within the range from 1.49 to 1.69 [59]. The reflection spectra of the investigated 
cavity structures are shown in Fig. 3.16 along with the reflection spectra of the 
structure without cavity. The refractive index of cavity medium is n = 1.5. The 
spectra were calculated for wi = 0.45a 0.55a and fixed w = 0.45a. This value 
of the parameter w corresponds to the structure without a homogeneous surface 
layer, i.e. air/PCS interface is tangent to the pores in the first row.

The boundaries of the first photonic stop-band of the corresponding infinite 
photonic crystal with triangular lattice of air cylinders and r = 0.45a have the 
spectral positions a/A = 0.30 and 0.49 [60] and shown in 3.16 by vertical dashed 
lines. It can be seen from Fig. 3.16 that the defect layer in the photonic crystal 
slab leads to appearance of the sharp dip (a) in the region of the stop-band of the 
reflection spectra. This dip is attributed to the allowed state within the photonic 
forbidden band. If the parameter Wi = 0.45a then the ’’cavity medium/PCS”
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Figure 3.16: Reflection spectra of the two-dimensional photonic crystal structures 
without defect and with defect for different values of the parameter 'W\. Parameter 
of the microcavity: W2 = 2r, w = 0.45, n = 1.5. Dashed lines bounds the first 
photonic stop-band of the corresponding photonic crystal lattice in F-M direction, 
TE polarization. The upper scale shows the values of wavenumber of light for the 
structure with period of a = 3.75//m.

interface is tangent to the pores in the rows which are bounded the cavity layer. 
If wi > 0.45a then there is a homogeneous silicon layer between the cavity layer 
and the pores. The increase of the thickness of this homogeneous layer leads to 
the redshift of the spectral position of the cavity dip. If wi > 0.51a then there 
are two dips, (a) and (b), within the stop-band.

In order to demonstrate the influence of the refractive index of the cavity 
medium n, we calculated the reflection spectra for different values of the param­
eter n varying in the range from 1 to 1.7 (Fig. 3.17). It can be seen from Fig. 3.17 
that upon the increase of the refractive index of the cavity medium, the reflection 
dip (a) is redshifted whereas the spectral position of the dip (b) remains the same. 
Hence, the dip (a) is attributed to the localized state of the linear defect of the
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photonic crystal lattice and its spectral position corresponds to the frequency of 
the microcavity. In order to find the optimal parameters of the cavity, we calcu­
lated the cavity wavenumber for the refractive index varied from 1 to 1.7 and the 
the parameter Wi varied from 0.45a to 0.7a. The results of these calculations are 
shown in Fig. 3.18 where three curves for Wi = 0.45a, 0.52a 0.63a are presented. 
The solid horizontal lines denote the boundaries of the first stop-band, dashed 
vertical lines shows the range of variation of the refractive index of the liquid 
crystal E7. It can be seen from Fig. 3.18 that using the liquid crystal E7 it is 
possible to achieve the spectral shift of the cavity peak position by a value of 
A(a/A) 0.025 or AA“^ ~ 670cm~^ in case of a = 3.75/rm. The thickness of 
homogeneous silicon layer between the cavity and pores, w\ — r, affects the spec­
tral position of the cavity dip in the photonic stop-band. The increase Wi leads 
to the redshift of the cavity frequency (see Eig. 3.16). Hence, the proper choice of

600 800
1/k (cm‘ ) 

1000 1200 1400 1600

a/A

Figure 3.17: Reflection spectra of the photonic crystal slab with linear cavity 
calculated for different refractive indexes of the cavity medium: n = 1.0-1.7. 
Parameters of the structure: W2 = 2r, wi = 0.55a, w = 0.45a. The upper scale 
shows the values of light wavenumber for the structure with the period a = 3.75 /xm.
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Figure 3.18: Dependence of the cavity wavenumber (dip (a) in Fig. 3.17) on the 
refractive index of cavity medium. The curves correspond to different parameters 
ici = 0.45a, 0.52a, 0.63a. Right scale shows the light frequencies for the structure 
with the period a = 3.75 ^m.

the thickness of the homogeneous silicon layer enables us to achieve the desired 
spectral positions of the cavity operating range. For example, for lUi = 0.52a, 
the cavity frequencies are in the range a/A = 0.372 0.397 depending on the re­
fractive index of cavity medium and are in the middle of the photonic stop-band. 
The operating range of the cavity is shown in Fig. 3.18 by gray rectangle.

3.3.4 Interaction of surface and cavity states

Let us consider a photonic crystal slab with a homogeneous silicon layer as well 
as with a linear defect. As in the previous sections we assume that the photonic 
crystal has triangular lattice with air pores and the light propagates along F-M 
direction. The sketch of the model structure for the calculations of the reflection 
spectra is shown in Fig. 3.15. In the present section all calculations are performed 
for the photonic crystal structures with pores radius of 0.45a and the thickness of 
the defect, W2, is the double of pore radius, i. e. 0.9a. From Section 3.3.2 it follows 
that the surface dip of the ideal structure is characterized by low amplitude (less 
than 0.01) and, therefore, is invisible in the reflection spectrum plotted with the
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with roughness (three-component model) 
without roughness (two-component model)

w=0.64

woO.68
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wO.76
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Figure 3.19: Reflection spectra of the photonic crystal slab with linear defect. 
Pore radius r = 0.45a, w = 0.6a-0.8a, thickness of the linear defect W2 = 0.9a, 
W\ = 0.5a.

vertical range from 0 to 1. At the same time, the roughness of inner surfaces 
of pores leads to the increase of the amplitudes of the dips without a spectral 
shift. Thus, for the sake of simplicity, we use the three-component model with 
the thickness of the absorption ring Ar = 0.4/xm and the refractive index of 
the material of the ring 3.42 -f O.lf. From the other side, the introduction of 
absorption into the structure leads to a sufficient degradation of the cavity dips. 
Hence, for presentation of the cavity dips we use the two-component model. Let 
us calculate the reflection spectra of the photonic crystals structure from Fig. 3.15 
containing the surface defect and the linear defect in-depth of the structure. 
Parameter w is changed between 0.6a and 0.8a, parameter wi = 0.5a and is
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I/T = 0.232. ti = 176.0, = 24.9 I./T = -0.018. ri = 97.7. = 45.4

Figure 3.20: Spatial distribution of the electric field at the time moment 
t/T — 0.232 (blue and red arrows on the left panel) and the magnetic field at 
the time moment t/T = —0.018 (green circles on the right panel) in the two- 
dimensional photonic crystal slab with 10 rows of pores (5 in upper and lower 
parts) calculated for normal angle of light incidence, TE polarization, r = 0.45a, 
w = 0.68a, Wi = 0.5a, W2 — 0.9a. The field are shown for the incident light fre­
quency of a/A = 0.4107, that corresponds to the double resonance (intersection of 
the spectral positions of surface and cavity modes).
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//r = 0.482, f/ = 1.5 • lO'V E,„„^ = 5.4 t/T = 0.2.32. ;/ = 0.8 • lO*'. = 14.3
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Figure 3.21: Spatial distribution of the electric field at the time moment 
t/T = 0.482 (blue and red arrows on the left panel) and the magnetic field at the 
time moment t/T — 0.232 (green circles on the right panel) in the two-dimensional 
photonic crystal slab with 10 rows of pores (5 in upper and lower parts) calcu­
lated for normal angle of light incidence, TE polarization, r = 0.45a, w = 0.68a, 
wi = 0.5a, W2 = 0.9a. The field are shown for the incident light frequency of 
a/A = 0.4107, that corresponds to the double resonance (intersection of the spec­
tral positions of surface and cavity modes).
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fixed. Refractive index of the cavity medium is n = 1.5. Results of calculations 
are shown in Fig. 3.19. It follows from Fig. 3.19 that the spectral position of the 
cavity dip is constant and does not depend on the width w. At the same time, 
the spectral position of the surface dips is changed from a/X = 0.34 to 0.45. 
Moreover, for w = 0.76a and 0.8a there are two surface dips within the stop-band 
of the reflection spectrum. The described behavior in the reflection spectra is in 
accordance with data shown in Fig. 3.12. Note that for w = 0.68, the spectral 
positions of the cavity and the surface dips coincide. Let us calculate now the 
spatial distribution of the electromagnetic field of incident light at the frequency 
a/X = 0.41a in the structure with w = 0.68 that corresponds to the intersection 
of spectral positions of the surface and cavity states. The results of calculations 
of electric and magnetic field distribution for the moments of time t/T = 0.232 
and t/T = —0.018 correspondingly are shown in Fig. 3.20. The fields are located 
near the linear defect. The electric field has an antinode in the center of the 
defect, and the magnetic field has a node. The modulation coefficients, r]E and 
r/M exceed unity by two orders of magnitude. The distributions of the field at 
the moments of time t/T = 0.482 and t/T — 0.232 correspondingly (Fig. 3.21) 
are located at the sub-surface region. The modulation coefficient exceed unity by 
two orders of magnitude too. The described characteristics of the electromagnetic 
field indicate that the standing wave at the double resonance has the features of 
both cavity and surface modes and the nodes of these modes are shifted by a 
phase of 7r/2.

3.4 Experimental observation of surface photonic 
states in two-dimensional photonic crystals

3.4.1 Fabrication of the samples of two-dimensional pho­
tonic crystals

In order to fabricate two-dimensional photonic crystal slabs, we used joint photo­
electrochemical etching of deep macropores and trenches in a silicon wafer. [51, 61, 
62, 63]. As a starting material, we used n-Si (100) wafers of resistivity p = 5 fl-cm
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and a thickness of 250/^m. Nucleation centers were formed by photolithography 
followed by anisotropic etching in a hot aqueous alkaline solution. The mask layer 
was silicon dioxide formed by plasma-enhanced chemical vapor deposition.

The triangular lattice of nucleation centers for macropores (pits) had a period 
of a = 3.75 ^m. The choice of another geometrical parameter, namely the distance 
between the nucleation grooves for trenches and the centers of the nearest row 
of pits, d (see Fig. 3.22), is an important issue. The trenches violate the order 
in the periodic structure and cause a redistribution of the local current density 
during etching. It has been shown that distortion of the photonic crystal lattice 
around the defect can be minimized by following certain rules [51, 63]. Too small 
a value of d can give a fragile trench, or a trench that reduces with depth; too 
large a value of d can lead to a wide trench with strongly corrugated walls and a 
reduced size of pores next to the trench. The optimal value of the parameter d 
is around a; the width of the trench is of approximately 2r.

The trenches define rectangular areas of the sample which were removed af­
ter detachment of the substrate (Fig. 3.22). The resulting photonic crystal slab

Figure 3.22: Schematic of the photonic crystal slab structure after photo-electro­
chemical etching of macropores and trenches.
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is aligned along F-K direction of the photonic crystal lattice and consists of 11 
pore rows terminated with a silicon pre-layer of width w = d — r. The pho­
tomask defines d = 4.25//m {d/a = 1.13), which for r = 0.45a gives w = 0.68a. 
Photoelectrochemical etching was performed in an aqueous solution containing 
4% hydrofluoric acid (HF) -|- 5% ethanol at 20°C with backside illumination. A 
constant radius mode was used, with an initial current density j = 10 mA/cm^ 
[64]. The etching process leads to the formation of air cylindrical pores of ra­
dius r = 1.4 yum and trenches of width 2.93 yum. The etching depth was about 
180 ^m. Increase of the etching current density to the critical value of [64, 65] 
jps = 31 mA/cm^ and higher leads to the separation of the porous layer from the 
substrate and the formation of a free-standing membrane. In order to increase

Figure 3.23: Scanning electron microscopy (SEM) image of the two-dimensional 
photonic crystal.
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the pore filling factor r/a, the structures were oxidized in a wet-steam atmo­
sphere at a temperature of 1100°C with subsequent dissolution of the oxide in 
HF solution. Figure 3.23 shows the SEM image of the resultant structure of the 
photonic crystal slab. The samples were then glued to a sample holder allowing 
measurement of the reflection and transmission spectra.

3.4.2 Experimental setup

Fourier Transform Infrared (FTIR) measurements were performed in the range 
650 6500 cm“^ with a resolution of 8cm“^ using a Digilab FTS 6000 spectrom­
eter in conjunction with a UMA 500 infrared microscope. A gold coated glass 
slide was used as a 100% reflection reference. A rectangular aperture of 50x200 
/rm^ for the IR beam was used to provide a reasonable signal to noise ratio (see 
Fig. 3.24). FTIR measurements were made with a polarizer placed in front of the 
MCT (Mercury, Cadmium, Telluride) detector attached to the microscope. The 
incidence light beam was focused on the sample. The angles of incidence were 
from 10° to 30° in xz incidence plane and due to the long rectangular aperture 
of the beam did not exceed 8° in yz incidence plane as is shown in Fig. 3.24.

Light beam

Cone-like shape of the 
incident light beam

Sample

Figure 3.24: Sketch of the illumination of investigated sample by the probe light.
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3.4.3 Experimental results

Experimentally obtained reflection spectra for TE and TE polarizations are shown 
in Figs. 3.25a,b. Theoretical spectra were calculated for a fixed angle of light 
incidence of 20° with two-component model and are shown by the dotted line 
in Figs. 3.25c,d. The widths and positions of the photonic stop-bands in the 
theoretical reflection spectra coincide with those in the experimental spectra. 
The theoretical spectra demonstrate one dip in the first stop band of the TE 
spectrum (a/A = 0.477) and one dip in the second stop-band of the TM spectrum 
(a/A = 0.491). The amplitude of the dip in the TE reflection spectrum for two- 
component model is 0.07, rendering it invisible on this scale. From an analysis 
of the theoretical results shown in Fig. 3.12, these dips are associated with the 
surface modes. The spectral positions of surface dips in the experimental and 
theoretical spectra coincide with each other. However, there is some disagreement 
between experimental and theoretical spectra calculated by the two-component

TE-polarization TM-polarization

1.0

o
O
CO 0.5
0
0^

0.0
1.0cg

o
0 0.5
0
a:

0.8

Figure 3.25: (a,b) Experimental and (c,d) theoretical reflection spectra of a 2D 
photonic crystal slab for TE and TE polarizations. Parameters of calculation: 
r = 0.47a, w = 0.62a. In panels (c,d) the dotted (solid) lines denote the reflection 
spectra calculated using a two-component (three-component) model. Ar = 0.4 yum, 
nabs = 3.42 -f 0.03i.
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TE-polarization TM-polarization

alx

Figure 3.26: (a,b) Experimental and (c,d) theoretical transmission spectra of 2D 
photonic crystal slab for TE and TE polarizations. Parameters of calculation: r = 
0.47a, w = 0.62a. In panels (c,d) the dotted (solid) lines denote the transmission 
spectra calculated using a two-component (three-component) model. Ar = 0.4 /xm, 
IT-abs = 3.42 -I- 0.03x.

model, in particular in the amplitudes of the surface dips. As already mentioned, 
the reason for this disagreement may be Rayleigh scattering of light on the rough 
inner surfaces of the air pores. In order to simulate the scattering losses we used 
a three-component model (Fig. 3.9b). Another reason for the mismatch between 
the theoretical and experimental spectra is the deviation of the angle of incidence 
of light from normal. In order to take these factors into account, we calculated the 
reflection spectra using a three-component model for various angles of incidence 
in accordance with the shape of the incident light beam. Because the incident 
light spot has a long rectangular shape, with an aspect ratio of 4:1, we consider 
only those directions of incident light that are perpendicular to the axes of the 
air cylinders. The calculated spectra were integrated over angles of incidence 
from 10° to 30° in xz incidence plane with the weight coefficients specified in 
Ref. [66]. The result of this integration is shown in Figs. 3.25c,d by a solid line. 
From Fig. 3.25c and Fig. 3.25d the theoretical reflection spectra obtained are in 
very good agreement with the experimental spectra.
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The experimental and theoretical transmission spectra of the investigated 
structure are presented in Fig. 3.26. The transmission spectra have regions of 
low-transmission, which are associated with photonic stop-bands. Since the in­
tensity of the electromagnetic field decreases with depth of the photonic crystal 
slab (see Fig. 3.13), the surface-related peaks in the transmission spectra are very 
weak and cannot be recognized both theoretically and experimentally. The dis­
cussed above reflection dips are due to roughness losses which have peaks at the 
corresponding wavelengths.

Note that the calculation of the reflection and transmission spectra by the 
three-component model implies the use of the following fitting parameters: the 
width of the absorbing ring around pores, Ar, and the refractive index of the 
absorbing ring material material, Uabs- The best agreement between experimental 
and theoretical spectra is achieved using Ar = 0.4/rm and n = 3.42 -|- 0.03'i. Use 
of these values as fitting parameters enabled us to calculate loss sensitive features 
of the reflection spectra such as the amplitudes of the surface dip.

3.4.4 Discussions

It was shown in Sec. 3.4.3 that the accounting for the roughness allows to cal­
culate the amplitude of the surface reflection dips correctly. This fact can be 
understood in terms of a model of asymmetric Fabry-Perot resonator. Let us 
consider a homogeneous silicon layer with a refractive index n = 3.42 and of 
thickness d, terminated by two homogeneous media, namely, air and medium 2 
(see inset in Fig. 3.27). The layer of silicon in this model can be considered as 
an interfacial layer separating medium 2 from the air. For a normal incidence 
of light, the reflection coefficient of the model structure is determined by the 
following expression:

I 12

R = |ror =
ric ^ -I- r2e '

-i0 =i/3
(3.9)rir2&‘

where ri is the Fresnel reflection coefficient at the interface between air and silicon 
layer, r2 is the reflection coefficient at the interface between the silicon layer and 
medium 2 and /? = 2iTnd/X. From the Fresnel equations it follows that the 
parameter ri = —0.55. Let us take r2 close to 1, which can be modeled by a large
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refractive index of the medium 2: n2 = (1 + |r2|)(l — |r2|)n5i. Let us take |r2| 
close to 1 and also take into account the tt phase shift of the light reflected from 
the silicon/medium 2 interface. The reflection coefficient as a function of a/A Ms 
shown in Fig. 3.27a for three values of the parameter namely —0.999, —0.99, 
and —0.9, where minus accounts for the tt phase shift of reflection discussed above. 
In fact, the curves from Fig. 3.27 are simply the Fabry-Perot resonances in this 
asymmetric structure. The presence of the silicon interfacial layer gives rise to 
dips in the reflection spectrum and the amplitude of these dips increases as values 
of parameter |r2| decrease from unity. This situation is similar to that occurring 
for the 2D photonic crystal slabs investigated, where medium 2 is photonic crystal. 
Fig. 3.27b demonstrates that the amplitude of the surface dip in the reflection 
spectra of the photonic crystal slab decreases with increase of the extinction 
coefficient of the absorbing ring in the three-component model. It means that the 
amplification of the surface dip in the reflection spectra of a photonic crystal slab 
is caused by non-100% reflection from the photonic crystal area in the spectral 
range of the stop-band. In principle, the deviation of the parameter r2 from 
unity for photonic crystals is due to two factors. Firstly, the number of pore 
rows is not infinite. The presence of surface dips in the reflection spectra of the 
two-dimensional photonic crystal structure without roughness (two-component 
model) is due to the finite thickness of the 2D photonic crystal slab. The second 
factor is the presence of roughness on the inner surface of the pores and other 
geometrical imperfections. From Fig. 3.25c, the amplitude of the surface dip due 
to the finite thickness of the 2D photonic crystal slab is of the order of 10~^. At 
the same time, the experimental value of the amplitude of the surface dip is 0.25. 
Hence, the second factor, the losses, is predominant.

In the absence of roughness related scattering losses, some of the surface dips 
in the reflection spectra have a very small amplitude and are invisible on the 
scale of the spectra shown here. In this case, identification of the Tamm states 
requires measurement of the phase shift of the reflected signal. The calculated 
dependence Im[ro(a/A)] versus Re[ro(a/A)], where tq is the complex amplitude

Hn fact, the asymmetric resonator structure is not characterized by the parameter a which 
denotes the period of the photonic crystal structure. However the reflection spectra are plotted 
with respect to a/A to ensure a better correspondence between figures (a) and (b).
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a/A, a/A

Figure 3.27: Reflection spectra (a) of the asymmetric resonator structure for 
different reflection coefficients, r2, between medium 2 and silicon and (b) of the 
photonic crj^stals structure for different extinction coefficients k of the absorbing 
ring. Parameters of the asymmetric resonator; the thickness of silicon layer is 0.62a 
and the normal angle of light incidence. Parameters of the photonic crystal slab: 
r = 0.47a, w = 0.62a, AR = 0.4/am, 11 pore rows, angle of light incidence is 20°, 
TE polarization.

reflectance, is shown in Fig. 3.28a for the layered asymmetric resonator and for 
the 2D photonic crystal slab with r = 0.45o, w = 0.62a. In these calculations the 
range of variation of a/A is 0.25 0.45 for asymmetric resonator and 0.35 0.52 
for 2D photonic crystal slab. The latter corresponds to the high reflection region 
of the 2D photonic crystal slab (see Fig. 3.25). From Fig. 3.12, these values of 
r and w correspond to the presence of one surface dip in the TE stop-band of 
the reflection spectrum. In both cases, the asymmetric resonator and the 2D 
photonic crystal slab, the relative phase of the reflected signal changes by a value 
of almost 2n with an increase of a/A from initial value to the flnal one. It can be 
seen that non-100% reflection at the interface between silicon layer and medium 
2 and between nonstructured silicon layer and photonic crystal area affects the 
absolute value of ro and hardly changes the phase shift of the complex amplitude 
reflectance. Thus, the presence of surface states in 2D photonic crystal slab can 
be confirmed by measuring the relative phase of the reflected signal.
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(a) asymmetric resonator (b) PCS

Re(ro) Re(ro)

Figure 3.28: Dependence of imaginary part of the complex amplitude reflectance, 
Im(ro), versus the real part of the complex amplitude reflectance, Re(ro), for (a) 
an asymmetric resonator and (b) a 2D photonic crystal slab. Parameters of the 
structures and the incident light correspond to those in Fig. 3.27. Calculations 
were performed using a two-component model (dashed line) and a three-component 
model for k = 0.1 (solid line). The red circles denote the initial values of o/A.

3.5 Conclusions

In conclusion, the reflection and transmission spectra of two dimensional pho­
tonic crystal slabs with two types of photonic crystals lattice defects have been 
investigated theoretically and experimentally. The presence of the homogeneous 
silicon interfacial layer, separating the 2D photonic crystal slab from air, gives 
rise to the dips within the photonic stop bands of the reflection spectra in TE 
and TM polarizations. The spatial distribution of the electromagnetic field in 
the structures investigated shows that these dips correspond to the photonic sur­
face Tamm states. It was shown that the roughness of the inner surfaces of 
pores affects the amplitude of the surface-associated dips in the reflection spec­
tra. Absolutely smooth inner surfaces of pores would make the observation of 
the surface modes within the stop band of the reflection spectrum impossible. 
Apart, the presence of the linear defect (cavity) in depth of the photonic crystal 
slab leads to the appearance of the allowed states in the photonic band gap. The
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amplitude and the width of the cavity associated dips in the reflection spectra 
with this type of defect are influences by the roughness of the pores as well as 
by the relative spectral position of the cavity dips and the surface dips. The 
electromagnetic field distribution at the frequency that corresponds to the same 
spectral positions of the surface and cavity dips possesses the properties of both 
the surface mode and the cavity mode.

Furthermore, it was demonstrated that the phase of the reflected light changes 
by 2tt when the frequency of the incident light passes the frequency of the corre­
sponding surface mode. Thus, this mode can be observed by measurements of the 
phase shift upon reflection even from an ideal system without losses. A simula­
tion of the roughness of the cylindrical surfaces of the air/silicon interface as well 
as the deviation of the angle of light incidence from normal enabled us to achieve 
a satisfactory agreement between the experimental and theoretical spectra of 2D 
photonic crystal slabs.
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Chapter 4

Optical anisotropy of grooved 
silicon structures

4.1 Optical properties of grooved silicon struc­
tures (introduction)

Grooved silicon is a periodic one-dimensional structure consisting of deep trenches 
with vertical walls (see Fig. 4.1) and characterized by the following interesting 
optical structures. In the long-wavelength spectral region for A^a, where a is 
the lattice period, they reveal the properties of a uniaxial crystal with the high 
anisotropy of the effective refractive index [67, 68]. On the hand for infrared (IR)

Figure 4.1: Sample of the grooved silicon structure [67].
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Figure 4.2: Experimentally obtained (red line) and calculated (black line) re­
flection spectra of grooved silicon structures with period of 7 /xm and thickness of 
grooves of 3.3/xm [73].

light with X ^ a, the structure possesses a properties of one-dimensional photonic 
crystal with broad stop bands [69, 70]. On the other hand, grooved silicon excited 
by a 1.06 /xm laser exhibits an enhanced Raman scattering as demonstrated in 
[71].

4.1.1 Grooved silicon as one dimensional photonic crystal

Grooved silicon structures can be considered as one-dimensional photonic crystal 
in case of light propagating perpendicularly to the Si walls and having wavelength 
of A a [69, 70, 72, 73]. The stop-bands of such photonic crystal are quite broad. 
The good quality of such photonic crystal is provided by the high optical contrast 
(the ratio of refractive index of the Si walls to that of the grooves) as well as by 
the smooth surfaces of the Si walls. Figure 4.2 shows experimental and calculated 
reflection spectra of grooved silicon structures for the middle IR-range for light 
propagating along one of the photonic crystal direction. In Ref. [72] the possibility 
of the shift of photonic stop-band by means of inhltration by different substances 
is discussed.

4.1.2 Enhancement of Raman signal from grooved silicon

The effect of enhancement of Raman scattering from grooved silicon structures 
was discovered for excitation wavelength of A = 1.06 /xm with respect to the non-
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modulated substrate [71]. In Ref. [71] the enhancement of Raman scattering was 
studied at excitation by visible light with the wavelengths of 488 nm and 633 nm 
as well as by the infrared light with the wavelength of 1064 nm under normal 
incidence of light beam. The collecting lens with diameter of 5 cm was placed at 
the distance of 2 cm from the sample

Fig. 4.3(a) shows the typical spectra of grooved silicon structure and of non- 
structured silicon wafer at the excitation wavelength of A = 1064nm. It can be 
seen from Fig. 4.3(a) that the shapes and spectral positions of the scattering band 
for the grooved Si structure and for Si wafer coincide with each other and are 
shifted by 520.5 cni“^ with respect to the excitation wavelength, that corresponds 
to the scattering on the bulk TO-phonons in c-Si. The intensity of Raman signal 
for the grooved silicon is 5 time higher than that for the non-structured silicon 
wafer. In case of the excitation wavelengths of 488 nm and 633 nm there was no 
enhancement of Raman signal observed from grooved silicon structures.

The increase of the Raman signal from grooved silicon structures can be caused 
by a weak localization of the excitation light within the structure. In this case 
the incident light penetrates into the sample and propagates mainly through the 
silicon walls which act as plane waveguides. In Ref. [74] the effect of the weak light

(Dtr 0.2

-530 -520 -510 510 520 530
Raman shift (cm'*)

Figure 4.3: (a) The spectrum of Raman signal for the grooved silicon structure 
(GSS) and for the silicon wafer (c-Si). The excitation wavelength A = 1064nm. 
Investigated GSS is shown in the inset, (b) Dependence of the Raman intensity 
from the GSS from the depth of the grooves [71].
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localization is discussed without detailed information given on the way of light 
propagation within the grooved structure. In work [71] the intensity of Raman 
scattering from grooved silicon structures was studied as a function of the groove 
depth (see Fig. 4.3b). It can be seen from this figure that the dependence of 
Raman signal from the groove depth is linear. It was concluded that this fact is 
the manifestation of the partial light localization in the grooved silicon.

4.1.3 Optical anisotropy of grooved silicon structures

The grooved silicon structures demonstrate the property of high optical anisotropy 
in the middle and far infrared range of the spectra where X > a, where a is the 
lattice period. In Ref. [67] it is shown that the grooved silicon structures behaves 
as a negative uniaxial crystal with an optical axis parallel to the wafer plane 
and exhibits an extremely high optical anisotropy in the mid-IR spectral range. 
Indeed, the difference in the effective refractive indexes for the ordinary and ex­
traordinary rays, An, is about 1.5 while the refractive indexes of anisotropic 
substances for various directions differs between each other by no more than 0.3 
[11]. The spectral dependence of the effective refractive index of ordinary and

X,|jm

Figure 4.4: Spectral dependence of the effective refractive index of ordinary and 
extraordinary waves obtained from the reflection spectra of grooved silicon struc­
tures in case of normal incidence of light [67].
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extraordinary beams can be found from the experimental reflection spectra and 
is shown in Fig. 4.4.

In work [68] transmission spectra of grooved silicon structures with 4- and 7- 
jim periods is studied by polarization-sensitive IR and submillimeter spectroscopy 
in a wide spectral range. Fig. 4.5 shows a typical transmission spectrum of a 
grooved Si structure in a wide IR range (20 10000cm“^) for two directions of 
polarization, with the electric vector parallel or normal to the grooves (curves 1 
and 2, respectively). The entire spectral range can be divided into three parts:

• Far-IR range (i/ = 20-600 cm“^ or A = 500 16 /xm). In this range, the con­
dition A » a is satisfied quite well. Hence, the periods of two type of 
oscillations of transmission coefficient is properly described by the effec­
tive medium model. The small period of the transmission modulation (of 
8cm“^) is independent of the direction of polarization; therefore, it is re­
lated to the interference of beams in the Si substrate: Ai/Q ~ [2Lnsi)~^i 
where L = 170/xm is the substrate thickness and nsi = 3.4 is the refractive

A,

Figure 4.5: Typical transmission spectra of grooved silicon structures in the range 
20-10 000 cm“^ for two polarization directions: (a) — parallel to the grooves, (b) 
— perpendicular to the grooves. [68].
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index of c-Si. The larger periods of oscillations (88 and 146 cm“^)
is related to the interference of light in the thin anisotropic grooved layer 
with effective refractive index which is described by the effective medium 
model.

• Middle IR-range {u = 600 3000 cm“^ or A = 16 3 pm). In this range A > a, 
so the spectral dependence of the effective dielectric permittivity cannot be 
described by the effective medium model. Hence, the calculated birefrin­
gence differs from the experimental one [67].

• In the near-IR range {i' = 2000 10000 cm“^ or A = 3 T pm), where the wave­
length of radiation is less than specific sizes in a grooved Si structure, ev­
idently, the condition for effective medium approximation is not satisfied, 
but the approximation of the geometrical optics can be applied. In this case, 
the period of interference oscillations is independent of the polarization of 
incident light, it is determined by the interference of beams propagating 
across the grooves and Si walls, and is described by the relation

1
Au =

L{nsi - 1)'
(4.1)

Thus, as it follows from the literature, spectra in the middle IR-region have 
not been described theoretically so far. The aim of the present chapter is to 
calculate the reflection and transmission spectra of grooved silicon samples at 
wavelengths of about the period of the structure and larger and compare them 
with experiments.

4.2 Investigated samples

Grooved silicon structures can be fabricated by different dry and wet etching 
methods [75, 76, 77, 78]. Methods of dry etching have high precision and resolu­
tion. They can be easily integrated into a single technological cycle. Their main 
advantage is that they do not depend on the crystallographic orientation of the 
substrate. In microstructuring a very important parameter is the aspect ratio of 
the depth to the width of the grooves. Etching of deep grooves using reactive
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I— Methods of etching of silicon

Dr>’ etching----------------

Ion etching
I

Plasma ion etching 
Ion beam etching

Ion chemical etching Plasma chemical etching

Reacthe plasma ion etching 
Reactive ion beam etching

I
Plasma etching 
Radical etching

Wet etching

Isotropic
Anisotropic

Figure 4.6: Classification of methods of silicon microstructuring.

ion etching has some specific problems. Among them are the uneven etching 
and cone-like shape of the taper groove, the formation of bottle-like grooves, mi­
croscopic irregularities, inclined wall grooves. In order to avoid the formation 
of defects one needs to make a lot of efforts to develop complex technological 
regimes of etching. Thus, using dry etching it is difficult to obtain deep (more 
than 10/rm) grooves with smooth mirror like walls. The process of development 
of technological regimes of dry etching is very time consuming [75, 79].

The anisotropic alkali etching of (110) silicon has an advantage because it en­
ables one to fabricate structures with almost vertical walls having the smoothest 
Si surface [80]. The ribs of such structures are formed by the (111) crystallo­
graphic planes, which are etched approximately 600 times slower than the (110) 
planes [76, 81].

In the present chapter we study grooved silicon structures fabricated on n- 
type (110) oriented Si wafer with a resistivity of 5 fl-cm prepared by anisotropic 
etching at 70°C in a 44% aqueous solution of potassium hydroxide. The initial Si 
wafers were polished from both sides and their surfaces were covered by a thermal 
oxide or a silicon nitride layer. Then, windows for grooves were opened in this 
layer on the front of the Si wafer by means of photolithography. The length of 
these windows was 400/xm and their width was 2 4/xm, depending on the period 
of the structure. Grooves with walls formed by the (111) planes comprised a 
lattice with a period equal to 4, 5, and 6 /xm for different samples. Table 4.1 
presents the parameters of samples, and Fig. 4.1 shows the cross section of one 
of these structures. Figure 4.7 shows the schematic of a sample cut along and 
perpendicular to the grooves. It is known that the vertical edges of the grooves
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Table 4.1: Geometrical parameters of grooved silicon structures.

Sample Period,
a, yum

Thickness
of walls, 
dsi, /rm

Depth 
of grooves, 
1, /rm

Total
sample
thickness,
//, fim

24a4 4 1.0 30 200
24a5 5 1.2 30 200
24a6 6 1.4 30 200
s5 5 1.8 42 225
s6 6 2.6 42 225

obtained by anisotropic etching of Si(llO) are inclined [76]. In addition, the 
bottoms of grooves in the studied structures are V-shaped with an apex angle 
of about 120° [82]. However, in our calculations, we neglect these details and 
assume for simplicity that the grooves are infinitely long in the direction of the 
y-axis and have a rectangular cross section in the .x2-plane.

4.3 Experimental setup

The geometry of optical measurements is shown in Fig. 4.7. The reflection and 
transmission spectra of grooved Si structures were measured in polarized light 
with Digilab FTS-60A and FTS-6000 Fourier spectrometers in the spectral range 
from 450 to 6000 cm“^ with a resolution of 8 cm“^ for the E\\ and E±_ polarizations. 
The electric field strength corresponding to the E\\ or E±^ polarization is directed 
parallel or perpendicular to the grooves, respectively. The spectra are recorded 
at normal incidence of light to a sample surface.

4.4 Results and discussion

As follows from Section 2.2, to calculate the optical properties of a grooved Si
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Figure 4.7: Schematic of the sample and the optical measurement: silicon sub­
strate; 5|| (Sj,) section parallel (perpendicular) to the grooves; the dashed straight 
line is the normal to the silicon wall; b is the width of the grooves in the bottom 
part of the structure; w and wq are the widths of solid silicon stripes between the 
grooves on the surface of the sample and the groove depth, respectively.

structure for the light incident along z-direction (see Fig. 4.7), it is necessary to 
represent it in the form of a sequence of the layers homogeneous along the 2- 
axis and, possibly, periodic in the direction perpendicular to the 2-axis. Figure 
4.8(a) shows an example of sample splitting into the layers. The structure is 
divided into four layers, two of which, the first and the fourth (vacuum), are 
semi-infinite. The second (silicon/air grooved layer) is periodic in the substrate 
plane and homogeneous along the 2-axis, while the third layer (silicon substrate) is 
completely homogeneous. We selected calculated optical coefficients by neglecting 
the absorption of light by free carriers in silicon as well as the interaction of light 
with crystal lattice phonons. The reflection spectra, calculated for the described 
model structure, differ considerably from the experimental spectra (Fig. 4.9). The 
frequent oscillations in the calculated spectrum (thin gray line) are related to
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Fabry-Perot resonances on a rather thick silicon substrate (~ 200/xm).

To observe these oscillations in experiments, the coherence length of light 
should exceed at least the sample thickness, which is not fulfilled in our case. 
To exclude such oscillations in calculations, a substrate is usually assumed to 
be a semi-infinite. The corresponding calculated curve is also shown in Fig. 4.9 
(thin black line). Now the characteristic frequency of the remaining oscillations of 
the calculated spectrum approximately corresponds to the experiment (they are 
related to Fabry-Perot resonances on a grooved silicon layer, see the discussion 
below); however, the amplitude of these oscillations and the qualitative shape 
of the spectrum is still considerably different from the experimental data. This 
discrepancy can be explained by Rayleigh light scattering by the irregularities of 
the groove structure both in the modulated layer and in the intermediate ’’mod­
ulated part substrate” layer consisting of V-shaped deepenings in the bottom 
of the grooves. This scattering can be quite considerable because the ratio of the 
refractive indexes of these layers is rather high. It is well known that the surface 
roughness introduces sufficient errors to the determination of refractive indices of

V 2

n = 3.42 

n = 3.42 + fell

n = 3.42 + fcji 

n = 1 + A:3i

Figure 4.8: Schematics of a grooved Si structure for calculations by the scattering 
matrix method: (a) ideal sample model; (b) real sample model which takes into 
account the diffuse scattering.
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materials by ellipsometry methods [4], especially to their imaginary parts. The 
latter is quite natural because roughnesses cause a diffuse scattering resulting in 
losses during the light propagation. There are many examples in the literature 
(see, for example [4, 52, 53, 54]) when the scattering losses on the roughness of 
interfaces were correctly taken into account by adding the imaginary part to the 
real refractive indices of transparent materials or by increasing the imaginary 
part of the refractive indices of absorbing materials^. Following this approach, 
we will assign complex refractive indices ki and k2 to the periodic and to the 
intermediate layers, respectively, in silicon and k^ to the air in periodic layer. 
We assume for simplicity that parameters fci, k2, and ks are independent of the 
wavelength of light. The resulting model structure is shown in Fig. 4.8b. The

^Strictly speaking, it is necessary to distinguish the perfectly periodic modulation of inter­
faces in a photonic crystal structure and their irregular roughness. The periodic modulations 
are taken into account in the scattering matrix method and do not require the addition of 
imaginary parts to take into account the radiation losses [9].

1000 1500

Wavenumber, cm’
2500

Figure 4.9: Experimental (thick line) reflection spectrum of grooved silicon sam­
ple s6 and reflection spectra calculated for ideal sample model for the cases of a 
finite (Fig. 4.8(a), thin gray line) and semi-infinite (thin black line) silicon sub­
strates for the En polarization of light.
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thickness t of the third layer is related to the V-shaped bottom profile and de­
pends on the groove width t = dairl‘2.\/Z, where dair = adsi is the groove width. 
The numerical simulation shows that the parameters ki and k2 begin to make 
noticeable contributions to the reflection spectra at values exceeding 0.1, while 
k^ for the values higher than 0.03. Calculations, performed with different values 
of ki, k2, and ks varied from 0.03 to 3 show that the best fit of experimental

Figure 4.10: Experimental (solid lines) and calculated (dashed lines) reflection 
spectra of grooved silicon samples s5 and s6 for the E^\- and E^-polarizations. 
Calculations assume the presence of a scattering layer on the modulated layer- 
substrate interface for which the complex refractive index is set equal to 3.42 -|- 
0.5i; the refractive index of silicon in the modulated layer is set equal to 3.42 -|- 
0.2j and that of air is 1 -|- O.OSi (see Fig. 4.8b).
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reflection spectra is achieved for ki ~ 0.2, k2 = 0.5, and k^ = 0.05 (see Fig. 4.10). 
This procedure provided a good qualitative fit of experimental reflection spectra 
for other samples as well (see Fig. 4.11). The obtained experimental and theo­
retical spectra oscillate due to the Fabry-Perot resonances appearing during the 
propagation of light through a modulated layer of the structure. By using the 
Fabry-Perot resonance condition

a) 2neffl’ (4.2)

where A (1/A) is the difference of the reciprocal wavelengths of adjacent Fabry- 
Perot resonances and I is the grooved layer depth, we can calculate the effective 
refractive indexes Ueff of grooved silicon (Table 4.2) in the low-frequency spectral 
region, where the effective medium approximation is better fulfilled.

These values can be compared with values obtained in the effective medium 
model for A^a [11]:

n 2
air (4.3)

Figure 4.11: Experimental (top) and calculated (bottom) reflection spectra of 
samples 24a4, 24a5 and 24a6.
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Table 4.2: Effective refractive indexes of grooved silicon calculated from the con­
dition of Fabry-Perot resonances for experimental reflection spectra and reflection 
spectra calculated by the scattering matrix method (SMM) and using the effective 
medium model (EMM)

s5 s6 24a4 24a5 24a6
Experiment 2.4±0.1 3.3T0.3 1.5T0.1 1.7±0.1 1.5±0.1
SMM 2.4±0.1 3.5±0.2 1.5±0.1 1.7±0.1 1.4±0.2
EFM 2.2±0.1 2.4±0.1 1.1±0.1 1.1±0.1 1.1±0.1

^e//,± s5 s6 24a4 24a5 24a6
Experiment 1.5±0.1 2.6 ±0.2 2.7±0.1 3.0T0.2 3.2±0.3
SMM 1.5±0.1 2.7±0.1 2.7±0.1 3.0±0.1 3.3T0.2
EMM 1.2±0.1 1.3±0.1 1.9±0.1 1.9±0.1 1.9T0.1

s5 s6 24a4 24a5 24a6
Experiment 0.9±0.1 0.7T0.3 1.2±0.1 1.2T0.2 1.7±0.3
SMM 0.9±0.1 0.8±0.2 1.2±0.1 1.3±0.2 1.9T0.3
EMM 1.0±0.1 1.2±0.1 0.8±0.1 0.8±0.1 0.8±0.1

ne//.X nSi
(1-/)-n:2 ’

(4.4)

where / = dsi/a is the filling fraction. It follows from Table 4.2 that the scattering 
matrix method allows us to calculate the effective refractive indexes of periodic 
silicon layers more accurately than the effective medium theory. For example, the 
experimental oscillation periods of the reflection coefficient (69 and 125 cm“^) in 
the low-frequency spectral region for sample 24a4 is quite close to those calculated 
by the scattering matrix method (72 and 127 cm“^). At the same time, the 
oscillation periods corresponding to Fabry-Perot resonances in a periodical layer 
with a thickness of I and the refractive indexes calculated from the expressions 
(4.3) are 89 and 148 cm~^. This difference is probably explained by the fact that 
the condition of applicability of the effective medium approximation a <§; A is not 
fulfilled accurately enough (in our case, a/X = 0.18 -b 0.27).
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In the high-frequency region of the reflection spectra, the electrostatic ap­
proximation condition is not fulfilled (A~a). The oscillation periods of 140 and 
120 cm“^, calculated by the scattering matrix method in this region, are close to 
their experimental values of 141 and 138 cm“^. At the same time, the formal use 
of expressions (4.2) and (4.3) gives oscillation periods of 13 and 21 cm“^, which 
considerably differ from the experimental values.

4.5 Conclusions

Thus, we have studied the reflection and transmission spectra of grooved silicon 
structures with different periods and wall thicknesses. The obtained experimental 
spectra were compared with those calculated by the scattering matrix method. It 
has been shown that good agreement between experimental data and calculations 
by the scattering matrix method can be obtained in the modulation region by 
adding the imaginary parts to the refractive indexes of silicon and air to take into 
account the losses caused by Rayleigh scattering of light from the roughness of 
interfaces.
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Chapter 5

Influence of the structural 
parameters of the layered 
samples on their active optical 
response

5.1 Enhancement of photoluminescence signal 
from thin layers with silicon nanocrystals

5.1.1 Optical properties of silicon nanocrystals (introduc­
tion)

Ensembles of silicon nanocrystals (SiNCs) in silica matrix have been intensively 
studied over the last decades because of their ability to emit light at room temper­
ature, to be compatible with standard silicon technology and to have potential for 
optoelectronic applications [83, 84, 85, 86, 87, 88, 89, 90]. The photoluminescence 
(PL) from structures with silicon nanocrystals can originate from the relaxation 
of highly localized defect states or from the band-to-band recombination of quan­
tum confined excitons in the case of good passivation of defects [83]. Regardless 
of the origin of the PL, the emitted light can be out-coupled, re-absorbed by 
SiNCs or substrate, or coupled to waveguide modes [16, 17, 18, 91, 92, 93, 94].

91



Figure 5.1: Oxide thickness along a sample as measured with spectral ellip- 
sometry. The silicon nanocrystals form near the Si02-to-air interface as indicated 
schematically (inset, lower right). A representative nanocrystal PL spectrum shows 
typical near-infrared emission (inset, top left). [17].

The PL intensity of the sample strongly depends on the passive optical properties 
of the structure (i.e. spatial distribution of the refractive index) and the active 
optical properties of the emitting material (i.e. internal PL spectrum, position 
and orientation of point sources of PL) [15, 18, 19, 19]. Hence, the PL intensity 
from structures containing SiNCs can be significantly suppressed or enhanced by 
appropriate choice of the waveguiding properties.

An optical microcavity is a typical example of a structure which is used to 
enhance the light emission of a specific wavelength in a specific direction [12, 95]. 
A SiNCs layer placed between two Bragg mirrors formed by silica layers exhibits a 
PL whose intensity is 100 times stronger than that of a simple SiNCs layer placed 
on top of a silicon wafer [95]. The PL intensity can also be strongly enhanced 
by proper coupling of the emitter field with surface plasmon polaritons (SPPs) 
supported by thin metal films [22, 96]. This method requires a corrugated surface 
to compensate for the momentum mismatch between SPPs and emitted photons. 
Another example where the spatial distribution of refractive index plays a crucial 
role in propagation of light is a layered structure with deposited anti-reflection
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Figure 5.2: Variation of the 750 nm Kohlrausch 1/e decay rate with oxide thick­
ness under constant, high power pump conditions (symbols). The periodicity in 
the data is explained by additional decay proportional to the local pump power 
(solid line). The grey drawn lines show bounding quantum efficiencies of 40% and 
60%. From [17].

coating. The significant decrease in the reflection coefficient of such structures 
is explained by the destructive interference of light reflected from the surfaces of 
the sample [12].

In publication [17] the monolayer of silicon nanocrystals on the Si02/Si sub­
strate was investigated. The sample with silicon nanocrystals had regions with 
different thicknesses of Si02 layer (see Fig. 5.1). It was found that the rate PL de­
cay from silicon nanocrystals depends on the thickness of Si02 layer (see Fig. 5.2). 
This effect is explained by the change of local density of optical states and is called 
Purcell effect [97]. Authors of publication [17] compared experimental and theo­
retical PL decay rate and determined the internal quantum efficiency and internal 
decay rate of silicon nanocrystals. The similar results of investigation of the PL 
lifetime of the samples with silicon nanocrystals were reported in [21, 98, 99].

In the present study we will apply this effect to the samples containing SiNCs 
for increasing the proportion of light which is emitted by the SiNCs and can 
emerge from the sample. The aim of the work is a calculation of the PL intensity 
from the triple-layered structures with size controlled SiNCs as a function of layer
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thicknesses as well as an experimental verification of the theoretical results.

5.1.2 Fabrication method of silicon nanocrystals

The triple-layer thin films were fabricated ^ on n-type (lOO)-Si substrates using 
an Oxford Instruments “Plasmalab 100” PECVD (plasma enhanced chemical 
vapor deposition) system with SiH4 and N2O as precursor gases. Variation of 
flow ratio P = [N20]/[SiH4] allows one to control the stoichiometry of the growing 
layers. Stoichiometric silicon dioxide (Si02) was deposited as a buffer and capping 
layer whereas silicon rich silicon oxynitride (SRON) was deposited as interlayer 
(see Fig. 5.3). Chamber pressure, total flow rate and flow ratio were kept at 
500mTorr, 730cm^/min and 600 respectively for stoichiometric layer of Si02 and 
600mTorr, 1080cm^/min and 5 for SRON layer. All depositions were carried 
out at a substrate temperature of 375°C. A deposition rate in the range of only 
1.5 2.5 A/s was achieved as confirmed by systematic ex-situ spectral ellipsometry 
measurements. The respective layer thickness was then controlled by varying the 
deposition time. It should be noted, that a deposition rate in the lower A/s range

^Samples with silicon nanocrystals were fabricated by D. M. Zhigunov in the laboratory of 
M. Zacharias (Albert Ludwigs University Freiburg, Germany)

4 - 250 nm

0 - 200 nm
A

SiO,

buffer layer

LI U'J;

substrate '" ' M

SRON Si

Figure 5.3: Schematic presentation of the investigated structures with silicon 
nanocrystals. SiNCs are shown by circles.

94



Figure 5.4: TEM image of silicon nanocrystals in silicon dioxide matrix [100].

is mandatory for precise superlattice depositions. Furthermore, we confirmed by 
extensive ellipsometry wafer mappings that the essential layer homogeneity in 
the subpercent range can be achieved over the whole 4 in. wafer for the above 
deposition parameters. The corresponding stoichiometry for the SRON layer 
v/as chosen to be SiOi,oNo.22- The composition of the layers was determined by 
X-ray photoelectron spectroscopy (XPS) with a PHI Quantum 2000 (Physical 
Electronics) XPS spectrometer. Subsequently, all samples were annealed for 1 
hour in a high purity N2 atmosphere at 1150°C. The annealing was carried out in 
a quartz tube furnace equipped with a turbomolecular pump and an electronically 
controlled pressure regulation. The furnace tube was first evacuated to 1x10“® 
mbar in order to avoid any SiNC oxidation by residual oxygen in the annealing 
atmosphere. Then, a N2 gas flow of 50cm^/min was established at a constant 
pressure of 1050 mbar. The heating rate for all experiments was fixed to 10 K/min 
enabling a slow hydrogen effusion during the heating up which is mandatory 
to avoid cracks in the films. The annealing of the samples at 1150°C lead to 
formation of silicon nanocrystals in Si02 matrix, as is shown in Fig. 5.4. The 
diameter of silicon nanocrystals was found to be 3.9±0.7nm. Further details on 
the sample preparation technique can be found elsewhere.

In the present study three different sets of samples with SiNCs were fabricated
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Table 5.1: Geometrical parameters of the samples with silicon nanocrystals.

Thickness
of capping 
layer

Thickness
of inter­
layer

Thickness
of buffer
layer

Series A 20 nm 30 nm 0 200 nm
Series B 20 nm 4-250 nm 25 nm
Series C 5nm 5nm 0-100 nm

(see Table 5.1). For the first set of samples the thickness of the Si02 buffer layer 
was varied from 0 to 200 rim, while the thicknesses of interlayer and capping 
layer were fixed to 30 and 50 nm. On the contrary, the second set of samples 
was characterized by variable thickness of the SRON layer in the range from 10 
to 250 nm, while the thicknesses of the Si02 layers were constant with 25 nm 
for the buffer and 50 nm for the capping layers. For the third series of sample 
the thickness of the Si02 buffer layer was varied from 0 to 100 nm, while the 
thicknesses of interlayer and capping layer were fixed to 5 nm.

5.1.3 Interference enhancement of photoluminescence sig­
nal in structures with silicon nanocrystals

The light emission by SiNCs is a quantum mechanical process with a random 
spatial emission of the respective photons, but the optical behavior of the emitted 
light can be modeled using classical electromagnetism [15, 16, 17, 18, 19]. In order 
to calculate the PL intensity from the samples containing the SiNCs we use the 
optical model described in Section 2.1.2. According to this model one considers 
the ensemble of emitting SiNCs as a system of chaotically oriented oscillating 
electrical dipoles. The amplitude of oscillation of a dipole is proportional to the 
electric field strength of excitation light at the position of a dipole. The PL 
intensity from the SiNCs is approximated by the intensity of the out-coupled 
emission of such oscillating dipoles.

Each layer within the model structure is assumed to have smooth, parallel
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interfaces and a certain thickness (Fig. 5.3). The SRON interlayer is considered 
as a homogeneous isotropic layer with an effective dielectric permittivity £2- The 
emitting dipoles are located on planes which are uniformly distributed over this 
layer. The number of planes is proportional to the thickness of the interlayer. The 
propagation of the plane waves of excitation light and the plane waves emitted by 
oscillating dipoles is simulated by the transfer matrix method (Section 2.1.1. For 
the calculation, the dielectric permittivities of Si and Si02 are taken from the lit­
erature [101]. The values of the effective dielectric permittivity of the SRON layer 
at different wavelengths were determined by means of ellipsometry measurements. 
The values determined were, £2 = (2.11-1-0.15z)^ at 325 nm, £2 = (1.88-l-0.019f)^ 
at 488 nm, £2 — (1.84 -|- O.OOTf)^ at 633 nm, and £2 = (1.82 -|- 0.0025z)^ at 890, 
930 and 940 nm. All PL intensities were calculated at normal angle of collection. 
The angles of incidence of the excitation light were 10° for 325 nm, 47° for 488 nm 
and 39° for 633 nm. Laser beams were s-polarized for excitation wavelengths of 
325 nm and 488 nm and p-polarized for 633 nm. The PL intensity of a sample with 
SiNCs depends on three geometrical parameters, namely, the thicknesses of the 
capping, inter- and buffer layers, dcap, dint and dbuf, respectively. In the first stage 
of simulation, the intensity of the PL intensity was calculated for the thickness 
of buffer layer varied from 0 to 200 nrn whereas the thicknesses of capping layer 
and interlayer were fixed and equal to 50 nm and 25 nm respectively. The calcu­
lations were performed for excitation wavelengths of Aex 325 nm, 488 nm and 
633 nm and the corresponding emission wavelengths of Apt = 890 nm, 930 nm and 
940 nm in accordance with peak position of experimentally obtained PL spectra. 
The calculated and experimentally observed PL intensities are shown in Fig. 5.5a.

As can be seen from this figure, an excellent agreement was found between 
theoretical and experimental results. Note that the calculation method does 
not imply the use of any fitting parameters. In case of the 325 nm excitation 
wavelength the function of PL intensity on dbuf has two local maxima in the 
investigated range (50nm and 133nm), and for 488nm and 633nm wavelengths 
only one maximum exists at 75 nm and 100 nm, respectively. It is worth noting 
that the PL intensities from a structure with an optimized thickness of the buffer 
layer are about 20 times stronger than those obtained from the structures without 
a buffer layer.
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Series B

Thickness of buffer layer (nm)

Figure 5.5: Calculated (lines) and experimental (circles) PL intensities of the 
SiNCs samples as a function of the thickness of the buffer layer (series A) and the 
thickness of interlayer (series B) for different excitation wavelengths.

From the optical point of view, the process of PL consists of two stages. The 
first stage is the in-coupling of the excitation wave into the structure with the 
SiNCs. All specific features of this stage, such as reflection and transmission 
coefficients, interference, multireflection, etc., are determined by the excitation 
wavelength. The second stage is the emergence of the PL light from the sample. 
All characteristics of this stage are determined by the PL wavelength, i.e. by the 
size of the Si nanocrystals. In order to distinguish the contribution of the first 
stage on the resulting PL intensity, we calculated the average value of the square 
of the amplitude of the electric held strength over the SRON layer as a func­
tion of buffer layer thickness for different excitation wavelengths (Fig. 5.6). The 
calculated dependence is periodical due to the Fabry-Perot resonances appeared 
while passing the excitation light through the layered structure. We will call this
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Figure 5.6: Comparison of in-coupling (red dashed line) and out-coupling (green 
dash-dotted line) efficiencies with calculated (blue solid line) and experimental 
(dots) PL intensities of the SiNCs samples as functions of buffer layer thickness.
A. 325 nm.

dependence as an in-coupling efficiency. In order to reveal the contribution of 
the second stage, we calculated the PL intensity for the specific case when the 
amplitude of oscillation of the dipole is constant and does not depend on the 
excitation electric field strength (Fig. 5.6).

This function is periodical too because of the Fabry-Perot resonances appeared 
while the propagating of the photoluminescent light through the sample. In fact, 
a calculated PL intensity for this case is an out-coupling efficiency. Note that 
the periods of the in-coupling and out-coupling efficiencies can be found from 
the condition for two nearest Fabry-Perot resonances for plane waves traveling 
through the buffer layer:

A
^^buf (5.1)

‘̂ '^buf OOS ^buf

where A is the wavelength of excitation or PL light, n^f is the refractive index 
of buffer layer, ^pbuf is the angle of PL or excitation light propagation in the 
buffer layer. The initial phases and amplitudes of the periodical functions of
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in-coupling and out-coupling efficiencies are determined by the refractive indexes 
and thicknesses of all the layers as well as by the substrate material and can be 
found by the transfer matrix method and the model of oscillating dipoles (Section 
2.1).

Comparing the behavior of the PL intensity and the in-coupling efficiency 
we can conclude that the distance between two peaks in the experimentally ob­
tained dependence from Fig. 5.6a (at Xex = 325 nm) is mainly determined by the 
Fabry-Perot resonances for excitation light, i.e. excitation wavelength. Prom the 
other side, the function of the out-coupling efficiency is the envelope curve to 
the experimentally verified dependence of the PL intensity as a function of the 
buffer layer thickness. Thus, the ratio between the amplitude of the peaks in 
the experimental dependence (see Fig. 5.6a) is mainly determined by the period 
of the function of out-coupling efficiency, i.e. PL wavelength. The behavior of 
the PL intensity versus the thickness of buffer layer from excitation wavelengths 
Xex = 488 nm and Xex = 633 nm are explained the similar way.

Now we are in the position of optimization of PL intensity when both capping 
and buffer layer thicknesses are varied. In this case the behavior of the resulted 
PL intensity can also be described in terms of the in-coupling and out-coupling 
efficiencies which are two-dimensional functions of buffer and capping layer thick­
nesses. Figure 5.7 shows these functions as well as the resulted PL intensity for 
the interlayer thickness of 25 nm. The in-coupling and out-coupling efficiencies 
are periodical functions and their periods are determined by equation (5.1). In 
Fig. 5.7 we can see only one period of out-coupling efficiency in the presented 
range of the buffer and capping layer thicknesses. For the investigated samples 
with SiNCs, when dint = 25 nm, the optical width of interlayer, riintdint is approx­
imately 6.5 times less than the excitation wavelength and about 18 times less 
than the PL wavelength. Hence, the resulted PL is roughly the product of the 
in-coupling and out-coupling efficiency. However, we calculated the exact values 
of PL intensity by the method described in Section 2.1.2. From Fig. 5.7c we can 
see that the optimal thickness of buffer layer is « 120 nm which provide relatively 
high PL intensity for all thicknesses of capping layer. However at dcap ~ 0,80,200 
and 300 nm the PL intensity has its local maxima. The experimentally observed 
PL intensities are denoted by white dots in Fig. 5.7 and are in a very good
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agreement with theoretical data.
The experimental and calculated PL intensities for the series B of samples 

with variable SRON layer thickness are shown in Fig. 5.5b. It can be seen that 
dependencies of the PL intensity are neither a linear or monotonically increasing 
functions of the thickness of the interlayer, but have local maxima and minima. 
The position of local maxima is dfyuf = 100 nm for the excitation wavelengths 
Aex = 325 nm and 633 nm, and d^uf = 150 nm for \ex = 488 nm. This result is 
quite unexpected, since the number of SiNCs in the sample is proportional to the 
thickness of SRON layer and, at first sight, the PL intensity should also increase 
monotonically as a function of the SRON interlayer thickness. It is obvious now 
that such a statement is untrue, and it is possible, for example, to obtain more 
intense luminescence from a thinner emitting layer but enclosed with optimized 
buffer and/or capping layers. Note, that the agreement between calculated curves 
and experimental data plotted in Fig. 5.5b is not as good as for the series with 
different buffer layer thickness. This is most likely caused by thickness dependent 
changes in the SiNCs ensemble (e.g. SiNCs size distribution) which were not 
taken into account by our simple model [102]. As in case of series A, the features 
of the dependencies of PL intensity on the thickness of interlayer can be explained 
by Fabry-Perot resonances for both excitation and PL lights.

From Figs. 5.5 and 5.7 it follows that the PL intensity of the samples with 
SiNCs is determined mainly by the inter- and buffer layer thicknesses whereas 
the contribution of the capping layer thicknesses is less important. Let us calcu­
late the PL intensity for dint varying from 0 to 250 nm, dbu/ varying from 0 to 
200 nm and fixed dcap at a value of 50 nm. The theoretically evaluated PL inten­
sities are shown in Fig. 5.8 as a two-dimensional function of buffer and interlayer 
thicknesses. For excitation with Xex = 325 nm the function has three local max­
ima in the investigated range of buffer layer and interlayer thicknesses. The local 
maximum at dbuf = 50 nm, d^t = 100 nm is the most interesting from the ex­
perimental point of view because the total sample thickness is the smallest. The 
simulated PL intensity curves for Agx = 488 nm and 633 nm have two local max­
ima and the most interesting ones are observed at dbuf = 75 nm, d^t = 125 nm 
for Aex = 488 nm and dbuf = 75 nm, dint = 75 nm for Aex = 633 nm. The white 
dots in Fig. 5.8 represent experimental data (PL intensities of series A and B)
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150 0 50 100 150 0 50
Thickness of buffer layer (nm)

100 150 200

Figure 5.8: PL intensity as a function of interlayer and buffer layer thicknesses 
calculated using a model of oscillating dipoles. The white dots represent exper­
imentally obtained data. The color scale on the right shows the calculated PL 
intensity.

which are in excellent agreement with the theory.
Dependencies shown in Fig. 5.6 enable us to determine quantitatively the con­

tribution of interferences of excitation and PL lights to the observed enhancement 
of PL intensity. As can be seen from Fig. 5.6, the ratio of in-coupling efficiency 
at dbuf = 133 nm to in-coupling efficiency at dbuf = Onm for Agxc = 325 nm is

/ f ^■max\ 

fin{0)
= 1.52. (5.2)

The corresponding value for the out-coupling efficiency is

loutjdZf)

lout{0)
4.97. (5.3)

Hence, the contributions of the interferences of excitation and PL fights to the 
total enhancement of PL signal at Aexc = 325 nm are related to each other as 
1.52:4.97 and equal to 23% and 76%. For Agxc = 488 nm the contributions of 
interferences of excitation and PL lights are 38% and 62% and for Agxc = 633 nm 
are 35% and 65% respectively.

The PL intensity of the samples with silicon nanocrystals depends on the 
thicknesses of all three layers. Thus for each fixed thickness of the sample, d, one
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Total sample thickness (nm)

Figure 5.9: The highest PL intensity of the samples with silicon nanocrystals as 
a function of the total thickness of the sampele.

calculate the triplet of parameters {dcap, dint, dbuf), such as dcap + dcap + <^cap = d, 
that provides the maximal PL intensity. Fig. 5.9 shows the functions of the highest 
intensity from the total thickness of the sample, d.

For the excitation wavelength of 325 nm the highest intensity is achieved at 
the total sample thickness of 141 nm and the thicknesses of layers of d^ap = 9 nm, 
dint = 78 nm, dbuf = 54 nm. For the excitation wavelength Aexc = 488 nm the 
optimal thickness of the sample is 117 nm and the respective thicknesses of layers 
are dcap = 9nm, dint = 45 nm, dbuf = 63 nm. Finally, for Aexc = 633 nm, the 
optimal thickness of the sample is 156 nm and the thicknesses of layers are dcap = 
9 nm, dint = 78 nm, dbuf — 69 nm.

Up to now we calculated the PL intensity for the fixed PL wavelength. At the 
same time, the photoluminescence occurs at all the wavelengths in some spectral 
range. It is obvious that the condition for Fabry-Perot resonance (Eqn. (5.1)), 
which is satisfied for the wavelength of maximal PL intensity in the spectrum, is 
not met for other wavelengths. This fact leads to the shortening of the photo­
luminescence spectrum as well as to the shift of its peak position in comparison 
to the internal PL spectrum. Let us simulate the dependence of the PL peak 
position on the thickness of the buffer layer.
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In order to exclude the influence of the inhomogeneous excitation and PL out- 
coupling conditions on the shape of PL spectrum we choose the thickness of the 
layer with silicon nanocrystals to be equal to 5nm. This thickness corresponds 
to exactly one layer of spherical silicon nanocrystals, all of which are located 
in the same dielectric environment. The capping layer is 5nm, the excitation 
wavelength is 325 nm, the angle of incidence is 0°, the angle of collection is 10° 
and the oscillating dipoles are located at the center of the active layer.

We start from the in-coupling efficiency which is presented in Fig. 5.10a as a 
two-dimensional function of the PL wavelength and the thickness of the buffer 
layer. It is obvious that the in-coupling efficiency does not depend on the PL 
wavelength. Then, we plotted the function of out-coupling efficiency Fig. 5.10b 
which changes with increase of both the PL wavelength and the thickness of the 
buffer layer. The resulted PL intensity in the approximation of homogeneous 
internal PL spectrum is shown in Fig. 5.10c and is approximately equal to the 
product of the in-coupling and out-coupling efficiencies for the investigated sam­
ples with silicon nanocrystals. In calculation we, however, used the exact method 
(method of oscillation dipoles), explained in Section2.1.2. We call the depen­
dence shown in Fig. 5.10c as an excitation efficiency. In fact, the results shown 
in Figs. 5.5-5.9 are related to the excitation efficiency, however in assumption of 
the fixed PL wavelength, the resulted PL intensity and the excitation efficiency 
are equivalent. In order to simulate how the spectrum of out-coupled photolumi­
nescence changes with increase of the buffer layer thickness, we have to account 
for both the shape of the internal PL spectrum and the excitation efficiency. For 
convenience, we approximate the internal PL spectrum by the following Gaussian 
function:

(A - Ao)^
I{X) = Ioe a , (5.4)

where Aq = 850 nm is the central wavelength and a = 7000 is the parameter 
responsible for the full width at half maximum (FWHM). The internal PL spec­
trum is shown in Fig. 5.11a. The product of the internal PL spectrum and the 
excitation efficiency is the out-coupled photoluminescence (Fig. 5.11b). It can 
be seen from Fig. 5.11b that the out-coupled PL spectra have the maxima at 
approximately 850 nm but the exact peak position depends on the thickness of
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Thickness of buffer layer (nm)

Figure 5.12: Theoretical (line) and experimental (dots) dependence of the PL 
peak position on the thickness of buffer layer for the series C of the sample. The 
parameters of the internal PL spectrum are Aq = 870 nm, a = 7000.

the buffer layer. The normalized PL spectrum as a function of the thickness 
of the buffer layer is shown in Fig. 5.11c. From Fig. 5.11c it can be seen that the 
PL peak position is between 780 nm and 910 nm depending on the thickness of 
the buffer layer. For the buffer layer thicknesses of « 580 and 870 nm the PL 
spectrum has two peaks. We would like to emphasize that the described effect 
is attributed to the interferences of the excitation light as well as of the PL light 
propagated in the buffer layer. Fig. 5.12 shows the theoretical dependence of the 
peak position on the thickness of buffer layer calculated for the samples of series 
C and the corresponding experimental data are shown by circles. It can be seen 
from Fig. 5.12 that there is some agreement between theoretical and experimental 
curves however for detailed comparison more samples have to be analyzed. At 
the present moment we can say that the better agreement is a question of an 
appropriate choice of the central wavelength of the internal PL spectrum Aq and 
the parameter a.

In conclusion, we performed a quantitative analysis of the processes of exci­
tation of PL light and its subsequent emergence from the SiNCs containing sam-
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pie. It was found that the PL intensity of the investigated samples is strongly 
influenced by the Fabry-Perot resonances appearing during the propagation of 
excitation and PL light through the sample. The enhancement of the photolumi­
nescence intensity by a factor of 20 can be observed for a structure with optimized 
buffer layer thickness compared to non-optimized one. Theoretically predicted 
PL intensities are in very good agreement with results of the photoluminescence 
measurements for the corresponding structures with silicon nanocrystals.
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5.2 Resonance enhancement of Raman signal 
from one-dimensional periodical structures 

of porous silicon

5.2.1 Introduction

Porous silicon has been intensively studied over the last decades [71, 103, 104] 
because it offers new opportunities for control of light propagation. Porous silicon 
(por-Si) structures can be fabricated by electrochemical etching, which is rela­
tively fast and low cost technology. During the fabrication process, the effective 
refractive index of por-Si can be controlled by the etching current density and 
etching time [105]. This facilitates the possibility of utilization of porous silicon 
for construction of new optical elements.

Raman scattering is a well known technique for characterization of porous 
silicon. Regardless of the Raman scattering efficiency and the orientation of the 
crystallographic planes, the scattered light can be out-coupled, absorbed by por- 
Si layers or by Si substrate, coupled to the waveguide modes or re-scattered by the 
inhomogeneity of the refractive index distribution in porous silicon [15, 16, 106]. 
The latter process is responsible for the Rayleigh scattering. The contribution 
of all of these mechanisms strongly depends on the spatial distribution of the 
refractive index of not merely a single layer but of the entire structure.

There are a number of publications [20, 107, 108, 109, 110, 111, 112, 113] 
where the intensity of Raman scattering from silicon or other substances is en­
hanced by proper choice of the refractive index distribution within the sample. In 
Refs. [107, 109, 110, 111] the interference enhancement of Raman scattering from 
single or double layered structures is studied. In Ref. [108] the surface-plasmon- 
palariton-assisted Raman enhancement was demonstrated for adsorbates even on 
transition metals with higher intrinsic damping. In Ref. [20] the enhanced Raman 
scattering from copper phthalocyanine thin film in the attenuated total reflection 
arrangement was observed. It was shown that the enhancement of Raman signal 
in this case is explained by strong electromagnetic fields induced in the copper 
phthalocyanine film upon excitation of the half-leaky guided modes.
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In the present study we performed the investigation of intensity increase in 
Raman scattering of one-dimensional photonic crystal consisting of the periodical 
layers of porous silicon of different porosities. The local density of optical states 
in photonic crystals increase in the spectral region near the photonic band gap 
(PEG) [1]. We expect that this phenomenon can significantly change the intensity 
of Raman scattering from photonic crystal sample.

The purpose of the present study is a theoretical and an experimental in­
vestigation of the influence of the photonic band gap of the por-Si-based one­
dimensional photonic crystal on the intensity of Raman scattering.

5.2.2 Experimental details

Multilayered samples of porous silicon were fabricated by electrochemical etching 
of (lOO)-oriented n-type crystalline Si (c-Si) wafers with a specific resistivity of 
10 20 Ohm-cm in an electrolyte based on mixture of hydrofluoric acid (HF wt. 
48% in water) and ethanol (C2H5OH) in the ratio of 1;1. The etching current 
density was periodically changed from 20 to lOOmA/cm^ to form a sequence of

21 pairs of por-Si layers

wafer

n, = 2.36 nj=1.91 n = n(Si)

Figure 5.13: Model structure of one-dimensional photonic crystal sample made 
of porous silicon. Layers of por-Si, shown by blue and pink colors, are considered 
as homogeneous isotropic layers with refractive indexes 1.91 and 2.36, respectively.
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Table 5.2: Parameters of the porous silicon structures.

Name of
sample

Type of
wafer

Effective
refractive index

of layers

Thickness of
layers, ^m

Number
of layer 

pairs
ni n2 di d2

NPS-1 n-Si 2.36 1.91 90 120 21
NPS-2 n-Si 2.36 1.91 100 130 21

por-Si layers with alternating porosity. The obtained multi-layered structures 
(see Fig. 5.13) were mesoporous with typical size of the Si nanocrystals of tens of 
nanometers. After fabrication, por-Si samples were dried in ambient atmosphere 
for several days. The structural parameters along with labels of the fabricated 
samples are given in Table 5.2. Reflection spectra in the near-infrared (NIR) 
range were measured by using an FT-IR spectrometer Bruker IFS-66 v/S. The 
Raman spectra were measured with the same spectrometer using an FRA-106 
attachment, under excitation with a continuous-wave (CW) Nd:YAG laser at 
9398 cm“^ (1.064/rm) with power up to 150 mW. Measurements of the Raman 
scattering were performed in the backscattering geometry with a spectral resolu­
tion of 2cm~F The excitation light was s-polarized and focused to a spot with a 
diameter of about 1.5 mm. The angle of incidence of excitation light was varied 
from 0° to 60 °. All experiment were carried out at room temperatures.

5.2.3 Experimental results

The reflection spectra of the prepared multilayered structures of porous silicon are 
shown in Fig. 5.14. It can be seen from Fig. 5.14 that the structures demonstrate 
the photonic band gap in the near infrared spectral range and therefore act as 
one-dimensional photonic crystal. The position of the photonic band gap was 
different for both samples. The experimental reflection spectra were well fitted 
by theoretical calculations using the transfer matrix method [11].

Fig. 5.15 shows the angular dependences of the Raman scattering intensity for
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Figure 5.14: Reflectance spectra of the investigated multilayered structures mea­
sured at normal incidence of light. Vertical dashed and dotted lines indicate the 
spectral positions of the employed laser radiation (i'l), Stokes (^'5), and anti-Stokes 
(Ujh) components of the Raman scattering.

Figure 5.15: The dependences of the intensity of Stokes component for the in­
vestigated multilayered structures versus the angle of incidence of the excitation 
light. The angular dependences are corrected with respect to those measured for 
homogeneous por-Si layers.

the Stokes component of the investigated porous one-dimensional photonic crys­
tals. The scattering intensities were normalized with respect to those measured
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for homogeneous por-Si layers at the same angle of light incidence. Maximum 
intensity of the Raman scattering is observed at certain angles of incidence when 
the Stokes component frequency {I's = 8879cm“^) falls at the edge of the PEG.

5.2.4 Theoretical model

The spontaneous Raman scattering is a quantum mechanical process with a ran­
dom spatial distribution of the respective photons, but the optical behavior of the 
scattered light can be modeled using classical electromagnetism [15,16, 17,18, 19]. 
In order to calculate the Raman intensity from the multilayered samples we use 
the optical model reported in Refs. [15, 18]. According to this model one considers 
the ensemble of elementary scatterers as a system of chaotically oriented oscil­
lating electrical dipoles. The amplitude of oscillation of a dipole is proportional 
to the electric field strength of excitation light at the position of a dipole. The 
intensity of Raman scattering from the samples is approximated by the intensity 
of the out-coupled emission of the oscillating dipoles.

Each layer of porous silicon within the model structure is considered as ho­
mogeneous isotropic layer with a certain effective dielectric permittivity and a 
certain thickness. The effective dielectric permittivity of each layer can be found 
by using effective medium theory [11] and is determined by the porosity of the 
layer. The model structure is shown in Fig. 5.13. The emitting dipoles are lo­
cated on planes which are uniformly distributed over each layer. The number 
of planes in each layer is proportional to its thickness and to the filling fraction 
of silicon. The propagation of the plane waves of excitation light and the plane 
waves emitted by oscillating dipoles is simulated by the transfer matrix method 
[12]. The spectral dependence of the dielectric permittivity of Si is taken from 
the literature [101]. All Raman intensities were calculated at normal angle of 
collection. In calculations, the redshift of the Stokes component of Raman signal 
of 520 cm“^ is taken into account.

Note that the described theoretical approach enables us to calculate the Ra­
man intensity by accounting for the absorption of the scattered light by c-Si from 
the wafer or by porous layers and for the coupling to the waveguide modes. At 
the same time, the contribution of the Rayleigh scattering of excitation light and
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the Raman scattered lights in the porous layers is neglected.

5.2.5 Results of simulations

The calculated intensity of Raman scattering of the multilayered structure is 
shown in Fig. 5.16 by solid line as a function the wavenumber of excitation light 
in dimensionless units i^exc = (2nic?i +712^2)/Xexc- For these units the center of the 
fundamental (1st) PEG is located at i/gic = 1 for normal incidence of excitation 
light. For comparison, the reflection spectrum of this multilayered structure is 
shown on the same graph along with the Raman intensity of the homogeneous 
layer of porous silicon of the same thickness. The reflection spectrum has a 
region of high reflection which corresponds to the photonic stop-band of the 
multilayered structure. The dependence of the Raman intensity of homogeneous 
layer versus excitation wavenumber is a periodical function. This periodicity is 
due to the appearance of the Fabry-Perot resonances in the homogeneous layer. In 
contrast to the periodically changing intensity of homogeneous layer, the intensity 
of multilayered structure has two local peaks of high amplitude A and D located 
at Uexc — 0.92 and 1.13 respectively. At the same, there are two peaks of smaller 
amplitude (B and C) at = 108 and 0.97 one of which (B) is located at 
the edge of the photonic band gap, another one (C) is within the photonic band 
gap. For explanation of the origin of the described peaks, we calculated first the 
function of in-coupling efficiency as an average value of the square of amplitude 
of the electric field strength of excitation light over the multilayered structure 
(solid line in Fig. 5.17). In fact, the in-coupling efficiency is a relative intensity 
of excitation light which penetrates inside the structure. Then we calculated 
the function of Raman out-coupling efficiency (dashed line in Fig. 5.17) as an 
intensity of Raman scattered light from the sample for the special case when the 
amplitude of dipole oscillation does not depend on the electric field strength of 
the excitation light. The out-coupling efficiency is a relative intensity of Raman 
scattered light which is born inside a structure and emerges it. The local maxima 
of the function of in-coupling efficiency correspond to the local minima of the 
reflection spectra and vice versa. Hence, the local maxima A and B, which are 
located on the edge of the photonic band gap, are due to the resonant penetration
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of light inside the structure. The function of out-coupling efficiency is blueshifted 
by a value Auexc ~ 0.05 (520 cm“^) with respect to the spectral position of the 
photonic band gap. The local maxima C and D are due the resonant out-coupling 
of Raman light from the multilayered structure.

Considering the spectral position of the local maxima A D with respect to that 
of the photonic band gap enables to understand the difference in the amplitude 
of these peaks. Indeed, at the local maximum B, the excitation light penetrates 
resonantly into the structure and the intensity of scattered light inside the struc­
ture is high. However, the frequency of Stokes component of the Raman light is 
within the photonic band gap. Thus, at maximum B the scattered light does not 
emerge the structure effectively but is absorbed by the mechanisms described in 
Introduction. This fact explains why the amplitude of the local maximum B is 
relatively low. At the maximum C, the situation is opposite. The scattered light 
is supported by Fabry-Perot modes and emerges the sample resonantly. At the 
same time, in the local maximum C, the penetration depth of excitation light is 
low because its wavenumber is inside the photonic band gap. Thus, the amplitude

Figure 5.16: Intensity of Stokes component of Raman scattering of the model 
structure, shown in Fig. 1 (solid line), and of the homogeneous layer of por-Si with 
the thickness of multilayered structure and the refractive index of 2.36 (dashed 
line) as a function of the excitation wavenumber. The reflection spectrum of the 
model multilayer structure is shown by dotted line.
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of the maximum C is low too. For the local maxima A and D, the wavenumbers 
of both excitation and scattered light are not within the photonic band gap. Fur­
thermore, for the maximum A, the excitation light penetrates into the layered 
structure resonantly, and for the maximum D, the scattered light emerges the 
sample resonantly. These facts explains the enhancement of Raman signal for 
wavenumbers of excitation light at i^exc — 0.92 and 1.13.

5.2.6 Discussions

As shown in Sec. 5.2.2, during experimental investigations the Raman scattering 
was excited by the light with fixed wavelength of 9398 cm“F The thicknesses 
of porous silicon layers and their porosity were chosen in such a way that the 
excitation wavelength is located near the photonic stop-band. In contrast to the 
experiment, the described theoretical dependencies are calculated for the varying 
excitation wavenumber. In the experiment, in order to shift the edge of the

" In-coupling efficiency

Figure 5.17: Solid line: calculated average value of square of amplitude of electric 
filed strength of excitation light (in-coupling efficiency). Dashed line: calculated 
Raman intensity for the special case when amplitude of the oscillation of elec­
tric dipoles does not depend on the electric field strength of excitation light (out- 
coupling efficiency). Dotted line: reflection spectrum from the model multilayer 
structure.
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Figure 5.18: Raman intensity of the multilayered structures of porous silicon as a 
function of the excitation wavenumber and the angle of incidence of excitation light. 
Vertical black solid lines denote values of the parameter i/^xc ~ 2(nidi +n2d2)/\exc 
which correspond to the samples NPS-1 and NPS-2. The gray scale on the right 
shows the correspondence between the gray shade and the natural logarithm of 
Raman intensity.

photonic stop-band with respect to the position of the excitation wavelength, the 
angle of incidence was changed from 0° to 60°. The spectral shift of the photonic 
band gap was about 650 cm“^ towards higher wavenumbers for the angle of 
incidence increasing from 0° to 60°. In order to study the influence of the angle 
of excitation light incidence on the spectral positions of the described peaks A, 
B, C and D, we calculated the intensity of Raman scattering as a function of 
two parameters, namely, the excitation wavenumber in dimensionless units and 
the angle of incidence. The results of these calculations are shown in Fig. 5.18. 
The calculated function has the local maxima and minima which are formed by 
two types of resonances in the investigated structure. The resonances of the first 
type change their spectral position with increasing the angle of incidence. The 
spectral positions of the resonances of the second type are fixed. As it follows 
from the results presented in Sec. 5.2.5, it follows that the local maxima A, B,
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C and D in Fig. 5.16 correspond to the initial spectral positions of the described 
resonances of the first and the second type. The resonances of the first type, 
including peaks A and B, are related to the resonant in-coupling of the excitation 
light into the sample. The resonances of the second type, including peaks C and 
D, are related to the resonant out-coupling of the Raman light from the sample. 
As can be seen from Fig. 5.18, the function of Raman intensity has the local 
peaks where the resonances of the first and the second types are intersected. In 
the local maxima denoted as ” AC-resonance” and ” BD-resonance” the theoretical 
intensity of R,aman scattering is the highest. In these maxima the excitation light 
penetrates resonantly into the sample and the Stokes component of Raman light 
emerges the sample resonantly too. It means that the case of a double resonance 
is realized.

In order to compare the results of theoretical simulations with the experi­
mental data, let us analyze the calculated Raman intensity as a function of the 
angle of incidence at fixed values of the dimensionless parameter u = 0.83 and 
0.93 which correspond to the samples NPS-1 and NPS-2 (see vertical black lines 
in Fig. 5.18). It can be seen from Fig. 5.18 that for u = 0.93 and for increasing 
the angle of incidence of excitation light from 0° to 70° we obtain three local 
maxima at approximately 20°, 40° and 60° (shown by circles in Fig. 5.18). The 
corresponding experimental maxima for the sample NPS-2, taken from Fig. 5.15, 
are 20°, 40° and 55°. The Raman signal for angles of incidence lower than 15° for 
;/ = 0.93 is weak because for these angles of incidence the excitation wavelength 
is within the photonic band gap. For v = 0.83 the theoretical resonances are lo­
cated at ~ 20° and 50°. The corresponding experimental maxima for the sample 
NPS-1 are 20° and 55°. Note that the experimentally observed enhancement is 
attributed to the resonances of type A which is the case of resonance penetration 
of excitation light.

5.2.7 Conclusions

In conclusion, we performed a quantitative analysis of the processes of the Ra­
man scattering and its subsequent emergence from the por-Si-based multilayered 
samples. It was found that the Raman intensity of the investigated samples
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strongly depends on the spectral position of the excitation light with respect to 
the photonic stop-band and can be enhanced by a factor of 10. The effect of the 
enhancement of Raman scattering is explained either by resonant penetration of 
the excitation light into the sample or by resonant out-coupling of the scattered 
light from the sample or both. The experimentally observed enhancement relates 
to the case of resonant penetration of the excitation light.
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5.3 Influence of the buffer layer properties on 
the intensity of Raman scattering of graphene

5.3.1 Introduction

Graphene is a one atom thick layer with honeycomb lattice made of carbon atoms 
(Fig. 5.19). Graphene has attracted a lot of interest since its discovery in 2004 
due to its unique physical properties. Namely, graphene is a two-dimensional 
semiconductor with a zero-width band gap [114]. Quasi-particles in graphene are 
mathematically described by the Dirac-type Hamiltonian [114]. The high crys­
talline quality and high-career mobility make graphene a promising material for 
future electronics. The exceptional properties of monolayer graphene, however, 
are not always appropriate for the practical applications of graphene in integrated 
circuits or interconnects. On the contrary, few layers of graphenes have more 
suitable properties for integration in microelectronics. For example, transverse 
electric fields in bilayer and fewlayer graphene can open band gaps up to 0.2 eV, 
which is crucial for the operation of field-effect transistors [115]. In addition, few 
layers of graphene provide a better transparent conductive electrode due to the 
lower sheet resistance and is less susceptible to the effects of substrate impurities 
due to interlayer screening [116, 117]. Thus, knowledge of how electrical, ther-

Figure 5.19: Schematic of the graphene is an atomic-scale honeycomb lattice 
made of carbon atoms.
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mal, and mechanical and optical properties evolve from monolayer graphene to 
graphite will facilitate the development of graphene devices.

Typically, graphene layer/layers after being deposited on Cu or on one of the 
transition metals (Ti, Ni, Pd, Pt and An) by chemical vapour deposition (CVD) 
[118, 119, 120, 121, 122] or UHV-CVD [121, 122, 123] will be transfered (or 
exfoliated) onto thin dielectric layer grown on silicon or other suitable substrates 
(see, for example. Ref. [118]). In some literature the intermidiate dielectric layer is 
called as a capping or a buffer layer and we will use the latter term in the present 
section. Because of their relatively low cost, grain size, good etch-ability, and 
their wide applicability in the semiconductor industry, Ni and Cu have received 
the most attention as a graphene substrate material [119, 120, 121, 122]. Single- 
and multi-layered graphene have successfully been grown on polycrystalline Ni 
[119, 120, 122], while large-area graphene has successfully been grown on Cu [121] 
substrates by CVD. High-yield production of graphene was also demonstrated 
recently in Ref. [124] by using a liquid-phase exfoliation of graphite.

For possible applications of graphene it is important to use an appropriate 
characterization technique which is capable to distinguish the single graphene 
layer from thicker flakes as well as to accurately measure the graphene thickness 
up to few layers of graphene (FLG). Besides, the area of single or few-layer flakes 
has also to be estimated. One of the possible techniques for these measurements 
is an optical microscopy. The visibility of graphene layer in this case depends on 
properties of the buffer layer, namely on its thickness and refractive index, and 
characterizes by the optical contrast. The number of investigations on optical 
contrast as well as on the best performance of the optical microscopy depending 
on the wavelength range used to increase the visibility of single graphene layer 
has been published recently [125, 126, 127, 128, 129]. Another method which 
proved itself as a powerful tool for distinguishing the graphene monolayers is 
Raman spectroscopy (see, for example, Ref. 123). Although Raman technique is 
incapable to measure the thickness of graphene directly, it enables to differentiate 
a single layer from the thicker flakes up to 10 monolayers and from graphite by the 
very distinguished behavior of the vibrational bands of graphene in the regions 
1520 1640cm-i and 2500 2700cm-^ [123, 130, 131, 132, 133, 134, 135, 136].

The differences between the aforementioned entities are well described in
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terms of intensities, positions and widths of G-band (at 585 cm ^), 2D-band 
(at ~2670cm“^) and high-frequency peaks (at ~1710cm“^) near the G-band of 
Raman spectra [123, 130, 131, 132, 133, 134, 135, 136] as well as recently dis­
covered weak band (N-band, at ~1510cm“^) [131] from the low-frequency side 
of G-band. In particularly, the ratio of G-band to Si-Si band (at ~520cm“^), 
Ic/Isi, is suggested for estimation of graphene layer/layers thickness, while the 
ratio of /2d/7g represents the intrinsic properties of a given type of graphene. 
The latter has been used to determine basic structural and electronic properties 
of graphene such as optical anisotropy, doping concentration and the number 
of layers. When the number of layers increases the 2D-band broadens and the 
ho!Ig ratio decreases from ~2 for a single layer to ~0.5 for double layer and to 
0.3 for a triple layer of graphene.

Using Raman mapping technique (or Raman imaging) it is possible to mea­
sure the size of flakes and to determine the crystalline order of a single graphene 
layer in every measured point of the mapped area. The ability of Raman spec­
troscopy to investigate single graphene layers is based on the enhancement of 
Raman signal of graphene for certain thicknesses of buffer dielectric layers [109]. 
This phenomenon is explained by the interference of incident and Raman lights in 
the layered structure [109]. Thus, from the point of view of Raman intensity, the 
thickness of the buffer layer is also a very important parameter. In particular, for 
Raman mapping it is vital to be able to register the Raman spectrum with good 
signal to noise ratio for a shorter period of time. Otherwise the area-mapping of 
graphene flake of size (lOOxlOO/xm^) may take up to 5 6 hours. Therefore, the 
use of the buffer layer with suitable characteristics is a very important issue for 
Raman imaging of graphene.

The aim of the present section is a simulation of the Raman intensity and 
optical contrast of graphene as a function of refractive index and thickness of the 
buffer layer at different excitation wavelengths (i.e. 457, 488, 514, 633 and 785 
nm) in order to predict the best parameters of the buffer layer for simultaneous 
investigations using optical microscopy and micro-Raman spectroscopy to verify 
experimentally the obtained theoretical results.
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5.3.2 Details of calculation

Each layer in the model structure from Fig 5.20 is considered as homogeneous 
isotropic layer with a certain refractive index, n, and a thickness, h. Monolayer of 
graphene is assumed to have a thickness of 0.335 nm equal to the extension of the 
TT-orbitals out of plane [137]. The chaotically oriented emitting dipoles are located 
on a plane which is in the middle of the graphene layer. The propagation of the 
plane waves of excitation light and the plane waves emitted by oscillating dipoles 
is simulated by the transfer matrix method [12]. The spectral dependences of the 
refractive index of graphene. Si, Si02 and AI2O3 are taken from the literature 
[101, 138]. The refractive indexes used in calculations are shown in Table5.3 for 
the most common wavelengths of Raman excitation sources. The wavenumbers 
of the Si-Si, G- and 2D- bands of the Raman signal were redshifted by 520, 
1580 and 2670 cm“^ , respectively. In all calculations in this article, we assumed 
that the angle of incidence of the excitation light and the angle of collection of 
Raman signal are 60° that corresponds to the geometrical configuration of our 
experimental setup b Note that the intensity of the signal at all frequencies is 
determined by the internal quantum efficiencies of the corresponding vibrational

^In fact, the Raman scattering is excited by the focused light beam and therefore one have 
to account for all angles of incidence from 0 to 60°. The same situation is with the angle of 
collection. In our calculations we neglected by the cone-like shape of the light; in spite of this, 
the theoretical data describes experimental results quite well.

air
graphene

buffer layer

Figure 5.20: Schematic presentation of the investigated structures with graphene 
layer exfoliated onto Si02/Si substrate.
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Table 5.3: Optical constants of the materials used in calculations.

Material 457 nm 488 nm 514 nm 633 nm
Si 4.61 - 0.135Z 4.37 - 0.084f 4.23 - 0.061f 3.88 - 0.0194i
AI2O3 1.671 1.668 1.665 1.659
Si02 1.465 1.463 1.462 1.457
graphene 2.69 - 1.486f 2.68 - 1.505f 2.68 - 1.536Z 2.74 - 1.695f

bands, optical effects such as inultireflection and interference as well as by the 
spectral sensitivity of the experimental setup. The described calculation method 
is dealing only with the optical part of the Raman intensity.

In addition to calculation of intensity of Raman scattering it is important to 
evaluate the optical visibility of the graphene layer under white light illumination. 
In order to characterize the visibility of graphene layer we calculate the total color 
difference between the structure with graphene and substrate [126]. We start with 
calculation of the X, Y and Z tristimulus components by means of the CIE color- 
matching equations [139]:

= i J S{\)R{\)x{\)
vis

= j^J S(A)fl(A)s(A)

dA

dA (5.5)

Z = ~ I S{X)R{X)z{\)dX

Where S{X) is the light source spectrum, R{X) is the reflectance spectrum of the 
structure, a:(A), y(A) and z{X) are the standard color matching functions. The 
color matching functions are the numerical description of the chromatic response 
of the human eye [139]. l/N is the normalization factor and is usually chosen as
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J S{\)y{X) dA. Then we have to move to CIE Lab space [140]:
vis

j 116(y/yo)^/^ - 16 {Y/Yq > 0.008856) 
|903.3y/y0 (y/To < 0.008856)

500 [{X/Xof/^ - [Y/Yofl^] {X/Xq > 0.008856) 

3893.5(A:/Xo - Y/Yq) {X/Xq < 0.008856)

200 [(y/yo)^/^ - [Z/Z^f/^] (Z/Zo > 0.008856) 

1557.4(y/yo - Z/Zo) (Z/Zo < 0.008856)

L =

< a = (5.6)

where the triple of the parameters {Xo,Yo, Zq) is called as a white point of the 
CIE standard light source. In this work we used D65 as a standard white light 
source. Knowledge of psychological lightness, L, and psychological chroma, a and 
6, enables us to calculate the total color difference:

v^(AL)2 + (Aa)2 + (A6)2,

which is the final image contrast between graphene and the substrate.

(5.7)

5.3,3 Results of modeling

In order to investigate how the excitation wavelength influences the optimal thick­
ness of the buffer layer, we calculated the intensity of G-band of Raman signal as 
a function of Agxc and hbuf in case of Si02 and AI2O3 buffer layers. The results of 
these calculations are shown in Fig. 5.21. The shaded vertical stripes in Fig. 5.21 
denote the buffer layer thicknesses providing the total color difference higher than 
2 which is enough for optical visibility of graphene.

Figure 5.21a shows that the maximal G-band intensity is achieved at UV 
excitation lines of 248 and 355 nm for Si02 layer thickness of 43 and 71 nm, 
respectively. For AI2O3 layer (see Fig. 5.21b) the maximum of G-band intensity 
is appeared at = 53 nm and at Ag^c = 350 nm. In addition to that, as can be
seen from the maps (in particular for Si02 buffer layer) the region correspondent 
to the high intensity of G-band is significantly wider for the smaller thickness 
values. This enables to get a reasonable enhancement of G-band for most of UV

126



and visible excitation lines for the thickness of Si02 layer of 90 nm (shown by the 
red crosses in Fig. 5.21a). This is in accordance with the results known from the 
literature [130, 132, 141]. The second and the third regions of enhanced G-band 
intensity from Fig. 5.21a are significantly tilted with respect to the first region 
as well as the above mentioned two regions are more than twice narrower. This 
results in much slimmer option for selection of the excitation lines for the Raman 
investigation of sample with one particular thickness as shown by red crosses for 
hsi02 — 290 nm, for example. In this specific case the strongest enhancement 
of G-band can be obtained for the excitation wavelength of 457 nm, while for

Thickness of SiO^ buffer layer

100 150 200 250 300 350

Thickness of AI^Oj buffer layer

Thickness of SiO^ buffer layer
50 100 150 200 250 300
Thickness of AI^Oj buffer layer

350

Figure 5.21: (Color online) Intensity of the G-band of Raman scattering of the 
samples with graphene layers as a two-dimensional function of the a) Si02 and b) 
AI2O3 buffer layer thicknesses and the excitation wavelength and as a plot of Iq 
and hdieiec for c) Si02 and b) AI2O3 at 457 and 633 nm excitations. The selected 
most common laser wavelengths corresponding to the extreme values of thicknesses 
of both type of buffer layers are shown by red crosses. The buffer layer thicknesses 
providing the highest optical contrast for each specific wavelength are denoted by 
black lines. The color scale on the right shows the expected Raman intensity in 
arbitrary units.
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the red laser lines (633 and 785 nm) minimal enhancement of G-band will be 
observed. This again corresponds to the known literature data on weak Raman 
signal observed at 633 nm excitation from single graphene layer exfoliated onto 
300 nm thick Si02 buffer layer [135, 141, 142],

In contrast, an opposite result can be expected, for example, for the thickness 
of the Si02 buffer layer of 165 nm (shown by red croses in Fig. 5.21a). In this 
caae, the enhancement of G-band can be expected only for the 633 and 785 nm 
excitation lines. For AI2O3 similar situation is seen from the Fig. 5.21b. In order 
to see the enhancement factor more clearly Fig. 5.21c and 5.21d demonstrate 
the dependence of intensity of G-band on the buffer layer thickness for 457 nm 
excitation. From these figures one can conclude that for this excitation line we 
can expect a significant enhancement of G-band intensity for thicknesses of 90 
and 290 nm and close to minimum enhancement for 165 nm thick Si02 buffer 
layer. In case of AI2O3 buffer layer the minimal G-band enhancement can be 
expected at thicknesses of ~10 20 nm and maximal enhancement at ~70nm for 
457 nm excitation wavelength. As can be seen from Fig. 5.21b for 120 nm thick 
AI2O3 buffer layer a similar situation, described above for 165 nm Si02 layer, can 
be obtained (see red crosses at 120 nm thickness in Fig. 5.21b).

Based on this analysis the thicknesses of Si02 and AI2O3 buffer layers corre­
sponding to the extreme cases shown in Fig. 5.21 were selected for the experimen­
tal verification of the theoretical results, as described in the following seetion.

In addition to the above theoretical analysis, we have also calculated the 
dependence of the G-band Raman intensity on the number of graphene layers 
and the thickness of Si02 and AI2O3 buffer layer for 457 nm excitation line. The 
results of these calculations are presented as two-dimensional map on Figs. 5.22a 
and 5.22b. This map demonstrates that the highest enhancement factor due to the 
multiple reflection effect will be achieved for approximately 13 layers of graphene 
in case of Si02 buffer layer and 17 layers of graphene in case of AI2O3 buffer 
layer. The enhaneement factor is up to 150 times in comparison to bulk graphite. 
As far as thickness of Si02 layer is concerned, the highest enhancement factor is 
achieved at thicknesses of 92, 293 and 494 nm. The results are in accordance for 
the data known from the literature for 90 and 300 nm thicknesses of Si02 buffer 
layer [130, 131, 132, 133, 135, 141, 142, 143]. We believe that the map shown in
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Fig. 5.22 provide more accurate estimation of the si buffer layer thickness since 
in our calculations a recent data on dispersion of the graphene layer as well as 
other layers in the investigated layered structures were taken into account Our 
calculations performed for 532 nm excitation line (not shown here) coincide well 
with data published in Ref. [136].

5.3.4 Experimental details

Graphene was grown on the copper (Cu) foil and annealed at 1000°C for 30 min­
utes under hydrogen environment. Chemical vapor deposition (CVD) of graphene
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Figure 5.22: The dependence of the G-band intensity of Raman signal from the 
number of graphene layers and the thickness of Si02 and AI2O3 layer calculated 
for the excitation wavelength of 457 nm.
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on Cu was carried out at a pressure of SOTorr under the flow of methane and 
hydrogen. The deposition temperature was 1000°C, and the growth time was 
30 min. After deposition the samples were cooled down to the room temperature 
in hydrogen environment (the total hydrogen pressure was ITorr). Then, the 
graphene layers were transferred onto Si02/Si and Al203/Si substrates using the 
polydimethylsiloxane (PDMS) wet etching method. Graphene was transfer onto 
90, 165 and 300 nm thick thermally grown Si02 and 20 and 70 nm thick AI2O3 
deposited by ALD (atomic layer deposition) technique. Figure 5.21 presents a 
schematic diagram of the samples experimentally investigated in this work.

Raman measurements were carried out in the backscattering geometry us­
ing Renishaw 1000 micro-Raman system. An Ar laser at 457, 488, 514 nm and 
HeNe laser at 633 nm with power of <10 mW were used as the excitation sources. 
The power was kept low to prevent the sample overheating. In addition to that, 
a semiconductor laser with the excitation wavelength of 785 nm with power of 
<10 mW nm was also used for Raman measurements of sample with 165 nm thick 
Si02 layer. The laser spot was focused on the sample surface using a 50x magni­
fication objectives with short-focus working distance. Up to 8-10 measurements 
were taken from different points on each samples at each excitation wavelength. 
The results on the ratio of integrated intensities (namely Ic/Isi and hope), 

discussed in the next section, were averaged from these measurements.

5.3.5 Results and discussions

The Raman spectra of the investigated sample with graphene layer are shown in 
Fig. 5.23. The most prominent spectral features corresponding to graphene are 
the G-band at 1582 cm“^ and the 2D-band at 2685 cm“^ . The G-band originates 
from in-plain vibrational £'2^ phonon mode at the Brillouin zone center and is 
associated with the first order Raman scattering. The 2D-band is associated with 
the second order Raman scattering. Using the shape and the spectral position of 
the 2D-band one could distinguish a single graphene layer from the bulk graphite. 
For the single graphene layer the 2D-band is a single sharp Lorentzian peak with 
a peak position below 2700 cm“^ and a line-width of ~30-40cm~^ in contrast to 
the two- or multi-component peak appeared in case of the FLG and bulk graphite
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[123]. In our case the 2D-band consists of single peak with a line-width of 30 
37cm“^ that corresponds to the single graphene layer. Raman spectra, shown 
in Fig. 5.23, are normalized to the intensity of the 2D-band for convenience of 
the presentation. Nevertheless, it can be clearly seen from the spectra presented 
that at this excitation line the intensity of Raman spectra in the region of G- 
and 2D-bands for 20 nm of AI2O3 layer is much smaller than intensity for the 
70nm of this type of buffer layer (see much lower signal-to-noise ratio). Similar 
conclusion can be drawn from the comparison of Raman spectra for graphene 
layer exfoliated onto 90, 165 and 300 nm Si02 buffer layer. For the Si02 layer of 
165 nm thick the Raman spectrum again demonstrate much lower signal-to noise 
ratio, which means that the intensity of the original spectrum is lower than that 
for 90 and 300 nm thick Si02 layer. These results are in accordance with the 
maps shown in Figs. 5.21a and 5.21b. For comparison with the theoretical results 
described in Section 1.3, we plotted the Raman spectra of graphene on Si02 layer 
of different thicknesses for all three investigated samples registered at different 
excitation wavelengths, namely 457 nm (Fig. 5.24a) and 633 nm (Fig. 5.24b). As 
can be seen from Figs. 5.24a and 5.24b, the peak position G-band practically re­
mains unchanged while the peak position of 2D-band is shifted by nearly 40cm“^

Figure 5.23: Rarnan spectra of graphene layers separated from the Si substrate 
by different buffer layers. Excitation wavelength is 514 nm.

131



from i^max ~ 2690 cm“^ (for 457nm excitation) to Umax ~ 2652 (for 633 nm 
excitation) due to the probing of different points in momentum space for the 
electronic and phonon dispersion at different excitation energy (or wavelength) 
[123], Figure 5.24a shows that for 457 nm excitation line the graphene spectrum 
for 165 nm thick Si02 layer is of the smallest intensity, while the intensity of both 
bands (G- and 2D-) for 90 and 300 nm thick buffer layer is nearly 15 times higher. 
At the same time the Raman intensity of graphene for 300 nm thick buffer layer 
is slightly lower than that for 90 nm thick buffer. This exactly corresponds to the 
results followed from the map of Fig. 5.22a. Figure 5.22b shows Raman spectra 
of the same samples at 633 nm excitation line. One can see that the spectrum 
of graphene for 300 nm thick buffer layer has now the lowest intensity, while the 
intensity of G-band is much higher for graphene on 165 nm thick buffer and only

Figure 5.24: Raman spectra of graphene exfoliated onto Si02 buffer layer of 
various thicknesses (90 nm — black line, 165 nm — red line and 300 nm — blue 
line) for different excitation wavelengths: (a) 457 nm and (b) 633 nm.
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slightly lower for 90 nm thick Si02 layer. Again this result exactly corresponds to 
the case demonstrated in Fig. 5.21a for these three samples at 633 nm excitation. 
As can be clearly seen from Figs. 5.23 and 5.24, the ratio of the G- and 2D-bands 
intensities depends on the thickness and the material of the buffer layer. The 
results of calculations of the ratio of intensities of the G- and 2D-bands of Ra­
man spectra, ho/Ig, for all investigated samples with graphene layer transferred 
onto Si02 and AI2O3 buffer layers are presented in Fig. 5.25. The experimen­
tally obtained ratios are shown by symbols on the same graph. The experimental 
and theoretical results are in good agreement demonstrating that the ratio of 
G- and 2D- bands intensities may vary by a factor of ~4. Similar results were 
demonstrated in Ref. [143] for the excitation wavelength of 514 nm. Intensities 
of G-band, which are obtained experimentally and calculated by the method os­
cillating dipoles, cannot be compared between each other directly because the 
observed Raman intensity depends on the experimental conditions. In order to 
compare quantitatively the theoretical and experimental results, let us calculate 
now the ratio of the intensity of the G-band to the intensity of the Si band (at 
520cm“^), Ic/Isi- Results of these calculation are shown for different excitation 
wavelengths in Figs. 5.25 and Fig. 5.26. As it was mentioned in Section 5.3.2, 
we have not made any assumptions on the internal quantum efficiencies of the

Figure 5.25: Calculated (lines) and experimental (symbols) ratios of the intensi­
ties of Raman 2D-band and G-band as a function of Si02 and AI2O3 buffer layer 
thicknesses for different excitation wavelengths.
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Raman scattering at the frequencies of the G- or Si Si bands. Therefore, the de­
pendencies Ig/Isi, presented in Figs. 5.24 and 5.25, concern only the optical part 
of the Raman signal. In order to demonstrate how the optical effects influence 
the ratio Ic/Isi we normalized the experimental dependencies Ic/^Si to the cor­
responding theoretical ones. It can be seen from Figs. 5.25 and 5.26 that the ratio 
is a periodical function of the buffer layer thickness. The period of this function 
depends on the excitation wavelength and can be found from the condition of 
two nearest Fabry-Perot resonances which appeared during the propagation of 
the excitation light through the buffer layer: Ahbuf = 2nms f ’ where A is the 
excitation wavelength, n is the refractive index of the buffer layer and / is the 
angle of light propagation in the buffer layer. The maximal Raman intensities of 
the samples are up to 50 times higher than the minimal ones. The experimen­
tally obtained data are in agreement with the theoretical curves. Intensities of

Figure 5.26: Calculated (lines) and experimental (symbols) values of the ratio 
Ic/ISi as a function of Si02 buffer layer thickness for different excitation wave­
lengths. The experimental data are normalized to the corresponding theoretical 
data.
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the Raman scattering of graphene in case of Si02 buffer layer are approximately 
1.5 times higher than that in case of AI2O3 layer. From Figs. 5.25 and 5.26 it also 
follows that the intensity of the G-band of Raman scattering in case of 457 nm 
excitation wavelength is approximately one order of magnitude higher than in 
case of 633 nm excitation wavelength. Therefore, the account only for the optical 
effects in the investigated samples with graphene leads to the conclusion that the 
use of 457 nm excitation line is more preferable than, for example, a 633 nm exci­
tation. We would like to emphasize that this conclusion was drawn without any 
assumption about the internal efficiencies of different bands of Raman scattering. 
To comment on the better correspondence of the theoretical and experimental 
results shown in Figs. 5.26 and 5.27 from one side and in Figs. 5.25a and 5.25b 
from another side we can refer to some literature findings. In accordance with 
Ref. [144], for example, the intensity of the 2D-band depends more strongly on 
carrier density and less strongly on the number of layers [132, 144] than the in-

Figure 5.27: Calculated (lines) and experimental (symbols) values of the ratio 
Ic/ISi as a function of AI2O3 buffer layer thickness for different excitation wave­
lengths. The experimental data are normalized to the corresponding theoretical 
data.
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tensity of G-band. Since the carrier density in each individual graphene flake is 
affected by impurities in and on the graphene flake, the I2D/Isi (as well as I2D/Ig) 
ratios are not so reliable metric for the number of graphene layers. We believe 
that in our case the inffuence of defects in graphene layers affect more strongly 
the intensity of 2D-band and this results in more stronger deviation of experi­
mental points from the experimental ones in Figs. 5.25a and 5.25b. Therefore, in 
this case the influence of effects other than purely optical can play a significant 
role and need to be included to the theoretical model for better correspondence 
of simulations with the experimental results.

For investigation of influence of the refractive index and the thickness of the 
buffer layer on the resulted Raman intensity of G-band we calculated the Raman 
intensity as a two-dimensional function of thickness and refractive index of the 
buffer layer. Figure 5.28 shows the results of this calculation for the excitation 
wavelength of 457 nm as a region where the intensity of G-band exceeds 25% of
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Figure 5.28: (Color online) Regions of the high Raman intensity (> 0.25Imax) 
and high total color difference (AE > 2)
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the highest Raman intensity. In contrast to Figs. 5.26 and 5.27, the intensities of 
the G-band of Raman scattering, which are shown in Fig. 5.28, are not divided by 
the intensity of the Si band. Similar maps can be obtained for other excitation 
wavelengths. In addition to the high Raman intenisity. Fig. 5.28 shows the regions 
where the total color difference exceeds 2 that is enough for optical visibility of 
graphene. As can be seen from Fig. 5.28, the regions of the high Raman inten­
sity and the high optical contrast does not coincide. The intersections of these 
regions correspond to the best substrate from the point of view of experimental 
investigation of graphene.

For the sake of completeness, the theoretical simulations of optical contrast of 
graphene are verified experimentally for investigated samples. Indeed, Fig. 5.29 
demonstrates that the graphene areas are clearly seen for the buffer layers of 
90 nm and 300 nm of Si02 and 70 nm of AI2O3 whereas the samples with 165 nm 
of Si02 and 20 nm of AI2O3 are characterized by low optical contrast.

In conclusion, we have suggested a simultaneous presentation of Raman in­
tensity and optical contrast maps for single layer of graphene depending on the 
refractive index and thickness of the buffer layer. This presentation enables a 
selection of the buffer layer material in order to obtain the Raman and optical 
microscopy imaging at their best performance. The advantages of this presenta­
tion, demonstrated for 457 nm excitation wavelength, is confirmed experimentally 
for two dielectric materials, Si02 and AI2O3 , with different refractive indexes and 
thicknesses. It has been also shown that for the thickness of Si02 buffer layer in 
the range of 150 160 nm quite substantial enhancement of the G-band intensity 
from single graphene layer can be achieved even at longer excitation wavelengths, 
namely at 633 and 785 nm.

AI2O3 20 nm AI2O3 70 nm Si02 90 nm Si02 165 nm

(a) (b) (c) (d)

ISiO, 3001

(e)

Figure 5.29: (Color online) Optical images of the samples with graphene layers 
(a), (b) in case of Si02 substrate and (c)-(e) AI2O3 substrate.
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Chapter 6

Conclusions

In this work the optical properties of periodical one- and two-dimensional struc­
tures as well as the layered structures based on silicon were investigated theoret­
ically and experimentally. The theoretical methods include the scattering matrix 
method, transfer matrix method and the method of oscillating dipoles. The in­
frared spectroscopy, Raman spectroscopy, photoluminescence spectroscopy and 
ellipsornetry were used in this work as experimental characterization technique. 
The following results were obtained:

1. The reflection spectra of one-dimensional grooved silicon structures were 
investigated theoretically and experimentally in the spectral range A = 4 
20/im at normal angle of light incidence. The grooved silicon structures 
consists of alternating walls and grooves with the period of a = 4-6)Um. 
It was shown that the inevitable light losses which are caused by the im­
perfections of geometry such as aperiodicity, deviation of the wall thickness 
from the average value as well as the roughness of surfaces, can be taken 
into account by an introduction of a small imaginary part to the refractive 
index of silicon in the periodical area. The theoretical reflection spectra 
were calculated by using the scattering matrix method and are in good 
agreement with the experimental results. Furthermore, the values of the ef­
fective refractive indexes of the grooved silicon structures are well described 
by above mentioned approach in the spectral region where the wavelength 
and the wall thickness are of the same order of magnitude.
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2. The reflection and transmission spectra of two-dimensional photonic crystal 
with triangular lattice of air pores in silicon were investigated experimen­
tally and theoretically. The calculation by the scattering matrix method 
accounts for the attributes of the real photonic crystal samples such as the 
limited number of periods, the presence of the interface between incoming 
medium and the periodical area as well eis the geometrical imperfections. 
It was found that the presence of interface may cause the appearance of 
the dips in the spectral region of the photonic stop-bands of the reflection 
spectrum. These dips are associated with the photonic surface modes. We 
showed that for the surface mode, the electric field takes the shape of vor­
tices located between the upper pores while the maxima of the magnetic 
field are in the center of these vortices. The modeling of the roughness of 
inner surfaces of pores enabled to properly describe the amplitude and the 
spectral position of the surface associate dips. The theoretical reflection 
and transmission spectra are in very good agreement with the experimental 
data. The described analysis of the surface modes was performed for the 
first time.

3. The quantitative analysis of the excitation of photoluminescence and its 
out-coupling from the layered structures with silicon nanocrystals was per­
formed by using the method of oscillating dipoles. The propagation of light 
through the sample was modeled by the transfer matrix method which take 
into account all aspects of the optical system such as the angle of exci­
tation light incidence, solid angle of collection of photoluminescent light, 
wavelengths and polarizations of excitation and photoluminescent light, 
thicknesses and refractive indexes of all the layers. We determined the 
thicknesses of buffer, active and capping layers which provide the optimal 
spatial distribution of the refractive index both for in-coupling of the ex­
citation light and for out-coupling of the photoluminescent light. It was 
shown that the structure with optimized thicknesses of layers exhibit up to 
50 times higher photoluminescence intensity than that with non-optimized 
thicknesses. The theoretical predictions are verified by the photolumines­
cence measurements of the sample with silicon nanocrystals fabricated by
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the PECVD method.

4. The processes of the Raman scattering and its subsequent emergence from 
the porous-Si-based multilayered samples was investigated quantitatively. 
It was found that the Raman intensity of the investigated samples strongly 
depends on the spectral position of the excitation light with respect to the 
photonic stop-band and can be enhanced by a factor of 10. The effect of the 
enhancement of Raman scattering is explained either by resonant penetra­
tion of the excitation light into the sample or by resonant out-coupling of 
the scattered light from the sample or both. The experimentally observed 
enhancement relates to the case of resonant penetration of the excitation 
light.

5. The Raman scattering from single layer of graphene was investigated the­
oretically and experimentally. It was demonstrated that the intensity of 
Raman signal as well as the optical contrast of the single graphene layer de­
pends on the thickness and the refractive of the buffer layer which separates 
graphene from the substrate. The thickness which provide the maximal Ra­
man intensity and the high optical contrast in case of Si02 buffer layers is 
90nni and in case of AI2O3 buffer layer is 80 nm. The theoretical and ex­
perimental results show the good agreement between each other.

The novelty of the results can be expressed in the following statements:

1. Optical anisotropy of the grooved silicon structures was investigated theo­
retically and experimentally in the spectral region where the wavelength is 
comparable with the period of these structures.

2. For the first time, the analysis of influence of the photonic surface mode 
on the light propagation through two-dimensional photonic crystal with 
triangular lattice of air holes in silicon was performed.

3. It was demonstrated that the photoluminescence intensity of the multilay­
ered samples with silicon nanocrystals can be increased up to 50 times by 
appropriate choice of the thicknesses of capping, active and buffer layer.
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Future work:

1. There is still a lot to be learned about the surface modes, for instance, why 
some of the surface dips have much lower quality factor than other surface 
dips. For this we have to calculate the distribution of the electromagnetic 
field for the higher order modes and to calculate the dispersion relation of 
these modes.

2. The local dielectric environment of silicon nanocrystals influences not only 
the intensity of the out-coupled emission but also on the spontaneous emis­
sion rate of silicon nanocrystals [17, 97]. Therefore varying the thicknesses 
of capping, inter and buffer layers we can manipulate with the lifetime of 
the photoluminescence. It is interesting to calculate the ratio of the emis­
sion rates of silicon nanocrystal in the layered system and in vacuum, which 
is called the Purcell factor. It is also interesting to compare the theoretical 
data with time resolved measurements of photoluminescence.

3. In Section 5.3 we assumed that graphene is separated from substrate by a 
single buffer layer. At the same time in Ref. [128] it was shown that if the 
graphene layer is separated from substrate by the stack of two layers with 
different properties then the optical contrast can be enhanced. Therefore it 
would be quite interesting to investigate if this also affect the intensity of 
Raman scattering.
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Appendix A

Example of application of 
transfer matrix method for 
microcavity structure

This paragraph demonstrates the example of application of the transfer matrix 
method for calculation of optical properties of a one-dimensional photonic crystal 
with the defect. The structure consists of alternating layers of the materials with 
the refractive indexes n\ — 3.42 and n2 = 1.2. The geometrical thicknesses of 
the layers are equal to d\ = ^2 =120 nm. The layered structure has a defect layer 
with the refractive index n2 and the thickness of 300 nm. The angle of incidence 
is (p = 45°. The schematic of the described structure is shown in FigA.l. The 
reflection spectra of the model structure in the spectral range 300-400 nm are 
shown in Fig. A.2 for s- and p-polarizations. The wide regions of high reflection 
in spectrum for s-polarization are associated with the photonic band gaps. The 
resonance dip at s-polarization has the spectral position at A !=a312nm, while 
for p-polarization at A ^320nm. As can be seen from Fig A.2, the reflection 
coefficients at A !^312nm are equal to 0 for both polarizations. The materials 
are assumed to be non-absorbing, therefore the transmission coefficient at this 
wavelength is 1. The full transmission in s-polarization is due to the light coupling 
to the defect mode. Thus, the electromagnetic field is localized mainly in the 
defect layer. In order to demonstrate this fact we calculated the electric field 
distribution of the incident light at A =312nm in the model structure (Fig. A.l).
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120 run
n, = 3.42
n-i = 1.2

n = 1 (air)

Fig. A.l: Schematic of the microcavity structure.

Fig. A.2 ; Reflection spectra of the microcavity structure for s- and p-polarizations 
of incidenct light.
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As can be seen from Fig. A.3, for p-polarization {x- and z-components), the 
incident light passes through the structure without losses and the average spatial 
light localization is the same within the structure. For s-polarization the intensity 
of transmitted light is equal to the intensity of the incident light, however the 
amplitude of oscillations of y-component of electric field is maximal in the defect 
layer.

Note that according to the boundary conditions for the electric field , the 
tangential components of the electric field vector, and Ey^ are continuous, 
whereas the vertical component, has the discontinuity of the first kind at the 
interfaces between the layers.
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Appendix B

Transfer matrix method for 
anisotropic media

As was mentioned in the Section 2.1, the 2x2 transfer matrix method is mainly 
applicable for the simulation of the layered structure with isotropic components. 
In order to operate with anisotropic structures another approach must be used.

Let us consider a layered structure as in the case of 2x2 transfer matrix 
method (see Fig.2.1). In case of anisotropic layers we describe materials by means 
of the dielectric constants tensor

(B.l)
0 o\ £12 £13^

e = A ■ 0 ^2 0 £21 £22 £23

\o 0 £3y £32 £33/

where Sik are the principal dielectric constants and A is the coordinate rotation 
matrix. Each layer is characterized by its propagation 4x4 matrix P and each 
interface by its dynamical matrix D. We define z-axis to be perpendicular to the 
layers. The matrixes D can be determined by the following expression [145, 146, 
147]:

D{n) =

^ex • pS"^ fix pl”’ (n)
ex • P3

(«)\ ex • P4 )
ey ■ By q‘“> (n)

ey • qs
(n)

ey • q4
(n)

ey • Pi By pP (n)
ey • P3

(n)
ey • P4

(n)
\ex • qf

(n)
ex • qs

(n)
ex • q4 7

(B.2)
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In case of isotropic layer, the matrix (B.3) would equal to a zero matrix. In order 
to solve this problem we must define the dynamical matrix in such a way that it 
is block diagonalized when the mode coupling disappears. In this case we obtain 
the following D matrix:

/ 1
7i

1
72

0 0
D{n) =

Vo 0

The propagation matrix is defined then by

P(n) =

0
0

73

0 \ 
0 

74
Houj

1 1 y

(B.3)

0

V

0
0
0

• (^) Jg-J72 dn
0
0

0
0

g Jis “n

0
0
0

0 o J74 “n

(B.4)

where n is the number of layer, and are the unit vectors in the x- and 
y-directions, and and are the polarization vectors of the layer n defined 
as:

/ fujy

pf’ = N,

(l) - ( 2
^yy 7fc

/W\4
- - ^ \

\cJ
^yz^xz

/a;\4 /u;\2vUJ (c I ^xz 
C /

I ^xy^zz

(7)
(B,5)

(n) 'JkC (n)
qfc = —X Pk 7Po

(B.6)

where k =1,2,3,4, lo is the circular frequency of the descending light, c is the light 
speed, Nk is the normalization constants such that • p[."^ = 1. In order to 
calculate the propagation constant 7*, we have to solve the following biquadratic 
equation:

(^) ^xx-ll (^) £xy f-) £xzcJ ~~ \cJ '^c/„
(^y 2 f^y■) £yx V c j V ^(-

V cC/,
'-i%,c) "

WN 2
c J

!/2
'L0\‘
<c)

= 0. (B.7)
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Then the total transfer 4x4 matrix of a structure consisting of N layers can be 
obtained from the expression:

N

M = D-\air) ■ ]J{D{n)P{n)D-\n)) ■ D{air) (B.8)
n=l

The complex Fresnel reflection and transmission matrixes are

j _ txy _ „
= = u,

tyx tyy Tyx Tyy
= 0, (B.9)

where elements of the Jones matrix tab {Tab) implies transmittance (reflectance) 
coefficient for incoming light polarized in the direction b and outcoming light 
polarized in the direction a. Expressions for tab and Tab are as following:

(B.IO)

(B.ll) 

(B.12) 

(B.13)

' xy

' yx

M21 M33 — M23M31 M33
~ Mn M33 — M13A/31 ’ ’ XX — Mn M33 — Mi3 M31

M41 M33 — M43M31 — M31
Mn M33 — M13M31 Txy —

Mn M33 — Mi3 A/31

Mn M23 — M21A/13 — Mi3

Mn M33 — M13M31' I yx —
Mn M33 — A4i3 A/31

Mn M43 — M41M13 Mn

Mn M33 — M13A/31 ’ ^ XX ■■■ Mn M33 — Mi3 A/31
In order to demonstrate the results of simulations, obtained with 4x4 TMM,

Fig. B.l : Schematic representation of the layered structure with liquid crystal. 
Thick arrows show the orientation of the liquid crystal director, in the xy-plane 
in the mirrors and in the cavity.
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X-polarization Y-polarization

Wavelength, |im Wavelength,

Fig. B.2 : Transmission spectra of the silicon one-dimensional photonic crystal 
structure infiltrated with liquid crystal E7 calculated for different angles $ between 
the LC director and y-axis and for different polarization.

we use the silicon one-dimensional photonic crystal structure infiltrated with ne­
matic liquid crystal E7 (see Fig. B.l). The structure consists of the cavity placed 
between two Bragg’s mirrors. The orientation of LC director in the mirrors is 
constant and aligned along y-axis, while in the cavity the angle $ between the LC 
director and y-axis varies from 90° to 0° as shown in Fig. B.l. The ordinary and 
extraordinary refractive indexes of liquid crystal E7 are Uo = 1.522 and rie = 1.704,
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respectively. The optical thicknesses of the silicon walls and liquid crystal slabs 
are determined as a quarter of wavelength, A (A~ 1.55/rm).

The transmission spectra of the structure, presented in Fig. B.2, were calcu­
lated by means of 4x4 TMM for x- and y-polarizations and shown in Fig. B.2. As 
can be seen from Fig. B.2 for x-polarization the position of the cavity mode shifts 
from 1.63/rm to 1.53yum when the angle between the LC director and y-axis 
changes from 90° to 0°At the same time for y-polarization the position of the 
cavity mode changes from 1.53/rm to 1.63 ym when the angle between y-axis and 
LC director changes from 90° to 0°. Note that the spectra for 4> = 90° and $ = 0° 
calculated by both the 2x2 and 4x4 matrix methods are coincide. However, for 
all other angles between 0° and 90° the application of 2x2 TMM results in trans­
mission spectrum with only one cavity mode, while 4x4 TMM yields spectrum 
with two cavity modes of different relative intensity.

167


