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Abstract

Impinging synthetic jets are considered to offer great potential for many applications, 

inclnding the thermal management of electronics. In this study, an experimental inves­

tigation into the evolution of an impinging synthetic air jet at a unique set of parame­

ters has been niidertaken. The transition from the near field, which comprises discrete 

vortices to a steady turbulent jet in the far field is an area where the flow mechanisms 

involved are dynamic and complex and, in some cases, poorly understood. Althongh 

numerous studies have been reported on in the literature for free synthetic jets, stud­

ies on the flow structures of an impinging synthetic air jet are limited. Even fewer 

studies have been performed with high frame rate particle image velocimetry (PIV). 

A comprehensive review of the existing literature is presented.

The present study utilises high speed, high resolution PIV to measure the flow field 

of the synthetic jet. Two dimensional high resolution PIV captures the evolution of 

the synthetic jet from formation to development and subsequently impingement. Si­

multaneous surface heat transfer measurements obtained from a hot film sensor and 

constant temperature anemornetry, and stereoscopic PIV capture the flow structures 

subsequent to impingement, with the simultaneous heat transfer measurements illus­

trating the potential of the impinging synthetic jet for cooling applications.

For the test parameters considered, a dimensionless stroke length Lq/D=12 was iden­

tified as ‘optimal’ in terms of surface heat transfer and flow behaviour at impingement. 

It was found that this stroke length provided a greater Nusselt number than a higher 

stroke length; this is linked to the phase difference between the vortices subsequent to 

impingement. The results of this analysis provide an understanding of the impinge­

ment flow that will aid in understanding its application to convective cooling.
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Chapter 1

Introduction

1.1 Background

A synthetic jet is a time averaged fluid motion that is a result of the interaction of 

a train of vortices that form from an oscillatory flow at an orifice, it has the unique 

property of being formed from the working fluid of the flow system that it is deployed 

in. Synthetic air jets operate on a simple principle: a flexible membrane or diaphragm 

forms one side of a partially enclosed chamber. Opposite to the membrane is an 

opening, such as a jet nozzle or orifice plate. A mechanical actuator, piezoelectric 

diaphragm or magnetic coil causes the membrane to oscillate and periodically forces 

air into and out of the opening. Figure 1.1 shows a schematic diagram of the synthetic 

air jet setup, and the vortices that are produced from the ejection and suction of fluid 

across an orifice by a loudspeaker, which results in the net mass flux being zero. One 

of the primary advantages of the synthetic air jet is this zero-net mass flux nature, 

which means that it transfers linear momentum to the flow system without net mass 

injection across the system boundary. This eliminates the need for external ducting, 

thus allowing the synthetic air jet to be easily integrated into complex geometries. In 

recent years it has been established that synthetic air jets are extremely versatile for 

many applications, and offer great potential for the cooling of electronics. For example, 

they have been implemented in various aerodynamic flow applications, including static 

and dynamic stall control on airfoils [1] and jet vectoring [2]. With regard to their
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cooling potential, among the first to investigate air jet impingement heat transfer with 

excitation of the flow structures within the jet were Nevins and Ball [3] in 1961; they 

concluded that there was no signihcant heat transfer enhancement from the pulsations 

present in the flow. After a period of 26 years, the work of Kataoka et al. [4] found 

that the presence of secondary structures in a similar type of flow aided in enhancing 

heat transfer; in their research it was shown that the stagnation point heat transfer is 

enhanced when these large-scale structures impinge on the surface.

The use of impinging synthetic jets for the cooling of electronics is a relatively new 

technology which has shown great promise in a number of practical applications. Re­

search performed by Vukasinovic and Glezer [o] showed that a synthetic air jet had 

the potential to be utilised as an effective option for electronics cooling, particularly 

in environments with complex and confined geometries. Although synthetic jets have 

the potential for many cooling applications, this technology is a particularly attractive 

candidate for cooling miniature surfaces, like electronic packages, because they can 

effect the heat transfer on extremely small scales and enhance the transport and mix­

ing of the heated fluid. With the introduction of multi-core processors, the amount 

of heat generated under heavy load has decreased. However, it has not been elimi­

nated from the system, but has been ‘relocated’, with the RAM chips now producing 

more and more heat because they are forced to deal with all the extra traffic that a 

multi-core processor produces. Excessive temperatures have an adverse affect on the 

lifespan and performance of any system, in particular that of electronic components; 

in a situation where loss of cooling occurs it can lead to the sudden failure of the 

component. Of the numerous ways available to dissipate heat in electronic compo­

nents, forced convection is utilised in most commercial applications, where the cooling 

system is mounted on a large heat sink. This essentially spreads the heat produced 

by the chip over a greater area; this solution has thus far proved adequate in satis­

fying the industry’s cooling needs. The elaborate design of current heat sinks is an 

attempt to keep up with ever increasing heat flux densities; the effect of this is an 

increase in cost of heat sink production. In order to provide an airflow over these 

heat sinks, fans have increased in size, which in turn increases power consumption



1.1. Background

and noise levels; as a result, this technology is reaching its practical, operational and 

economical limits. Electronics densihcation is the current industry objective, and it 

has been established that there is a need for more efficient cooling methods in these 

closely packed systems, with this need continuing to grow in the foreseeable future, 

Black et al. [G]. Synthetic air jets have a lot to offer in terms of meeting the criteria for 

new cooling solutions, namely their effective cooling ability, lower power consumption, 

small size and low cost. However, the full heat transfer capabilities of a synthetic 

air jet are currently unknown and it is for this reason that much more research is 

required to characterise and optimise the fluid flow characteristics, which will lead to 

an overall improvement in heat transfer performance for an impinging synthetic air jet.

It is the flow structures contained within a synthetic air jet flow that are of par­

ticular interest, as a synthetic jet is essentially a fluid motion consisting of a train of 

propagating vortices. To be specific, it is the vortex ring (for an axisymmetric jet) that 

is formed at the orifice that is the main focus, because the main variables that dictate 

synthetic jet formation are the dimensionless stroke length (Lq/D), the jet Reynolds 

number {Re = pU^D/(j) and the dimensionless jet exit to impingement surface spacing 

[H/D). Depending on these synthetic jet formation parameters, the overall flow field 

can change dramatically, largely due to whether or not the vortices formed can escape 

from the vicinity of the orifice.

Synthetic jet heat transfer is an area that has been investigated in parallel research 

work carried out within the research group [7], with time-averaged heat transfer and 

fluctuating fluid temperature data being obtained for a synthetic air jet impinging 

perpendicular to a heated surface. Although considerable progress has been made in 

characterising the synthetic jet heat transfer, a fundamental understanding of the fluid 

dynamics and the relationship to the convective heat transfer mechanisms is lacking 

in impinging synthetic jet flows. This is the focus of the current research.
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Loudspeaker

Figure 1.1 Schematic diagram of the impinging synthetic jet facility

1.2 Research motivation and objectives

This research is concerned with a synthetic air jet impinging perpendicular to a flat 

surface for a unique set of parameters. There have been no previous studies reported 

in the literature that have characterised the fluid mechanics of an impinging synthetic 

air jet over the full range of parameters tested here. One of the main objectives was to 

characterise the main flow structures present within a synthetic jet flow. Thus, iden­

tification of the key mechanisms that encompass the evolution of a synthetic air jet 

prior to and following impingement is the primary motivation for this research study.

The first phase of the research involves a comparative study of steady and synthetic jets 

at low Reynolds numbers. The purpose of this study is to acquire an understanding of 

how synthetic air jets compare with and differ from steady jets at matched Reynolds 

numbers, and to investigate some of the dimensionless parameters of synthetic jets [8]; 

this is expected to yield some useful information in understanding the complex nature 

of a synthetic air jet.
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High speed, high resolution flow visnalisation is performed in order to further our 

understanding of the complex interactions of the synthetic air jet with the various ex­

ternal influences, i.e. fiuid entrainment, recirculation, confinement and impingement. 

This fiuid measurement is performed using a high frame rate particle image velocime- 

try (PIV) system, which allows two dimensional and stereoscopic fluid velocity in a 

plane, perpendicular and parallel to the impingement surface, to be calculated. This 

system allows a unique new insight into the synthetic jet formation. Purpose written 

computer code is used to analyse the recorded and processed PIV data and calculates 

various parameters such as vorticity, velocity and turbulence intensity.

Simultaneous synthetic jet heat transfer and fluid measurements are performed for 

the first time (to the author’s knowledge) with a light sheet parallel to a heated im­

pingement surface. From this study, correlation of local heat transfer values with 

fiuid velocities is performed in order to elucidate the transfer of vorticity from the 

axial direction to the radial direction i.e. the nature of vortex roll-up on the impinge­

ment surface. This enhanced understanding of synthetic jet behaviour is relevant for 

synthetic jet cooling applications.

1.3 Dimensionless numbers

Characterisation of a jet flow requires utilisation of a broad range of fluid and jet 

properties. In order to provide a basis for easy comparison, results are generally 

presented in dimensionless form. A synthetic air jet flow is characterised by three main 

parameters, the dimensionless stroke length Lq/D, the Reynolds number Re = UqD/v 

and the surface to orifice spacing H/D, but several other dimensionless numbers are 

relevant for this study and are described here.

1.3.1 Dimensionless stroke length

A synthetic air jet is formed when each vortex pair that is ejected during the blowing 

phase of the cycle propagates downstream, and is not re-ingested on the suction phase
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of the cycle. The dimensionless stroke length [Lq/D) is used when characterising 

axisymmetric vortex rings based on a simple slug model [9], [10], and can be applied 

to a synthetic jet flow, which essentially consists of a train of propagating vortices.

Ln —
nT/2

I '
Um{t) dt (1.1)

T is the oscillation period, Uq is the spatial and time averaged velocity, and Um{t) is 

the momentum velocity.

t/o =
Lq

(1.2)

The stroke length Lq/D is inversely proportional to a Strouhal number, since

D
[D
Uo

(1.3)

As Lq = Uq//, dividing by the jet exit diameter D, will nondiniensionahse the stroke 

length. Shuster and Smith [11] have conhrrned (along with several other studies) that 

one of the proper scaling parameters for an unconhned synthetic jet flow is Lq/D, the 

other being the Reynolds number.

1.3.2 Reynolds number

The Reynolds number provides a measure of the ratio of inertial to viscous forces. 

Depending on the flow parameters, either the inertial forces dominate {Re ':$> 1), the 

viscous forces dominate {Re 1) or there is an approximate balance {Re ~ 1). The 

Reynolds number can be used to determine similarities in behaviour between different 

experimental (or numerical) setups, such as the onset of turbulence, or to identify 

certain flow regimes e.g. regular vortex shedding. It is used extensively in the present 

study. It is dehned as

Re —
pUL

d
(1.4)
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where p and p are the fluid density and viscosity respectively, U is the fluid velocity 

and L is a characteristic length; when related to jet flows it is usually selected to be 

the nozzle diameter. For synthetic jets, U is taken as as Uq, the time and area averaged 

velocity.

1.3.3 Stokes number

The Stokes number is the characteristic response time of a particle compared to the 

characteristic response time of the fluid flow. If the Stokes number is small, 5^ < 1, 

this translates to the particle motion being tightly coupled to the fluid motion, i.e. 

the particle dispersal is the same as the fluid dispersal. If the Stokes number is large, 

St > 1 the particle will have insufficient time to respond to the varying fluid velocity; 

thus the particle will pass through the flow without much deflection in its initial 

trajectory. If the Stokes nninber is around 1 {St ~ 1) the particles migrate to the 

margins of the influential structures present in the flow and, in the case of PIV, the 

seeding or particles are ‘unmixed’. The Stokes number is defined as

5 =
TrU

I
(1.5)

where is the relaxation time of the particle, U is the mean flow velocity and I is the 

characteristic length of the object (jet diameter). In this study the Stokes number is 

utilised in selecting the correct seeding particles for PIV measurements, as particles 

that will follow the flow faithfully and provide homogeneous seeding are essential.

1.3.4 Strouhal number

The Strouhal number is a dimensionless parameter that provides a description of 

oscillating fluid flow mechanisms. It is defined as

Sr=- (1.6)

where / is the frequency of vortex shedding, L is the characteristic length and U is
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the relative velocity. The Strouhal number can prove very important when analysing 

unsteady, oscillating fluid flow problems with periodicity. The Strouhal number repre­

sents the ratio of inertial forces due to the unsteadiness of the flow or local acceleration 

to the inertial forces due to changes in velocity from one point to another within a 

flow field.

1.3.5 Nusselt number

The Nusselt number represents the dimensionless temperature gradient at a heated 

surface in convective heat transfer. It is defined as

Nu =
hL

(1.7)

where h is the heat transfer coefficient, L is the characteristic length and k is the 

thermal conductivity of the fluid. The characteristic length is generally taken to be 

the exit diameter when applied to round jets. For rectangular or slot jets the exit width 

is used. A good comparison of the level of heat transfer achieved across a range of 

scales and fluids can be achieved when using the Nusselt number to non-dimensionalise 

the heat transfer coefficient.

1.3.6 Prandtl number

The Prandtl number is a dimensionless number that represents the ratio of momentum 

diffusivity (kinematic viscosity) to thermal diffusivity in a fluid. The Prandtl number 

is central to the study of convective heat transfer. It is expressed as

Pr=^ -
a k (1.8)

where u is the kinematic viscosity, a is the thermal diffusivity, Cp the specific heat 

at constant pressure, /r is the absolute or dynamic viscosity and k the thermal con­

ductivity. The Prandtl number describes fluid properties and not flow variables as it 

contains no length or velocity scales.



Chapter 2

Literature Review

In this study the focus is exclusively on submerged jets, iu which the jet is the same 

fluid as the ambient fluid i.e. aii air jet emerging into air. Experimental and analytical 

studies of the flow field iu uiicoufiiied, submerged jets have provided valuable iufor- 

uiatiou regarding their heat transfer and flow characteristics. In many applications, 

however, the jet exit is confined e.g. between parallel nozzle plates and impingement 

surfaces, resulting in a more complicated flow structure [12]. Also, in microelectronics 

cooling, air velocities are often limited by acoustic concerns, making impinging jet 

heat transfer in the turbulent regime impractical. Thus, from a fundamental and a 

practical perspective, both the laminar and turbulent flow regimes for impinging jets 

are relevant for further investigation. This chapter begins with a brief review of flow 

structure and vorticity for steady jets, before progressing to a comprehensive review 

of the flow characteristics of synthetic jets.

2.1 Steady Jet Flow

An impinging jet flow is commonly divided into three regions on the basis of the flow 

structure:

1. Free jet region

2. Stagnation region

3. Wall region
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Jet

Figure 2.1 Flow configuration of a round impinging jet.

For large jet exit to impingement surface spacings, the free jet region is further subdi­

vided into three zones:

(i) Potential core zone

(ii) Developing zone

(iii) Fully developed zone [13]

These three zones together with the main flow regions, are shown in figure 2.1.

2.1.1 Free jet region

Within the free jet region, the shear-driven interaction of the exiting jet and the am­

bient fluid produces entrainment of mass, momentum and energy. The effects of this

10
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on the flow include the development of a non-uniform radial velocity profile within the 

jet, spreading of the jet, and an increase of the total mass flow rate.

In the potential core the flow is characterised by a constant maximum velocity which 

is equal, or very close to, the jet exit velocity. Due to the growth of the shear layer 

surrounding the potential core, the core gradually decreases in width. The length of 

the potential core is dependent on the turbulence intensity at the jet exit and on the 

initial velocity profile [1,3]. According to research completed by Yule [14], the devel­

opment of free jets is accompanied by the transition of an axisymmetrically coherent 

vortical structure to a less coherent, large scale eddy structure in the shear layer. This 

transition has been attributed to a natural instability of the initial shear layer; as these 

vortical structures move downstream they will join up with other vortical structures 

present in the flow. This process is known as vortex pairing, and is responsible for 

an increase in the scale of these vortices and in the distance between them as they 

move away from the jet exit. The movements and strengths of the paired vortices 

are random, furthermore they lose their phase agreement across the jet as they move 

downstream. The fluid within the potential core is subjected to an alternating accel­

eration and then deceleration movement due to the trains of growing vortices [1]; this 

results in a potential core region that contains periodic velocity fluctuations. Within 

the developing zone the potential core has disappeared. In this zone the axial velocity 

profile starts decaying and the turbulence level at the jet axis (defined as the ratio be­

tween the R.M.S. value of the axial velocity fluctuations and the initial axial velocity) 

begins to rise. In the fully developed zone, which starts at approximately 8 to 10 jet 

diameters downstream of the jet exit, the velocity prohle is fully developed and both 

the axial velocity and the turbulence level decay.

2.1.2 Stagnation region

Fluid from a jet impinges axially on the stagnation region r/D ^ 1.0, where there 

is a decrease in axial velocity and an increase in static pressure, whilst concurrently 

accelerating in the radial direction, which leads to the formation of a wall jet. The

11
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nozzle geometry, and whether the jet is submerged or free, will dictate the size and 

axial extent of the stagnation region [15]. It has been reported for circular impinging 

jets of uniform velocity prohle that axial deceleration begins at x/D k, 0.5, and radial 

acceleration extends as far as r/D [16].

2.1.3 Wall jet region

Near the impingement surface the flow experiences a sudden deceleration in the axial 

direction and begins to accelerate in the radial direction; the rapid reduction in axial 

velocity results in a pressure increase at the stagnation point to above that of the 

ambient fluid. Under radial acceleration, parallel to the impingement surface, there is 

a reduction in the pressure difference between the jet and the ambient fluid. As fluid 

exits the impingement zone, turbulence increases, which in turn escalates the mixing 

and transition from a flow that is decelerating in the impingement region to a wall 

jet that is accelerating. The term ‘wall jet’ was hrst introduced by Glauert [17] to 

describe the flow region that develops upon impingement as the jet spreads. Glauert 

[17] described two subregions that exist within the wall jet region as an inner layer 

where the wall affects the flow and turbulence, and an outer layer where flow conditions 

are determined by shear interactions with the quiescent fluid. The maximum velocity 

in the wall jet occurs at the boundary between these two subregions.

2.2 Vorticity

Vortices are ordered structures of fluid motion, which nature prefers over chaos in 

many situations. The difficulty of defining a vortex is evident in the vast literature 

available describing what constitutes a vortex and how one is formed. Theories and 

laws exist that explain the properties of simple vortices, among these are the natural 

laws of nature that can be reduced to a few basic laws (axioms). The axioms of fluid 

mechanics can be categorised into two groups: the conservation laws and the consti­

tutive equations, according to Serrin [18]. The laws of conservation state that certain 

physical quantities cannot be generated nor destroyed in a closed system. These con-

12
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servation laws apply to matter, energy, momentum, and angular momentum. The 

constitutive equations deal with the properties of matter and indicate, for instance, 

whether a body is elastic, plastic, rigid, liquid, or gaseous. The law of conservation 

of matter states that matter can neither be created nor destroyed; an equivalent con­

servation law applies to energy as well. The conservation law of momentum can be 

expressed in such a way that the inertia (defined as mass times acceleration) of a par­

ticle is equal to the sum of all forces acting on the particle. If inertia is considered in 

a formal way, as a force (force of inertia), then the forces acting on a particle must be 

in equilibrium. For example, if a body is falling constantly under the force of gravity, 

flow resistance is effectively equal to the weight force, although with the opposite sign. 

Forces are vectors, which have a specihc absolute value and a specific direction at 

each point in space and are added geometrically. A three dimensional vector can be 

decomposed into three components, x, y, and z in the cartesian co-ordinate system 

shown in figure 2.2a, although iu describing vortical motions it is often advantageous 

to use cylindrical coordinates, figure 2.2b. The resultant of all forces that act on a 

body can be decomposed into a component parallel to the flow, called the ‘drag,’ and 

into two components normal to it, the side forces; the side force oi)posite to gravity is 

called ‘lift’.

In addition to these forces, velocity and vorticity are also vectors. Vorticity may 

be interpreted as the angular velocity of the fluid at a point in space. Angular velocity 

is a vector normal to the plane of rotation (thus it coincides with the axis of rotation) 

and its positive direction is illustrated in figure 2.3. The same is true for the vorticity 

vector. In a plane flow all vorticity vectors are normal to the plane of motion. The 

angular momentum of a closed system is also a constant. The angular momentum of 

a particle is proportional to its velocity and its distance from the centre about which 

it is rotating. If this distance is reduced, the velocity must increase correspondingly. 

A commonly used example is the velocity of the earth around the sun. According 

to Keppler’s second law (which is the conservation law of angular momentum), the 

earth’s velocity increases whenever the earth comes closer to the sun in such a way 

that the areas traversed by the radius vector at equal time intervals are equal, this is

13
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illustrated in figure 2.4 (the area law). The conservation law of angular inoinentuin 

explains why the high angular velocities of vortices can occur.

To further explain the conservation law of angular inonientuin and its relation to 

vortex generation, referring to figure 2.5, a single flnid particle is considered with a 

small angular velocity at a distance of 30cm from a pipe outlet. As stated previously, 

angular momentum is proportional to its velocity and its distance from the centre of 

rotation, therefore as the particle is drawn towards the opening, it must increase its 

azimuthal velocity at a rate inversely proportional to the distance from the opening 

in order to maintain its angular momentum. Once the particle reaches a distance 

of 0.3cm from the centre of rotation, the velocity of the particle will have increased 

100-fold. Angular velocity increases with the square of the distance, therefore the 

corresponding angular velocity of the fluid particle at 0.3cm will have increased 10000- 

fold. Essentially the number of rotations per second is 10000 times larger at 0.3cm 

than at 30cni. This relationship illustrates the fact that a small initial rotation in a 

fluid is sufficient to create a vortex.

In mathematical terms the vorticity a; of a fluid motion is defined as

LO — curl u (2.1)

It is thus a vector quantity defined at every point within the fluid. Certain flow 

conhgurations are most readily understood through a consideration of vorticity. The 

dehnition of curl by

h • curl u = lim — u dl
S

(2.2)

(n is the unit vector normal to the surface S) indicates that vorticity corresponds to the 

rotation of the fluid; the line integral is non-zero only if fluid is travelling around the 

point under consideration. Buoyancy forces directly generate vorticity. Vorticity plays 

an important role in fluid mechanics analysis, and in several cases it has proven to 

be advantageous to describe physical flow phenomena in terms of the evolution of the

14
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vorticity. Vorticity spreads through diffusion and convection [19], although they are 

two entirely different mechanisms. To best understand the transport of vorticity, there 

is a functional analogy in comparing the process of heat convection and conduction in 

a fluid to that of vorticity as outlined in work published by Majda and Bertozzi [20] 

on vorticity and incompressible flow.

(a) (b)

Figure 2.2 The three components of a vector v (a) in Cartesian coordinates and (b) 

in cylindrical coordinates.

Figure 2.3 - The vector of the angular velocity is normal to the plane of rotation.

The work completed by Prandtl in 1904 [21] has become of fundamental importance 

in the study of fluid mechanics. He divided the flow field around a body at very high

15
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Figure 2.4 - Kepler’s second law as an example of the conservation law of angular 

momentum. The shaded areas, which are traversed by the radius vectors at equal time 

intervals, are equal. Thus the planet will move faster in the vicinity of the sun than 

farther away.

Reynolds numbers into two regions: a thin layer near the surface in which vorticity 

exists, and the region outside of this, which can be considered as essentially frictionless. 

The thin ‘friction’ layer near the surface was called the boundary layer, illustrated in 

hgure 2.6. With increasing distance from the body surface, there can also exist fluid 

layers in which the velocity across the layer changes rapidly and in which vorticity is 

quite prevalent. These regions are generated when boundary layers detach from the 

wall and are carried into the fluid. Such boundary layers are usually called ‘shear 

layers’ or ‘shear flows’.

Figure 2.7 shows two examples of fluid motions that have the same vorticity distribu­

tion. The flow field in figure 2.7b is generated from figure 2.7a simply by superposition 

of a constant parallel stream, which itself has no vorticity. This type of flow behaviour 

highlights an important property of the vorticity field that, unlike a velocity held, 

the vorticity held is invariant with regard to changes of the inertial frame. In steady 

flow, streamlines, streaklines and pathlines are one and the same. The dependence

16
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Fluid level 

Direction of flow

. Particle at 30cm 

Particle at 0.3cm 

Pipe outlet

Figure 2.5 Small initial rotation is sufficient to create a concentrated vortex.

Distance from the wall

Figure 2.6 - The concept of the boundary layer.

of streamlines and pathlines on the reference frame causes considerable difficulties in 

the study of fluid flows, in particular defining a vortex, as vortices exist in largely 

unsteady fluid flows. The vorticity field is well suited to the study of time dependent 

flows because of its invariance property.

2.2.1 Vortex rings

Within a finite and closed stream area surrounded by a parallel flow, the vortex ring 

is the simplest motion, figure 2.8. These vortices are time independent and receive

17



2.2. VORTICITY

Figure 2.7 - Two shear flows (a) and (b) with an equal vorticity distribution (c).

their energy and vorticity from the boundary. Reynolds once remarked that with re­

spect to vortex rings, nature prefers rolling over gliding. The sliaded area in figure 2.8 

designates the spherical vorticity held. The fluid within the sphere can not escape 

and is carried away with the vortex ring. It is the vortex ring that is one of the main 

interests of this research as it is one of the least understood aspects of a synthetic air 

jet. Further understanding of the vortex ring and its evolution will prove beneficial in 

advancing the capabilities of the synthetic air jet with regard to applications such as 

electronics cooling.

Free vortex rings can develop through expulsion of fluid from openings, through abrupt 

or oscillating motion of bodies, or through differences of temperature and density in a 

fluid. A simple experiment to produce vortex rings is to use a box that has a circular 

opening or orifice on one side and a membrane on the other. If the box is filled with 

smoke and then the membrane is tapped, smoke is pushed out of the opening for an 

instant, the smoke forms a vortex ring that moves quickly away from the opening and 

then decays. This is the principle of operation of a synthetic air jet.

2.2.2 Vortex ring formation

The ideal vortex ring is inviscid, for which the analysis is somewhat simplified by the 

neglect of viscosity. In reality, though, vortex rings are viscous in nature, with viscos­

ity having an effect on their structure and behaviour. In general, vortex rings can go

18



Figure 2.8 Hill’s spherical vortex (1894). 

through (at least) four stages of developiiieiit [22],

1. The generation or formation process

2. The stable laminar phase

3. The unstable or wavy phase

4. The turbulent phase

These stages have been evaluated experimentally in a sequence of photographs show­

ing the formation of a laminar vortex ring by Didden [23]. There exists a formation 

number for a vortex ring, akin to the formation threshold for a synthetic air jet. Sev­

eral researchers have reported formation numbers for vortex rings at a stroke length, 

UID 4, [24]. The formation threshold for a synthetic jet has been reported at being 

approximately the same as that for a vortex ring, [7]. There are several factors that 

determine whether or not a vortex ring will go through all four stages of development, 

however, the formation process largely depends on the initial conditions during the 

generation phase. For example, if the ejection velocity is low, the vortex ring may only 

reach stage 2 of formation and, due to viscosity, decay naturally. In contrast, if the
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ejection velocity is high, the vortex ring may iinniediately become turbulent without 

passing through any of the intermediate stages.

In the formation of a vortex ring from fluid expelled through an orifice, the assumption 

is made that the fluid forming the core is that which has gained vorticity from the 

viscous diffusion processes at the orifice lip. At the beginning of the formation stages, 

the initially thin boundary layer separates at the orifice edge and vortical fluid rolls up 

into a spiral, entraining irrotational fluid in the process. According to Bidden [9] this 

continues until D ~ l.OSBo and the vortex ring then begins to move away from the 

nozzle. At the end of the ejection stroke, the induced flow of the vortex ring produces 

a secondary vortex of opposite circulation with its axis exactly in the orifice-exit plane. 

The final diameter of a vortex ring produced at an orifice according to Auerbach [22], 

is related to the distance travelled by the piston or flexible membrane (Lq) by the 

following equation for 1500<i?e < 4500.

D/Do = 1.05(Lo/B)‘/" (2.3)

According to studies by Bidden [9], and Saffman [25], there is a sudden decrease in 

vortex ring diameter at the end of the ejection phase of a vortex ring; this is attributed 

to the influence of the orifice wall, and the induced flow of the secondary vortex. Max­

worthy [26] discovered from visualisation experiments that an intense vortex induced 

flow is produced at the outer edge of the orifice and that this created vorticity of 

opposite sign to that of the main jet flow (negative in the secondary vortex and pos­

itive in the main flow). This is illustrated in figure 2.9c, where a secondary vortex 

of negative sign is formed within the orifice, which then propagates backwards into 

the orifice; the motion created by this secondary vortex creates more positive vortic­

ity, which is ingested into the secondary vortex ring, leading to its eventual destruction.

In figure 2.9, the development of a vortex ring is shown. The boundary layer that 

is formed at the orifice during the expulsion phase of the fluid is where the vorticity 

of the vortex ring originates, figure 2.9a. This boundary layer separates from the edge 

of the orifice and begins its exchange from a vorticity layer to a vortex ring. As soon
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as the vortex ring that is formed detaches, it induces a flow towards the axis of the 

orifice, which in turn produces vorticity of opposite sign at the edge of the orifice, 

figure 2.9c. This vorticity forms a secondary vortex ring with rotation opposite to 

that of the primary vortex ring.

If, as shown in figure 2.9b, tlie boundary layer is sucked away during the expulsion 

phase of the fluid, no vortex ring can form. (In synthetic air jet terms, it would 

be below the forming threshold for a synthetic jet (synthetic jet forming threshold 

Lo/D < 3.0), and no synthetic air jet would be formed. The formation threshold and 

parameters of a synthetic air jet shall be explained in detail in section 2.4).

An inviscid vortex ring is considered to move with constant velocity without decaying 

but, in reality, a real vortex ring loses speed. Vortex rings decelerate not only through 

loss of energy due to friction but also through entrainment of surrounding fluid and the 

formation of a wake, as shown in figure 2.10. Fluid entrainment occurs over the whole 

surface of the ring, which is consequently set into rotation, and increases the overall 

size of the vortex ring; fluid entrainment was first described in 1939 by Krutzsch [27]. 

It was noted by Maxworthy [28], in the study of vortex rings, that real vortex rings 

eject matter and vorticity in the wake.

A vortex ring is considered as an elemental flow structure, or as a building block for 

more complicated flow structures, in the study of turbulent flow configurations. It is 

therefore of interest to understand how a vortex ring reacts with other vortex rings 

and impingement surfaces, particularly with regard to the ‘slug’ flow and vortex rings 

produced by a synthetic air jet. In this study there is an impingement surface (wall) 

present that will directly influence the flow structure of vortex rings as they impinge 

on the surface. It has been well documented that a vortex ring colliding with an 

impingement surface undergoes a rebound or experiences a reversal In axial velocity 

[29], [30], [31]. The most commonly accepted explanation for this effect is attributed 

to the influence of a secondary vortex which is generated at the surface by viscous 

effects. Several authors have documented this ‘reboTind’ effect, where at a certain
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(a)

(b)

(0

Detached
vortex

Figure 2.9 - (a) The vorticity of the boundary layer (-) generates a discontinuity surface, 

which rolls up to a vortex ring, (b) If the boundary layer is detached at the opening, no 

vortex ring can develop, (c) The detached vortex ring indnces a secondary vortex with 

vorticity of opposite sign (+).
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Figure 2.10 Vortex ring, with entrairiiiieiit and wake.

distance from tlie wall, the axial velocity changes direction and the ring moves away 

from the surface, [29], [31], [32], [3;5]. It has been suggested that the ‘rebound’ effect 

is caused by the mutual interaction of the original vortex ring and a secondary vortex 

generated from the boundary layer induced by the original vortex ring. The initial work 

that led to the interpretation of rebound was documented by Harvey and Perry in 1971 

[34], who conducted experimental investigations of the behaviour of trailing wing-tip 

vortices approaching a ground plane. The conclusion was made that when a trailing 

vortex is in the vicinity of a ground plane, the local adverse pressure gradient that 

occurs directly below the vortex core causes the boundary layer to separate outboard 

of the vortex pair; the resulting separated layer eventually rolls up to form a secondary 

vortex with opposite vorticity to that of the trailing vortex.

The process is described as follows: As a vortex ring approaches a wall, vorticity of 

opposite sign is created at the wall; the two vorticity fields then cancel each other out 

effectively, figure 2.11. As this process occurs, secondary vortices develop at the wall 

where the streamlines diverge, there is an initial decrease in velocity and separation 

can occur. Depending on the strength of the primary vortex, the secondary vortices
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Figure 2.11 - Vortex ring ‘rebound’ through production of vorticity of opposite sign 

at a wall. In some cases, vortex rings can disappear depending on the strength of the 

primary vortex ring.

Figure 2.12 - As a primary vortex approaches an impingement surface, secondary 

vortices are produced.

that are developed upon impact can vary in strength and size. The initial secondary 

vortex produces a ‘push-back’ effect on the primary vortex, which in turn forces the 

primary vortex away from the wall ever so slightly. As the induced vortex decreases in 

strength it allows for the primary vortex to approach the impingement surface again 

and if the primary vortex is still strong enough, a second, secondary vortex is induced, 

and so on [33], figure 2.12. It is from this process of a vortex ring approaching an 

impingement surface partnered with the slug flow that is prevalent in a synthetic air 

jet flow at specific parameters, that the translation of axial velocity to radial velocity 

occurs; this shall be revisited in more depth in chapter 5.

24



2.3. Turbulence and Instabilities

2.3 Turbulence and Instabilities

There are several phenomena that exist in fluid mechanics that strongly influence flow 

characteristics, but none that have the same significance as flow instability. Towards 

the end of the 19th century Lord Rayleigh [35], Lord Kelvin [.30] and Helmholtz [37] all 

recognised that this condition was present in fluid dynamics. Instability is a mechanism 

by which a fluid accommodates to strong forces, and new flow patterns are created. 

For example, in a steady flow environment in which only viscous and inertial forces are 

acting, diffusion cannot counteract convection above a certain Reynolds number. In 

most cases instability leads to turbulence and, in general, flows are largely turbulent, 

whether naturally occurring or created. Several types of disturbances (instabilities) 

can occur within fluids, with ever increasing complication. The types of instabilities 

that can occur are too many to list but a few examples are given below:

• Instability due to inertial forces

• Instability due to centrifugal and Coriolis forces

• Thermal instability (buoyancy effects)

• Instability due to gravitation, electromagnetic forces and surface tension

Characteristic parameters quantitatively describe the occurrence of instabilities in a 

fluid, e.g. the Reynolds number determines the onset of instabilities due to inertial 

forces in the presence of viscous forces. It has been established that for a given type of 

flow, a critical Reynolds number exists where below this value the flow is laminar, and 

above it, turbulent [38]. Above such a critical characteristic parameter the original flow 

can exist, provided that any disturbance is avoided that would unbalance the unstable 

state. For example, for a flow within a pipe of diameter D, below a Reynolds number 

of 2300 the flow is considered laminar; above it, turbulent. By carefully avoiding any 

disturbances, a flow could be kept laminar up to Rcq — 40000 but, in reality, distur­

bances are always present, and the flow would be turbulent at this Reynolds number. 

As stated previously, new flow patterns emerge from instabilities; the new flow pattern 

obtained can become steady after a sufficiently long transient time, or periodic vortex
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streets can emerge from the flow being unsteady and turbulent. Of historical interest 

is the fact that research on vortex streets started in the field of acoustics. In 1878, 

Strouhal investigated sound producing vibrations in wind [39], and just over a year 

later Lord Rayleigh discovered that the sound generated from wires in an airstream did 

not require the wires to be in motion to generate sound, [35]; the existence of the vor­

tex street was correlated to the tones generated in an airstream by Benard in 1908 [40].

Over the last century various models for describing turbulence have been developed, 

although not all have shed new light on the nature of turbulence. The semi-empirical 

model developed by Prandtl in 1961 was one of the first models of turbulence consid­

ered to be successful [41]. This model introduced the concept of a ‘mixing length’ of 

turbulent clusters, which was analogous to the free path of gas molecules. The anal­

ogy was not exact, since turbulent clusters influence each other cpiite strongly and gas 

molecules do not, but it represented a step in the right direction as the theory of mix­

ing length is still the basis for most turbulence calculations in engineering applications.

Although the notion of turbulence is widely used in scientific and technical litera­

ture, there is no unique, commonly accepted definition. Perhaps the best is that 

turbulence is ‘a state of continuous instability’. Therefore, turbulent flow is usually 

identified by its main features. Turbulence implies fluid motion on a broad range of 

temporal and spatial scales, so that many degrees of freedom are excited in the system. 

Turbulent flow is also usually accompanied by a significant increase in momentum and 

mass transfer, i.e. the flow resistance and rate of mixing in a turbulent flow become 

much higher than they would be in an imaginary laminar flow with the same Reynolds 

number.

The fundamental characteristics of turbulence have been summarised in the follow­

ing statements from the book on turbulence by Tennekes and Limiley [42].

1. Irregularity (randomness): a turbulent flow is unpredictable.

2. Turbulence is an exchange process, which is orders of magnitude faster than
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diffusion of vorticity in the laminar region.

3. Three dimensional vorticity flnctnations: turbulence is rotational and three di­

mensional.

4. Energy is transported in general from large eddies to smaller eddies.

5. Turbulence is not an entirely statistical process, since coherent, long lasting 

vortical structures exist within it.

6. Turbulence is a feature of fluid flows and not of fluids.

In relation to the current study, the properties of turbulent vortices can be quite dif­

ferent from those of laminar vortices, and certain flow phenomena only exist within 

turbulent motion, i.e. turbulent vortices differ from their laminar counterparts in the 

following way: the molecular velocity in laminar motion is more or less decoupled from 

the macroscopic events, but in turbulent flow it is not, and interaction between the 

two scales of motion is strong.

At high Reynolds numbers, vortex rings that are generated by the ejection of fluid 

from an orihce become immediately unstable and then turbulent. In the turbulent 

stage, the mechanism of entrainment into the vortex ring differs conclusively from 

that of entrainment into a laminar vortex ring. Thus, a laminar vortex ring grows by 

entraining fluid over the entire surface area through molecular diffusion, figure 2.10, 

while the growth of a turbulent ring is governed by entrainment of turbulent fluid in 

the core region only.

2.4 Synthetic Air Jet

The synthetic air jet is a mean fluid motion generated by high-amplitude oscillatory 

flow through an orifice or nozzle. The term ‘synthetic’ refers to the generation or 

synthesis of a jet from the active medium. The characteristic features of synthetic jets 

are chiefly the periodically formed vortical structures at a source, and a momentum 

driven jet directed away from the source. The historic origins of the synthetic jet
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Flexible membrane 

Cavity

Orifice

(a)

Figure 2.13 A schematic of the operation of a membrane-cavity type synthetic jet, 

displaying the (a) membrane-cavity, (b) suction stroke and (c) ejection stroke.

may be found in the early 1950’s [43], where jets were synthesised by acoustically 

driving air in a circular tube through an orihee. The formation of the characteristic 

periodic vortex rings and ensuing jet were linked to high intensity and frequency sound 

waves. A piston-cavity mechanism was employed by Mednikov and Novitskii in 1975 

[44] to generate much the same effect in terms of generating a jet from the working 

medium itself. These types of driver-cavity setups are like those employed in present 

day synthetic jet actuators, that draw on the principle of acoustic energy being created 

and dissipated within a cavity. A common method of generating such jets is a flexible 

membrane on one side of a partially enclosed chamber, with an orifice opposite to 

the membrane, a method similar to the piston-cylinder mechanism, where the flexible 

membrane serves as the oscillatory driver to the flow and replaces the piston. It is this 

method that is utilised in the current investigation for generating a synthetic air jet. 

Figure 2.13 shows a schematic of the operation of a membrane-cavity synthetic jet 

generator. An oscillator such as a mechanical or electromagnetic actuator causes the 

membrane to oscillate in a sinusoidal motion. The synthesis is comprised of a cycle 

with two strokes: suction and ejection. During the suction stroke, figure 2.13b, the 

membrane moves away from the orifice, increasing the volume of the cavity and conse­

quently decreasing the pressure within, resulting in the entrainment of low momentum 

fluid into the cavity. During the ejection stroke, figure 2.13c, the diaphragm moves to­

wards the orifice, resulting in a pressure increase within the cavity and the consequent
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expulsion of fluid through the orifice. On account of the differential velocity at the 

orifice when the fluid is expelled, a shear layer is formed. Largely depending on the 

dimensionless stroke length {Lq/D), the shear layer can roll np to form a vortex ring 

that propagates away from the orifice. A complete suction-ejection cycle is referred 

to as a ‘period’ due to the sinusoidal motion of the flexible membrane. A series of 

‘periods’ results in the formation of a train of vortex rings that move away from the 

orifice. Smith and Glezer showed that these coherent structures formed at the orifice 

interact and break down in a transition towards either a laminar or a turbulent jet [45].

The two stroke operational jirinciple of a synthetic air jet allows for it to be created 

entirely from the surrounding medium, as the same cpiantity that is entrained into the 

cavity is expelled out of the cavity over a full period. This implies a zero net mass flux 

across the actuator boundary, which leads to the alternative naming of a synthetic jet 

as a ZNMF (zero-net-mass-flux) jet. The compactness of the synthetic jet allows for it 

to be positioned conveniently within an enclosure, circumventing the requirement for 

large moving jiarts in the form of axial fans, that use more energy. Thus, the primary 

advantage of the synthetic jet is its zero-net-niass flux nature, which eliminates the 

need for plumbing. This property allows for the synthetic jet to be easily integrated 

into complex geometries and reduces the complexity involved in design and fabrication 

of a synthetic jet for an intended application.

Synthetic air jets are widely used as active flow control measures, effecting changes 

in a flow to improve the performance of a system. Applications they are most com­

monly used in are controlling flow separation, mixing enhancement, thrust vectoring 

and angmentation of lift, [46] [47], [48]. Synthetic air jets are known for having the 

capacity to transport momentum; in an aerodynamic application a synthetic air jet is 

used to energise a flow, thereby delaying the onset of separation. Seifert et ah [49], 

and Amitay et al. [1] are amongst many researchers investigating the application of 

synthetic air jets to aerodynamic control. This particular application works as follows: 

when a synthetic air jet is applied adjacent to a boundary layer, during the suction 

stroke of the actuator low momentum fluid is entrained adjacent to the orifice, which in
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turn results in the nioveinent of high nioinentuin fluid towards the boundary. On the 

ejection stroke, high momentum fluid is expelled into the boundary layer; this expul­

sion of fluid into the boundary layer enhances the mixing process within the boundary 

layer and the unsteady nature of the actuator, which introduces disturbances into the 

flow, further augments the mixing process. Overall this results in the boundary layer 

becoming less susceptible to separation, as illustrated in figure 2.14.

P r flow direction Jr uncontrolled.----------- to. 9k separation line4
array ol

controlled 
separation line

Figure 2.14 - Flow separation control on a cylinder using an array of synthetic jet 

actuators, [50].

Initial investigations into the interaction of synthetic jets with a cross flow over a 

cylinder were completed by Amitay et al. [51], with the aid of flow visualisation in a 

small smoke tunnel at Reo — 4000, for a number of azimuthal jet positions. This is 

shown in figure 2.15. The apparatus consisted of a circular cylinder that had been 

instrumented with a pair of spanwise, adjacent rectangular synthetic jet actuators 

with their orifices placed flush to the cylinder surface and collinear with its axis. 7 

represents the azimuthal jet location; this is varied relative to the stagnation point 

at the front of the cylinder by rotating the cylinder about its axis. The results of 

this investigation provided an insight into some fundamental features of aerodynamic 

modification by synthetic jets. The direction of the synthetic jet flow is denoted by 

the white arrow. In figure 2.15a the baseline flow is shown for reference, the flow 

appears to separate at ^ ~ 80°; in figure 2.15b, 7 = 60°, the effect on the cross flow 

is manifested by a local deformation of smoke streamlines just after the top surface
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of the cylinder. This may appear to be a subtle difference in comparison to the 

baseline flow but it can be seen that the separation point on the top surface moves 

downstream. In figure 2.15c the synthetic jets are in phase and at 7 = 180°, it can be 

seen that the flow appears to be attached to the surface of the cylinder under these 

test parameters. Lastly in figure 2.15d, the azimuthal angle is still 7 = 180°, but the 

jets are operated out of phase with each other at 0 = 120°, the downward vectoring 

of the jets results in downward vectoring of the entire wake and consequently, the 

displacement of the front stagnation point. The spacing between the streamlines in 

figure 2.15d indicates a change in circulation of the flow and generation of lift. It is 

clear from figure 2.15c and figure 2.15d that the cross-stream symmetry of the cylinder 

wake is substantially altered when the azimuthal angle of the jets are adjusted to be 

in the region of 100° < 7 < 180°.

. ..'^1
'.r ,7 - '..,.1

i'liiiiim
Figure 2.15 - The influence of synthetic air jets on flow separation around a cylinder 

(a) baseline (b) actuated: 0 = 0,7 = 60° (c) jets located at 180° (d) 0 = 120°, 7 = 180° 

[51]

(61=separation angle, 7=azimuthal jet location, 0=phase agreement)
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Employing synthetic air jets as a mixing enhancer has shown promise in several indus­

trial applications involving mixing of fluids. In the gas combustion industry, synthetic 

air jets have been utilised to improve the mixing of hot and cold fluid streams [52], 

Another application in mixing is focused on improving combustion efficiencies and 

consequently reducing emissions; this is achieved by enhancing the quality of the fuel 

and air mix before the combustion process takes place [53]. The use of a synthetic 

jet adjacent to a steady jet has been shown to have the capability of enhancing the 

growth of the shear layer of the steady jet, which leads to a faster spreading and decay 

rate of the steady jet [54].

As mentioned before, synthetic jets have attracted a lot of attention for their po­

tential to cool electronics [55], [50]. Electronics densihcation is the industry standard 

and with this standard comes an ever increasing thermal load that needs to be dissi­

pated; synthetic air jets offer an alternative to traditional axial mounted fans. Vortical 

structures present in a synthetic jet flow facilitate the breakdown of the boundary layer 

thickness. In terms of heat transfer, with a breakdown of the boundary layer thickness 

the convective heat transfer mode is enhanced. The primary focus of the parallel re­

search work regarding synthetic air jets that has been carried out within the research 

group has been on convective heat transfer for electronics. Therefore, with a view 

to enriching the heat transfer investigation, although the main focus of this study is 

on the synthetic jet evolution and flow field, a short series of tests has been carried 

out with simultaneous heat transfer and fluid velocity measurements of an impinging 

synthetic air jet.

2.4.1 Synthetic jet flow structure

The synthetic jet flow structure is influenced by several parameters that include actua­

tor and orifice geometry, properties of the working fluid and the actuation parameters. 

The two properties that have been established as the key parameters governing the 

evolution and development of a synthetic air jet are the non-dimensional stroke length 

(Lq/D) and the Reynolds number {Reu^), [45], [11], as described in section 1.3. A
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formation criterion for a synthetic jet was proposed and validated in research under­

taken by Holman et al. [57]. A detailed schematic of synthetic jet formation, from the 

research of Holman et ah, is presented in figure 2.16. With reference to figure 2.16, 

during the ejection stroke fluid exits the nozzle at a velocity V/ and a vortex ring is 

formed at the sides of the ejected fluid; if formation conditions have been fully sat- 

ished, the vortex ring convects away from the orihce. Repeated oscillations result in 

a train of vortex rings propagating away from the orifice; downstream of the orifice a 

turbulent jet is synthesised as the vortex rings interact i.e. breakdown, pair, or leapfrog 

each other, all depending on the formation parameters.

Figure 2.16 - Synthetic jet formation: boundary layer thickness height of orifice 

h, depth of cavity He, vortex radins a, jet ejection velocity V[, jet suction velocity Vs, 

distance between vortices Dy, vortex strength and orifice edge radius of curvature 
R. [57]

For convective cooling applications, the synthetic air jet is configured in such a way 

that it impinges normally upon a surface, this configuration has been shown to pro­

vide effective heat transfer due to the following characteristics: firstly, primary and 

secondary vortical structures impinge on the heated surface, which increases the wall 

normal velocity fluctuations through interaction with the layers closest to the wall. 

This results in an increase in the momentum transfer and as a consequence increases
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the heat transfer rate [58]. Secondly, when compared to a steady jet, synthetic air jets 

entrain more fluid, which leads to a larger volume of fluid impinging on the surface 

resulting in a greater heat transfer capacity. The ensuing flow that is jiarallel to the 

surface, following impingement, is termed a radial wall jet, similar to that described 

in section 2.1.3 for steady jets.

Shown in figure 2.17 is the flow configuration of an impinging synthetic air jet. Based 

on the dominant flow phenomena, a synthetic jet flow is comprised of a near field and 

far field. The flow may be divided into four regions;

1. A region near the orifice that is typified by the presence of discrete coherent 

vortex rings and a fully periodic flow

2. Downstream of the orifice, vortex ring interaction and breakdown, an overall 

reduction in their coherence as they transition towards a turbulent free jet [4.j]

3. As the synthetic jet approaches the impingement surface, there is a rapid decrease 

in axial velocity with the static pressure increasing on account of a stagnation 

point at the impingement surface. The jet translates from an axial direction to 

a radial direction along the wall, where the flow is temporarily accelerated due 

to the local pressure gradient [IG]

4. After impingement, the flow develops into a fully developed wall jet, where both 

a free and solid boundary exists

The near field of the flow structure is typified by the presence of discrete coherent 

vortex rings, and fully periodic flow. In the far field, the vortex rings coalesce, interact 

and begin to breakdown, thus reducing their coherence as they transition towards a 

free turbulent jet. It is worth noting that a free synthetic jet exhibits similarities to a 

steady free jet in that both exhibit self similar behaviour, although the synthetic jet 

demonstrates an enhanced spreading rate. Away from the impingement region, the 

flow develops into a fully developed wall jet, where both a free and solid boundary ex­

ists. Launder and Rodi [59] described a wall jet as a boundary layer flow that has had
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z tr Orifice

Figure 2.17 - Schematic of the evolution of a normally impinging synthetic air jet. 

Shown are vortex rings in the near field of the orifice, and mean velocity profiles of both 

free and wall jets in the far field.

riioinentum added upstream such that a local velocity maximum exists in the shear 

layer that exceeds that of the free stream. Shown in figure 2.17, the wall jet region has 

two distinguishable regions. There is the region closest to the wall where the velocity 

increases from zero at the wall to a local maximum (um), which is considered to be the 

inner layer (0 < z < Zm)- The outer layer is the region beyond this velocity maximum 

where the velocity decays to the free stream velocity (zm < z < oo). The inner and 

outer layer as described bear some resemblance to a boundary layer and a free jet, 

respectively. As they are essentially shear layers, it is their interaction and dissimilar 

nature that give rise to the characteristics of a wall jet [59]. The outer layer spreading
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rate is related to the rate of increase of the half width'(21/2)- Yet, the characteristic 

length and velocity scales describing the self-similar nature of the individual shear 

layers have been shown to apply to wall jets. Within each layer, there exists a dis­

similar characteristic length and velocity scale, it is this particular detail that makes 

it nearly impossible to utilise a single scaling for the complete self similar description 

of the entire wall jet [GO]. Wall jets subjected to periodic forcing have been shown 

to be additionally dependent on the excitation frequency and amplitude parameters. 

Research completed on a forced laminar wall jet by Quintana [Gl], showed that the 

mean velocity held is affected by even the smallest of amplitude excitations at certain 

frequencies. With regard to forced turbulent jets, the effect of external excitation has 

been shown to nominally increase the spreading rate of the jet. However, beyond a 

critical Reynolds number [Re ~ 3000), amplitude changes as large as 20% of the mean 

exit velocity have negligible effect on the self similar mean velocity prohles [G2].

In terms of synthetic jet formation, in an impingement conhguration, there are several 

parameters that inhuence the how structure:

1. The dimensionless stroke length (Lq/D)

2. Actuator geometry

3. Actuation parameters - driving frequency, amplitude.

4. Reynolds number

5. Orihce to impingement surface spacing (H/D)

It has been reported that the dimensionless stroke length [Lq/D) distinctly identihes 

a synthetic jet how [llj. If the synthetic jet how is broken down into regions, the 

prevalent how phenomena in respective how regions differ and the frequencies and 

amplitudes that are used to form the synthetic jet will inhuence each how region

^ A commonly used measure to characterise the growth of the jet is to define the jet half width. It 

is defined as the distance measured from the centreline of the jet to where the local mean velocity 

is equal to half of the local centreline mean velocity, [liO].
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differently. As an example, the formation of vortex rings in the near field is dependent 

on the dimensionless stroke length (Lq/D), which is a result of the actuator driving 

frequency and amplitude [10], Confinement, recirculation and entrainment are all 

directly affected by a change in the orifice to impingement spacing {H/D) value. Heat 

transfer studies by McGuinn et al. [63] and Pavlova [64], related to changing the above 

parameters, verify that the heat transfer rate due to synthetic air jet impingement 

varies appreciably. Regarding the actuator driving frequency, there has been a lot of 

research undertaken into how this affects not only the synthetic jet flow structure but 

also its heat transfer capabilities. Pavlova [64] found that if the synthetic jet actuator 

was driven at the natural resonant frequency, minimal modifications needed to be 

performed in order to gain significant performance benefits; similar results reported 

by McGuinn et al. [65] and Gomes et al. [66] confirmed this. In work completed 

by Gallas et al. [67] it has been shown that the frequency response of a synthetic 

jet actuator is consistent with that of a damped fourth order system governed by 

the cavity Helmholtz frequency (///) and the natural frequency of the diaphragm 

ifo)- Referring to figure 2.18, Gallas et al. [67] demonstrated that the synthetic jet 

actuator frequency response is dependent on the relative position of the Helmholtz 

frequency (/n)i and the diaphragm frequency (/d). In order for the frequencies to be 

classified as uncoupled, the Helmholtz frequency, and the diaphragm frequency need 

to be sufficiently far apart, figure 2.18a. If these two frequencies are closer together, 

coupling will occur, which will lead to the dominance of the diaphragm frequency as it 

tends to be more influential than the Helmholtz frequency, figure 2.18b, and a single 

peak will emerge as the synthetic jet actuator response.

In relation to a synthetic air jet, the Helmholtz frequency of the cavity (fc) and the 

diaphragm frequency {/£>) are defined as follows:

(2.4)

fo —
1

27r V MaoCaD
(2.5)
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Figure 2.18 - Helmiioltz and diaphragm mechanical resonance and overall synthetic 

jet actuator response: (a) uncoupled case (b) coupled case [bh].

In equation 2.4, MaN is the orifice acoustic mass, MaRadi the orifice acoustic radiation 

mass and CaCi the cavity acoustic couipliauce [07]. In equation 2.5, Man, Can the 

diaphragm acoustic mass^ and the diaj)hragm compliance respectively. Work com­

pleted by Cox and D’Autouio [08] provided a relatioushii) for calculating the acoustic 

mass {MaN) in relation to either a membrane or orifice as:

MaN =
P i + 2Ar+,/^(l + ~)

(2.6)

where p indicates fluid density, e is the material porosity, t thickness, A signifies end 

correction factor, r is the perforation radius, n is kinematic viscosity and oo the angular 

frequency.

A method of calculating the Helmholtz frequency for inviscid, incompressible flow, 

that is not only simpler, but quite often more useful, is:

Jh -
C A

y h^^e//
(2.7)

^ The acoustic mass refers to the effect of inertia in an acoustic system, an impeding of the trans­

mission of sound through that system, acoustic inertance.
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C is the speed of sound, A is the orifice area, is the volume of the cavity (for a cylin­

drical geometry V = irD'^/AH) and Igjj the effective orifice length (Zg// = lo + O.SSZq)-

Gomes et al. [6G] discovered through experimentally measuring cavity frequencies that 

the Helmholtz theory consistently over estimated the resonance frequency of the cavity 

by ~ 18%. The roots of equation 2.7 are from the 1967 study of acoustic nonlinear­

ity of an orifice by Ingard [69], where the relationship between pressure and velocity 

amplitudes was found to be almost linear at a sufficiently low pressure, and at large 

velocity amiilitudes to approach what is known as a square law relation.

2.4.2 Velocity calculation and Reynolds number

There exist several key dimensionless parameters that define the formation of synthetic 

air jets. The calculation of the characteristic velocity for a synthetic air jet stems from 

the method (outlined in section 2.4.2.1) used for axisymnietric vortex rings [9], [10]. 

This method is applied to the characterisation of a synthetic air jet; this is based on 

the simple ‘slug’ model, which utilises a number of primary dimensionless numbers, 

dehned in section 1.3 and revisited here.

2.4.2.1 Stroke length and Stokes number

Firstly, the dimensionless stroke length (Lq/D), is defined as the ratio of the fluid stroke 

length (Lo) to the orifice diameter {D), where the stroke length may be thought of as 

the length of a hypothetical ‘slug’ of fluid that is ejected from the orifice during the 

ejection stroke. The development of the term ‘stroke length’ conies from the inverse 

of the Strouhal number, as LqJD — (fD/Uo)~^. Holman et al. [-57] and Utturkar et 

al. [70] reasoned that a synthetic jet formation threshold existed and it was governed 

by the Strouhal number; the criterion they developed was

1 Re
(2.8)

where Sr is the Strouhal number {/Lq/Uq) and is proportional to the inverse of the
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diniensionless stroke length (Lq/D), Re is the Reynolds number {UoD/iy), S is the 

Stokes number (defined in the next paragraph) and the constant K relies on the shape 

of the orifice or nozzle, and is 0.16 for axisymnietric jets, and 1 for two dimensional jets. 

With regard to the above criterion for the jet formation constant, once the criterion is 

met, the average self induced velocity of the vortex ring is seen to be greater than that 

induced by the suction stroke, which results in the issuing vortex ring escaping from 

the vicinity of the orifice and not being entrained back into the cavity. In this analysis, 

Re/S^ ~ C7/27r/d, thus the formation criterion is related to the dimensionless stroke 

length as follows:

Lo U Re 
~D “ TfD ^ (2.9)

This is in agreement with the work of Smith and Swift [71], which found for a 

two dimensional synthetic jet that there was a minimum formation stroke length of 

Lq/D — 5.5; below this no synthetic jet was formed. Once the above criterion is met, 

an increase in the dimensionless stroke length (Lq/D) is seen to increase the niomen- 

tiini; circulation and vorticity are imparted to each vortex ring [24], [72]. However, 

when the dimensionless stroke length is greater than 4, with respect to an axisymniet­

ric synthetic jet, it is observed that the total circulation and vorticity imparted by the 

actuator to the flow is not contained entirely within the primary vortex ring formed, 

but is distributed between the primary vortex and the secondary trailing vortex ring. 

This phenomenon is attributed to the fact that, beyond a certain stroke length, the 

primary vortex ring cannot contain any more circulation and thus sheds the excess 

in the form of secondary trailing vortex rings; this feature has also been labelled as a 

trailing jet, [7], [11].

Another parameter that is associated with oscillatory flow is the Stokes number, S', 

which has been used in the synthetic jet formation criterion. A very thorough article 

recently published by Travnfcek et al. [73] details the formation criterion for an ax- 

isymmetric synthetic jet at high Stokes numbers. Their research investigated a Stokes
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number range of S' = 73 — 292; results produced by Travnicek et al. agreed reasonably 

well with equation 2.8 for the range of Stokes number S < 160, from this, they found 

that the formation criterion for the synthetic jet was {Re)crit = 2.42S^ ‘^^.

Numerical simulations completed by Tang [74], demonstrated that vortex roll up re­

lated to a synthetic jet was primarily characterised by the Stokes number"’, S, which 

is defined as

S =
27r/D2

(2.10)

In a fluid, the Stokes number represents the ratio of the unsteady force to the viscous 

force [71], [75]. The strength of a vortex sheet can be measured by the level of vorticity 

(fl) it contains, where the estimation of the dimensionless form of vorticity is

(2.11)

s is the thickness of the Stokes layer in the orifice, which is defined as the radial distance 

between the position of the velocity peak and the wall at the orifice exit, figure 2.19. 

On the left hand side of equation 2.11 is an expression for dimensionless vorticity; this 

indicates that in order to obtain a similar strength vortex roll up, the vorticity (fl) 

should be much higher for an actuator with a small diameter orifice. This holds true 

because a small scale vortex ring has a higher curvature, which in turn demands a 

higher vorticity in the vortex sheet. Normalising the thickness of the Stokes layer is 

done by dividing by the diameter (D); it is found that the normalised Stokes layer 

thickness {e/D) is a function of the Stokes number, but this only holds true if the 

assumption is made that the oscillating flow in the orifice is a fully developed laminar 

flow.

^ Section 1.3 defined Stokes number as 5 = TrU/l, this is in relation to the selection of the seeding 

particles for use in particle image velocimetry.
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Figure 2.19 Stokes number versus the variation in thickness of the Stokes layer in an 

oscillating pipe flow (a) e/D vs S (b) D/e vs S [74]

With reference to figure 2.19, the variation of e/D and its inverse against Stokes num­

ber (5) is shown, respectively. Figure 2.19a indicates that the velocity peak remains at 

the centre of the orifice exit when S < 10, and as S increases beyond this, it gradually 

retreats towards the orifice wall. The position of the velocity peak is said to affect the 

roll up of the vortex sheet. Thus, when 5 < 10 there exists a ‘thick’ cylindrical vortex 

sheet with a maximum velocity at the centre that dominates the whole orifice duct; 

in this case, the leading edge of the vortex sheet is unable to curve and begin rollup 

due to the axisymmetric nature of the type of flow generated. However, when S > 10, 

there is a potential core that appears at the centre of the orifice, this in turn allows for 

the rollup of vortex rings to take place. For completeness, figure 2.19b shows that the 

inverse of Stokes layer thickness (D/e) increases with the Stokes number, in particular 

for when S > 10, and in relation to equation 2.11, it can be seen that the dimension-
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less vorticity depends more on the Stokes number, S, than on the dimensionless stroke 

length, Lq/D.

It is worth noting that there are three key dimensionless parameters of importance 

to dehning a synthetic jet flow in quiescent conditions, i.e. Stokes number (S'), stroke 

length (Lq), and Reynolds number (Re). However, only two of these parameters are 

independent as they are related to each other through the following relationship:

S =
l2TTReUo

(io/D)
(2.12)

The Stokes number has an effect on the velocity profiles at the synthetic jet orihce [11], 

[7G], as an increase in it results in the velocity prohle at the orifice changing from a 

parabolic shape to one that resembles a top hat distribution, illustrated in figure 2.20.

,_______________ Orifice

\

r',\
'--v”

\

/

\ /,

/

S<10

-S>10

Figure 2.20 - Illustrative velocity profiles at orifice exit at low Stokes number (-----),

(S < 10) and at high Stokes number (---- ), (S' > 10), which leads to vortex roll up.

A higher Stokes number implies that a thinner boundary layer is formed on the orifice 

wall, as the influence of Stokes number on the jet exit velocity profile is similar to 

what is known for oscillating pipe flows. As stated earlier, a minimum Stokes number 

of about 10 {S ~ 10) is required for sufficient vortex rollup to occur, as documented 

by Zhong et al. [47] and Tang [71]; it was also noted that jet exit velocity profiles of 

two test cases with significantly different stroke lengths could still be similar when the 

Stokes numbers were identical. With stroke length being representative of the fluid
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volume ejected through the orifice during the ejection stroke, the distance between 

successive vortex rings is dictated by the stroke length. A formation threshold exists 

for synthetic jets, as given by equation 2.8; if the stroke length is below the formation 

threshold, then the vortex rings formed cannot move far enough away from the orifice 

and are sucked back into the cavity on the suction portion of the cycle.

2.4.2.2 Reynolds number

As identified in section 1.3, the other primary dimensionless number used in the ‘slug’ 

velocity model that defines a synthetic air jet is the Reynolds number,

ReuQ —
UoD

(2.13)

which is based on the jet discharge velocity Uo, nozzle or orifice diameter D and the 

kinematic viscosity u. Due to the nature of a synthetic air jet i.e. zero-net-mass-fiux, 

it is difficult to define a characteristic jet velocity. Previous work on the topic by 

several authors, [1 i], [04], [77], utilised single point, centreline velocity measurements 

to calculate synthetic jet velocity. Smith and Glezer [Id], proposed the use of a time 

averaged velocity

Uo = fLo = ^ uo{t)dt (2.14)

where Uq is the downstream directed velocity, which occurs during the ejection stroke, 

as shown in figure 2.21. / is the frequency of oscillation of the actuator, r=l/(2/) 

is the blowing period of the jet, Lq is the length of the slug of fluid pushed from 

the orifice during the ejection stroke, T=l/f is the oscillation period, and Uo{t) is 

the centreline velocity as a function of time. The maximum distance over which an 

oscillatory flow can develop is Lq, since the flow reverses after travelling this distance. 

Ideally, a ineasnrement across the profile of the jet should be taken to obtain an area 

averaged velocity, but this is not usually the case; the most commonly used method of 

measuring the velocity is at a point on the centreline of the jet or close to the jet exit.
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This method of measurement comes about as a result of geometric constraints and an 

attempt to reduce the complexity of analysis. While it is a practical way of measuring 

the velocity, it is the assumption that the flow velocity uo{t) is uniform across the width 

of the orifice that can lead to errors in calculating the jet Reynolds number when using 

this model. Experimental [11], [71], [78], and numerical work [79], has shown that the 

spatial velocity profile can deviate significantly from the postulated ‘slug’ shape, thus 

it is preferable to replace the centreline velocity Uo{t) by the spatial averaged velocity 

at the jet exit. Glezer and Amitay [46] outlined another method for calculating the 

Reynolds number based on the momentum associated with jet discharge, /q, defined 

as.

Figure 2.21 - Example of a sine wave velocity profile showing Uq.

Reio = A
fiD

(2.15)

where

Io = p / UQ{x,t)dAdt
Jo Ja

(2.16)
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with p and p denoting fliiid density and viscosity, respectively. In their analysis, the 

Reynolds number is seen to affect the strength of the issuing vortices but not the lo­

cation of the vortex rings themselves.

Persoons and O’Donovan [80] developed a method of calculating synthetic jet velocity 

based on the laws of simplihed gas dynamics. This method requires the measurement 

of the internal cavity pressure of the actuator in order to estimate the synthetic jet 

velocity and the deflection of the actuator. The conservation of momentum in the 

orifice is:

+ Fo{U) - pA at (2.17)

Mo is the mass of gas in the orifice, Fo{U) represents a damping force and p is the 

varying cavity pressure relative to the unloaded condition of the actuator; p is assumed 

to be small compared to the absolute pressure po- A centreline velocity measurement 

is required for this method in order to perform the calibration, but it is only required 

initially to characterise a pressure loss coefficient Kp, which is required to calculate 

the correct damping force Fd- This method leads to a velocity calculation that is very 

much like that defined by Utturkar et ah [70], with a Reynolds number, Reg = UD/u, 

defined in terms of a spatial and time averaged exit velocity during the ejection stroke, 

where

U = J J u{t,y)dtdA (2.18)

A is the exit area and y represents the cross-stream coordinate. The blowing period 

or ejection duration is r = 1/(2/). Utturkar et ah [70] showed that the two velocity 

scales are related hy U — 2Uo, referring to figure 2.21, on the ejection portion of the 

cycle. Thus, the dashed horizontal line represents Uq, and the solid horizontal line 

represents U. The velocity in equation 2.14 is only calculated over the ejection stroke 

of the jet cycle, whereas in equation 2.18 the velocity is time averaged over the entire 

cycle. Thus, the jet Reynolds number calculated using equation 2.18 yields a Reynolds
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number of twice the magnitude for the exact same flow parameters. Despite the differ­

ences in the Reynolds numbers calculated by equation 2.14 and equation 2.18, neither 

can be considered the wrong way of calcidating synthetic jet Reynolds numbers. For 

example, equation 2.14 more accurately reflects the time averaged mass flux of fluid 

produced by the synthetic jet, and equation 2.18 allows for a better understanding of 

the state of the fluid expelled during the ejection phase by providing the peak veloci­

ties of the synthetic jet.

The velocity calculation utilised in this research is based on a Reynolds number, 

Reg = tJD/u, that is defined in terms of a spatial and time averaged exit veloc­

ity during the ejection stroke, with U calculated using equation 2.18, much like that 

defined by Uttnrkar et al. [70].

2.4.3 Synthetic jet flow fleld

The flow field of an issuing synthetic air jet is comprised of a near field and a far 

field based on the dominant flow phenomena, which has been previously broken down 

into four flow regions in section 2.4.1. A schematic of the flow field is illustrated in 

figure 2.17.

2.4.3.1 Vortex rings

As discussed in the section on vorticity, vortex rings are the essence of what a synthetic 

jet is. Initial work completed on vortex rings by researchers such as Gharib et al. [24] 

addressed the question “for a given geometry, is there an upper limit to the maxi­

mum circulation that a vortex ring can acguire?”. In their study, they utilised digital 

particle image velocimetry and a piston/cylinder arrangement, to complete a series of 

experiments for large values of non-dimensionalised piston stroke. The vortex rings 

produced by a synthetic jet actuator differ from those produced by a piston/cylinder 

arrangement in that the behaviour of the synthetic jet actuator is strongly affected 

by the presence of a suction flow in the vicinity of the orifice. Nonetheless, there is 

sufficient common ground for their research to be relevant.
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(a)

(b)

(c)

Figure 2.22 - Vortex ring visualisation (a) Lq/D = 2, (b) Lq/D = 3.8 and 

(c) Lo/D = 14.5 [24].

The research of Gharib et al. [24] identified a universal formation time scale, or 

formation number, which characterises the formation of vortex rings. They per­

formed measurements of vortex ring circulation for maximum stroke displacements 

(0.5 < Lq/D < 6.7), and observed that the circulation ceased to increase beyond 

Lq/D ^ 4. The total circulation for the vortex ring produced was measured as a 

function of formation time Upt/D — L/D, where Up signifies the mean velocity of the 

piston utilised in the experiments performed by Gharib et al. [24]. The time scale 

or formation time, is the time beyond which larger vortex rings are not possible; i.e. 

Lo/Z) ~ 4 for an impulsively started jet. With reference to figure 2.22, for Lq/D < 4, 

it was found that all the fluid discharged from the orihce became entrained in the vor­

tex ring, figure 2.22a and figure 2.22b. Up to the vortex formation number, a linear 

relationship between the stroke length and vortex circulation was observed, shown in 

hgure 2.23. Gonhrmation of the vortex formation number is reflected in hgure 2.22b

48



2.4. Synthetic Air Jet

and figure 2.22c, i.e. the vortex size is approximately the same in these two snapshots. 

For Lq/D = 14.5 they observed that the leading edge is ‘pinched-ofF from the trailing 

jet in terms of both velocity and vorticity fields. Vorticity in the shear layer ceases to 

flow into the vortex core once the pinch-off process starts, and instead proceeds to roll 

up into a series of vortices in a process similar to the Kelvin-Helmholtz instability^. 

The zero flux of vorticity into the primary ring also implies that there is no further 

increase in the vortex ring circulation.

Maximum piston displacement, LJD

Figure 2.23 - Vortex ring circulation as a function of stroke length {Lm/D), vortex 

formation number (0)i ['J4]- (h,„/D=maximum stroke ratio)

A fast ramp test case performed by Gharib et ah, that would closely resemble the 

ejection stroke of a synthetic air jet in terms of the speed of their piston/cylinder 

arrangement, resulted in a trailing jet that caught up with and interacted with the 

leading vortex ring. As a direct result of the interaction, merging occurred and cir­

culation levels increased within the leading vortex ring from the vortex at the head 

of the trailing jet. Excess vorticity from this interaction was eventually discharged 

and the circulation of the leading vortex ring reduced to its initial level determined

Kelvin-Helmholtz instability occurs when there is a velocity shear present in a continuous fluid flow, 

or when there is a sufficient velocity difference across the interface between two fluids, which leads 

to vortex roll-up in the shear layer
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Figure 2.24 - Vortex ring circulation as a function of formation length for Lq/D = 8 

[24].

from the formation number. Figure 2.24 is a plot of circulation versus formation time 

and shows that the total circulation increases as expected until the piston is stopped, 

while the vortex ring circulation levels out at Lq/D ~4. This shows that the maximum 

circulation that the vortex ring can attain is equal to the total circulation discharged 

from the nozzle up to Lo/iJ ~ 4. If Lo/J? ~ 4 then the vortex ring formed would have 

no trailing jet, [7].

2.4.3.2 Near field

The near field is largely influenced by the periodic formation, advection and interaction 

of discrete vortical structures, [2], [45]. The vortex pairs or rings created ultimately 

become turbulent, slow down and lose their coherence. Smith and Glezer [45] noted 

from their flow visualisation studies of a synthetic jet that the vortex pair begins 

to undergo a transition to turbulence at around the start of the actuator suction 

stroke, which may be linked to the core instabilities associated with the reversal of 

the streamwise velocity at the orifice exit. Due to the suction flow, the time averaged 

static pressure near the orifice exit of a synthetic air jet is typically lower than the 

ambient pressure which results in the streamwise and cross stream velocity components 

reversing their direction during the actuation cycle.
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The pulsatile nature of the synthetic jet flow in the near field close to the orifice leads 

to a stagnation point being formed during the suction stroke. Thus, if a vortex ring 

rolls np and moves away from the orifice, it results in part of the fluid moving away 

from the orifice, due to the vortex ring, while part of the fluid moves towards the 

orifice, due to the suction stroke. This leads to a location of zero velocity, which 

is known as a saddle point. It is the periodic reversal in flow direction along the 

jet centreline between ejection and suction strokes that results in the formation of a 

saddle point on the centreline downstream of the orifice; this leads to the sink like 

flow being confined to within a finite region near the orifice exit. The existence of a 

saddle point in the near field of synthetic air jets has been observed in several studies, 

[81], [82], [83]; the saddle point is deemed one of the more significant features of a 

synthetic air jet that exists in the near field. The saddle point is shown in figure 2.25 

at x/b^5-, above this point it can be seen that the flow is directed away from the 

orifice, whilst beneath the saddle point, the flow is directed towards the orifice. The 

apjiearance of the saddle point only occurs on the suction stroke of the cycle, with its 

axial position being entirely dependent on when the suction phase occurs in the jet 

cycle. Initially the saddle point appears at the orifice exit, and as the cycle progresses 

the saddle point gradually moves downstream until it disappears as the cycle repeats. 

Research by McGuinn et al. [84] found that the saddle point location was affected by 

flow confinement i.e. as confinement is increased the saddle point moved ever closer 

to the orifice until it was undetectable; this is thought to be due to the recirculation 

effects between the orifice plate and impingement surface. The exact relation between 

the location of the saddle point and the operational parameters of a synthetic jet has 

not been very well documented, but it is thought to be linked to the dimensionless 

stroke length and the height of the orifice above the impingement surface.

The near field of a synthetic air jet flow field has an oscillatory nature that is dominated 

by vortex rings, which gives rise to a greater rate of entrainment of ambient fluid. As 

a result of this, synthetic jets have a much higher spreading rate and volume flux 

compared to steady jets. Research published by Cater and Soria [85] that utilised 

fluorescent dye visualisation, clearly illustrated that the spreading rate of a synthetic
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. Saddle point

y/b

Figure 2.25 Phase averaged streamline plots computed from PIV data; </; = 270°,

/ = 300772, Reuo = 300, h)/D = 29.1, [SI],

jet was higher than that of a steady jet. This is shown in hgure 2.2G.

2.4.3.3 Far field

In the far field of a synthetic air jet, the vortex rings eventually break down, interact 

and coalesce to such an extent that they become indistinguishable from the jet flow 

and travel with the mean jet velocity. There is a decrease in time averaged velocity 

in this region as a result of entrainment of the quiescent fluid with a parallel increase 

in the width of the jet due to a transfer of momentum. Smith and Glezer [45], and 

Mallinson et al. [86] found that the time averaged velocity profiles bore a resemblance 

to a turbulent steady jet in the form of self similarity as inferred from the collapse 

of the scaled mean and turbulent intensity profiles. Smith and Glezer [45] found in 

their research that the deceleration rate and subsequent transition to turbulence of the 

vortices occurred within 7 jet diameters. Thus, the behaviour of a synthetic air jet in 

the far field is similar to that of a turbulent steady jet. Self similarity of a steady jet 

implies that its characteristic width and the inverse of its centreline velocity increase 

linearly with distance from the orifice exit.
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Figure 2.26 - Digitised flow visualisation of fluorescent dye marker for (a) Synthetic 

Jet, and (b) an equivalent Steady jet at a Reynolds number, Rcq = 10000, and Strouhal 

number, 5to = 0.0015. The light coloured lines indicate an apparent mean boundary of 

the dye flow, [85].

A comparison of the axial velocity profiles of a steady jet and a synthetic jet are shown 

in figure 2.27; this was part of a significant study completed by Cater and Soria [85] 

that compared the flow field properties of a steady jet and a synthetic jet. Several 

authors have reported that the far field of a synthetic air jet and a steady turbulent 

jet are quite similar [2], [85]; hgure 2.27 shows the difference in the mean far field flow. 

Figure 2.27a and b are essentially the same data, only figure 2.27b is normalised by 

the centreline velocity and the radial coordinate has been non-dimensionalised by the 

axial location r] = r/{x — xq); this is also known as the similarity variable. The spread 

rate of synthetic air jets in the far held is related to the structural differences in the 

near held. The signiflcant difference in decay rate of a synthetic jet and a steady jet
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Figure 2.27 (a) Non-dimensionalised and (b) Normalised profiles of axial velocity at

X = 60D for jets at Re = 10'^. Steady jet (0)i Synthetic jet (□), Gaussian distribution 

(•••), Hussein et al. (---- ) [85].

has been attributed to the oscillatory nature of the how, which means that it has a 

potential core of diminished velocity, in contrast to a steady jet.

Research completed by Smith and Swift [87] examined how a synthetic air jet resem­

bles and differs from a steady jet whilst comparing several different parameters. They 

found that at matched Reynolds numbers these two different jet types have the same 

prohle shape, but the synthetic jets were wider and slower than their steady jet coun­

terparts. Figure 2.28a represents the mean velocity prohles in similarity coordinates. 

It is from this graph the jet spread rates have been calculated. A paper published 

by Kotsovinos [88] on the spreading rate and virtual origin of a plane turbulent jet 

details how the jet spread rate is calculated. A brief outline of the method utilised is 

described below. A cartesian coordinate system is utilised with x representing the jet 

axis. The lateral distribution of the mean axial velocity u{x, y) is measured at several 

stations at various axial distances x from the orifice of the jet, the half width b{x) is 

calculated from the following equation.

u{x,±b{x)) = -u{x,0) (2.19)
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The half widths h{x) are then normalised by the orifice diameter D, and these values 

are then plotted versus the non-dimensional distance from the jet orifice xjD. This 

results in a straight line of the form,

h{x)ID = Ki{xID + K2) (2.20)

which is htted to the data points. The coefficient K\ is a measure of the jet spread­

ing rate. The virtual origin of the jet is calculated from the relation xq = —K2D. 

Figure 2.28b depicts the mean streamwise evolution of the jet velocities. The —1/2 

power-law decay typical of plane jets is followed unlike the x~'^ that Cater and Soria 

indicated in their research [85], the key difference between these two studies being that 

Smith and Swift used a two dimensional jet and Cater and Soria an axisymnietric jet. 

Thus, the difference in the jet decay can be attributed to the difference in flow pro­

duced from different orifice geometries.
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Figure 2.28 - (a) Width of jet based on half maximum velocity as a function of down­

stream distance (b) Time-averaged centreline velocity versus downstream distance. Sym­

bols apply to both graphs, [87].

55



2.4. Synthetic Air Jet

The spreading rates of synthetic jets and steady jets are presented in table 2.1. These 

spreading rates have been calculated by several researchers and have been tabulated in 

order to provide a direct comparison. The evolution of the jet half width as a function 

of axial distance, db/dx, represents the spreading rate, where h represents the cross 

stream half width from the centre of the jet. Cater and Soria [8b] noted there was a 

larger spreading rate for synthetic jets when compared to a steady jet; the spread rate 

calculated for a synthetic jet was found to be {db/dx^0.l07) approximately 15% higher 

than its steady jet equivalent for the same Reynolds number. The same study indicated 

that the spreading rates for both the steady jet and synthetic jet increased in a linear 

fashion up to x = SOD. It was concluded that the near field structure of the synthetic 

jet affected the flow structure in the far field. In other words, the vortex formation, 

which increased the entrainment rate as the jet developed, contributes to the overall 

growth and spread rate of a synthetic jet. Comparison of the study completed by Di 

Cicca and luso [78] with that of Cater and Soria [85] shows a good agreement with the 

spreading rates calculated for steady and synthetic jets; both studies utilised the jet 

half width as a function of axial distance in calculating the spreading rate. Di Cicca 

and luso [78] identify two regions, each of which is characterised by an almost constant 

spreading rate db/dx. The spreading rate calculated by Di Cicca and luso [78] in the 

secondary region they had identified of db/dx = 0.098 is in reasonably good agreement 

with the value calculated by Cater and Soria [85] of db/dx ~ 0.107.

The study completed by Smith and Swift [87] was a direct comparison of a synthetic air 

jet with a steady jet. Several aspects of the jets were examined, including jet spreading 

rate and velocity profiles. Overall, six cases were studied, including two steady jets 

and four synthetic jets. As can be seen in table 2.1 a forced and unforced steady jet 

were tested. The forced steady jet was forced at the Kelvin-Hehnholtz frequency of 

OOOHz in order to introduce some variety to the features of the steady jet. The forcing 

freqnency for the steady jet was experimentally determined, an oscillation amplitude 

of 5.5% of Uave initiates a rollup of the jet closer to the exit plane; this has been 

previously documented by Rockwell [89]. The spread rates reported by Smith and 

Swift [87] for a synthetic air jet are significantly different to that of Cater and Soria
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Table 2.1 - Experimental spread rate comparison for synthetic and steady jets [7].

Researchers Jet type Geometry Re Spread rate

{db/dx)

To/D

Cater [85] Synthetic Round 10^ 0.107 150

Cater Steady Round 10^ 0.092 N/A

Di Cicca & Inso [78] Synthetic Round 1290-3400 0.098 23

Smith & Glezer [15] Synthetic 2D 104-489 0.194 5.3-25

Smith & Swift [87] Synthetic 2D 734-2200 0.174-0.213 17-22

Smith &; Swift Steady 2D 2200 0.125 N/A

Smith & Swift Forced steady 2D 2200 0.149 N/A

[So]; this could be due to the different experimental parameters of the researchers, i.e. 

the stroke lengths tested by Smith and Swift are approximately six times smaller than 

the stroke length Cater and Soria tested at. The axial location that Smith and Swift 

measured each velocity profile at was where the centreline velocity Ud is half that of U 

(steady jet velocity) or Uq (synthetic jet velocity). From the db/dx results presented 

in table 2.1, the findings reported by Cater and Soria [85] that a synthetic jet has a 

higher spread rate than a steady jet are validated.

2.5 Synthetic jet heat transfer

Although the primary focus of this research study is on synthetic jet evolution, limited 

simultaneous heat transfer testing was conducted in order to complement flow mea­

surements in the stagnation and wall jet regions and to enhance the understanding 

of convective heat transfer mechanisms. Thus, a brief outline of synthetic jet heat 

transfer is included here.

A thorough investigation into the heat transfer characteristics of a normally impinging 

synthetic jet has been completed within the research group, [7]. The flexibility that 

synthetic air jets possess in terms of implementation and system integration is what
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2.5. Synthetic jet heat transfer

makes them an attractive candidate for heat transfer applications. The parameters 

of a synthetic air jet that are of particular interest with regard to heat transfer are 

dimensionless stroke length, jet Reynolds number and jet exit to impingement surface 

spacing. The stagnation point heat transfer is of particular interest, as the most com­

mon method of application of a jet cooling solution is directing the jet towards the 

area that requires the highest level of cooling. Persoons et al. [90] presented a general 

correlation for the stagnation point Nusselt number for an axisymmetric impinging 

synthetic jet; they identified four heat transfer regimes that are dependent on stroke 

length and the axial spacing of the jet. The authors state that operating the synthetic 

jet at lower operational frequencies with certain larger stroke lengths proves inefficient 

for particular actuators that have a high resonant frequency. From the data presented 

it was found that a local maximum is achieved at a lower stroke length. At larger 

axial spacings the peak heat transfer typically occurs at the geometric centre of the 

jet, or stagnation point. Gillespie et al. [91] described the resulting trend as Gaussian, 

although with increasing radial distance from the stagnation j)oint the trend decreases 

monotonically. Figure 2.29 illustrates a radial distribution in local Nusselt number for 

a two dimensional impinging synthetic air jet for a range of Reynolds numbers, and an 

axial spacing of H/h = 3.6, with dimensionless stroke lengths ranging from Lo—8.lb 

to 10.36. Heat transfer data are commonly presented also as a mean Nusselt number, 

as this provides a good indication of the performance of the jet. However, the local 

heat transfer profiles contain detailed information as to whether or not local maxima 

and minima exist, and are useful for providing insight into convective heat transfer 

mechanisms.

From the literature it is evident that synthetic jets can provide high heat transfer rates. 

Kataoka et al. [4] initially explored the mechanism for the enhancement of stagnation 

point heat transfer utilising a pulsed jet; they found that the large scale eddies con­

tained within the flow that were impinging on the heat transfer surfaces produced a 

turbulent surface renewal effect that enhanced the heat transfer from the impingement 

surface. Pavlova and Arnitay [64] performed research that experimentally compared 

the performance of a synthetic jet to that of a steady jet when cooling a constant heat
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2.5. Synthetic jet heat transfer

Figure 2.29 - Local Nusselt number distributions for a 2D synthetic air jet; H/b = 3.6, 

Re = BIOS, 0254, A309, x367, 4396, [91].

flux surface. The results of their study found that higher frequency jets (1200//z) were 

more effective at lower H/D values and conversely, lower frequency jets (420i/^) were 

found to be more effective at higher H/D values. In addition the synthetic jets were 

found to cool the heated impingement surface better than the steady jets. This was 

all attributed to the fact that coherent vortex rings are formed by a synthetic air jet, 

which enhance the mixing and thus the heat transfer from the surface. Initial research 

performed in the course of this study provided an insight into the relative effectiveness 

of a synthetic air jet and a steady jet at low jet exit to impingement surface spac- 

ings. From this study it was concluded that the performance of a synthetic jet may 

approach that of a steady jet at the larger H/D values tested, but the synthetic air jet 

suffered at low H/D values, largely due to recirculation as a result of the high degree 

of confinement associated with the synthetic jet chamber [8]. This same effect was 

previously documented by McGuinn et ah [92]. The overall difference between Nusselt 

numbers was found to reduce as the degree of conhnement was reduced; the findings 

from this study differ from those of Pavlova and Amitay [64]. This may be linked to 

the fact that the effectiveness of a synthetic air jet depends on several factors, but the 

study in question [8] utilised only one dimensionless stroke length for the synthetic jet.
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2.5. Synthetic ,iet heat transfer

Varying the dimensionless stroke length has a direct effect on the heat transfer rates 

of a synthetic jet, as reported by McGiiinn, [7].

The use of synthetic jets for cooling of electronics is a relatively new technology which 

has shown great promise in a number of practical applications. In a review article by 

Glezer and Amitay [46], it was noted that impinging synthetic jets are proving to be an 

extremely promising technology for use in electronics cooling and also have excellent 

potential for cooling in manufacturing processes. Steady jets have been the industry 

standard for decades and it has been well established that effective rates of cooling 

can be achieved using conventional steady impinging air jets [93], [94]. However, it 

has been documented more recently that synthetic air jets can provide similar cooling 

effects [46], [55], [64], [8].

The design and thermal performance of a synthetic air jet cooled heat sink has been 

investigated by Mahalingam and Glezer [95]. Their results showed that forced convec­

tion with synthetic jets generated a flow of 4.48 GFM through the heat sink, resulting 

in 27.8 W/GFM and a thermal effectiveness of 0.62. They found that there was ap­

proximately a 40% increase in the heat dissipation levels with the synthetic air jet 

cooled heat sink compared to the standard ducted axial fan flow through the heat 

sink. The tests were performed at the same jet Reynolds number, and the average 

heat transfer coefficient in the channel flow between the fins for the synthetic air jet 

was 2.5 times that for steady jet flow in the same configuration. It is worth noting 

that the flow rates where the synthetic jets dissipated more power than an axial fan 

was in the 3-5 GFM range. As flow rates were increased, the steady jet flow dissipated 

more power, which is in line with the findings by Farrelly et al. [8].

In 2001, a study performed by Vukasinovic and Glezer [5] experimentally investigated 

the performance of a low-profile radial countercurrent heat sink, driven by a synthetic 

jet actuator at 80Hz, normally impinging on an extended surface with a power dissipa­

tion of 50VF. Jet flow measurements were conducted using particle image velocimetry 

and temperature measurements utilising thermocouples embedded on a test die were
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carried out at several H/D values between the synthetic jet and the impingement 

surface. The hndings of their study showed that synthetic jets may present a viable 

option for the cooling of electronics where space and volume are limited. Although 

there have been a number of studies undertaken into heat transfer to an impinging 

synthetic air jet certain trends are common to these investigations. Further studies of 

synthetic jet heat transfer have been carried out by Chaudhari et al. [96], Gillespie et 

al. [91], and Travnicek et al. [77].

2.6 Summary

A comprehensive review of the literature has been presented for the flow characteristics 

and evolution of a synthetic jet. Several studies have been performed at specihc 

j^arameters in order to characterise the synthetic jet velocity, structure, flow control 

capabilities and heat transfer capacity. It is evident that a synthetic air jet flow is 

dependent on three crucial parameters in order for a synthetic jet flow to be formed;

1. Dimensionless stroke length (Lq/D), which should be high enough so that the 

vortex ring that forms can escape the vicinity of the orihce so as it is not ingested 

back into the cavity.

2. The Stokes number, which should be high enough so that the boundary layer is 

thin and the shear is high enough to allow for vortex roll up.

3. Reynolds number, based on the jet discharge velocity, orifice diameter and the 

kinematic viscosity.

A number of these factors may have a specihc inhuence on the how control and heat 

transfer capabilities of the synthetic air jet. Although the investigations into synthetic 

jets have contributed to an improved understanding of the mechanisms associated 

with this type of how, there still exists some issues that are unresolved. Most studies 

conducted have involved hxing one actuation parameter whilst varying another, e.g. 

hxing stroke length and varying Reynolds number. In the author’s view, there exists a 

need to explore the vorticity and evolution of the synthetic air jet for a broader range
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of operational parameters, in order to provide a better understanding of a synthetic air 

jet; thus this forms the basis of the research presented in this thesis. To the author’s 

knowledge simultaneous measurements of local surface heat transfer and flow in the 

measurement plane parallel to the impingement surface are absent from the literature. 

High resolution PIV studies of the evolution of a synthetic jet also appear to be absent 

from the literature. Further investigation has the potential to reveal more information 

about the operational mechanisms of a synthetic air jet and its respective flow and 

heat transfer regimes. The simultaneous measurement of flow visualisation and heat 

transfer will provide a greater insight into the evolution of a synthetic air jet, as well 

as helping to elucidate convective heat transfer mechanisms.
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Chapter 3

Particle image velocimetry

Early quantitative velocity ineasureinents of fluid flows involved the use of Pitot static 

tubes, and at a later stage in the experimental history of fluid mechanics, the hot wire 

anemometer. One of the main disadvantages of these technicjnes is that they intrude 

on and in some cases influence the flow itself. The utilisation of lasers in fluid flow 

measurements led to the development of the laser doppler anernometry (LDA) tech- 

niqvie. Although this technique is non-intrusive and represented a major advancement 

in fluid flow analysis, these techniques all have one disadvantage in common and that 

is that they provide point-wise measurements, rather than full flow field information. 

These experimental methods are still invaluable in the analysis of fluid mechanics, but 

the ability to record images of large parts of flow fields in a wide variety of mediums 

and to extract velocity information from these is a feature unique to particle image 

velocimetry (PIV).

Many researchers became interested in the PIV technique when it was first introduced 

as it offered the potential to study the structure of turbulent flow. Thus, the choices 

made in the development of the technique were strongly influenced by its potential to 

understand the phenomenon of turbulence. Due to the nature of turbulence, which 

extends from the largest scales of flow down to the Kolmogorov scale, a measurement 

technique capable of measuring over a wide dynamic range of scales in length and 

velocity was required. The PIV technique is based on the observation of seeding par-
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tides that are carried by the fluid during a short time interval. The seeding particles 

need to be sufficiently small so that they accurately follow the fluid motion and do not 

alter the properties of the fluid or its flow characteristics. The seeding particles are 

illuminated by a thin light sheet, typically generated by a pulsed laser system, thus, 

they need to be able to reflect enough light so that they can be recorded onto two 

consecutive image frames by a digital recording device, typically a CMOS camera. In 

order to obtain high quality PIV data, it is important that the seeding particles used 

are homogeneously distributed within the measurement region. This is in contrast to 

flow visualisation methods where fluid tracers are introduced at a specific location, as 

seen in figure 3.1, a dye flow visualisation of a synthetic jet by Shuster and Smith [11]. 

When compared to the PIV image seen in figure 3.2 for a synthetic air jet, it can be 

seen that the seeding is distributed throughout the measurement region in the PIV 

image, as opposed to being introduced at a specific point.

Figure 3.1 - Dye flow visualisation of a synthetic jet, Lo/D=5, Re=1500 [11]

The main advantages of PIV can be summarised as follows:

1. The technique allows for non-intrusive planar measurements of fluid flows to be 

performed.
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Vortices

Figure 3.2 - PIV seeding example of a synthetic air jet. H/D=4, Lq/D=A, Re=1500

2. It is a whole flow field technique that has the capability of deterininiiig fluid 

velocity at all locations within the measurement plane simultaneously instead of 

having to make separate measurements at a series of different point locations.

3. In two dimensional PIV, two velocity components are measured (2D-2C^), but 

use of a stereoscopic approach permits all three velocity components to be 

recorded (3D-3C^), resulting in instantaneous 3D velocity vector maps for the 

whole measurement volume'h

The application of digital image processing to flow visualisation techniques was con­

sidered a breakthrough. Quantitative and automated analysis of flow images was 

enabled through the application of digital image processing. Hesselink [97] provides a 

general review of the application of digital image processing to flow diagnostics. Work 

completed by Hinsch [98] proposed that a measurement system could be labelled as a 

{k, I, m) method, where:

1. k = 1, 2, 3 and indicates the number of velocity components measured.

2. 1 = 0, 1, 2, 3 and indicates the number of spatial dimensions of the measurement 

domain.

3. ni = 0, 1 and indicates whether a measurement yields instantaneous or continu­

ous time recording, respectively.

^ Two dimensions and two components.
^ Three dimensions and three components.
^ Where the measurement volume is within the plane of the laser light sheet.
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Figure 3.3 - Techniques for optical flow velocimetry and the dimensions of the data 

space

The best single point measurement techniques are considered a (3,0,1) method, in 

comparison to the simplest form of (2D-2C) PIV, which provides a (2,2,0) method. 

The advancements in technology are leading to the majority of PIV systems employed 

in the scientihe world today offering stereoscopic PIV although, for most flow appli­

cations 2D-2C PIV is sufficient. A stereoscopic PIV system is a (3, 2,1) method that 

is capable of providing 3D velocity data. The pinnacle in flow velocimetry would be 

a tomographic PIV system that belongs to the (3,3,1) category, in which the velocity 

vector can be measured throughout a complete volume as a function of time. Fig­

ure 3.3 presents a three dimensional layout to better understand the (k, 1, m) method 

as outlined by Hinsch [98].

In order to implement the PIV technique, four basic components are required. They 

are:

1. A test section with optical access.

2. A light source to illuminate the area of interest.

3. Recording hardware, consisting of a CMOS camera.

4. A computer with the correct software required to process the images and extract 

velocity information.
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3.1. PIV METHOD

3.1 PIV method

The PIV system utilised in this study was supplied by LaVision [99]; it is capable 

of performing 2D-2C and 3D-3C PIV measurements at high frame rates. A brief 

discussion of the PIV technique will be outlined here, while the details of the specific 

system used in this investigation are explained in section 4.1.2. A more in depth 

synopsis on the technical details, can be found in a comprehensive book on the PIV 

technique by Raffel et al. [109].

3.1.1 Two dimensional PIV

A schematic of a 2D-2C PIV system is presented in hgure 3.4. The digital camera is 

placed perpendicular to the flow field. The flow held is seeded with seeding particles. 

The seeding particles used in this study are 2 — 3 /.irn in diameter; the method of 

generation and the type of seeding are covered in chapter 4. An example of a seeded 

flow for a synthetic air jet at an axial spacing of H/D=4, and dimensionless stroke 

length L()/Z}=4 and Reynolds number of Re=1500 is presented in hgure 3.2. The how 

is illuminated in the target area with a laser light sheet. The camera lens images 

the area of interest onto the CMOS array of a digital camera. The CAIOS is able 

to capture each light pulse in separate image frames. Once a sequence of two light 

pulses is recorded, the images are divided into small subsections called interrogation 

windows. A spatial cross-correlation is calculated between the interrogation windows 

in order to determine the statistically most probable particle displacement for each 

window. The spatial cross correlation is dehned as:

-II Il{x)I2{x 4- s)(fx (3.1)

where.

1. II and 12 represent the particle intensities measured by the camera in the hrst 

and second images respectively.

2. X is the physical spatial coordinate.
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3.1. PIV METHOD

Figure 3.4 Schematic of a digital PIV system.

3. s is the spatial coordinate in the correlation plane [101]

The interrogation windows from each image frame are cross correlated with each other, 

pixel by pixel. Seen in figure 3.5 is the correlation map. This consists of several 

peaks; the largest of these peaks is determined using a peak searching algorithm and 

corresponds to the most probable particle displacement. The signal to noise ratio in the 

correlation map of figure 3.5 is high and this is the most desirable outcome as it ensures 

there is a high level of confidence in the vector velocity that is calculated. A velocity 

vector map over the whole target area is obtained by repeating the cross correlation for 

each interrogation window over the two image frames captured by the CMOS digital 

camera. Recording both light pulses in the same image frame to follow the movements 

of the particles gives a clear visual sense of the flow structure. Nearly any particle that 

follows the flow satisfactorily and scatters enough light to be captured by the CMOS 

camera can be used. The number of particles in the flow is of some importance in
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(0,0)

Figure 3.5 - Typical cross-correlation map between two interrogation windows of II 

and 12, the peak corresponds to the most probable particle pixel displacement

obtaining a good signal peak in the cross-correlation, along with several other factors 

such as the illuniination, the interrogation window size, and the algorithms used to 

solve the cross correlation. As a rule of thumb, approximately 10 to 25 particle images 

should be seen in each interrogation window.

The time separation between the two images, At is chosen in conjunction with the 

size of the interrogation window. In order to obtain reliable velocity vectors, most 

particles captured in the first image should be in the interrogation window when the 

second image is captured. The cross correlation is a statistical process, and as a guide, 

the maximum particle displacement allowed between two pulses must not be bigger 

than a quarter of the interrogation window. A ratio between the distance measured in 

pixels on the CMOS sensor and the physical distance measured in the area of interest 

is required in order to translate the velocities in pixels per second on the CMOS sensor 

to a metres per second value in the measurement plane. The ratio, also known as the 

scale factor (S'), is obtained from the calibration process.
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3.1. PIV METHOD

The pixel displacement values of the particle corresponding to the largest correlation 

peak from the origin of the map seen in figure 3.5 in the x and y directions are dx and 

dy respectively. Combining these with dt, the time separation between the two images, 

the most probable components of the vector velocity in the interrogation window u 

and V are calculated. Thus, the velocity components for the x and y direction are 

expressed as u — dx/dt and v — dy/dt respectively. Assembling the most probable 

particle displacement {dx and dy) and the most probable velocity vector {u and v) 

from the image plane, results in the formation of a velocity vector map of the entire 

flow field. The magnitude of the velocity components is then expressed as follows:

V(x, y) = x/n(T,y)2 + 'y(T,?/)2 = ^Jdx{x,y)'^ + dy{x,yf 
dt (3.2)

These data can then be exported for further processing in Matlab using purpose writ­

ten code to calculate values such as vorticity and streamlines. It is worth noting that 

the software used in this study DaVis 7.2.2 [102] can achieve a pixel displacement 

accuracy as high as 0.05px [103]. With the correct setup, a high spatial resolution can 

be achieved, making the PIV technique a valuable tool in fluid mechanics research. 

Calculation of vorticity can be a complicated process, but the way in which PIV data 

are stored in regular, uniform type grids, which are fundamentally two dimensional, 

facilitates the calculation of the differential field quantities such as vorticity with rel­

ative ease. Equation 2.1 shows the basic form of equation used to calculate vorticity, 

but for a 2D-2C PIV system, the out of plane vorticity is expressed as follows:

UJ =
dv du 
dx dy

(3.3)

In the DaVis system, for example, the vorticity at any point is calculated according 

to the central difference scheme based on the velocity components of its four closest 

neighbours. A first order central difference scheme can be used to estimate the out of 

plane vorticity [100], [104].
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—

^i+lj ^iJ+1 — l

2Ax 2Ay
(3.4)

where,

• i and j are the indices of the mesh points of interest in the x and y directions 

respectively.

Raffel et al. [100] proposed the use of an alternate algorithm to calculate vorticity 

based on Stokes’ theorem, whereby the vorticity and circulation in a flow are related 

to each other through:

ju -(11 = J(I) U (11= / V X U • dS = uj-(iS (3.5)

This expression states that the circulation around a closed contour is equal to the sum 

of the vorticity enclosed within that contour. Stokes theorem can also be applied to a 

regularly spaced PIV grid. Thus, equation 3.5 becomes:

1 1
^ {U,V)-(i\ (3.6)

\{X,Y)

Where Uij is the average vorticity within an enclosed area A. The rectangular contour 

of data points presented in figure 3.6 represents a mesh of velocity vectors that is used 

to implement equation 3.6. The circulation (P) around the boundaries of the square 

is calculated using a standard integration scheme such as the trapezoidal rule. The 

average vorticity is calculated by dividing the the total circulation by the enclosed 

area, as indicated in equation 3.7.

tUj j ~
P

4AXAY
(3.7)

Where AX and AY represent the grid spacings seen in figure 3.6. Thus, AAXAY 

indicates that the contour spans the four cells seen in hgure 3.6. The integration 

around the path of the contour is completed using the trapezoidal method [100], and

71



3.1. PIV METHOD

i-1 i+1
j+1

Figure 3.6 - Grid used to calculate vorticity based on the velocity components of its 

four closest neighbours

based on its height and width of two mesh points respectively, the estimated circulation 

is expressed as the circulation method:

(3.8)
+ + 2V^+ij + Vi+ij+i)

-^Ay{W,,,+,+2V._,j. + Wij_,)

There are 12 separate velocities over 8 different data points used to calculate the 

circulation of equation 3.8. Equation 3.7 is based on the central difference method and 

when the circulation method result of equation 3.8 is inserted into equation 3.7, the 

vorticity at any point {i,j} on a velocity grid can be calculated from the velocity vector 

components of the flow. Vorticity calculated by equation 3.4 uses only 4 neighbouring 

data points, whereas equation 3.7 utilises 8 data points. As such, the uncertainty in 

the estimate of the vorticity using the central difference scheme is much greater [1 ()(]]. 

It is worth noting that Westerweel [104] found the circulation method in equation 3.8 

to be more accurate than the central difference scheme.
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For the present study, the vorticity plots presented in chapter 5 were post processed 

vector maps exported from DaVis and purpose written Matlab code based on equa­

tion 3.8 was used to calculate vorticity, streamlines, and velocity.

3.1.2 Three dimensional PIV

Two dimensional PIV is only capable of recording the velocity vectors in the plane of 

the light sheet while the out-of-plane velocity component is lost. Stereoscopic PIV is 

capable of recording these three velocity components (in-plane and out-of-plane). The 

schematic of a stereoscopic PIV setup is presented in figure 3.7. Employing a second 

camera to record from a different viewing angle for setting up a 3D PIV system is 

considered to be the most straightforward method [103], [106], [107].

Figure 3.7 - Schematic of a stereoscopic digital PIV system

Visual access to the area of interest will govern the camera configuration. There are 

several different possibilities of arranging the cameras in a stereoscopic PIV system.
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The method employed for the 3D PIV used in this study is known as backward forward­

scattering. In this setup the cameras are mounted on the same side of the light sheet, 

as seen in figure 3.8.

Figure 3.8 - Backward forward-scattering 3D PIV

Camera 1 typically records the light scattered in the forward direction while camera 

2 will record the light scattered in the backward direction. The fight intensities are 

slightly different for both cameras i.e. camera 2 will need a larger aperture in order 

to increase the light intensity it receives so that the PIV image it records will be as 

close as possible to that of camera 1. There are a required and recommended number 

of views when setting up a 3D PIV experiment. For the backward forward-scattering 

setup as seen in figure 3.8 the system type was classed as a camera mapped for 3D 

vectors, requiring 2 cameras and for the views to be coplanar and equidistant.

3.1.2.1 Scheimpflug criterion

According to research completed by Prasad [105], to obtain images in good focus over 

the entire image plane, the Scheimpflug criterion must be satisifed. This criterion 

requires the object plane, the lens plane and the image plane to be colinear, see 

figure 3.9. If the angle a between camera 1 and camera 2 is increased, the measurement 

precision of the out-of-plane component is increased. Increasing this angle (a) between 

the two cameras limits the depth of field, to overcome this, tilting of the image plane in 

respect to the orientation of the camera lens brings more of the field of view into focus
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while keeping tlie object, lens and image planes colinear. It is worth noting that in 

general a tilted object or image plane will cause what is known as keystone distortion 

to occur, this is because of the magnification varying across the field of view. This 

results from the variation of object and image distances from top to bottom of the 

field. This distortion is often seen in over-head projectors when the top mirror is tilted 

to raise the image projected on the screen. This is equivalent to tilting the screen. 

Keystone distortion can be prevented by keeping the plane of the object effectively 

parallel to the plane of the image [108].

Figure 3.9 - Scheinipflug criterion

3.1.3 Vector processing

Vector field computation for 2D-2C and 3D-3C PIV in the current study was com­

pleted using a multi-pass cross-correlation technique with an interrogation window size 

decreasing from 64 x 64 pixels with a 50% overlap down to 32 x 32 pixels with a 75% 

overlap. The PIV parameters for vector field computation for 3D PIV works in exactly 

the same way as conventional 2D PIV except that the correlation mode needs to be 

set to stereo cross-correlation. The cross-correlation for 2D PIV is outlined below.

The cross-correlation calculates a vector field on two single exposed images. Fig­

ure 3.10 presents the cross-correlation technique used as one of the vector calculation 

parameters. Using the cross-correlation mode the original PIV image consists of two
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Figure 3.10 - PIV cross-correlation

frames frame and 2”*^ frame). The first frame is labelled as frame 0 and contains 

the P* exposure, whilst the second frame labelled as frame 1 contains the 2"'^ exposure. 

The algorithm used calculates the cross-correlation of all the interrogation windows 

between frame 0 and frame 1. The displacement vector d.s is most likely the highest 

peak in the cross-correlation image. There is no peak at the zero displacement (0,0).

For the window size and weight, a rectangular size of 64 x 64 pixels was selected 

with a 50 % overlap decreasing to a 32 x 32 pixels with a 75 % overlap. During a 

rnnlti-pass interrogation such as this, the initial interrogation window size (CMOS 

serisor=1024 x 1024 pixels) is divided by two in each step until the hnal interrogation 

window size is reached.

H Interrogation window 

Neighbours (50% overlap)

Figure 3.11 - A 50% interrogation window overlap example

Figure 3.11 presents an example of the overlap amongst neighbouring interrogation 

windows for a 50% overlap. The interrogation window size and the window overlap

76



3.1. PIV METHOD

will ultimately determine the result of the vector grid size i.e. the spacing between two 

neighbouring vectors in the vector held e.g. a window size of 64 x 64 pixels with an 

overlap of 50% will result in a grid size of 32 pixels.

Iterations using the multi-pass (decreasing window size) procedure calculate the vector 

held by an arbitrary number of iterations with an interrogation window size that 

decreases after each consecutive pass. The hrst pass is selected e.g. 64 x 64 pixels, and 

a reference vector held is calculated. In the next pass the window size is halved and the 

vector calculated in the hrst pass is used as a best choice window shift. This results in 

a window shift that is adaptively imi)roved to compute the vectors more reliably. This 

allows for a much smaller hnal interrogation window size than is possible without the 

adaptive window shifting that multi-pass decrease uses. Not only does this technique 

produce fewer erroneous vectors, it also improves the spatial resolution of the vectors.

3.1.3.1 Stereo cross-correlation

The stereo cross-correlation mode stores the double images of both cameras in one hie 

in the sequence as outlined and seen in hgure 3.12.

frame 0=camera 1 (1®* exposure)

frame l=caniera 1 (2"“ exposure)

frame 2=camera 2 (1®^ exposure)

frame 3=camera 2 (2"^^ exposure)

There are different approaches for stereo vector held computation as proposed by 

Prasad [105]. Calculation of a stereo vector held begins with the calculation of 2D- 

2C vector helds for each camera from which a stereoscopic reconstruction of a 2D-3C 

vector held is computed. To view a 3D-3C vector held an option has to be selected in 

the DaVis [102] user interface.
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Camera 1

Camera 2

Figure 3.12 - Frame order in image buffer using stereo cross-correlation mode

3.1.3.2 PIV uncertainty

Figure 3.13 presents what is coinnioiily referred to as a raw PIV image. The seeding in 

this PIV image shows good, homogeneous seeding density throughout the measurement 

plane; the illumination of the seeding particles is fairly homogeneous as well. There 

are many factors that determine the accuracy of any PIV measurement, with the 

distribution of the seeding and its illnmination being two of the factors that can 

determine this accuracy.

Vortices

Figure 3.13 - A raw PIV image, illustrating homogeneous seeding
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Figure 3.14 - Velocity vector plot example, H/D=8, Re=1500, Lo/D=12

The vector field presented in figure 3.14 was calculated using the multi-pass decreasing 

interrogation window of 64 x 64 pixels with a 50% overlap to a 32 x 32 pixels with a 

75% overlap. This processing regime was found to give the highest number of accepted 

vectors for the experimental setup. The average number of rejected or missing vectors 

was less than 5% and the removed vectors were interpolated for. Raffel et al. [100] refer 

to a ‘bias error’ [109] in the calculated vectors as “peak-locking” and this term is used 

to describe a displacement bias error that has a periodic pattern on pixel intervals. 

The presence of the “peak-locking” effect can be detected in the flow field calculations 

by plotting a histogram of the seeding particle displacements. The source of this effect 

can arise from insufficient particle image size being captured on the CMOS sensor; in 

most cases it occurs when the particles are smaller than 3 pixels. Figures 3.15 and 3.16 

present histograms of the pixel displacement in the u velocity component direction. 

Figure 3.15 presents a histogram that shows no sign of “peak-locking” occurring, which 

suggests that the random variation in the data is smaller than any systematic bias in 

the system. The “peak-locking” coefficient of the histogram in figure 3.15 is ('==0.0083; 

this was calculated with DaVis 7.2.2. LaVision suggest that the acceptable limit for 

the “peak-locking” coefficient is ( < 0.1. The histogram seen in figure 3.16 is provided 

for a direct comparison and is the result of an experiment specifically set up to produce
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a “peak-locking” effect. For the PIV data presented in this study, prior to performing 

each experiment a quick calculation was performed to ensure there was no occurrence 

of a “peak-locking” effect. The uncertainty error of the LaVision PIV algorithm can 

be estimated to be between 0.05 pixels and 0.06 pixels [103]. As such this is an esti­

mate for an experimental best case scenario. The average error achieved by numerous 

manufacturers of PIV systems, according to experimental data in work completed by 

Stanislas et al. [103], is estimated to be approximately 0.1 pixels for the PIV algorithm.

To avoid loss of correlation due to excessive in-plane displacement, Keane and Adrian 

[110] stated that a pixel shift in the initial interrogation window should be smaller 

than one quarter of the interrogation window size. Using the one quarter rule, be­

tween image pairs the initial interrogation window was dehned to be between 5 pixels 

and 7 pixels. The calibration of the cameras was always within the suggested levels by 

the manufacturer together with the assumption that the error estimate ~ 0.1 pixels, 

suggest that the PIV calculations have an associated uncertainty of ^ 2%.

7000

Pixel displacement-u(px)

Figure 3.16 - Histogram of PIV displacement data in the u component direction. 

Strong “peak-locking” - C = 0.43
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Figure 3.15 - Histogram of PIV displacement data in the u component direction. No 

“peak-locking” - ^ = 0.0083

81



3.1. PIV METHOD

82



Chapter 4

Experimental apparatus

The experimental rig used in this study has been used in previous studies by O’Donovan 

[!M] for steady jet iinpingement heat transfer research and McGuinn [7] for synthetic 

jet heat transfer research. The rig provides the following:

1. An impingenient surface that can be heated and moved in a controlled manner 

that is accurate and repeatable

2. A carriage to mount and move the synthetic jet actuator in accurate steps, 

perpendicular to the impingement surface.

3. A computer model to input the operational parameters of the synthetic jet that 

was to be generated.

Changes were made to the experimental rig to advance its capabilities with regard 

to fluid velocity measurements with the use of particle image velocimetry (PIV). The 

rig had to allow for the recording of high resolution, high frame rate two dimensional 

particle image velocimetry of the synthetic jet, and utilise stereoscopic PIV to mea­

sure the fluid velocity in an axial plane parallel to the heated impingement surface, 

synchronised to the surface heat transfer.

This chapter details the equipment used to achieve these experimental goals and how 

the individual components are arranged in the experimental setup. The calibration 

process for the particle image velocimetry measurements in the two dimensional and
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stereoscopic orientation is described, as are the uncertainty estimation for the mea­

surements and the experimental procedure.

4.1 Experimental setup

The experimental rig is primarily constructed to perform heat transfer measurements 

from several types of impinging jets i.e. steady [bS], synthetic and swirl [111] jets. The 

focus of this study is a synthetic jet. The carriage that the synthetic jet actuator is 

mounted on has a lead screw that is capable of moving the actuator perpendicularly 

to the impingement surface with a high degree of control and accuracy; this provides 

the y axis movement. Gillespie et al. [91 [reported that the maximum heat transfer 

to an impinging synthetic jet is typically at a jet to impingement surface spacing of 

8 to 12 jet diameters. The heated impingement surface is attached to a lead screw 

controlled by a stepper motor in order to provide accurate movements in the x axis. 

The main support structure of the rig is made from Abmrn x 4:5mm cross section 

Rexroth aluminium structural members. This main support is used to mount the 

heated impingement test surface, high speed cameras, the PIV laser guide arm and 

the synthetic jet actuator. An image of the experimental rig, without the particle 

image velocimetry apparatus is shown in figure 4.1.

4.1.1 Synthetic jet

The synthetic jet velocity calculation has been described in section 2.4.2 and is depen­

dent on the jet Reynolds number and the dimensionless stroke length, Lq/D-, however 

the components that make np the synthetic jet actuator put a constraint on the maxi­

mum average jet velocity Uq. The synthetic jet generator used in this research is a coil 

and magnet Visaton FR-8 loudspeaker that has a 10 W power output rating; the coil 

is the driving mechanism and the cone forms the oscillating diaphragm. The frequency 

range of the speaker extends np to 20kHz, although synthetic jet formation does not 

occur much beyond a frequency of 940Hz due to a diminished stroke length. In this 

case a minimum stroke length for synthetic jet formation has been documented in the
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Data acquisition 

Synthetic jet actuator 

Heated impingement surface

Constant current anemometer

Constant temperature anemometer

Figure 4.1 - Experimental rig without PIV apparatus

literature at Lq/Z? ~ 4 [24], The operational limit of the loudspeaker utilised in this 

research is considered to be when the output signal undergoes distortion, i.e. when the 

observed output signal nndergoes clipping [112],

There are several key factors to consider when designing a synthetic jet, these are 

the nozzle diameter, nozzle length and the design of the cavity. Presented in figure 4.2 

is a schematic of the synthetic jet actuator and in figure 4.3 an AutoCAD rendering. 

The orifice has a diameter of D = 5 mm and a length of lo = 10 mm. The loudspeaker 

utilised in this synthetic jet is relatively large and coupled with the simple orifice ge­

ometry, a wide range of operational parameters can be achieved. From figure 4.2 it 

can be seen that the cavity diameter is Dc = 75 mm; the cavity height inclusive of 

the speaker cone is he — 26.4 mm. The orifice plate has a diameter of Dop = 100 mm, 

which provides a large degree of flow confinement when the nozzle is placed close to 

the impingement surface. The cavity volume is 14 = 101.5 cm^, which results in a 

Helmholtz resonance of 485 Hz.
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It should be noted that when performing time averaged PIV testing, which is long 

duration testing, there was a small bnt pervasive cross flow present in the testing en­

vironment as a result of the necessary health and safety ventilation ports required in 

any test environment. The Reynolds number of this cross flow was estimated from 

the PIV data to be approximately Re~80, from this it can be concluded that at the 

low Reynolds number time averaged experiments, the effect of the cross flow will be 

relatively small in comparison to the main jet how. Although all care was taken to 

minimise the effect of this cross how, it has a small but noticeable effect on the time 

averaged how helds presented in section 5.2 for high axial spacing and low stroke 

length, Lq/D.

Figure 4.2 - Schematic of the synthetic jet actuator

4.1.2 Particle image velocimetry system

Particle image velocimetry (PIV) has been used extensively throughout this research, 

to provide how visualisation and velocity measurements of the synthetic air jet. A 

complete PIV system consists of several specialised components, namely a high speed 

laser system, high speed cameras, data acquisition system and complex processing soft­

ware. The PIV process is based on using the motion of the seeding particles which are 

assumed to follow the how to calculate vectors. By measuring the displacement of par-
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Acoustic loudspeaker

Cavity

Orifice

Figure 4.3 - AutoCAD rendering of the synthetic jet actuator

tides within an interrogation window between subseciuent camera frames of a known 

time separation, a correlation relating to the velocity of the particles is calculated, 

and hence the fluid velocity can be calculated. The application of these calculations 

across the area of interest between two subsequent frames will provide an instanta­

neous velocity measurement of the entire flow field; this technique can be repeated for 

a series of frames to provide a time series evolution of the flow velocity. A schematic 

of a typical digital PIV setup is shown in figure 3.4.

The manufacturer LaVision [99] supplied the overall system that is capable of two 

dimensional PIV, shadowgraphy and high speed stereoscopic PIV. The laser system 

utilised is a Quantronix Darwin-Duo [113] with two high repetition Nd:YLF laser 

crystals (Neodymimmyttrium lithium fluoride, A = 527nm, 0.1-0.3 J/s at 1000 Hz). 

These crystals are installed within one laser body with a beam combining system; this 

allows for short duration, high frequency pulses up to 4700 Hz, with a minute time 

separation, At ^ 6 /rs. A laser guide arm, which is attached to the laser head, guides 

the light beam to the light sheet optics and to the experimental apparatus, where the 

beam is focused to achieve the thinnest light sheet possible, with a beam waist of ap­

proximately Imm in the measurement plane. The seeding is critical to accurate PIV; 

the seeding particles should follow the flow faithfully. The seeding particles used can
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determine the accuracy of PIV results in two ways; (i) the testing environment needs 

to be correctly seeded in order for the light sheet to illuminate the flow correctly, and 

(ii) the camera needs to be correctly focused on the particles in order to provide good 

images for the PIV calculation. The seeding used in this study was generated from 

a pea soup Colt 4 [114] portable smoke generator, which uses an oil based aerosol to 

produce seeding particles of 0.2 — 0.3 pm in diameter.

The cameras used to capture the seeding produced by the Colt 4 generator are high 

speed CMOS (Complimentary metal-oxide-semiconductor) digital cameras manufac­

tured by Photron [lloj. The cameras are the Fastcam SAl.;, this camera provides 

true 12-bit performance, with a capability of over 5000 Hz at mega pixel resolution 

{IK X lA'). Coupled with 8GB of on-board memory, up to six seconds of recording 

at full resolution can be accomplished. Upon capturing the images of the flow held, 

these data are transferred to the computer that will then process the raw images us­

ing LaVision’s DaVis 7 software [99], which uses algorithms specihcally designed to 

calculate the vectors necessary for how held analysis. The vector calculation process 

is explained in chapter 3.

Figures 4.4, 4.5 and 4.6 present a 2D-2C PIV test setup. For this setup one of the 

Photron high speed cameras is mounted on a tripod and is oriented perpendicular to 

the laser light sheet. The light sheet optics are set up so that the synthetic jet how 

is bisected. This is done in order to produce PIV results of the synthetic jet that are 

axisymrnetric. Figures 4.5 and 4.6 show a test setup of 2D-2C PIV with the laser sys­

tem on. The black card attached to the synthetic jet actuator body is there to mask 

out regions that are not required in the area of interest^, and to divert rehections from 

the camera. This masking technique seen in hgures 4.5 and 4.6, although crude, is 

very effective as it serves a double purpose here. Firstly, it prevents laser light from 

rehecting into the camera, which could damage the CMOS sensor, and secondly, as the 

laser light is very powerful, over extended test periods it tends to burn the cavity body

^ This type of masking reduces the post processing time as the possibility of stray particles being 

recorded is reduced.
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of the synthetic jet actuator; this black card aids in preventing this from occurring.

Through trial and error, the correct lens setup was selected to provide high qual­

ity PIV images. The optimum setup requires as much light as possible to enter the 

lens without damaging the CMOS sensor of the camera, whilst still retaining a good 

focus on the seeding particles. The lens setup selected for the range of PIV testing 

carried out, both 2D-2C and 3D-3C testing, was a SOnim, //1.4D Nikon lens, chosen 

for its extremely low image distortion properties. This means that straight, parallel 

lines recorded remain straight and parallel in the image. Larger lens apertures allow 

more light to reach the sensor but smaller apertures ensure a greater depth of field'^. 

The lens aperture is set to //4 and this provided a suitable compromise between depth 

of field and lighting. The seeding particles in the held of view were observed to remain 

sharp and in focus at the two axial spacings of H/D=4 and H/D=8. The lens was 

then mounted to a 12 mm extension tube, which essentially converts the lens to a 

macro lens. This is done to magnify and reduce the held of view that a 50 mm lens 

usually captures, while still retaining the aperture opening of f /4. This setup worked 

extremely well as it provided the high quality PIV data presented in chapter 5. An 

example of the focus on the seeding particles achieved with this lens conhguration is 

shown in hgure 4.7.

The setup used for the stereoscopic PIV testing is presented in hgures 4.8, 4.9, 4.10 

and 4.11. A schematic of the stereoscopic setup is presented in hgure 4.8, which 

shows the angle of tilt of the cameras and their height above the impingement surface. 

Setting up the cameras prior to calibration involved tilting the cameras at the correct 

angle (35°)'^, so that when the Scheimphug adapters were mounted to the cameras

^ The depth of field refers to the range that will be in focus for a particular focus setting. The 

distance from the lens to the subject is known as the focus, the depth of field is plus and minus 

a percentage of this. A large depth of field results in objects that are closer or further away from 

the subject being in focus, while a small depth of field ensures only the subject will be in focus, 

everything further or closer away will be out of focus.
^ The tilt angle for the cameras was decided upon from trial and error, i.e. several configurations had 

to be tested before the optimum setup was found.
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Synthetic jet actuator

Light sheet optics

Photron camera

Figure 4.4 - Experimental setup for 2D-2C PIV testing

and lenses, the Scheiinpflug condition‘d was satisfied whilst niaintaining the correct 

field of view. Seen in figure 4.9 are the two Photron high speed cameras, the synthetic 

jet actuator, the custom calibration plate for 3D PIV, and the impingement surface 

moved to one side, exposing the insulation beneath the impingement surface. The 

objective of this test was to align the light sheet parallel to the impingement surface at 

approximately 2.5 mm, in order to capture vortex roll up on the impingement surface, 

whilst simultaneously recording heat transfer. A calibration plate is required to be 

placed in the object plane for both configurations (2D and 3D); the calibration target in 

this case is a type 11 calibration plate from LaVision that has a collection of equidistant 

dots on a cartesian grid, this target has to line up exactly with the light sheet. The 

calibration plate is 10 mm thick, therefore prior to calibration for the stereoscopic 

setup, the impingement surface had to be moved so that the calibration plate could be 

offset 7.5 mm down from the top of the impingement surface. A vernier height gauge, 

seen in figure 4.10, was placed on a flat metal plate next to the experimental rig and 

was used to accurately set the position of the calibration plate. Figure 4.11 shows

The Scheiinpflug condition is explained in Chapter 3
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Ductfordirecting 
cooling air away 

from heated surface

Synthetic jet actuator. 

Laser optics

Figure 4.5 - Experimental setup for 2D-2C PIV testing, showing a test configuration 

with orange paint on the plate to reduce reflections

the stage of calibration setup just prior to calibrating the cameras. Upon completion 

of calibration, the calibration plate is removed, and the impingement surface and 

synthetic jet actuator are put back in their respective positions for testing to begin. 

Figure 4.12 presents a simultaneous surface heat transfer and stereoscopic PIV test 

for the parameters Lo/D=l2, Re=1500. The seeded flow is correctly illuminated and 

the natural convection can be seen from the heated impingement surface, along with 

the jet region upon impingement from the synthetic air jet, indicated by the dashed 

red line; the hot film sensor is indicated as well.

4.1.3 Synthetic jet actuator used for stereoscopic PIV

A redesigned synthetic jet actuator had to be used for the stereoscopic PIV measure­

ments presented in section 6.3.3 due to visual access restrictions. Seen in figure 4.12 is 

the stereoscopic setup with the different style actuator to allow for visual access at the
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Figure 4.6 - Experimental setup for 2D-2C PIV testing, preliminary setup to configure 

beam stops to prevent reflections

niininiuni possible axial spacing of H/D=12. A schematic of the synthetic jet actuator 

is presented in figure 4.13. The cavity was made slimmer while still maintaining the 

same volume as the synthetic jet actuator described in section 4.1.1. The synthetic jet 

actuator described in section 4.1.1 has an orihce plate surface area of Aop = 78.54 

where the synthetic jet actuator seen in figure 4.13 has a surface area of A = 33.64 cm^; 

this means that the degree of confinement is significantly reduced for the synthetic jet 

actuator used for the stereoscopic PIV tests compared to the synthetic jet actuator 

seen in figure 4.3 and used for the 2D PIV tests.

4.1.4 Impingement surface

The impingement surface used in this research was used in research by McGuinn [7] 

and O’Donovan [94] but slight modifications to the painted surface have been made
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Vortices

Figure 4.7 Example of the focus achieved of the PIV seeding at an axial spacing of 

H/D=8

£
Eo I

Cameras

. Linos rails

.Synthetic jet actuator

.2.5mm

. Light sheet 
Impingement surface

Figure 4.8 - Schematic of stereoscopic PIV test setup

in order to reduce reflections whilst performing extensive PIV testing. The impinge­

ment surface is made of a 5 rmn thick copper plate; the thickness and conductivity of 

the copper plate is such that it approximates a uniform wall temperature boundary
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High Speed Photron Cameras

Linos rails

Synthetic jet actuator

Calibration plate

Heated impingement surface

Figure 4.9 - Stereoscopic PIV camera setup for calibration procedure

Vernier height gauge

Synthetic jet actuator

Calibration plate

Insulation

Figure 4.10 - Vernier height gauge used to set the height of the calibration plate
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Figure 4.11 - Calibration plate in place prior to calibrating the cameras

condition. The inaxiniuin jet Reynolds number tested is Re=2000. For the limited 

heat transfer testing performed in this study, the heated surface was set at 60 “(7; for 

a synthetic jet operating at this Reynolds number there is a maximum variation in the 

plate temperature of less than 1 °C. The temperature differential between the cool­

ing airflow of the synthetic jet and the heated plate is, on average, over 30 °C, which 

aids in minimising errors. In an attempt to counteract the cross flows and buoyancy 

effects present in the lab for the simultaneous 3D PIV and heat transfer testing a fine 

mesh was erected surrounding the plate, seen in the background of figure 4.5. The 

impingement surface was heated using a silicone mat of 1.1mm thickness that was 

specifically designed and manufactured by Holroyd components [116]. The silicone 

mat was adhered to the bottom of the copper plate with a silicone glue; in order to 

ensure that the plate was heated uniformly the layer of glue was applied as evenly
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Region of jet 
impingement

Hot film sensor

Figure 4.12 - Simultaneous surface heat transfer and stereoscopic PIV testing, 

H/D=12, Re=1500, Lq/D=12

as possible and the assembly was then compressed allowing the glue sufficient time 

to bond the two items together. The heating element embedded within the silicone 

mat has the same dimensional area as the copper plate of 425 mm x 550 mm and is 

rated for a maximum input voltage of 240 V with a power output corresponding to a 

heat flux of 15000 W/m?. The impingement surface can be clearly seen in figures 4.10 

and 4.11. The surface was painted matte black in an attempt to reduce the laser light 

reflections from the surface when performing 2D-2C PIV testing. By painting the 

surface black this also made it easier to pinpoint the hot film sensor when analysis of 

the simultaneous surface heat transfer and stereoscopic PIV data was performed.

4.1.5 Instrumentation

Instrumenting the synthetic air jet utilised in this research, requires an amplifier, 

thermocouples and a highly sensitive pressure microphone setup. The principle of
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66 mm

10 mm

58 mm

Figure 4.13 - Schematic of the synthetic jet actuator (actuator 2) used for stereoscopic 

PIV testing

operation of the synthetic air jet is based on entrainment of ambient air; in order to 

correctly measure air temperature of the air expelled from the orihce a thermocouple 

is placed in the cavity. As mentioned in section 4.1.1 the speaker used as the driver in 

this study is a Visaton FR-8; its maximum unloaded deflection is 4mm. The speaker 

requires a signal of a specific power rating in order to function correctly; the signal 

from the data acquisition system was amplified using a 40 Watt power amplifier. Over 

extended testing periods and high loads, it was discovered that the magnetic coil of 

the speaker was overheating. This heat was conducted through the speaker cone and 

into the speaker cavity. This additional heat load altered the temperature within 

the cavity, thus affecting the efficacy of the synthetic air jet and altering the jet’s 

working parameters, which could result in incorrect measurements. To counteract the 

overheating of the magnetic coil in the speaker, an additional test section with cooling
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ports was produced using fused deposition modelling, and attached to the top of the 

synthetic jet cavity. This section that allows for steady jets to cool the magnetic coil 

is seen in figure 4.14. The steady jets successfully cooled the magnetic coil and the air 

was exhausted from the synthetic jet actuator, away from the impingement surface, 

through the use of a duct mounted to the top of the speaker, which is pictured in 

figure 4.5. The specification sheet for this speaker can be found in Appendix A.

Compressed air supply

Acoustic speaker

Directional nozzles

Figure 4.14 - Synthetic jet actuator with steady jets cooling the magnetic coil

4.1.5.1 Mass flow controller

The compressed air supply that cools the magnetic coil of the loudspeaker was regu­

lated through the use of a mass flow controller. The AIKS [117] 1579A is an elastomer 

sealed, high flow rate mass flow controller, seen in figure 4.15. This mass flow con­

troller can provide a range of flow rates from 50slm to 30Q slm. A l%fsd (full scale 

deflection) is the rated accuracy of the controller. A certificate of calibration is in 

Appendix A.
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Figure 4.15 MKS Instruments 1579A mass flow controller

4.1.5.2 Pressure microphone and amplifier

The calibration of the synthetic jet actuator used in this research is completed in 

accordance with the pressure based estimate of the synthetic jet velocity, described 

by Persoons [80]. This procedure was used to control the frequency and amplitude of 

the synthetic jet in order to set the desired jet Reynolds number and dimensionless 

stroke length. A l/4inch pressure microphone, type 40BP, 1/4 inch preamplifier, type 

26C and a power module, type 12AN supplied by G.R.A.S. [118] were implemented 

in order to measure the cavity pressure of the synthetic jet actuator. The microphone 

and preamplifier are seen in figure 4.16.

The power module supplies power to the preamplifier after which the signal is supplied 

to the data acquisition, which uses the measured pressure to estimate the jet Reynolds 

number, from equation 2.18, and the dimensionless stroke length. The specification 

sheets for these instruments are included in Appendix A. Calibration of the synthetic 

air jet was performed according to the method outlined by Persoons [80] and using 

equation 2.17. The calibration was performed within the research group [7]; the fol­

lowing method was used to perform the calibration. A hot wire probe operating in 

constant temperature anemometer mode was positioned 0.5 mrn in front of the orifice 

exit whilst the pressure microphone measured the cavity pressure. A sine wave of
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Figure 4.16 G.R.A.S. pressure microphone and preamplifier

known amplitude was supplied to the synthetic jet actuator. The data fed back from 

the hot wire and microphone were phase averaged over 10 periods. The centreline 

velocity Ud is assumed to be equal to the area averaged velocity Uq due to the ori­

fice length being less than the minimum length required for hydraulic development 

{I > 200 mm). A range of cavity pressures were recorded in the range of 10 Pa to 

1000 Pa, with frequencies of up to double the cavity resonance {2fh). This data was 

then fitted to the least square linear damping model outlined by Persoons [80] using 

the fitting parameters of the nonlinear damping coefficient Kp and the added mass 

coefficient p. These fitting parameters relate the damping force Fq and the mass of 

the gas Mo within the orifice. Confirmation of the velocity calibrations have been 

completed using particle image velocirnetry. An uncertainty level of under 5% on a 

95% confidence interval was achieved.

4.1.5.3 Thermocouples (T-type)

T-type thermocouples are used to acquire temperature measurements from three lo­

cations. The hot film sensor has a fine gauge thermocouple embedded beneath it, 

located as close as possible to the hot film sensor. This thermocouple is used to mon­

itor the impingement surface temperature. The cavity temperature of the synthetic 

jet actuator must be measured for the temperature difference between the cavity and 

the impingement surface is used for determination of local heat transfer coefficient. 

There is also a thermocouple measuring the ambient temperature in the testing en-
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vironrnent; it is located away from any heat source so as to give as true a reading 

as possible of the ambient temperature. The T-type thermocouples are calibrated in 

a constant temperature water bath against a certihed RTD (resistance temperature 

detector) master thermocouple probe (see Appendix A for calibration certificate). The 

results from the calibration were used to calculate a third order regression curve for 

each thermocouple. The third order polynomials for the calibrated thermocouples are 

presented in hgures 4.17, 4.18 and 4.19. The third order polynomial equations for each 

respective calibration are presented in equations 4.1, 4.2 and 4.3.

Figure 4.17 - Calibration data for thermocouple located below hot film sensor

Trtd = -2.6346e- TMicro— Foil 3+ 0.00050327TM,cro-Fo»/+0.96842TAft,^o_Foi/+ 0.31451

(4.1)

Trtd = -2.2537e-® Tcavity " + 0.00010438rca.,4y2 + 1.0Q52Tcavity - 2.2603 (4.2)

Trtd = 3.0267e-^TAmbient" - 0.00063344TAmbient 1.0333TAmbient-2.b751 (4.3)

A regression fit and uncertainty for each thermocouple calibration is presented in 

table 4.1

101



4.1. Experimental setup

Figure 4.18 - Thermocouple calibration data for synthetic jet cavity air temperature 

measurement [7]

Figure 4.19 Thermocouple calibration data for ambient air temperature measurement

The uncertainty in the regression curve is considered to be small as it is less than 0.1%, 

which is reflected in the measurement uncertainty. Calibrations for the synthetic air 

jet, hot film sensor and various thermocouples were performed at the same time as 

work completed by joint research [7] focussing on heat transfer measurements of a 

synthetic air jet.
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Table 4.1 - Calibrated thermocouple uncertainties at normal operating temperatures

[7]

Temperature

measurement

Typical operating

temperature {°C)

Regression

uncertainty (%)

Measurement

uncertainty (°C)

Hot film 60 0.046 0.156

Cavity air 30 0.033 0.099

Ambient air 20 0.036 0.107

4.1.5.4 Senfiex hot film sensor

The hot film sensor (Tao Systems Senfiex SF9902) seen in figure 4.20 is used for time 

varying or fluctuating heat transfer measurements. The sensor is made up of copper 

leads on a Upilex C Polyiniide film substrate that is 51//m thick. The dimensions of 

the nickel sensor element are 1.2 rnm x 0.1 mm and it has been electron beam deposited 

onto the Polyiniide substrate to a thickness of < 0.2 /rm.

The hot film sensor is operated by a CTA (constant temperature anemometer) from 

Dantec dynamics [119]; the CTA controls the film temperature. The CTA is essentially
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a circuit that includes an arrangement of resistances known as a Wheatstone bridge, 

presented in figure 4.21 where the hot film sensor is considered to be one of the resistors 

(Rg) in the bridge. By varying the resistance values of the other resistors within the 

bridge it is possible to vary the temperature of the hot film sensor. It is necessary that 

the temperature of the hot film be greater than that of the impingement surface in order 

to achieve a high level of sensitivity, otherwise known as the “sensor overheat”. This 

has been documented in several investigations that utilise a hot film sensor to obtain 

heat flux measurements, Scholten and Murray [120], McGuinn [7] and O’Donovan et 

al. [121].

' bridge

Figure 4.21 - Constant temperature anemometer Wheatstone bridge schematic [122]

To calculate the heat flux of the hot film sensor the bridge voltage, which is the voltage 

required to maintain the temperature overheat in the hot film sensor, is used.

Qdiss i^bridqe ^ ) Rs
{Rp + R2Y

Rp — Rs 4- Rl

Where,

1- Qdiss is the electrical power dissipated in the hot film sensor
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4.1. Experimental setup

2- Vhridge IS the Wheatstone bridge voltage under test conditions

3. Vo is the Wheatstone bridge voltage under zero flow conditions

4. Rs is the hot him element resistance

5. Rp is the probe arm resistance in the Wheatstone bridge

6. /?2 is the top resistance in the Wlieatstone bridge

7. Ri^ is the collective resistance between the hot him and the CTA (made np of 

leads, connectors etc.)

In order to calibrate the hot him sensor, the effective surface area is required, and is 

calculated from the combination of equations 4.4, 4.6, and equation 4.7. Equation 4.6 

is a correlation produced by Shadlesky [123] describing the relationship between the 

stagnation point heat transfer of an impinging steady jet and the axial spacing from 

jet to impingement surface.

0.585 =
Nustag

PrO-^ReO-5 (4.6)

Bearing in mind that Nu = hD/k, the combination of equations 4.4, 4.6, and 4.7 

yields equation 4.8, used for calculation of the effective area of the hot him sensor.

Aff -

Q kA.f.jjiTjiiYn Tjet)

- Vo)D
0.585(/?p + R2y{Tfiim - Tjet)kPr^'^Re°-^

(4.7)

(4.8)

Equation 4.8 calculates the effective area of the hot him sensor, where A^ff is effective 

sensor element area when there is an overheat active; in air this is normally a number of 

times larger than the hlm’s physical geometric area. Ae/j > Ageom due to lateral con­

duction within the sensor itself. Once the effective area has been correctly calculated, 

this information can then be used to calculate the heat hux, seen in equation 4.9.
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4.1. Experimental setup

Qdiss
Qdi.

eff
(4.9)

A comprehensive study on the use of the hot film sensor for the purpose of measuring 

the convective heat flux from a cylinder in a cross flow was completed by Scholten 

[124]. The method outlined in the study by Scholten [124] has been used in this study. 

Different sensor overheats for the same experiments provided varying results, the rea­

son for the difference in measurements was attributed to the shear stress of the flow 

over the sensor not being taken into account. Representing the heat flux from the 

sensor as a one-dimensional conduction at the wall is how Scholten [121] described a 

correction for the shear stress of the flow over the sensor.

The surface temperature of the hot film can vary during a test from the temper­

ature recorded when Vq was measured; a small deviation in temperature difference 

coupled with the thickness of the sensor being so small can lead to high heat transfer 

variations. Thus, additional conduction through the substrate has to be accounted 

for. This additional conduction term is calculated as follows;

Qcond ^kapto
^surf

(4.10)

Where,

1- kkapton is the thermal conductivity of the Kapton substrate

2- Tsurf is the surface temperature under test conditions

3- Tsurf,0 is the surface temperature under zero flow conditions

4. S is the sensor substrate thickness

The subtraction of Qcond from the heat flux originating from the dissipation {Qdiss) of 

the electrical energy yields the convective heat transfer rate:

Qconv Qdi. Qcond (4.11)
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4.1. Experimental setup

The Nusselt number is calculated as follows:

Qconv D
Nu = k{rs - r. (4.12)

where Ts is the temperature of the sensor element. Equation 4.4 shows that the heat 

flux from the hot film sensor is dependent on both operational voltage and the sensor 

resistance. The value V^ridge hi equation 4.4 is the voltage of the Wheatstone bridge 

under test conditions, and this value varies depending on the heat flux [Qdiss]) the rest 

of the values are either fixed or known quantities or must be found through calibration. 

The sensor element resistance Rs must be calibrated so that the decade resistance 

can be set in order to achieve the desired overheat for experimental conditions. The 

RTD was used for the calibration of the hot him sensor element. The impingement 

plate was covered with insulation in order to achieve a uniform temperature for the 

calibration. The calibration was performed for the temperature range of 25 °C to 

82 °C in increments, whilst allowing time for each increment to reach steady state. 

The calibration data are presented in hgure 4.22.

Figure 4.22 - Hot film resistance calibration [7]

From hgure 4.22 it can be seen that there is a linear relationship between the probe arm 

resistance and the temperature. A linear ht is applied to the data, and equation 4.13 

represents this:
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4.2. Data acquisition

Rp = 0.29843r - 6.9137 (4.13)

The probe resistance Rp is made up of resistances seen in equation 4.5, i.e. the sensor 

resistance Rs and the collective resistance R[^. The collective resistance was measured 

to be Ri — 0.672D. In order to correctly calculate the collective resistance, the probe 

arm is short circuited close to the sensor element and the bridge is balanced; from 

this the resistance of the connecting leads is then measured. For a hot him sensor 

temperature of 70 °C, the uncertainty is found to be 0.1% with a precision limit of 

0.341 °C. The experimental uncertainty of the heat hux is calculated from the effective 

surface area of the hot him sensor. For the experimental setup here the uncertainty 

in the Nusselt number was calculated at 21% for a 95% conhdence limit [7].

4.2 Data acquisition

National Instruments Corporation supplied the data acquisition boards; all the data 

measured from the thermocouples, microphone and the CTA were recorded on two sep­

arate National Instruments [125] data acquisition (DAQ) boards, seen in hgures 4.23 

and 4.24. Presented in hgnre 4.23 is chassis model NI cDAQ-9178, which is the data 

acquisition chassis that was primarily used to control the synthetic jet actuator pa­

rameters. The data acquisition card NI PCI-6036E and breakout board NI SCB-68 

seen in hgure 4.24 were used for all other instrumentation control such as driving the 

stepper motor that moves the heated impingement surface and for the remaining data 

acquisition.

A visual interface program designed using Labview was used to control the instru­

mentation and view the output signals from the DAQ boards. Calibration coefficients 

are integrated into the program in order to provide accurate real time data of the 

experimental setup. The test results are output in the form of tab delimited matrices 

in ASCII text files. All the data that was captured and exported from Labview was 

processed and plotted using purpose written code in Matlab.
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Figure 4.23 Data acquisition module, NI cDAQ-9178

Figure 4.24 - Data acquisition module, NI PCI-6036E and NI SCB-68
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Chapter 5

Results:

Synthetic jet flow regimes and time 

averaged PIV

Experimental results obtained for a range of parameters are presented here for a syn­

thetic air jet impinging perpendicularly on a horizontal plate, which serves as a heated 

surface for heat transfer tests as well.

Three types of experiment were carried out, as outlined here:

1. Time averaged particle image velocimetry (PIV) testing: the synthetic jet im­

pinged onto a cold plate. Volume flux data have been calculated from the time 

averaged PIV results.

2. Instantaneous high resolution PIV of the synthetic air jet. Results were recorded 

at a frame rate of 4096 if z, which provides comprehensive flow field imagery of 

the evolution of the synthetic jet.

3. Vortex roll-up measurements were performed in a measurement plane parallel to 

the heated surface, i.e. simultaneous surface heat transfer and stereoscopic PIV 

measurements were conducted with the laser light sheet parallel to and axially 

located approximately 2.5 mm above the impingement surface. The location of
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the light sheet was chosen from the estimated vortex diameter obtained from 2D 

PIV measurements of the synthetic jet.

The synthetic jet actuator and experimental setup was described in chapter 4. All 

testing was performed on a semi-conhned synthetic air jet issuing through an orifice 

of diameter 5 mm and length 10 mm. The range of operational parameters that have 

been investigated is shown in table 5.1. The main parameters are the jet Reynolds 

number, dimensionless stroke length (Lq/D) and nozzle to plate impingement distance 

(H/D). The synthetic jet flow regimes covered with this combination of test param­

eters encompasses the full range of synthetic jet flow fields encountered, which are 

discussed in section 5.1 and identified as (a) below jet formation threshold, (b) the 

threshold of jet formation, (c) sing flow regime, and (d) fully developed flow.

Table 5.1 - Synthetic jet test frequencies for 2D and 3D PIV experimental setups.

H/D Re

Lo/D

2 3 4 8 12 16 28 32

4, 8, 12 500 f[Hz) N/A N/A 80 40 28 20 N/A 10

4, 8, 12 1000 f{Hz) N/A N/A 160 80 50 40 N/A 20

4, 8, 12 1500 f{Hz) 470 310 240 118 80 58 35 28

4, 8, 12 2000 f{Hz) N/A N/A 310 155 103 76 N/A 39

This chapter is outlined as follows; section 5.1 details the overall synthetic jet flow field 

from (high frame rate instantaneous) PIV measurements, providing a comprehensive 

flow field analysis. High frame rate instantaneous PIV data is used to identify flow 

field structures such as the vortex ring and trailing jet. Section 5.2 presents time 

averaged PIV data in the form of vorticity plots overlaid with streamlines. These 

plots also display the bulk fluid motion on the periphery of the synthetic jet. Once 

the main features of the synthetic air jet flow have been established, chapter 6 details 

the characteristics of a singular vortex ring from formation to impingement for the set 

of parameters found in table 5.1.
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5.1. Synthetic jet flow regimes

5.1 Synthetic jet flow regimes

A synthetic air jet produces a flow field by a periodic oscillation of a membrane over a 

cavity, which generates alternating phases of ejection and suction across an orihce [45]. 

As a consequence, momentum can be injected into the surrounding ambient fluid even 

though the mass flux in a period of oscillation remains equal to zero. The resulting 

periodic in and out flow at the orihce leads to a near held that is characterised by what 

are considered to be dominant vortical structures. The far held is characterised by a 

downstream directed motion similar to that of a steady jet. Lying in between the near 

held and far held is a saddle point that divides streamlines directed toward the orihce 

and in the downstream direction. These how characteristics have been experimentally 

investigated by means of particle image velocinietry.

Gharib et al. [21] presented a study focussed on imjmlsively started jets and a lim­

ited number of velocity programs. Although relevant, none of the velocity programs 

tested in their research are directly comparable to the velocity program produced by 

a synthetic air jet, such as the one that has been used in this study. The application 

of a sinusoidal wave voltage of a specihc frequency and amplitude to a loudspeaker 

results in the periodic synthetic jet how produced at an orihce, therefore, the velocity 

program across the jet orihce of the synthetic jet can be regarded as a sine wave, see 

hgure 5.1.

Contours of the streamwise vorticity, Wj, with an overlay of velocity vectors are pre­

sented in hgure 5.2 at twelve incremental phase angles of 0 ~ 30°, for one complete 

synthetic jet cycle at H/D—8, Re=1500 and Lq/D=12. Referring to the sine wave 

shown in hgure 5.1, a complete synthetic jet cycle is 360°. The beginning of the cycle 

starts at 0 = 0°, which represents the start of the ejection stroke, where the velocity 

is equal to zero, this is the point where the membrane is at the top of its stroke, and 

the cavity volume is at its maximum. In terms of the synthetic jet period this is the 

point where the suction stroke has just ended and is just before the ejection stroke 

begins, the phase is 0 ~ 360°, and as the ejection stroke begins, changes to 0 ~ 0.
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5.1. Synthetic jet flow regimes

(a) Instantaneous velocity for formation time Lq/D < 4
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Figure 5.1 - Jet formation with increasing dimensionless stroke length.

The ejection and suction phase of the synthetic jet cycle comprise 180° respectively of 

this cycle. The phase angles chosen for representation of a complete synthetic jet cycle 

shown in figure 5.2 are 30° per phase, there is no significance to this particular phase 

angle selection other than that it allows for a complete depiction of the important 

stages of the jet evolution at these parameters. The colour bar applies to all images 

in figure 5.2, with red signifying negative vorticity and blue positive. Figures 5.2a to c 

show the flow just before the expulsion portion of the actuator cycle and up to where 

the vortex ring forms just in front of the orifice. There is evidence of vortices on the 

impingement plate at r/Zl ~ 2.5 in figure 5.2a; these are from a previous synthetic jet 

cycle. As the expulsion portion of the cycle is beginning these vortices will dissipate.
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Figure 5.2 - A complete cycle of a synthetic air jet from instantaneous high frame 

rate PIV. Contours of the streamwise vorticity, Uz with an overlay of velocity vectors at 

phase increments 0ss3O°, starting from 0=0°. H/D=8, Re=1500, Lq/D=12.
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5.1. Synthetic jet flow regimes

as can be seen from figure 5.2c. Figure 5.2d, (0 = 90°) shows what is considered as the 

formation location {x/D ~ 6.5) of the vortex ring in this test. The formation location 

of a vortex ring above the formation number {Lq/D ~ 4) is considered as the point 

just before vortex ring pinch off from the fluid behind it as it leaves the orifice [126], 

[127], [128] i.e. just before the end of vorticity entrainment into the vortex ring. The 

physics of vortex formation for a synthetic jet is akin to that of an impulsively started 

jet. Several authors have noted and shown that there exists a universal stroke length 

for vortex formation [24], [11], and beyond this stroke length {Lq/D > 4) additional 

fluid that is ejected from the orifice does not roll up into the formed vortex and instead 

begins the process of forming a trailing jet. Shuster and Smith [11] documented the 

presence of a trailing jet at Lq/D=5, however their study did not investigate the effect 

of the trailing jet on the vortex ring.

Figure 5.2d-h show the presence of a trailing jet. Once the primary vortex ring has 

been formed the excess fluid forms a trailing jet, which is evident from figure 5.2d 

through to hgure 5.2h when the vortex ring impinges.

Figure 5.1 presents the instantaneous velocity as a function of increasing dimensionless 

stroke length. Figure 5.1a illustrates the universal jet formation time as documented 

by Gharib et al. [24]; it can be seen that V^ax occurs halfway through the vortex 

formation. An increase in stroke length from Lq/D ^ 4 results in the formation of a 

trailing jet behind the vortex, shown in figure 5.1b;\ in this case it is thought that the 

peak velocity occurs at the end of the vortex formation. Even though the vortex is 

fully formed, there is still fluid being ejected and this is what forms the trailing jet, as 

once the vortex is formed there is no further roll up of fluid into the vortex. Figure 5.1b 

suggests that Vmax should occur at approximately the interface between the formed 

vortex ring and the trailing jet. However, it can be seen from hgure 5.3, that the 

maximum velocity occurs at the point indicated by the arrow; this is because the huid 

contained in the trailing jet is at a higher velocity than that of the vortex ring, leading

^ Which can be seen from the PIV measurements taken in figure 5.2f
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5.1. Synthetic jet flow regimes

to Vmax being in the centre of the vortex ring in this case. Figure 5.4, for Lo/D=l2, 

shows Vmax occurriiig approximately in the centre of the vortex ring. In hgure 5.1b 

the dotted sine wave represents Lq/D=12 and it shows that for this stroke length Vmax 

should occur just beyond the stage of vortex formation. For H/D=8, Re=1500, and 

Lo/D=l2, vortex formation occurs at x/D ~ 6.5, and from the location of the vortex 

ring shown in figure 5.4 {xjD ss 5), the vortex ring is at the point in the synthetic jet 

cycle phase that is approximately 30° beyond vortex formation, meaning that Vmax 

should have already occurred prior to this phase oi (j) — 150°.

Increasing the stroke length beyond Lq/D=12, results in a large ejection of fluid and 

it can be seen from figure 5.1c that the vortex formation constitutes only a fraction 

of the overall ejection time; a large majority of the ejected hnid forms a trailing jet. 

Figures 5.2f and 5.2g show the trailing jet appearing slightly less coherent and there 

appears to be a degree of detachment from the vortex ring. As the flow progresses 

through the cycle, there is vortex impingement shown in figure 5.2h. The vortex im­

pinges axially on the stagnation region, where there is a decrease of axial velocity and 

an increase in static pressure, whilst concurrently accelerating in the radial direction. 

This results in the vortex rollup experienced at the periphery of the impact zone, re­

sulting in the observable vortices on the impingement plate at r/D « 2.5, figure 5.2i-l. 

The cycle then repeats itself. It is worth noting that few authors, with the exception 

of Cater and Soria [85] and Crittenden and Glezer [129] have documented synthetic 

jet formation or the evolution of an ejection much further than Lq/D—10.

Figure 5.1b shows that at Lq/D—8 once Vmax is reached at the end of vortex for­

mation a trailing jet follows until the end of the ejection stroke. Even though the PIV 

measurements taken show that there is a weak trailing jet at this stroke length, it has 

not been found to have a huge impact on the vortical structures present in the flow, 

as shown in figure 5.5. The effects of the trailing jet will be explained in detail in 

section 6.2.
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--0.2

-0.4

-0.6

-0.8

Figure 5.3 - H/D=8, Re=1500, Lo/D=8, (/)~150°. Yellow arrows indicate points of 

interest.

5.1.0.5 Findings

This section on synthetic jet flow regimes outlined and confirmed the basis of a forma­

tion number for synthetic jet formation {Lq/D=4), as documented in the literature. 

The maximum circulation for a vortex ring was shown to occur at a dimensionless 

stroke of Lo/D=4, and beyond this formation number, a trailing jet was formed be­

hind the leading vortex. Despite the existence of a trailing jet at stroke lengths higher 

than Lo/D=4, the trailing jet is seen to only effect the vortex ring at stroke length 

values higher than Lq/D—S.
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5.1. Synthetic jet flow regimes

Figure 5.4 - H/D=8, Re=150(), Lq/D=12, (/)wl50°. Yellow arrows indicate points of 

interest.
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Figure 5.5 -- Weak trailing jet, H/D=8, Re=1500, Lo/D=8, (/)«210°. Yellow arrows 

indicate points of interest.
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5.2 Time averaged particle image velocimetry

Time averaged PIV measurements were obtained at low frame rates in order to provide 

a longer recording duration of the synthetic jet flow; this provides mean flow helds that 

illustrate how changes in the stroke length and Reynolds number can affect the flow in 

the mean. One of the main interests of a time averaged flow as presented in hgure 5.6 

is the streamlines that represent the recirculation, entrainment and flow structures 

in the held of view. The average vector held that is used to produce hgure 5.6 is 

calculated initially with LaVision’s DaVis program from the long exposure data of the 

synthetic jet how according to the equation in the DaVis software [102].

^“^9 ~ n
i=l

(5.1)

Upon completion of the statistical analysis to provide the average velocity held data, 

it is then further processed with purpose written Matlab code in order to generate 

a vorticity overlaid with streamlines plot as shown in hgure 5.6. From these mean 

how helds, the mean streamline patterns are derived from the streamslice function in 

Matlab which consist of streamlines derived from slice planes of the vector held data 

(U, V). Mean jet width, recirculation zones and vorticity concentration are presented 

in these plots. The how is considered axisymmetric, therefore if necessary only one 

half of the how domain needs to be shown, but for clarity the full how domain is 

presented here; when referring to radial locations only the positive r/D locations will 

be noted, in order to reduce clutter. Where applicable, the time averaged synthetic 

jet how is compared to instantaneous PIV data in order to highlight noteworthy how 

held characteristics. For the entire range of time averaged data presented here, the 

effect of the synthetic jet stroke length for varying Reynolds number is presented.
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-0.2

-0.4

Figure 5.6 Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=500, Lo/D=4

5.2.1 Axial spacing of 4 jet diameters (H/D=4)

5.2.1.1 Lo/D = 4

Figure 5.6 shows the mean streamline pattern for a synthetic jet formed at H/D=4, 

Re=50n and Lq/D=4. The closed streamlines present either side of the jet centreline 

at x/D ^ 3 suggest small recirculation regions, or a stationary vortex, arising from 

the formation and passage of the vortex rings that are generated at Lq/D=4\ a similar 

stationary vortex ring was observed by Mallinson et al.[130] and Cater and Soria [85]. 

The formation location of the vortex for these parameters is x/D 3.5, the occurrence 

of the closed streamlines in figure 5.6 is thought to be due to the frequent passage of 

a fully formed vortex ring that feels no effect from the suction portion of the cycle at 

this stroke length. Referring to figure 5.1a, it can be seen that at this stroke length 

{Lq/D ^ 4), there is no trailing jet present. Once the vortex has formed and the 

ejection stroke begins again, another vortex is formed at a very short time interval 

after the previous vortex, leading to the frequent passage of vortex rings at the x/D 

location indicated. The streamlines reveal a low pressure prevailing near the orifice 

that draws fluid from the ambient fluid and along the face of the orifice plate. The 

sink like flow that arises from this low pressure can be seen to affect the ambient fluid 

up to x/D ~ 2, just beneath the closed recirculation regions that are present. There is 

a noticeable narrowing of the jet as the flow develops before impingement in figure 5.6.
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5.2. Time averaged particle image velocimetry

At Re=500 and Lo/D=A, the jet velocity is relatively low, and without the presence of 

a trailing jet, the vortex seems to lose its celerity, and with a loss of monientiim its core 

diameter appears to shrink. An instantaneous velocity plot in hgure 5.7 at (j) = 287° 

for the same test parameters of H/D=4, Re=500 and Lq/D=A shows a reduction in 

vortex diameter prior to impingement, (the dashed lines indicate the formed vortex 

centre at x/D ^2>) which is visible in the time averaged plot of figure 5.6.

Figure 5.7 - H/D=4, Re=500, L()/D=4. Instantaneous velocity plot at (?!)=287°, illus­

trating vortex diameter reduction, yellow arrows indicate the vortex centres.

-0.2

Figure 5.8 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=1000, Lo/D=4
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-0.2

Figure 5.9 Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=1500, Lo/D=4

-0.2

Figure 5.10 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=2000, Lo/D=4

Figure 5.8 to figure 5.10 show the effect of increasing Reynolds number for the same 

dimensionless stroke length and jet to plate spacing. All three of these time averaged 

plots exhibit a similar feature to that of hgure 5.6, which is the apparent narrowing of 

the synthetic jet as it evolves over the axial spacing of H/D=4. The time averaged plots 

presented here indicate a Reynolds number independence i.e. the plots for different 

Reynolds number but with a stroke length held constant exhibit similar overall flow 

features. Thus, one of the main parameters that dictates a synthetic jet flow has 

been changed, with a marginal effect on the overall flow structure. The streamlines 

in these time averaged plots clearly show the entrainment pattern of the synthetic 

air jet. For Lq/D=A, the streamlines exhibit a slight asymmetry in the flow; this is
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due to the type of flow created at this stroke length. Thus, where there is a train 

of vortices (with no trailing jet), the small but pervasive cross flow that was present 

in the testing environment^ had a slight effect on the flow and was observed at this 

stroke length for all Reynolds numbers. This cross flow does not significantly influence 

the performance of the synthetic air jet, as heat transfer data presented from within 

the research group has shown [7]. The streamlines plotted for all the time averaged 

data exhibit several interesting features of the synthetic jet flow. In figures 5.6 to 5.10, 

it can be seen that at high x/D the streamlines approach the jet centre normal to 

it and deflect upstream at the shear layer and turn downstream as they enter the 

higher velocity region near the jet axis. With a progression downstream {x/D 2), it 

can be seen that the streamlines do not deflect upstream. The upstream streamlines 

deflect in this manner due to the influence of the suction stroke of the synthetic jet 

cycle. At this stroke length, the closed recirculation region at x/D ~ 3 results in a 

variation in the spacing of the streamlines near the orifice, which is indicative of a 

flow that is accelerating, decelerating and then accelerating in sequence, due to this 

mean recirculation region. From visual inspection of the flow at this stroke length, 

this sequence is clearly discernible.

5.2.1.2 Lo/D = 8

Figures 5.11 to 5.14 present time averaged streamline plots for H/D=4 and Lo/D=8, 

at four different Reynolds numbers of 500, 1000, 1500 and 2000. Overall the data in­

dicate a Reynolds number independence, which is due to the presence of very similar 

flow structures in each figure for different formation parameters. As the dimensionless 

stroke length is increased, referring to figure 5.1b, at Lo/D—8 a trailing jet is now 

present. At this stroke length it is relatively weak in comparison to the trailing jet 

formed at higher stroke lengths, shown in figure 5.5, thus it does not influence the 

vortical structures present in the flow as much as it does at higher stroke lengths. Fig­

ure 5.11 shows the presence of strong vortices residing at r/D=2 on the impingement 

surface, indicated by the closed streamlines and dense colouring of the vorticity.

The cause of this cross flow is explained in section 4.1.1.
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-0.5

Figure 5.11 Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=500, Lo/D=8

Figure 5.12 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=1000, Lo/D=8

Figure 5.13 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=1500, Lo/D=8
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Figure 5.14 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=2000, Lo/D=8

There is a distinct difference between the time averaged data for Lq/D—4 in sec­

tion 5.2.1.1 and that of Lq/D—S in section 5.2.1.2, that is the presence of vortices on 

the impingement surface at r/D=2. Closed streamlines along with regions of dense 

colour, signifying a stationary vortex at r/D=2, are present in figures 5.11 through 

to figure 5.14. Contours of the streamwise vorticity, with an overlay of velocity 

vectors from instantaneous PIV data are presented in figure 5.15 at twelve incremen­

tal phase angles of 0 ~ 30°, for one complete synthetic jet cycle at H/D=4, Re=500 

and Lo/D=8. Figure 5.15 provides a visual aid to explain the presence of the re­

siding vortices on the impingement surface; the colour bar applies to all images in 

figure 5.15, with red signifying negative vorticity and blue positive. Figure 5.15a at 

0 = 0° indicates, with the aid of arrows, the residing vortices from the previous syn­

thetic jet cycle. Figure 5.15b shows the emergence of a vortex ring and the presence 

of vortices that have impinged from the previous cycle and deconstructed into smaller 

scale vortices residing at r/D—2. Figure 5.15c indicates that these vortices are still 

present at 0 ~ 60°. Figures 5.15d-g show the developing flow, the vortex forming and 

the emergence of a weak trailing jet^. Upon impingement in figure 5.15h, the vortex 

ring breaks down and interacts with the residing vortices that are present at r/D—2 

on the impingement plate. As the flow accelerates radially and begins the process of 

vortex roll up, there is an interaction between these vortices, seen and indicated by

The trailing jet at Lq/D=8 is weak, shown in figure 5.15h.
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5.2. Time averaged particle image velocimetry

the arrows in figure 5.15i and figure 5.15j. Vorticity of opposite sign can be seen at 

r/D=2 in figure 5.15j where the vortex has rolled up subsequent to impingement and 

interacted with the vortex that was already present on the impingement plate. This 

leads to the vortex that had been present on the impingement plate being absorbed, 

resulting in an increase of the vorticity present within the vortex that will now be the 

new residing vortex on the impingement surface, seen in figure 5.15k and indicated in 

figure 5.151. This is the process that leads to the closed recirculation regions and sta­

tionary vortex seen in the time averaged plots of figures 5.11 to 5.14 at their respective 

radial locations of r/D—2.

Figure 5.15 - A complete cycle of a synthetic air jet from instantaneous high frame 

rate PIV. Contours of the streamwise vorticity, Uz with an overlay of velocity vectors 
at phase increments starting from 0=0°. H/D=A, Re=500, Lq/D=%. Yellow

arrows indicate points of interest.

There is an increase in the power of the suction stroke portion of the synthetic jet 

cycle as the jet Reynolds number is increased, seen in the streamlines of figures 5.11
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to 5.14. The approach of the streamlines near to the orihce {r/D ft; 1) is normal to 

the y-axis with a strong deflection upstream indicating that the suction stroke portion 

of the cycle is quite influential as the ambient fluid experiences the sink like flow' 

from as far as r/D ft; 4. The streamlines deflect upstream at the shear layer and 

turn downstream once they enter the jet centre. The closed streamlines present at 

r/D — 2 are the stationary vortices previously discussed. There are large recirculation 

regions also present in the surrounding bulk fluid at r/D ft; 4, which are present 

partly due to the influence of these strong residing vortices on the impingement plate 

at r/D = 2. These recirculation regions can be seen in figure 5.13 and figure 5.14. 

Confinement and recirculation affects a synthetic air jet flow at lower axial spacings i.e. 

when comparing these effects at H/D=4 to H/D=8, it can be seen that these effects 

are more pronounced at the lower axial spacing.

5.2.1.3 Lo/T> = 12

The time averaged plots presented for H/D=4, Lq/D=12, display similar flow char­

acteristics to those of the time averaged plots for H/D=4, Lo/D=8 presented in sec­

tion 5.2.1.2, the main similarity being the strong vortices present on the impingement 

surface at a radial spacing oi r/D ^ 2. The increase in stroke length leads to a larger 

volume of fluid being ejected, thus more fluid impinging on the plate. This, in turn, 

leads to larger recirculation regions present in the ambient fluid, as can be clearly 

seen in flgures 5.16 to 5.19. The entrainment pattern of the synthetic air jet is clearly 

illustrated by the streamlines in these flgures for H/D=4, Lq/D=12. The strength of 

the stationary vortex on the impingement plate at the four different Reynolds num­

bers presented for Lq/D=\2 appears to be reduced in comparison to that of Lq/D=8. 

One hypothesis for this apparent reduction in vortex strength can be drawn from the 

instantaneous PIV data presented in figure 5.20, in which the data are presented in 

the same manner as for figure 5.15.

At r/D ft; 3 the presence of vortices from the previous synthetic jet cycle can be seen 

in figure 5.20a. These vortices appear to dissipate by the time the vortex emerges in 

figure 5.20c, unlike those in figure 5.15b that remain in the field of view. Figure 5.20c
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Figure 5.16 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=50(), Lo/D=12

-0.2

-0.4

Figure 5.17 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=1000, Lo/D=12

Figure 5.18 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=1500, Lo/D=12
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Figure 5.19 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=20()0, Lo/D=12

Figure 5.20 - A complete cycle of a synthetic air jet from instantaneous high frame 

rate PIV. Contours of the streamwise vorticity, with an overlay of velocity vectors 

at phase increments (/)w30°, starting from 0=0°. H/D=A, Re=1000, Lq/D=\2. Yellow 

arrows indicate points of interest.

shows that there is evidence of vorticity still on the impingement surface at r/D = 3 

but there is no coherency to the structures present, which indicates the vortices have
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nearly dissipated. The increase in strength of the trailing jet can be seen in figure 5.20g. 

The vortices that roll up on the impingement surface reach a greater radial distance 

in figure 5.201 than those at Lo/D=8, seen in figure 5.f51. The small but pervasive 

cross flow that was present in the testing environment had a slight effect on the flow 

and was observed at this stroke length for all Reynolds numbers, which can be seen 

in figures 5.16 to 5.19. It is worth noting that the recirculation regions for the time 

averaged plots presented for Lo/T)=12 are all similar in magnitude and radial spreading 

despite the slight effect of the cross flow.

5.2.1.4 Lo/T» = 16

Time averaged plots for H/D=4, Lo/D=16 are presented in figures 5.21 to 5.24. The 

flow structures present at this stroke length are more nniform, thus verifying the 

axisymmetric nature of the synthetic jet. The higher stroke length means a larger 

ejection of fluid, therefore more fluid contributes to the recirculation regions, and a 

stronger suction stroke as indicated by the streamlines that deflect strongly upstream. 

The uniformity of the flow that is seen in these plots is quite remarkable, even with 

the developing flow having to overcome the effects of recirculation and confinement. 

As the Reynolds number is increased, the radial distance that the vortices roll up and 

travel to, on the impingement surface increases. A stationary vortex is present at 

r/D ^ 2 for all the Reynolds numbers presented here for Lo/D=l6. However, as the 

jet Reynolds number is increased, there is an apparent widening of the jet, indicated 

by the r/D locations that the vorticity of the shear layer of the jet spreads to. The 

vortex ring detaches from the trailing jet at this stroke length and impinges before the 

trailing jet, which then impinges and forces the vortices that had subsequently rolled 

up from the impinging vortex ring to spread further; this is shown in the instantaneous 

PIV data presented in figure 5.25. The data presented in figure 5.25 is displayed in the 

same manner as that in figure 5.20. The instantaneous PIV data shown in figure 5.25 

reveals how the vortex ring is destroyed upon impingement by the trailing jet, which 

is indicated by arrows in figure 5.25e.

As the stroke length is increased there is an increase in the magnitude of the trailing
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Figure 5.21 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=500, Lo/D=16

-0.5

Figure 5.22 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=1000, Lo/D=16
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-0.4

Figure 5.23 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=1500, Lo/D=16
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Figure 5.24 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=2000, Lo/D=16

Figure 5.25 — A complete cycle of a synthetic air jet from instantaneous high frame 

rate PIV. Contours of the streamwise vorticity, Uz with an overlay of velocity vectors at 

phase increments starting from 0=0°. H/D=A, Re=2000, Lo/D=16.

jet that is present once the vortex has been formed; this is evident from the data 

shown in hgure 5.25. Referring to figure 5.1c for Lo/D=16, the trailing jet encom­

passes approximately 75% of the ejection stroke, if the time for vortex formation is
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Lq/D ~ 4. If a comparison of the flow structures present in figure 5.25 to those of 

figure 5.20 is performed, it can be seen that they are two very different flows indeed. 

The most obvious difference is the strength of the trailing jet that is generated. Thus, 

for Lo/D=12 in figure 5.20 the trailing jet is present and influential on the vortex 

ring, but not to the extent that it dictates the evolution of the how, as is the case in 

hgure 5.25 at Lo/D=16. It is evident that once the vortex impinges, hgure 5.25e, the 

trailing jet impinges shortly after. The vortex path appears to be somewhat discon­

tinuous upon impingement, seen in hgure 5.24 at r/D ~ 1.8 and seen in hgure 5.25e 

at approximately the same radial location. The vortex ring moves from impingement 

to commencing vortex roll up and before it has a chance to complete vortex roll up, 

the high velocity trailing jet forces the vortices along the impingement surface creating 

the neighbouring areas of strong vorticity seen in hgure 5.25f. The two areas of closed 

streamlines {iresent in hgures 5.22 to 5.24 at r/T> ~ 3 and r/D 4 are a direct result 

of the vortices travelling in the radial direction. Figure 5.25i-l show the radial distance 

that the vortices reach along the impingement surface, r/D = 4.

5.2.1.5 Lq/D = 32

The time averaged plots presented for H/D=4, LQ/D=?t2 show the strength of the 

trailing jet generated at a large stroke length. Figure 5.1c illustrates the ejection 

stroke of a synthetic jet cycle at Lo/D~32.

-0.2

-0.4

Figure 5.26 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=500, Lo/D=32
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Figure 5.27 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=1000, Lo/D=32

Figure 5.28 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=1500, Lo/D=32

-0.5

Figure 5.29 - Time averaged streamwise vorticity with streamlines overlaid for H/D=4, 

Re=2000, Lo/D=32

135



5.2. Time averaged particle image velocimetry

With reference to figure 5.1c, the formation time taken to produce the trailing jet for 

the ejection portion of the synthetic jet cycle is quite large when compared to the rest 

of the stroke lengths tested here. Inspection of the time averaged jilots of hgures 5.26 

to 5.29, shows the symmetric nature of the synthetic jet flow at this stroke length, 

with large recirculation zones occurring in the surrounding fluid, extending as far as 

r/D = 6. Figure 5.30 shows instantaneous PIV data that helps to explain the reason 

for the occurrence of the large recirculation zones seen in the time averaged plots. 

The r/D values shown in figure 5.30 extend to r/D of ±6 because of the distance 

that the vortices travel along the impingement surface. The recirculation regions in 

three of the time averaged plots extend to nearly the full distance of the axial spacing 

of H/D=4, as indicated by the streamlines in figure 5.27, figure 5.28 and figure 5.29. 

There is evidence of a stationary vortex in figure 5.26 dX r/D ^ 2.5, which is indicated 

by the closed streamlines. It can be seen in figures 5.26 to 5.29 that the streamlines 

deflect upstream at the shear layer and deflect downstream rather abruptly as they 

enter the jet centre, this is due to the increased entrainment rates at Lq/D=32. The 

data presented in figure 5.30 are presented in the same style as that of figure 5.25.

The trailing jet produced at Lq/D—32 requires the majority of fluid ejected at this 

stroke length; it is also considered to be responsible for the radial distance that the 

vortices travel along the plate subsequent to impingement. Figure 5.30a-c shows how 

rapidly the vortex reaches the impingement surface, in going from 0 = 0° to 0 = 60°. 

When compared to figure 5.25a-c, it can be seen that there is a significant difference 

in the early stages of a synthetic jet at the higher stroke length of Lq/D=32. In fig­

ure 5.30d impingement has occurred and vortex roll up has already begun; the trailing 

jet is still being ejected in figure 5.30e, and imparting vorticity to the vortices that are 

travelling along the plate. Figure 5.30f shows several small scale vortical structures 

on the impingement surface that are travelling radially to r/D = 4. The remnants of 

the ejected trailing jet can be seen in figure 5.30h where the vorticity on the plate is 

present at the radial distance of r/D ~ 5. The remaining vorticity continues to travel 

to the indicated distance of r/D — 6 which account for the significant recirculation 

zones seen in the time averaged plots of figures 5.26 to 5.29. Figure 5.29 presents the
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Figure 5.30 - A complete cycle of a synthetic air jet from instantaneous high frame 

rate PIV. Contours of the streamwise vorticity, with an overlay of velocity vectors at 

phase increments starting from <^=0°. H/D=A, Re=1500, Lq/D=32.

test setup with the highest velocity flow; a widening of the vorticity in the shear layer 

of the jet at the impingement surface occurs only at this Reynolds number. The other 

Reynolds number data presented in figure 5.26, figure 5.27 and figure 5.28 shows what 

is considered a uniform shear layer thickness right up to impingement.

It is worth noting that at this low axial spacing of H/D=4, it is difficult to pin­

point the axial location of the saddle point. For all the time averaged plots presented 

here for H/D=4, the approximate location of the saddle point can be seen at x/D ~ 3, 

as indicated by the streamlines.

5.2.1.6 Findings

The results for the axial spacing H/D=4 confirm the effects that recirculation and 

confinement have on the flow structures of a synthetic air jet. It can be seen from the 

flow fields presented for the range of time averaged PIV results with respect to dimen­

sionless stroke length (Lq/D) for this axial spacing that the synthetic jet exhibits a
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Reynolds number independence. However, an increase in jet Reynolds number leads 

to an increase in the strength of the suction stroke of the synthetic jet. The effects of 

the trailing jet as a result of increasing the dimensionless stroke length were conhrmed 

with the comparison of instantaneous PIV data to the time averaged PIV data. The 

lower dimensionless stroke length values were seen to have closed recirculation regions 

due to stationary vortices on the impingement surface; as the stroke length was in­

creased these closed recirculation regions moved further away from the shear layer of 

the jet.

5.2.2 Axial spacing of 8 jet diameters (H/D=8)

This section presents time averaged flow data at the higher axial spacing of H/D=8. 

The higher axial spacing provides time for the flow to develop, and for the trailing 

jet that is formed at the higher stroke lengths to further interact with the vortex 

ring formed prior to impingement. The overall flow characteristics seen in the time 

averaged plots at H/D=8 are broadly similar to those presented in section 5.2.1, but 

for completeness these data have been included.

5.2.2.1 Lo/D = 2

Figure 5.31 is included to illustrate the effect that a low stroke length of Lo/D~2 has 

on the synthetic jet flow. The regions of vorticity present at the orifice {r/D — 0) are 

due to the beginning of vortex formation in front of the orihce. The partially formed 

vortex is unable to escape the orifice due to insufficient momentum being imparted to 

it, thus it is ingested on the suction stroke before it has a chance to escape the vicinity 

of the orihce. The streamlines seen in hgure 5.31 show that there is no inhuence on 

the ambient huid seen in the held of view.

5.2.2.2 LojD^S

Figure 5.32 presents a synthetic jet how held for a stroke length of Lq/D=2> and 

Reynolds number of Re=1500 at the jet to plate spacing of 8 diameters. There is 

vorticity evident at the orihce exit but the vortex ring formed at this stroke length

138



5.2. Time averaged particle image velocimetry
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Figure 5.31 Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=150(), Lo/D=2
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-0.4

Figure 5.32 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=1500, Lo/D=3
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is very weak and would not be considered as an operational parameter for use in a 

heat transfer application, for example. From the streamlines shown in figure 5.32 it is 

evident that the suction stroke has little or no influence on the ambient fluid. There 

are recirculation regions occurring either side of the jet centre despite the reduced 

momentum at this stroke length. Although there is little vorticity present in the 

far field, there is a diminished, turbulent net flow established as is evident from the 

streamlines directed downstream and from the level of vorticity present. This flow is 

a result of a small amount of high velocity fluid at the front of the partially formed 

vortex. This flow has diminished momentum and at this axial spacing of H/D=8 

the fluid impinging on the plate is of significantly reduced velocity (seen to begin at 

x/D « 5) and appears to lack periodicity.

5.2.2.3 Lo/D = A

Figure 5.33 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=500, Lo/D=4

The time averaged plots presented for H/D=8, Lo/D=4 show that there is an im­

mediate difference in terms of the vorticity reaching the impingement surface when
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compared to the two previous examples in figure 5.31 and figure 5.32. The closed 

streamlines that were present at the lower axial spacing of H/D=4 in figure 5.6 are 

seen here in figure 5.33 at x/D « 7; these streamlines signify the presence of a sta­

tionary vortex. This axial location compares to the location noted from figure 5.6 of 

x/D ^ 3.5 at H/D=4. The stationary vortex location is broadly similar for the cases 

if the distance from the orifice plate down to the axial location is considered^, rather 

than the distance from the impingement plate up to the x/D location. Confinement 

effects are significantly reduced as the orifice to impingement spacing is increased thus, 

at H/D=8, the closed streamlines indicating the presence of a stationary vortex occur 

slightly further from the orifice plate, due to the flow being allowed to develop further.

-0.2

-0.4

Figure 5.34 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=1000, Lo/D=4

The apparent narrowing of the synthetic jet that was seen in section 5.2.1.1 is seen in 

figures 5.33 to 5.36. The narrowing extends to x/D = 4 in this case, which corresponds 

to the H/D=4 value for the time averaged plots in section 5.2.1.1. The increased axial 

spacing here allows for the flow to develop, thus the jet begins to widen as it approaches

H/D=4, x/D w 0.5, and H/D=8, x/D « 1
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the impingement surface. This same trend can be seen in all the time averaged plots 

presented in figures 5.33 to 5.36.

Figure 5.35 - Time averaged streamwise vorticity with streamlines overlaid for H/D=:8, 

Re=15()0, To/D=4

As the Reynolds numbers is increased the recirculation regions present either side of 

the jet become more symmetric. There is no evidence of a stationary vortex on the 

impingement surface in figures 5.33 to 5.36. The increased axial spacing means that 

the vortex rings produced at this stroke length impinge separately on the plate, but 

they are of low momentum and velocity as the radial location that they travel to is 

indicative of vortices dwelling on the plate.

5.2.2.4 Lq/D = 8

Time averaged plots for H/D=8, Lq/D—8 exhibit similar trends to those of H/D=4, 

Lq/D=8 that were seen in section 5.2.1.2. The vorticity plot in figure 5.11 shows 

similar colour intensities to that in figure 5.37. Due to the higher axial spacing there 

is a slight skewing of the jet prior to impingement because of the reduced momentum
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Figure 5.36 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=2000, Lo/D=4

associated with a Reynolds number of Re=:500. The radial distance between the 

stationary vortices seen on the impingement surface is approximately the same in 

both figure 5.11 and figure 5.37.

As the streamlines deflect downstream in figure 5.38 they display signs of being affected 

by what appears to be the regular passage of a strong vortex, seen in the irregular 

path they take as they travel toward the jet centre. An increase in the Reynolds 

number results in a jet with higher momentum, thus there is less skewing of the jet 

prior to impingement. Stationary vortices are present on the impingement surface at 

the same radial location of r/D = 2 in both figure 5.12 and figure 5.38. The overall 

symmetry of the recirculation zones is seen to increase as Reynolds number increases, 

due to the increase in momentum and mass flux of the jet. The streamlines seen at 

r/D ~ 2 at the impingement surface in figure 5.39 suggest a mean recirculation region, 

or stationary vortex. This mean recirculation region in figure 5.39 is seen to dissipate 

at a slightly higher rate than the stationary vortices seen in figure 5.38 bX r/D ^ 2; 

this is attributable to the increased velocity at the higher jet Reynolds number in
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Figure 5.37 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=500, Lo/D=8

Figure 5.38 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=1000, Lo/D=8
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figure 5.39.

Figure 5.39 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=1500, Lo/D=8

As the jet develops and spreads, the negative vorticity plots (red) presented in fig­

ures 5.37 to 5.40, show signs of an irregular decrease in thickness of the shear layer 

from the jet centre outwards. The irregularity extends to an axial distance of xjD ^ 2 

measured from the orifice plate downstream. The positive vorticity plots in figures 5.37 

to 5.40 show signs of a smooth transition as the jet evolves. This irregularity in the 

shear layer is seen also at the lower axial spacing of H/D=4, and extends to approxi­

mately the same axial location x/D ^ 2 measured from the orifice plate downstream 

in figures 5.12, 5.13 and 5.14. At the lower axial spacing the jet would have less time 

to develop than it would at the higher axial spacing, thus it is difficult to understand 

exactly why it occurs at both axial spacings. This irregular spreading may be due to 

orifice effects, although it appears to only occur for the stroke length of Lo/D—8 at 

both axial spacings of H/D=4 and H/D=8.
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Figure 5.40 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=2000, Lo/D=8

5.2.2.5 Lq/D = 12

The time averaged plot presented for H/D=8, Lq/D=12, Re=500 in figure 5.41 shows 

what appears to be a slight skewing of the core of the jet. With reference to hgure 5.42 

and as indicated by the upper arrows there appears to be another vortex at x/D ~ 4, 

just in front of the trailing jet and immediately after the leading vortex has detached 

from the trailing jet at 0 ~ 190°. Progressing to 0 ~ 212° in Hgure 5.43 it can be seen 

that the vortex that was created in front of the trailing jet at x/T* ~ 4 in figure 5.42 has 

broken down and coalesced with the trailing jet. Prior to impingement in figure 5.43 

the leading vortex has widened and skewed, creating regions of opposite vorticity at 

the impingement surface.

The dashed yellow fines shown in figure 5.42 show the difference in paths that the 

vortices take as the jet develops. Comparing the instantaneous PIV data presented 

in figures 5.42 and 5.43 with the time averaged plot in figure 5.41, the reason for the 

apparent skewing of the core of the jet becomes clear, i.e. the path that the right hand 

side vortex takes leads to the skewing present in the time averaged plot. The skewing
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Figure 5.41 Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=500, L()/D=12

Figure 5.42 - Instantaneous PIV data illustrating vortex and trailing jet breakdown, 

H/D=8, Re=500, Lq/D=12, qI)~190°. Yellow arrows indicate points of interest.

of the core of the jet seen in hgure 5.41 is not as prevalent in hgures 5.44 and 5.45. 

However, similar skewing of the core seems to occur in figure 5.46 at an axial location
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Figure 5.43 Instantaneous PIV data illustrating vortex and trailing jet breakdown, 

H/D=8, Re=500, LolD=l2, (^«212°. Yellow arrows indicate points of interest.

oi x/D ^ 4, which can be seen in the negative vorticity plot. Instantaneous PIV data 

for the time averaged plot of figure 5.46 is shown in figure 5.47 and figure 5.48.

Figure 5.44 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=1000, Lo/D=12
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Figure 5.45 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=15()0, Lo/D=12

Figure 5.46 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=2000, Lo/D=12
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Figure 5.47 Instantaneous PIV data illustrating vortex and trailing jet breakdown, 

H/D=8, Re=20()0, Lo/D=12, (/)~150°. Yellow arrows indicate points of interest.

Figure 5.48 - Instantaneous PIV data illustrating vortex and trailing jet breakdown, 

H/D=8, Re=2000, Lq/D=12, (/)wl90°. Yellow arrows indicate points of interest.

The PIV data presented in figure 5.47 show a similar breakdown of the trailing jet 

to that seen in figure 5.42 once the leading vortex has detached. At 0 ~ 190° in 

figure 5.48, the vortex has widened and spread in the same manner as that seen in
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figure 5.43. The estimated vortex path in both figures 5.43 and 5.48 is indicated by 

the yellow dashed lines, with a solid line indicating r/D = 0. It is apparent from 

figures 5.43 and 5.48 that there is a deviation from the imagined path that the vortex 

should travel without disturbances. The right hand portion of the vortex ring is seen 

to travel at a larger angle than that of the left hand portion from the jet centre, which 

leads to the creation of the trend seen in the vorticity plots of the time averaged data 

of figures 5.41 and 5.46.

5.2.2.6 Lq/D = IQ>

The time averaged plots presented for H/D=8, Lo/i4=16 are seen in figure 5.49, fig­

ure 5.52, figure 5.53 and figure 5.54. From these plots it can be seen that there is 

a widening of the jet when compared to the previous time averaged data that have 

been presented, indicated by the radial location of the mean recirculation regions at 

r/D 2 to 3.

-0.2

-0.4

Figure 5.49 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=500, Lo/D=16
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--0.2

-0 4

-0.6

Figure 5.50 Instantaneous PIV data illustrating vortex and trailing jet breakdown, 

H/D=8, Re=500, Lo/D=l6, 4>^150°. Yellow arrows indicate points of interest.

Figure 5.51 - Instantaneous PIV data illustrating vortex and trailing jet breakdown, 

H/D—8, Re=500, Lo/D=16, (/)?s!l90°. Yellow arrows indicate points of interest.

The instantaneous PIV data presented in figure 5.50 and figure 5.51 highlight flow 

features that are present at this stroke length of Lo/D=l6. Instantaneous PIV data 

for Re=500 in figure 5.42 and figure 5.50 exhibit similar flow features, in that another
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vortex forms in front of tiie trailing jet after the primary vortex has detached. The 

vorticity plot of hgnre 5.49 shows a similar breakdown in the shear layer to what 

was seen in hgnre 5.41. The core of the jet in hgnre 5.49 extends to a greater axial 

location than that of hgnre 5.41, which is consistent with an increase in the stroke 

length here. Shown in hgnre 5.51 is the spreading of the primary vortex subsequent 

to impingement. Tims, the arrow at rjD ~ 2 marks the right hand side portion of 

the vortex ring. Referring to hgnre 5.49 there is a mean recirculation region present 

at r/D ~ 2 on the right hand side of the plot, which corresponds to the location of 

the impinging vortex in hgnre 5.51.

Figure 5.52 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=1000, Lo/D=16

Fignres 5.52, 5.53 and 5.54 show the existence of large symmetric entrainment re­

gions either side of the core of the jet. The presence of the saddle point in the syn­

thetic jet how is clearly seen at an axial location oi x/D ^ 6 and r/D « ±1 in 

hgnres 5.49, 5.52, 5.53 and hgnre 5.54, as indicated by the streamlines. The recircula­

tion regions present in the time averaged plots for Lo/D=16 bear some resemblance, in 

terms of the radial location of the mean recircnlation regions present on the inipinge-
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10.4

0.2

■0.2

||-0.4

Figure 5.53 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re-1500, Lo/D=16

■ 0.5

■ -0.5

Figure 5.54 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=2000, Lo/D=16
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merit surface, to the time averaged plots presented in section 5.2.1.4 for H/D — 4. 

Confinement affects jets at low axial spacings, and affects synthetic jet flow more than 

a steady jet, as shown by the author, [S]. This is seen in the comparison between 

the time averaged plots for Lq/D=\Q at the two different axial spacings presented; 

similarities exist in the flows, but due to the low axial spacing the flow is unable to 

develop fully for the H/D=4 case. This explains the differences existing in the large 

recirculation regions extending to a larger radial location either side of the core of the 

jet at H/D=8.

5.2.2.7 Lq/D = 32

Time averaged plots for H/D=8 and Lo/Z)=32, the largest stroke length examined, 

are presented here. The large stroke length equates to large ejections of fluid, which 

results in large recirculation regions, as seen in figures 5.55, 5.57, 5.58 and 5.59.

-0.2

-0.4

Figure 5.55 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=500, Lo/D=32

The trailing jet produced at this stroke length encompasses approximately 87.5% of 

the fluid ejected from the orifice at Lq/D=32. Instantaneous PIV data at 0 ~ 180°
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is presented in figure 5.56. Strong vortex roll up is experienced on the impingement 

surface at Lo/D=32. Seen in figure 5.56, as indicated by the arrows, are forceful 

vortices subsequent to impingement; there exists also strong areas of neighbouring 

vorticity, even at the low Reynolds number of Re=500. The trailing jet impinges with 

force and the impinging fluid transitions from an axially impinging jet, to vortex roll 

up, resulting in the mean recirculation regions seen in figure 5.55.

Figure 5.56 - Instantaneous PIV data illustrating vortex and trailing jet breakdown, 

H/D=8, Re=500, Lo/D=32, 0rs18O°. Yellow arrows indicate points of interest.

The suction stroke that the ambient fluid experiences at this large stroke length of 

Lq/D=32 is quite powerful, as indicated by the streamlines in figures 5.55, 5.57, 5.58 

and 5.59. The streamlines approach the jet centre approximately normal to the y- 

axis, experience a sharp deflection upstream at the shear layer, and turn downstream 

as they enter the high speed region near the jet centre. The symmetry of the flow 

in figures 5.58 and 5.59 is quite remarkable. The high volume of fluid ejected at 

Lo/D—32, combined with the higher velocity flows associated with the respective 

Reynolds numbers of figures 5.58 and 5.59, result in the flows produced. Figure 5.60 

shows vortex detachment prior to impingement at x/D « 2.5; the leading vortex 

and trailing jet are entirely destabilised. The vortex present in figure 5.60 is close to
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-0.5

Figure 5.57 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=1000, Lo/D=32

-0.5

Figure 5.58 - Time averaged streamwise vorticity with streamlines overlaid for H/D=8, 

Re=1500, Lo/D=32
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5.2. Time averaged particle image velocimetry

Figure 5.59 - Time averaged streamwise vorticity witii streamlines overlaid for H/D=8, 

Re=2()00, Lo/D=32

0 - 
-6

10.8

10.6

■0.2

1-0.6

1-0.8

Figure 5.60 - Instantaneous PIV data illustrating vortex and trailing jet breakdown, 

H/D=8, Re=2000, Lq/D=32, (/)~90°. Yellow arrows indicate points of interest.

complete destruction, while the trailing jet is essentially a high velocity fluid ejection 

that will impinge on the surface and begin vortex roll up subsequent to impingement, 

as seen in figure 5.61. It is worth noting that at H/D=8, the approximate axial 

location of the saddle point for all the time averaged plots presented here is x/D ^ 6,
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Figure 5.61 Instantaneous PIV data illustrating vortex and trailing jet breakdown, 

H/D=S, Re=2000, Lo/D=32, (^«170°. Yellow arrows indicate points of interest.

as indicated by the streamlines.

5.2.2.8 Findings

The results for the axial spacing H/D=8 coiihrm that the effects of recirculation and 

conhneinent are reduced as the axial spacing is increased. However at high stroke 

lengths the recirculation patterns are quite large, indicating that the trailing jet that 

is produced affects the higher axial spacing by boosting recirculation. It can be seen 

from the flow helds presented for this axial spacing that the synthetic jet exhibits a 

general Reynolds number independence as well. As the flow has more time to de­

velop at this higher axial spacing the destabilisation of the vortex ring at high stroke 

length values prior to impingement can be seen. The lower dimensionless stroke length 

values were seen to have closed recirculation regions due to stationary vortices just 

downstream from the orifice and on the impingement surface.

The data presented in the figures referenced here, to the author’s knowledge show 

flow structures that have not been documented in the literature for an impinging syn­

thetic jet flow. There are unique flow structures contained within this flow that are 

presented in these hgures.
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5.2. Time averaged particle image velocimetry

• Vortex pinch off is responsible for the occurrence of a smaller vortex ring being 

created after the main vortex detaches from the trailing jet at the stroke length 

of Lo/jD=8 and Reynolds number of Re = 1500, seen in figure 5.5.

• Narrowing of the synthetic jet is seen to occur from formation to just prior to 

impingement for the stroke length Lq/D—A. Seen in figure 5.7 the core of the 

synthetic jet appears to narrow up to an axial location of x/D ~ 4. For the axial 

spacing H/D=8 after x/D ~ 4 the jet stays at this width up to impingement, 

seen in the results presented in section 5.2.2.3.

• The regions of opposite vorticity appearing on the left hand side of the jet flow 

is seen to occur in figure 5.43 along with a similar occurrence of vortex pinch off 

that was seen previously in figure 5.5. The regions of opposite vorticity appearing 

on the left hand side of the jet flow leads to the right hand vortex being skewed 

and impinging at a different radial location to the left hand vortex.

• Vortex and trailing jet breakdown is seen to occur as a result of vortex pinch off 

where regions of opposite vorticity have crossed over within the core of the jet 

before impingement, seen in figure 5.47.

• Skewing of the vortex ring prior to impingement from a destabilisation of the 

vortex ring is seen in figure 5.48. It can be seen in this hgure that the right 

hand side vortex has moved away from the left hand vortex, leading to the 

impingement of the vortices at different radial locations, which will have an 

effect on the overall efficacy of the synthetic jet.

• The appearance of two vortex rings in front of the trailing jet is presented in 

figure 5.50. The vortex separation from the trailing jet has caused another 

leading vortex to appear in front of the trailing jet.

• A synthetic jet flow at a phase angle of 0 ~ 190° is presented in figure 5.51, 

which is a phase difference of 40° on from figure 5.50 and shows the leading 

vortex subsequent to impingement and the appearance of the other vortex ring 

in front of the trailing jet.
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• The vorticity plot of figure 5.56 appears to be uniform, it shows the vortex ring 

subsequent to impingement at a large dimensionless stroke length Lo/D—32, 

even though the vortices seen at r/D k, 2 either side of the jet core appear to 

be uniform, there is a gap in the vorticity plot at an axial location oi x/D 1 

on the right hand side of the jet flow, this is thought to occur when the flow 

transitions from the axial direction to the radial direction.

• The widening of the vortex ring prior to impingement seen in figure 5.60 at the 

point indicated shows the effect the trailing jet has on the leading vortex. This 

is considered a high velocity synthetic jet flow at a stroke length Lq/D=2>2 with 

a jet Reynolds number of Re=2000.

• Subsequent to impingement, just after vortex roll up has taken place, seen in 

figure 5.61 is the interaction of the trailing jet with these vortices on the ini- 

Iiingement surface. The trailing jet interacts with these vortices by forcing them 

along the impingement surface, as indicated by the radial distance they travel 

to.
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Chapter 6

Results:

Volume flux, vortex evolution and 

roll-up

Volume flux and the location of vortex formation are presented in section 6.1 and 

section 6.2.1 respectively. Simultaneous stereoscopic high speed PIV and heat transfer 

data are presented in section 6.3 as vortex roll up, to correctly identify the features of 

the flow from this experiment the data has been phase averaged. Phase averaging has 

been adopted in order to achieve high accuracy and decrease the turbulent character­

istics of the signal. The relationship between vortex roll up and the heat transfer is 

explored in this section.

6.1 Volume flux

The time averaged flow field data presented in section 5.2 have been used to calculate 

the volume flux data presented here where volume flux is in units of cm^/s. The 

volume flux is calculated using the following equation.

Q{x) = E Uxi'r, x)2TTrdr (6.1)
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6.1. Volume flux

where r extends outwards to a radial distance of two diameters from the jet centre, and 

X is the axial coordinate. Due to the effects that the suction phase of the synthetic 

jet cycle near the orifice can have on the net volume flux, the strearnwise positive 

velocities from the ejection phase were used to calculate the volume flux.

The data for the average volume flux are presented in such a manner that x/D = 0 in­

dicates the orifice plate, with x/D increasing to the axial distance of the impingement 

surface in jet diameters for both spacings of H/D=4 and H/D=8. Table 6.1 presents 

the calculated peak flux for each stroke length at specific Reynolds number and axial 

spacings.

6.1.1 H/D=4

The volume flux data presented for H/D=4 in hgures 6.1 to hgure 6.5 show an overall 

increase in both axial flux and radial flux as Reynolds number is increased. This is 

as expected, because entrainment rates increase with an increase in Reynolds num­

ber. The streamlines representing the recirculation and entrainment of the synthetic 

jet have been presented in section 5.2, and are seen to follow a similar trend. Thus, 

as Reynolds number increases the streamlines are seen to become more symmetric, 

meaning the entrainment rates are increasing.

The dip seen in figure 6.1a for Lq/D=A corresponds to the approximate axial location 

{x/D 1) of the stationary vortex seen in the time averaged data in figure 5.6. It is 

interesting to note from figure 6.1 and table 6.1 that the lowest stroke length value of 

Lq/D=A has a higher volume flux than the highest stroke length of Lo/D=32. This 

is thought to occur because at the stroke length Lq/D—A each vortex that impinges 

is allowed to do so unhindered by a trailing jet, where the stroke length of Lq/D—32 

is largely influenced by a trailing jet, seen in figure 6.2. The vorticity plot seen in 

figure 6.2 shows that subsequent to impingement the trailing jet forces the vortex to 

roll up and re-ingestion of the vorticity to the trailing jet is seen to occur, thus re­

ducing the overall volume flux of the synthetic jet at Lo/D—32, Re=500. There is
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6.1. Volume flux

what appears to be a nearly linear relationship between the volume flux and the axial 

location for H/D=4, Re=500 in figure 6.1, up to the axial location of x/D ~ 3. The 

peak that occurs at the axial location x/D ~ 3.5 is a result of the flow approaching 

the impingement surface, as this occurs there is an increase in radial velocity that is 

shown in figure 6.1b. Figure 6.1a shows that the stroke lengths of Lo/D=8, Lq/D=12, 

and Lo/D=16 are very close in magnitude, with Lo/D=16 showing a slight deviation 

in comparison to the other stroke lengths as the flow approaches the impingement 

surface.

Table 6.1 — Average volume flux of synthetic jet in the axial direction, (cm^/s).

Lo/D Re HID = 4 H/D = 8

4 500 129.4 113.9

8 500 159.7 138.6

12 500 160.1 162.9

16 500 138.5 157.1

32 500 92.88 127.2

4 1000 269.3 259.5

8 1000 345 312.9

12 1000 301.2 383.9

16 1000 314.1 424.6

32 1000 260.5 357.7

4 1500 434.5 428.8

8 1500 507.4 530.3

12 1500 471.8 587.1

16 1500 448 616.1

32 1500 394.6 564.7

4 2000 563.7 573.3

8 2000 660.9 707.2

12 2000 660.8 835

16 2000 631.3 815.8

32 2000 631.8 852.7

The step seen in the trendline for the stroke length Lq/D=A, seen and indicated in 

figure 6.1b at x/D ~ 3.5, corresponds to the recirculation region presented in sec-
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(a) axial flux (b) radial flux

Figure 6.1 - Average volume flux in the axial and radial directions from r = ±2D at 
H/D=4, Re=500.

-05

Figure 6.2 - Instantaneous PIV illustrating the effect of the trailing jet, H/D=A, 

Re=500, 1010=2,2, (/.?al35°.

tion 5.2.1.1, figure 5.6 at x/D ~ 0.5^ where there are closed streamlines present. 

Increasing the dimensionless stroke length of a synthetic jet usually results in an in­

crease in the maximum radial flux experienced subsequent to impingement [45]. This 

is usually attributed to the greater momentum in the flow due to the larger stroke 

length, however this is not the case for the data seen in hgures 6.1b, 6.3b and 6.4b. 

It is suggested that the lower Reynolds number data presented result in an opposite

' The time averaged data are measured from the impingement surface up, where the volume flux 

data presented here are measured from the orifice plate down.
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(a) axial flux (b) radial flux

Figure 6.3 Average volume flux in the axial and radial directions from r = ±2D at 

H/D=4, Re=1000.

(a) axial flux (b) radial flux

Figure 6.4 Average volume flux in the axial and radial directions from r = ±2D at 

H/D=4, Re=1500.

trend as the higher stroke lengths are affected by the trailing jet, as seen in figure 6.2. 

At the jet Reynolds number of Re=2000 increasing the stroke length results in an 

increase in the maximum radial flux; this is thought to occur because this flow is 

considered to be a high velocity synthetic jet flow. The rate at which a jet spreads 

has a direct impact on the volume fiux of the jet. Interestingly, the maximum radial 

flux achieved is achieved at Lq/D=A for the synthetic jet for Re=500, Re=1000 and
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(a) axial flux (b) radial flux

Figure 6.5 - Average volume flux in the axial and radial directions from r = ±.2D at 

H/D=4, Re=2000.

Re=:150(). This is attributed to the capability of the vortices to travel further along 

the iuipingement surface for a stroke length of Lq/D=A, as the vortices impinge sep­

arately and are allowed to travel along the surface unhindered. Visual inspection of 

the flow at Re=2000 shows that the vortices impinge with a lot more force and they 

recirculate back into the main jet flow, thus not travelling as far on the impingement 

surface. The volume flux data presented for H/D=4 in figures 6.1 to hgure 6.5 shows 

that at approximately one diameter from the impingement surface the direction of the 

volume flux appears to be influenced by the plate.

6.1.2 H/D=8

The average volume flux for the axial spacing of H/D=8 is presented here. The general 

trend of the volume flux having a near linear relationship up to an axial location of 

x/D ^ 3 followed by a peak at x/D « 3.5, seen in the axial flux data for H/D=4 in 

section 6.1.1, is not seen in the axial flux data for H/D=8.

Comparing the data for H/D=4 in section 6.1.1 to results for H/D=8 in figures 6.6 

to figure 6.9, it can be seen that once the jet approaches the impingement surface 

at x/Z) ~ 6 the trendlines for H/D=8 follow a much smoother transition prior to
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(a) axial flux (b) radial flux

Figure 6.6 Average volume flux iu the axial aud radial directious from r = ±2D at 

H/D=8, Re=500.

impingement. The peak axial Hux at dimensionless stroke length of Lo/D=32 for the 

axial spacing of H/D=4 is always significantly lower than the axial hux recorded for 

H/D=8, indicating that the how is not granted sufficient time to develop and entrain 

ambient huid. Referring to table 6.1 the peak volume hux data reported for H/D=8 

for the larger stroke length values i.e. Lo/D=l2, Lo/D=16, and Lo/D=32 have a much 

higher volume hux than their counterparts at the lower H/D=4. It is suggested that 

this is due to the higher axial spacing, which results in reduced conhnenient effects, 

and increased entrainment rates, as the how is able to develop further.

It is worth noting that the peak hux for the synthetic jet in hgure 6.8 is recorded for 

a stroke length of Lo/D=16; a similar hnding for the comparable test parameters was 

observed by McGuinn [7].

Figures 6.6b, 6.7b, and 6.8b for Lq/D—A and Lo/D=8 show signs of the existence of 

a stationary vortex at ar/D ^ 7; this is indicated by the sharp dip in radial volume at 

this location. Comparing the volume hux data to the time averaged data presented in 

section 5.2.2 for the corresponding stroke lengths and Reynolds numbers, this station-
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(a) axial flux (b) radial flux

Figure 6.7 - Average volume flux in the axial and radial directions from r = ±2D at 

H/D=8, Re=1000.

(a) axial flux (b) radial flux

Figure 6.8 - Average volume flux in the axial and radial directions from r = ±2D at 

H/D=8, Re=1500.

ary vortex can be seen at a radial location of r/D ^ 2 and axial location of x/D ^ 1^, 

seen in figures 5.33 to 5.35 for Lq/D=A and figures 5.37 to 5.39 for Lo/D=8. There 

are irregularities in the streamlines for Lq/D—A as the flow approaches the impinge­

ment surface. For the stroke length of Lq/D=8 there are closed streamlines on the

^ The method of measuring the axial locations for volume flux and time averaged data is the same 

as explained previously in footnote 1
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(a) axial flux (b) radial flux

Figure 6.9 - Average volume flux in the axial and radial directions from r = ±2D at 

H/D=8, Re=2000.

impingement surface, indicative of a stationary vortex. Comparing the radial flux of 

the synthetic jet at H/D=4 to that of H/D=8 it is interesting to note that the radial 

flux of the higher axial spacing shows an overall decrease in magnitude. This is at­

tributed to the loss of momentum associated with the higher axial spacing of H/D=8. 

Peak axial flux is experienced for both axial spacings at Re=2000 and a stroke length 

Lo/D=32.

6.1.2.1 Findings

The results for volume flux have shown that at the axial spacing of H/D=4 and 

Re=500, the stroke length of Lq/D=A produced a higher volume flux than the largest 

stroke length Lo/D=32, due in part to the effects of the trailing jet and how it affects 

the synthetic jet flow at low axial spacings. When compared to the higher axial spac­

ing of H/D=8 and Re=500, the volume flux of the highest stroke length Lq/D=?>2 

produces the highest volume flux, as the flow is allowed time to develop.

At the lower axial spacing of H/D=4, the highest radial flux was attained by the 

lowest stroke length value of Lq/D—A for all but the highest Reynolds number of 

Re=2()00. All Reynolds numbers presented for H/D=4 for the dimensionless stroke
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length Lo/D=A show signs of a stationary vortex from x/D = 0 to x/D = 0.5. At 

the higher axial spaeing, cine to reduced confinement effects, the stationary vortex is 

not present. Increasing the Reynolds number increases the overall radial flux of the 

synthetic jet. An increase in the axial spacing to H/D=8 produced an overall increase 

in the axial flux prior to impingement, due to the increased time available for entrain­

ment. The rate at which a jet spreads has a direct impact on the volume flux of the 

jet. The volume flux data for the stroke lengths Lq/D—A and Lo/D—8 and H/D=8 

shows signs of a stationary vortex, which compares well with the time averaged data 

PIV data presented for the same test parameters.

6.2 Vortex evolution

A comprehensive study of the evolution of the synthetic jet vortex from formation 

to impingement has been carried out and is reported on in this section. Attention 

is focussed on vortex formation times, vortex velocities and impingement velocities, 

knowledge of which aid in the explanation of entrainment rates, and the effects of con­

finement and the orifice geometry. Vorticity, vortex co-ordinates (based on a Cartesian 

co-ordinate system) and vortex centre velocities were recorded at the formation and 

impingement times to provide a basis for calculation of vortex flight times. The mean 

jet width ‘b’ was determined to be the distance between the points on either side 

of the jet centreline where the mean streamwise velocity is approximately equal to 

O.dUci, [87]. Visual inspection from LaVision’s PIV software DaVis [102] was used to 

determine several of the characteristics explained here. To ensure that the centre of 

the vortex was used for the co-ordinates, from the vorticity plots the densest parts of 

the core structure were examined for the x-y co-ordinates. These numerous character­

istics were analysed from the passage of a singular vortex ring from formation to its 

degradation prior to impingement.

Figure 6.10 is a plot of extrapolated time of flight of a single vortex ring versus times 

of flight calculated from the PIV data. The process of obtaining the extrapolated vor­

tex flight times is based on a simple method of obtaining vortex centre co-ordinates
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and calculating the distance travelled between frames i and z + 8 based on the time 

taken to travel this distanced Referring to figure 6.11, x is the cartesian coordinates 

corresponding to the vortex location, U is vortex velocity, b is the jet width, H the 

axial spacing and the subscripts / and i correspond to formation and impingement 

respectively. An instantaneous PIV data plot of the vortex formation location for 

H/D=8, Re=15()0, Lo/D=8 is shown in figure 6.12. The raw image of the seeded flow 

in figure 6.12 is overlaid with vectors that have been coloured to represent vorticity. 

Figure 6.12 is included to provide a visual reference of the vortex location when com­

pared to the sketch seen in figure 6.11.

Vortex flight time - Extrapolated vs. Actual

□ H/D=4 

O H/0=8

Time of flight, actual (s)

Figure 6.10 - Vortex flight times in seconds, □ H/D=4, O H/D=8. Re=500, 1000, 

1500, 2000. Lo/D=A, 8, 12, 16, 32

The actual vortex time of flight is obtained from the PIV software DaVis. Each PIV 

experiment is completed over a specific time period, i.e. one second for the high frame 

rate tests. 4096 frames are recorded in one second, which is considered one test. The 

frame where vortex formation occurs is noted and the acquisition time in the time

The acquisition frequency was 4096Hz for all test cases examined here.
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Ax,

Ax.

H

Figure 6.11 - Vortex fligiit time sketch. f/-velocity, x-coordiiiates, /-formation, 

z-impingemeiit, 6-jet width

-5 0 5

position (mm)

Figure 6.12 - Instantaneous PIV raw image showing location of vortex formation, 

overlaid with vectors representing vorticity. H/D=8, Re=1500, Lo/D=8
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Figure 6.13 - Instantaneous PIV raw image showing location of vortex impingement, 

overlaid with vectors representing vorticity. H/D=8, Re=1500, Lo/D=8

series of the test is presented in /is; this is repeated for the iinpingenient vortex. The 

time at vortex impingement is then subtracted from the time at vortex formation, thus 

yielding the actual vortex time of flight.

An example calculation for the extrapolated vortex time of flight is shown.

U,vortex
- Tf J/1000
to. —

(6.2)

Dtflight
{H — (xi + x/))/1000

U, (6.3)
vortex

where.

1- b^TOr«ei= Velocity of vortex over distance travelled from frame i to frame z + 8. 

2. Ttj=co-ordinates of vortex centre in frame i.
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3. a;(2=co-ordinates of vortex centre in frame i + 8.

4. fi=corresponding time in frame i i.e. 0ms.

5. f2=corresponding time in frame i + 8 i.e. 2ms.

6. Dtflight—the predicted vortex time of flight in s.

7. H=height of orifice plate above impingement surface in mm.

8. 3;/=co-ordinates of vortex centre at formation.

9. Xj=co-ordinates of vortex centre at impingement.

The vortex characteristics explained above are taken from a test, e.g. vortex charac­

teristics and coordinates for Re = 500, Lq/D = 8 yield,

U,vortex
(8.4876 - 4.895)/1000 

0.002 - 0
(6.4)

tJyortex 1.7963m/5.

and.

Dt flight
(20 - (4.8 + 3.86))/1000 

1.7963
(6.5)

Dtflight = 0.006314 s

In order to correctly calculate the extrapolated time of flight of the vortex from for­

mation to impingement, the vortex centre at formation and impingement had to be 

subtracted from the overall distance travelled. The co-ordinates of the vortex centre 

at formation and impingement were obtained through visual inspection of a vector 

map of the flow, seen in figure 6.12 and figure 6.13.

The time of flight data reported here provides a basis in the steps towards under­

standing the effect of the ‘trailing jet’, confinement, recirculation and entrainment on
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6.2. Vortex evolution

the vortex ring that is associated with a synthetic air jet.

Figure 6.10 represents the vortex times of flight for the entire range of parameters 

tested here, four Reynolds numbers, (Re=500, 1000, 1500, 2000) hve stroke lengths 

{Lo/D=4:, 8, 12, 16, 32), and two heights above the impingement surface {4D,8D). 

For a clearer understanding of figure 6.10, a summary of the values graphed is shown in 

table 6.2. From table 6.2, it can be seen that the Reynolds number and stroke length 

of the synthetic jet appear to be linked with respect to the decrease in vortex flight 

time, i.e. as these linked parameters are increased, the vortex flight times generally 

decrease for both H/D values.

The extrapolated values for vortex times of flight represent when the vortex is antici­

pated to impinge'*, and the actual values represent the exact length of time taken from 

formation to impingement. There is an obvious decrease in the length of time taken 

for the vortex to travel from its formation to impingement as the Reynolds number 

and stroke length are increased. This is largely due to the increase in velocity as the 

Reynolds number and stroke length of the jet are increased, resulting in a decrease in 

time taken to travel distance ‘x’. The time decrease is not entirely linear though, as 

can be seen in table 6.2. Thus, at an axial distance of H/D=A above the impingement 

surface there is a decrease in vortex flight time from Lq/D=A to Lq/D=12 but at 

Lo/D=16 the vortex flight time, for both extrapolated and actual values increases and 

then decreases again for Lq/D=32. This pattern exists for all four Reynolds numbers 

tested here. It would appear that, due to the low axial spacing, recirculation and 

confinement affects the vortex flight time for Lo/D=16 because, when compared to 

the axial spacing of H/D=8, the vortex flight times for the extrapolated values at 

this stroke length follow the same trend. Comparing the actual vortex times of flight 

for H/D=4 to those of H/D—8, the flight times at the lower axial spacing follow 

the trend of the extrapolated values described above, whereas the actual vortex flight 

times at the higher axial spacing are in line with an overall linear decrease in time.

This is based on the values calculated from equation 6..5
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6.2. Vortex evolution

Table 6.2 - Vortex times of flight in seconds.

Lo/D Re H/D = 4 H/D = 8

Extrapolated Actual Extrapolated Actual

4 500 0.02010 0.01440 0.05021 0.03687

8 500 0.00631 0.00586 0.01521 0.01611

12 500 0.00500 0.00439 0.01316 0.01270

16 500 0.00519 0.00464 0.01340 0.01245

32 500 0.00326 0.00439 0.01327 0.01196

4 1000 0.00924 0.00684 0.01877 0.01709

8 1000 0.00316 0.00293 0.00828 0.00854

12 1000 0.00230 0.00220 0.00677 0.00659

16 1000 0.00268 0.00244 0.00706 0.00610

32 1000 0.00173 0.00195 0.00567 0.00488

4 1500 0.00484 0.00415 0.00961 0.00928

8 1500 0.00272 0.00220 0.00519 0.00562

12 1500 0.00138 0.00122 0.00470 0.00464

16 1500 0.00158 0.00146 0.00474 0.00439

32 1500 0.00112 0.00098 0.00416 0.00342

4 2000 0.00311 0.00293 0.00761 0.00757

8 2000 0.00116 0.00094 0.00375 0.00439

12 2000 0.00095 0.00073 0.00343 0.00342

16 2000 0.00108 0.00073 0.00346 0.00317

32 2000 0.00098 0.00073 0.00321 0.00269

indicating that confinenient and recirculation have less of an effect on the synthetic jet 

at H/D=8. Referring to figure 6.10, it is evident that there is a large cluster of data 

points near the origin, indicating very short lengths of time for the vortex to travel 

to the impingement surface. The effect of the low axial spacing on vortex flight time 

is evident here, as the majority of data points clustered near the origin relate to the 

lower spacing of H/D=4. The synthetic jet parameters Lq/D=4, Re=500, for H/0=4 

and HID—8 are the two solid data points^ for each series that are not clustered near

H/D=4, 4 H/D=8
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6.2. Vortex evolution

the origin; these are the slowest vortex flight times in this test setup, due to the low 

velocity corresponding to these synthetic jet parameters.

Figures 6.14 and 6.15 provide an insight as to why the extrapolated vortex flight 

times increase at Lo/D=16, as is evident from table 6.2. These graphs represent vor­

tex velocity (Uyortex) normalised® by Uq. Of the four profiles shown for each H/D 

value, the velocity profiles collapse quite well.

It can be seen in these two figures that there is an obvious peak in the trendlines 

for all four Reynolds numbers at Lo/D=12, followed by a slight dip at Lo/D=16. The 

velocities plotted in figures 6.14 and 6.15 were utilised in equation 6.3 to calculate the 

predicted vortex times of flight, so it follows that they are related.

Vortex formation velocity H/D=4
2.000
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1.400

1.200
o

3
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Figure 6.14 Vortex velocities normalised by Uq, H/D=A, Oi?e=500, □i?e=1000, 

A/?e=1500, xRe=2000.

Figure 6.16 is a result of a fitting procedure performed to collapse the data from fig-

This was done to evaluate Uq as a scaling velocity
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Figure 6.15 - Vortex velocities normalised by Uq, H/D=8, <>Re=500, □i?e=1000, 

Ai?c=1500, xi?e=2000.

tires 6.14 and 6.15 to a correlation of the form {Lq/DYRe^. The values selected for 

the exponents were a=0.9 and 6=0.4. These values were selected as a result of a fitting 

procedure that involved quantifying the degree of collapse of the graphs according to 

a standard deviation of the values of the correlation {Lo/DYRe^- The fact that the 

exponent values selected for the correlation are both less than or equal to one, this 

means that the Reynolds number has little or no effect in this range and the trends 

seen in figure 6.16 are all due to the stroke length.

There are a number of reasons suggested in the literature as to why vortex rings 

might slow down [131], [132], [133]. One common suggestion is that the core grows 

by diffusion thereby reducing the velocity [9]; another hypothesis is that decay occurs 

due to mutual friction with the normal fluid component, or a further possibility cited 

is that the vortex ring may become turbulent in some sense and start to break up [26]. 

These interpretations all relate to a single vortex ring, rather than a synthetic jet. 

While the fundamental structure of a synthetic jet is a vortex ring, the stroke length
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Vortex formation velocity (H/D=4, H/D=8)
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Figure 6.16 - Vortex velocities normalised by Uq, H/D=A and H/D=8 versns

of the jet will dictate the frequency of the vortex ring formation, and the occurrence of 

a trailing jet; this, of course, interacts not only with the vortex ring but also with its 

surroundings. In some cases this trailing jet can cause the vortex ring to speed up, de­

cay and skew before impingement. Instantaneous PIV data taken at a high frame rate 

of A096Hz provide a better picture of the vortex ring and trailing jet. Thus, the effects 

of the trailing jet can be inferred from hgures 6.17 and 6.18. Figure 6.17 represents 

the formation and impingement vortex velocities for the entire range of tests carried 

out at both H/D=4: and H/D=8. The velocities plotted have all been normalised by 

Uq. It can be seen that the prohles collapse quite well for formation and impingement 

at both axial spacings. The effect of the trailing jet can be identihed at Lo/T)=32 

for the impingement velocities, which are represented by the dotted lines. Thus, the 

increase in impingement velocity to higher than the formation velocity at this stroke 

length is attributed to the trailing jet that is formed behind the vortex ring at high
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6.2. Vortex evolution

stroke lengths. This trailing jet essentially pushes the vortex ring along, leading to 

an increased velocity vortex ring impinging on the plate. Figure 6.18 represents the 

difference between the formation velocity {Uformation) find the impingement velocity 

(VimptngemenJ-This rcvcals that tlic trailing jet not only affects Lo/D=32, but can be 

seen to increase the velocity of the vortex ring for Lo/D=16 at the highest Reynolds 

number tested here. Figure 6.18 shows that the trailing jet begins to dominate the 

flow from the vortex ring for the stroke length of Lq/D~32 at all Reynolds numbers 

and both axial spacings i.e. the trailing jet is now leading the flow prior to impinge­

ment. For both axial spacings and a Reynolds number of 2000, which corresponds to a 

relatively high velocity for a synthetic jet how, at Lq/D=16 also the trailing jet has led 

to an increased velocity of the impinging vortex. It can also be seen from hgure 6.18 

at H/D=4:, /?e=2000 that Lq/D=\2 is affected slightly by the presence of a trailing 

jet, as its momentum and velocity have not diminished nearly as much as the other 

data points below the x-axis. This could also be due to the effects of recirculation and 

entrainment rates increasing at H/D=A, as this stroke length does not show signs of 

being inhuenced by a trailing jet, for the larger axial spacing.

Instantaneous high frame rate PIV data for H/D=A and H/D=8 respectively are 

presented in figures 6.19 and 6.20 to provide a visual appreciation of the trailing jet. 

The colour bar applies to both figures 6.19 and 6.20, with red signifying negative vor- 

ticity and blue positive. These hgures are presented in ascending order i.e. from the 

lowest Reynolds number to the highest. The stroke lengths selected correspond to 

the positive data points in figure 6.18, at which the effect of the trailing jet starts to 

dominate the flow field. In effect, the trailing jet takes precedence over the vortex ring 

at these stroke lengths. Thus, instead of being allowed to convect on its own to the 

impingement surface, the vortex ring coalesces with the trailing jet, and in some cases 

with high stroke lengths and Reynolds number the trailing jet will impinge before 

the vortex ring. With an increase in the Reynolds number the vortex ring is forced 

to widen beyond its original diameter at formation, along with a coalescence of the 

trailing jet and vortex ring, prior to impingement. Shuster and Smith [11] documented 

the presence of a trailing jet at Lo/D=5, however their study did not investigate the
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Figure 6.17 - Formation and impingement vortex velocities normalised by Uq.

effect of the trailing jet on the vortex ring.

In figure 6.19 it is evident that at H/D=4 the trailing jet dominates the entire field of 

view, primarily because of the low axial spacing. For the same synthetic jet operational 

parameters but at a higher axial spacing of H/D—8 it can be seen from figure 6.20 

that, due to the increase in height, the trailing jet has sufficient time to develop and 

interact with the leading vortex ring. Thus, in figure 6.20b, c, d and e the trailing 

jet has coalesced, destabilised and caused vortex breakdown prior to impingement at 

these operational parameters. At high stroke lengths {8<Lq/D<2>2) the trailing jet 

catches up with the vortex and causes an increase in velocity, along with a destabilisa­

tion of the vortex ring, as shown in figure 6.20. From a heat transfer perspective, this 

is detrimental to the efficacy of the synthetic jet (as a potential cooling source), as the 

vortex strength is decreased and heat transfer rates can decrease [134], Even though 

the PIV measurements taken show that there is a weak trailing jet at Lo/D=8, it has 

not been found to have a huge impact on the vortical structures present in the flow 

as mentioned previously. With reference to figure 6.18 it can be seen that the trail-
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Figure 6.18 - Effect of trailing jet on vortex impingement velocity, normalised by Uq.

ing jet primarily has an effect, in terms of increasing vortex velocity from formation 

to impingement, on the stroke lengths and Reynolds numbers specihed and shown in 

hgures 6.19 and 6.20.

6.2.0.2 Findings

The results presented for vortex evolution have shown that at high dimensionless stroke 

lengths the trailing jet has quite a large effect on not only the vortex ring, but also the 

flow structure of the synthetic jet, as seen in the instantaneous PIV data presented. 

This is also seen in the vortex time of flight results, in which there is a linear decrease 

in the vortex time of flight until the stroke length Lo/D—16, at the point there is 

an increase, although marginal. The same trend exists for all Reynolds numbers at 

ff/D=4, and for the extrapolated values of ff/D=8. Comparing large dimensionless 

stroke length values {Lq/D > 12) with the lower stroke length values, the impinging 

vortex velocity is seen to be higher due to the interaction of the trailing jet with the 

leading vortex.
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Figure 6.19 - Effect of trailing jet on vortex at H/D=A, (a) 0=70°, i?e=500, Lo/D=32 

(b) 0=60°, i?e=1000, Lo/L»=32 (c) 0=65°, i?e=1500, Lo/D=32 (d) 0=107°, i7e=2000, 

Lo/D=16 (e) 0=64°, Re=2000, Lo/D=32.
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6.2. Vortex evolution

Figure 6.20 Effect of trailing jet on vortex at H/D=8, (a) 0=108°, i?e=500, Lo/D=82 

(b) 0=93°, ile=1000, LolD=32 (c) 0=98°, /?e=1500, Lo/E>=32 (d) 0=174°, Re=2000, 

Lo/D=16 (e) 0=97°, i?e=2000, Lo/D=32.
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6.2.1 Location of vortex formation

The cross stream location at which the streamwise velocity is half of the centreline 

velocity is a commonly used quantitative measurement of the width of a jet [11], 

[87]. Thus, in this study, the mean jet width was determined as the distance between 

the points on either side of the jet centreline where the mean streamwise velocity is 

approximately equal to O.bUd. Figures G.21 and 6.22 compare the variations in the 

formation location of the vortex ring for synthetic jets formed at the two axial spacings 

for the hve stroke lengths and four Reynolds numbers tested. The streamwise distance 

{x) has been scaled on the actuator stroke (Lq) in an attempt to see if the data plotted 

would collapse. When scaled in this manner it is evident that there is a common cluster 

point for the data points seen in hgure 6.21 (for H/D—4) at approximately x/Lq « 0.12; 

this value corresponds to the point at which the vortex has just detached from the 

orihce plate. For the axial spacing of H/D=8, x/Lq ~ 0.12 is also the approximate 

point of vortex detachment from the orifice plate, which indicates that vortex formation 

is not hindered by the effects of recirculation or entrainment at the lower H/D value. 

With regard to the effect of Reynolds number on the streamwise variation and vortex 

detachment, from figure 6.21 at H/D—4, the indications are that vortex detachment is 

largely independent of Reynolds number. For H/D—8, shown in figure 6.22, the x/Lq 

values seem to be slightly more variable, however it is worth noting that the difference 

between these points is small. The spread in b/Do values as Reynolds number and 

stroke length increases indicates that the jet width at the vortex formation location is 

growing as these parameters are increased; this is expected. However, there appears 

to be a decrease in the jet width at the location of vortex detachment for a stroke 

length of Lo/D—32 at a Reynolds number of Re=2000 for both axial spacings. This 

can be seen for H/D=4 in figure 6.21d, and similarly for H/D=8 in figure 6.22d. The 

data for figure 6.21 and figure 6.22 are presented in table 6.3.

The stroke length of Lq/D—4 is almost unaffected by the increase in Reynolds num­

ber in terms of x/Lq, and there is almost no change in jet width {b/Do) for H/D=:4. 

Interestingly, the jet width for Lq/D=A is slightly lower for the H/D=8 case for the
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Table 6.3 - x/Lo represents the axial location of the formed vortex and b/Dq represents 

the jet width, both are non-dimensional.

H/D = 4 H/D = 8

Location of Jet width Location of Jet width

vortex formation vortex formation

D/D Re XjhQ VA) x/Lq b/Da

4 500 0.13 1.52 0.15 1.41

8 500 0.12 1.52 0.17 1.52

12 500 0.09 1.52 0.11 1.63

16 500 0.08 1.52 0.10 1.52

32 500 0.06 1.62 0.08 1.63

4 1000 0.14 1.52 0.19 1.52

8 1000 0.13 1.52 0.13 1.52

12 1000 0.10 1.63 0.13 1.73

16 1000 0.08 1.52 0.14 1.95

32 1000 0.04 1.52 0.09 1.95

4 1500 0.15 1.52 0.25 1.41

8 1500 0.14 1.62 0.16 1.63

12 1500 0.13 1.63 0.12 1.73

16 1500 0.09 1.63 0.09 1.73

32 1500 0.07 1.84 0.10 2.06

4 2000 0.16 1.52 0.18 1.41

8 2000 0.23 1.52 0.19 1.73

12 2000 0.16 1.84 0.14 1.63

16 2000 0.13 1.73 0.14 1.84

32 2000 0.07 1.63 0.07 1.84

majority of Reynolds numbers, and the formation location is slightly further away 

from the orifice plate than for H/D=4.

The lower axial spacing of H/D=4 of figure 6.21 shows that there is not as much vari­

ability in the jet width {b/Dq) when compared to the higher axial spacing of H/D=8 in 

figure 6.22. It is suggested that confinement has an effect on the jet width at vortex for-
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Illation for high Reynolds numbers at H/D=4. Thus, increasing the Reynolds iminber 

from 1500 to 2000 results in a reduction in the dimensionless jet width. This suggest 

that as the Reynolds number is increased confinenient and recirculation influence the 

width of the formed vortex.
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6.2.1.1 Findings

The location of vortex formation data is seen to collapse quite well when scaled on 

the actuator stroke Lq. The location of vortex detachment is seen to be x/Lq ^ 

0.12 for both axial spacings, H/D=4 and H/D=8. The spread in jet width b/Do 

as the jet Reynolds number is increased indicates that the jet width at the vortex 

formation location is growing. However, the jet width for the highest stroke length 

value Lo/D—S2 at both axial spacings is seen to decrease in jet width. The reason for 

this is not yet understood.

6.3 Vortex roll up

6.3.1 Characteristics of vortex subsequent to impingement

This section presents simultaneous surface heat transfer measurements and stereo­

scopic PIV measurements. These data present what is deemed to be the final stage 

of development of the synthetic jet as it has evolved from formation to impingement. 

This section attempts to understand the vortex roll up subsequent to impingement of 

a synthetic jet and the effect it has on heat transfer at an axial spacing of H/D=12, 

a jet Reynolds number of Re=1500 and dimensionless stroke lengths of Lo/D=l2^ 

and 28. Work completed by Persoons et al. [134] identified four heat transfer regimes 

for a synthetic air jet. Comparing the test parameters selected to the heat transfer 

regimes identified by Persoons et al. [134], the stroke length of Lq/D=12 falls in the 

heat transfer regime B and for the stroke length Lq/D=28, regime C.

It has been documented that vortex roll up occurs subsequent to jet impingement [64]. 

Stereoscopic PIV data with the light sheet parallel to the impingement surface was 

implemented in order to show the three dimensional nature of the vortices subsequent 

to impingement as they expand radially outwards. A numerical paper by Hadziabdic 

[135] presents the results of near wall turbulence and local heat transfer coefficients 

for an impinging steady jet; their work focussed on the vortical structures within the 

shear layer from the jet exit up to impingement. It was suggested by Hadziabdic [135]
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that the periodic and asymmetric impingement of strong large-scale eddy structures 

enhanced the surface heat transfer through surface renewal. Subsequent to impinge­

ment Hadziabdic [135] noted that in the wall jet that there was a development and 

organisation of the flow structures as the jet deflects from the impingement plate. 

This consisted of a scrambling of the ring-like structures in the impingement zone, 

along with a tendency towards vortical self-organisation in the form of a new roll up 

of ring-like vortical structures formed at the wall-jet edge. Some of these features are 

seen in data presented here for the vortex roll up.

The stereoscopic PIV data are presented here along with local heat transfer measure­

ments for a radial location of r/D = 3. This radial location corresponds to the position 

of the hot him sensor on the impingement surface in jet diameters from the jet centre; 

the hot him sensor was used for the acciuisition of the heat transfer measurement data.

For the heat transfer tests, the copper plate was heated to 60° C and i)rovided a 

nominally uniform wall temperature boundary condition due to the thickness and 

conductivity of copper'. The time lag and phase lag between the local velocity and 

surface heat hux is calculated from these measurements to understand the effects of 

stroke length on the vortex ring as it approaches and rolls over the hot him sensor. The 

laser light sheet was parallel to and axially located at approximately 2.5 mm (0.5D) 

above the impingement surface. Positioning the light sheet parallel to the impinge­

ment surface at a height of 2.5 mm was based on observation of the size of the vortex 

subsequent to impingement from the 2D PIV data presented in section 5.2. Due to 

the orientation of the light sheet optics, the beam width at its thinnest point was 

approximately 1 mm; at the extremities of the measurement zone and as a result of a 

slight misalignment in the light guide arm the light sheet could be as thick as 2 mm. 

An image of the stereoscopic PIV test setup is presented in figure 6.23; from this figure 

the orientation of the light sheet and of the high speed cameras with respect to the 

position of the synthetic jet generator in the centre of the image can be clearly seen.

^ The details of the copper plate have been previously covered in chapter 4
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Figure 6.23 - Stereoscopic PIV test setup for H/D=12, Re=1500, LojD=12 and 28.

Two examples of the instantaneous 2D PIV data utilised for visual inspection, in order 

to gauge the vortex diameter subsequent to impingement, are presented in hgures 6.24 

and 6.25 for the axial spacings of H/D=4 and H/D=8 respectively. The vertical extent 

of the estimated vortex diameter once vortex roll up has commenced is indicated by the 

white line in these figures. The data presented in section 6.2 for the vortex time of flight 

are used to estimate the averaged vortex centre locations prior to impingement and are 

presented in table 6.4 for all stroke lengths. The data presented in table 6.4 provided 

a starting point for estimating the vortex diameter subsequent to impingement. The 

diameter of the vortex created after impingement is approximately 5.5 mm, while from 

table 6.4 the average vortex centre for all the test parameters is approximately 3 mm. 

Thus, locating the light sheet at ~ 2.5 mm means that the intersection point of the 

light sheet and the vortex subsequent to impingement is approximately in the centre 

of the vortex. This allows in and out of plane velocity to be calculated and vortex roll 

up to be observed. These stereoscopic PIV data are presented in hgures 6.27, and 6.30. 

This data comprises of a compiled image of the vortex ring on the impingement surface

192



6.3. Vortex roll up

as it grows and dissipates subsequent to impingement of the synthetic jet. When 

the calibration was performed for the stereoscopic PIV setup, the velocity measured 

towards the surface was set as the positive, therefore according to the colour bar, red 

signifies the positive velocity and blue the negative velocity.

-5 0
position mm

10 15

Figure 6.24 - Approximate vortex diameter subsequent to impingement, H/D=4, 

Re=1500 desceiiding-Lo/Z)=4, cf) — 90°. Lo/D=12, cf) = 150°. LqID=32, 4> = 75°
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I 20

-5 0
position mm

Figure 6.25 - Approximate vortex diameter subsequent to impingement, H/D=8, 

Re=1500 descending-Lo/-D=16, </> = 225°. Lo/D=32, cf) = 115°
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Table 6.4 - Averaged vortex centre locations from estimated time of flight calculations 

(mm)

Re H/D = 4 H/D = 8

500 3.549 3.359

1000 3.494 3.251

1500 3.413 3.427

2000 3.156 2.722

6.3.2 Estimation of vortex characteristics

In order to relate the characteristics of the vortex that passes over the hot him sensor 

to the heat transfer measurements, these characteristics need to be estimated from a 

visual inspection of the stereoscopic PIV data from DaVis [102]. It is suggested that the 

phase lag that is present in the phase averaged data presented in hgnres 6.28 and 6.31 

is related to the velocity and size of the passing vortex. Once the vortex characteristics 

were estimated, the following formulae were used to calculate the Atinie and Aphase.

Vortex Diameter = X2 — Xi (6.6)

ATime =

A Phase =

Vortex Diameter 
Vortex velocity (14)

360 * {Delta time)
i/L

(6.7)

(6.8)

where.

1. Vortex diameter represents the estimated vortex diameter from PIV data ac­

cording to X coordinates from DaVis, see hgure 6.26 and associated explanation.

2. ATime is equal to a propagation time i.e. the time it takes the vortex to travel 

a distance of ~ 1 vortex diameter.

3. Vortex velocity represents the vortex velocity from PIV data in the x direction 

(14), as that is the direction the vortex is travelling (ni/s).
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6.3. Vortex roll up

4. The synthetic jet velocity is based on a sine wave. Each wave has a frequency, 

which is a function of time. There are many sine waves that constitute a synthetic 

jet cycle (360°). APhase is an angular measure of the time delay or difference 

between the waves.

5. Fj=corresponding jet frequency (Hz)

Slice of vortex ring

Figure 6.26 Schematic explaining vortex diameter coordinates for ATime and APhase 

calculations in equations 6.10 and 6.11

The X coordinates used in equation 6.6 are based on the coordinates seen in the velocity 

map of the z-plane (14) of the synthetic jet*^. Figure 6.26 presents a section view of the 

vortex ring subsequent to impingement*^ with the light sheet intersecting its centre; the 

points indicated on this sketch are where the x coordinates are taken from the 3D PIV 

images presented in figures 6.30 and 6.27. The x coordinates correspond to the location 

in proximity to the hot film sensor where the vortex velocity at Xi is a positive value and 

the velocity recorded at X2 is a negative, thus indicating the anti-clockwise rotation of 

the vortex ring as it expands radially outwards on the impingement surface^^. The 14 

velocity used in equation 6.10 is taken from a velocity plot of 14 not presented here. 

The 14 velocities for both stroke lengths are extracted from figures 6.30 and 6.27,

* The z-plane was used as this was the direction used for the calibration of the PIV setup. 
® It is worth noting that this is an ideal scenario 
^°This is in agreement with the calibration.
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respectively. The hot him sensor is approximately at the location indicated by the 

rectangle. Table 6.5 presents the values that have been extracted from the PIV data. 

Referring to table 6.5, the Xi and X2 values for velocity are positive and negative, 

respectively, this means that the vortex is rotating in the counter clockwise direction 

as indicated in hgure 6.26.

Table 6.5 - Estimation of vortex characteristics

Lo/D Xi (mm) X'zirnm) 14(m/s) Vz{m/s) APhase ATime

Xi X2 {ms)

12 16.23 20.5 1.48 1.13 -0.19 9.2° 3.2

28 16.24 20.2 1.34 0.59 -0.17 33.6° 2.7

A sample calculation is shown for the test case of dimensionless stroke length Lo/D=28, 

followed by the results for Lq/D—12. These visual inspection data are taken from 

analysis of hgure 6.30, which corresponds to the individual frame of the 3D-PIV data 

series where the vortex has just passed over the location of the hot him sensor as in­

dicated in hgure 6.30 by the rectangle. Figure 6.30 corresponds to the phase angle of 

270° for the phase averaged heat transfer measurements where the maximum Nusselt 

number occurs, as indicated in hgure 6.32. For the purpose of calculating the vortex 

propagation time from equation 6.10, and consequently equation 6.11, the vortex ve­

locity used in equation 6.10 is 14 = 1.49 m/s as this is the direction the vortex ring is 

travelling in, measured at the axial distance of 2.5 mm above the impingement surface.

Firstly, from hgure 6.30, the coordinates of what is interpreted as a vortex are sub­

tracted from one another to yield the vortex diameter as it travels over the hot him 

sensor.

Vortex Diameter — 20.2001mm — 16.2399 mm (6.9)

Vortex diameter=0.00396 m
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ATime=2.667 ms

ATime —
0.0039602

1.485 (6.10)

APhase =
360 * (2.667) 

(1/35)
(6.11)

APhase=33.6°

Table 6.6 Estimated ATime and APhase values for Lo/D=28 and Lo/D=12

Stroke length {Lq/D) ATime (ms) APhase

12 3.176 9.2°

28 2.667 33.6°

Table 6.6 presents the estimated values for Atime and Apliase for both dimensionless 

stroke lengths tested here. It is interesting to note that the Ai)hase increases as the 

dimensionless stroke length is increased, which should occur as the number of vortices 

that are generated decrease as stroke length is increased. Referring to figure 5.1 it can 

be seen that as the stroke length (Lq/D) is increased the vortex is formed, followed 

by the ejection of a trailing jet at large stroke lengths. The values for Atime are seen 

to decrease, which should occur due to the fact that as stroke length is increased the 

velocity increases as well.

The vortex diameter prior to impingement is estimated to be ~ 5.5mm, the vortex 

thickness (diameter) subsequent to impingement is calculated from equation 6.6 and 

is approximately Amm. This decrease in vortex size is thought to be due to the break­

down of the vortex ring prior to impingement from the effects of the trailing jet^\ 

followed by ‘vortex breakdown’ on impingement, [7], [64], [136]. The interaction be­

tween the vortex ring and the impingement surface has to be taken into consideration 

as well; in the experimental environment the behaviour of this interaction is quite 

complicated.

11 As outlined in section 6.2
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Table 6.7 Phase and time lag, Nu-velocity

Stroke length (Lq/D) 12 28

Jet frequency {Hz) 80 35

Radial location {r/D) 3 3

Max velocity, {Vabs=\IVx‘^ + (m/s) 0.89 1.04

Max velocity, 14 {m/s) 0.89 0.65

Nu 7.4 5.9

Phase of max Nu 195° 270°

Phase of max (V46s) 60° 120°

Phase lag {Vats) 135° 150°

Time lag (146s) (ms) 4.7 11.9

Phase of max I4 195° 180°

Phase lag I4 0° 90°

Time lag I4 (ms) 0.0 7.1

It has been docmneiited that when a vortex ring reaches a certain distance from an 

impingement surface a slight reversal in direction is experienced [29], [,'10], [.'ll], [03]. 

As discussed in section 2.2.2, the proximity of the vortex ring to the wall leads to 

the generation of secondary vorticity along the boundary, seen in hgure 2.11, [137]. 

Yaniada et al. [32] suggested that the presence of an adverse pressure gradient be­

neath the vortex core leads to the ‘rebound’ effect experienced by the vortex ring; 

this vorticity layer eventually separates from the boundary and rolls up to form a 

“secondary vortex ring”. This “secondary vortex ring” will cause the primary vor­

tex ring to rebound from the impingement surface and cause a level of expansion to 

occur within the vortex ring due to the induced velocity of the “secondary vortex ring”.

This all precedes vortex roll up, which occurs subsequent to impingement. In this 

case, the synthetic jet flow has broken down entirely at this stage, new vortices have 

formed on the impingement surface and the original diameter of the vortex, which 

was estimated to be ~ 5.5mm has now been distorted and appears to have reduced in 

size to the calculated value of 4mm from equation 6.6. This decrease in size of the
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vortex is attributed to the high velocity trailing jet interacting with the vortex ring, 

destabilising it prior to impingement, which leads to the vortex ring reducing in size'^ 

subsequent to impingement; these are some of the processes that occur in the transfer 

of vorticity from an axial to a radial direction.

6.3.3 Simultaneous PIV and heat transfer

Figures 6.27 through 6.32 present simultaneous stereoscopic PIV and surface heat 

transfer data; both the PIV velocity results and the heat transfer at the radial lo­

cation r/D = 3 of the hot him sensor have been phase averaged. The jet Reynolds 

number was set to Re=1500. Visual accessrestricted the minimum axial spacing at 

which stereoscopic PIV testing could be performed to H/D=12. The stroke lengths 

investigated were Lq/D=12 and 28. The phase averaged velocity prohles presented 
in hgures 6.28, 6.31 and 6.29, 6.32 represent Vats = \J^x^ + Vy^ and 14 respectively. 

The Vabs = \J^x^ + prohles are included to show the phase lag between vortex 

velocity and heat transfer in the same plane as the light sheet. 14 illustrates the phase 

lag between velocity and heat transfer in the plane towards the impingement surface. 

The synthetic jet actuator used in the simultaneous stereoscopic PIV and surface heat 

transfer described in section 4.1.3 is different to the one used for the heat transfer 

studies from parallel research [7] and for the 2D-2C PIV presented here. The main 

difference of the synthetic jet actuator used for this set of tests, labelled actuator 2, is 

the surface area of its orihce plate i.e. the orihce plate of actuator 2 has a surface area 

approximately half of the orihce plate of the synthetic jet actuator seen in hgure 4.4 

for example. This reduces the conhnement effects of the synthetic jet actuator.

Research completed by Persoons et al. [134] documented the stagnation point Nusselt 

number for a synthetic jet operating at an axial spacing of H/D=10, Lq/D > 20 and 

a jet Reynolds number of Re=1500 to be approximately 15. When compared to the

^^Interaction of a vortex ring with an impingement surface enhances viscous diffusion, which leads to 

a reduction in vorticity [L’58].
^^To overcome this problem a smaller synthetic jet actuator designed specifically for this experiment 

had to be designed, the design of this actuator is explained in section 4.1.3.
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Nusselt number of 7.4 in this study, the differences in geometry of the synthetic jet 

actuator, testing environment and the radial location {r/D = 3) that the heat transfer 

was measured at, accounts for the differences seen in heat transfer performance.

6.3.3.1 Lo/D = 12, r/D = 3

The stereoscopic PIV data presented in figure 6.27 represents the flow field at a di­

mensionless stroke length of Lq/D=\2 with the hot film sensor at the radial location 

r/D = 3, and figures 6.28 and 6.29 present the phase averaged velocity and heat 

transfer for Vabs and \4 respectively for this stroke length. It is interesting to note 

from table 6.7 that this set of parameters produced the highest Nusselt number of 

the two stroke lengths tested. According to table 6.6 for Lq/D=\2 it is thought that 

the Atiine value suggests the vortex ring takes slightly longer to pass over the hot 

film sensor than for Lo/D=28, thus entraining more ‘fresh’ air from further afield and 

enhancing the heat transfer. The Aphase value suggests that the angular measure be­

tween vortices reaching the hot film sensor is significantly smaller than for Lo/D=28, 

thus leading to a higher Nusselt number being recorded. This is also interesting in the 

context of the results presented in section 6.2, and in particular the data presented 

for the test parameters of H/D=8, Re=1500 and Lq/D=12. The velocities measured 

for the synthetic jet seen in figure 6.15 show that the synthetic jet records the highest 

velocity at Lq/D=\2 and that as the stroke length is increased beyond this the veloc­

ity decreases. Although the data presented in figure 6.27 are not at the same axial 

spacing as the data presented in figure 6.15, because of the experimental constraints 

there are similarities that can be noted. Thus, the velocity recorded for Lq/D=12 is 

greater than that of Lq/D=32 in figure 6.15, and the velocity 14 and Nusselt number 

recorded for Lq/D=12 in figure 6.27 are greater than the comparable values recorded 

for Lq/D=28 in figure 6.30. Although the explanation for why the stroke length of 

Lq/D=12 appears to have the optimal characteristics in terms of heat transfer and 

Knax is far from completely clear, it is encouraging to see this trend in all data pre­

sented here.

The rectangle seen in figure 6.27 marks the hot film sensor location and it is at this
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point that the velocities (Vabs and 14) have been extracted. This is where the vortex is 

passing over the hot him sensor and corresponds to the phase averaged heat transfer 

plots presented in hgures 6.28 and 6.29. From hgure 6.27 it can be seen that there 

is a large region in which air is directed toward the impingement surface (red). It 

could be that this apparent large area with entrained fresh air gives the synthetic jet 

at Lq/D=12 a higher Nusselt number than that of Lq/D—28, when compared to hg­

ure 6.30. This is also rehected in the higher 14 velocity displayed in the phase averaged 

velocity plot of hgure 6.29, when compared against hgure 6.32.

The dashed line circle in hgure 6.27 corresponds to the ‘ring-like’ region of the vortex 

ring that is created subsequent to impingement as it travels along the plate. From 
table 6.7 it can be seen that the heat transfer lags the velocity Vats = ^ 14^ + by

a phase difference of 135° and time gap of A.lms, and for 14, heat transfer and the 

velocity are in phase. It is suggested that due to vortex interactions and the large Xi 

value of 1.13 m/s seen in table 6.5 that this leads to the velocity for Vabs being lower 

and out of phase

6.3.3.2 Lo/D = 28, r/D = 3

The data presented in hgure 6.30 is a stereoscopic PIV image of the flow, and hg- 
nres 6.31 and 6.32 present the phase averaged velocity of Vabs = \JVx + Vy^, 14 and 

heat transfer respectively for a stroke length of Lq/D=28. This data produced phase 

averaged plots with a sine wave like proflle, as seen in hgures 6.31 and 6.32; the data 

for the calculated phase lag and time lag from this hgure are seen in table 6.7. Fig­

ure 6.30 presents the stereoscopic PIV data for stroke length Lo/D=28, with the hot 

him sensor at r/D = 3; this image corresponds to the phase averaged heat transfer 

prohles at 270° of hgures 6.31 and 6.32 where the maximum Nusselt number occurs, 

and indicated in hgure 6.30 with the rectangle is the location of the hot him sensor.

It is at the location of the rectangle seen in hgure 6.30 that the velocities {Vabs and V^) 

have been extracted in order to correlate them to the heat transfer data. The dashed 

line circle in hgure 6.30 corresponds to the ‘ring-like’ region of the vortex ring that
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Figure 6.27 Stereoscopic PIV image of vortex roll up, corresponding to phase (195°) 

when heat transfer is a max. H/D=12, Re=1500, Lq/D=12, r/D=3

Figure 6.28 - Phase averaged velocity {Vabs, in plane velocity) and heat transfer vari­

ation with phase angle, H/D=12, Re=1500, Lq/D=12, r/D=3, (-----) corresponds to

max Nu, phase of 195°.
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Phase angle, deg

Figure 6.29 - Pliase averaged velocity (V) and heat transfer variation with phase

angle, H/D=12, Re=1500, Lo/D=12, r/D=3, (-----) corresponds to max Nu, pliase of

195°.

is created subsequent to impingement as it travels along the plate. From table 6.7

it can be seen that the heat transfer lags the velocity Vabs — ^ phase

difference of 150° and time gap of 11.9 m.s, and for 14, heat transfer lags the velocity 

by 90° and a time gap of 7.1 ms.

6.3.3.3 Findings

Section 6.3.3 presented results for simultaneous stereoscopic PIV and surface heat 

transfer data for an impinging synthetic jet. Overall, the data presented in this sec­

tion for Lq/D=12 and 28 show that as the dimensionless stroke length is increased 

the phase lag and time lag increases, these are two values that are linked so this is 

expected to occur. The values for phase lag and time lag are also related to the ve­

locity of the passing vortex over the location where the data was extracted from i.e. 

over the hot film sensor. A relationship between the increase in stroke length leading 

to an increase in the size of the trailing jet behind the formed vortex ring is identified.

204



6.3. Vortex roll up

it is interesting to note the difference between the Aphase values of Lo/D=l2 and 

Lo/D~28, which aids in understanding the effect of the trailing jet and how large 

stroke length values perforin, this can be seen in the Aphase and Atiine values pre­

sented. The trailing jet has an effect on heat transfer, as seen when comparing Nusselt 

number values of Lq/D=12 and Lq/D=28. The data from section 6.2 showed that 

for the dimensionless stroke length of Lq/D=\2 the highest velocity was consistently 

recorded for all test setups. This is interesting when compared to the Nusselt number 

data for the dimensionless stroke length Lq/D~\2 presented in this section 6.3.3 as 

the highest Nusselt number recorded was for this dimensionless stroke length, further 

investigation is required to elucidate the reasons behind this as test data is limited for 

the heat transfer tests, as such a conclusion can not be drawn from this link.

The heat transfer regimes identified in figure 6.33 are one of the key findings from 

the work published my McGuinn in 2011 [7], in these regions in terms of the heat 

transfer there are mechanisms at work that enhance the heat transfer, but it has not 

been documented clearly in terms of the fluid dynamics as to what occurs in these re­

gions. The overall aim of this thesis was to understand the mechanisms at play in the 

identified heat transfer regimes seen in hgure 6.33 with regard to the fluid mechanics 

of the synthetic air jet at the established test parameters.

The range of parameters investigated in chapters 5 and 6 address the regions indicated 

in figure 6.33 and fully investigate the structures found in this flow through the use 

of high speed PIV. The flow field data presented in section 5.2 identified structures 

present in the flow that are responsible for a continual mixing of the boundary layer 

on the impingement surface. This suggests that a similar ‘mixing’ effect would occur 

on a heated surface, thus enhancing the heat transfer. The findings presented in 

section 5.2.2.8 detail the occurrences of specific flow structures at the defined test 

parameters. It is suggested that the structures listed in this section all influence the 

heat transfer capabilities of an impinging synthetic air jet.
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Figure 6.30 - Stereoscopic PIV image of vortex roll up, corresponding to phase (270°) 

when heat transfer is a max. H/D=12, Re=1500, Lo/D~28, r/D=3

Figure 6.31 - Phase averaged velocity (Vafes, in plane velocity) and heat transfer vari­

ation with phase angle, H/D=12, Re=1500, Lq/D=28, rjD=3, (-----) corresponds to

max Nu, phase of 270°.
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Figure 6.32 - Phase averaged velocity (14) and heat transfer variation with phase

angle, H/D=12, Re=1500, Lo/D=28, r/D=3, (-----) corresponds to max Nu, phase of

270°.
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Figure 6.33 - Heat transfer regimes identifying the regions of interest relating to the 

dimensionless stroke lengths of a synthetic air jet, [7].
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Chapter 7

Conclusions

The evolution of an impinging synthetic air jet at three axial spacings lias been inves­

tigated experimentally. This study involves the variation of operational parameters 

and configuration along with the completion of simnltaneons flnid flow and surface 

heat transfer measurements.

A comprehensive literature review identified that the majority of studies reported 

in the literature relate to the flow structures of a free synthetic jet. An impinging 

synthetic jet involves flow structures that are more complex. The evolution of an 

impinging synthetic jet from vortex formation to impingement and the characteristics 

of the flow subsequent to impingement were poorly documented and understood. An 

experimental rig was refined to allow for the implementation of high speed, high res­

olution 2D-2C and 3D-3C particle image velocimetry testing.

Results have been presented detailing the evolution of the synthetic air jet from forma­

tion to impingement, for jet Reynolds numbers Re=500, 1000, 1500 and 2000 and for 

dimensionless stroke lengths Lq/D—A, 8, 12, 16, 28 and 32. A range of dimensionless 

jet to surface spacings of H/D=4, 8 and 12 was investigated. Instantaneous and time 

averaged particle image velocimetry has identified flow structures that, to the author’s 

knowledge, have not been documented. The results obtained indicate that above the 

dimensionless stroke length Lq/D=A the trailing jet begins to dominate the overall flow
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field, but it is only seen to affect the synthetic jet flow at stroke lengths Lq/D > 16. 

The results obtained suggest that the dimensionless stroke length, Lq/D=12, is opti­

mal in terms of the flow structure, and associated heat transfer, at impingement. This 

was found to hold for the full range of jet to plate spacings investigated. The key 

features for this stroke length of Lq/D=\2 are:

• A vortex time of flight, from formation to impingement, that is shorter than the 

higher stroke length of Lo/D=lQ

• The highest vortex formation velocity of all the stroke lengths considered.

• Volume flux values close to, and in some cases higher than, the largest stroke 

length of Lq/0—^2

• A small i)hase difference between the vortices subsequent to impingement, i.e. 

a synthetic jet is made up of vortices; a small phase difference between vortices 

ecjuates to a low time delay between the passage of each vortical structure.

• A Nusselt number that is higher than that for the larger stroke length of Lq/D=2S, 

although it is very small.

From the limited test results it is suggested that the dimensionless stroke length 

Lq/D=\2 has the optimal flow structure at impingement for effective cooling, as con­

firmed by the heat transfer measurement, however, due to the lack of extensive testing, 

further investigation is required.

Although further work is needed to extend these findings to a broader range of test 

parameters, this research goes some way towards improving onr understanding of im­

pinging synthetic jet flow and towards identifying optimal configurations for synthetic 

jet cooling systems.

7.1 Future work

It would be interesting to perform a simultaneous surface heat transfer and fluid flow 

study, focussing on the dimensionless stroke length Lq/D=12, for a broader range of
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jet to surface spacings, with a view to establishing the range of validity of the current 

findings.

A study utilising simultaneous stereoscopic PIV and surface heat transfer measure­

ments based on high speed infrared thermography with a heated foil as the heated 

impingement surface could be completed. This would provide a three dimensional 

flow map of the vortex roll up with an infrared map of the vortex ring as it expands 

radially and would aid in understanding the mechanisms involved in vortex roll up 

with respect to heat transfer, particularly in the stagnation region of the synthetic jet.

A study focussing on the effect of different orifice shapes on the evolution of an im- 

j)inging synthetic jet would be interesting to (juantify the influence of different orihce 

geometries.

A higher frame rate PIV study of the recirculation regions of the impinging synthetic 

jet could shed light on the effects of conhnement, recirculation and entrainment.
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Previous work by the author has yielded publications in conference proceedings in 

the following fields: Steady and synthetic jet heat transfer. Synthetic jet flow field 

analysis. The following is a list of these publications.
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comparison between a synthetic jet and a steady jet at low Reynolds numbers. 

In Proceedings of the ASME International Mechanical Engineering Congress and 

Exposition^ Boston, MA, U.S.A., 2008.

• R . Farrelly, T. A. McGninn, T. Persoons and D. B. Murray. Fluctuating and time 

averaged heat transfer characteristics of a steady jet at low Reynolds numbers. 

In World Conference on Experimental Heat Transfer, Eluid Mechanics and 

Thermodynamics, Krakow, Poland, 2009.

• R,. Farrelly, T. A. McGuinn, T. Persoons and D. B. Murray. Heat transfer be­

haviour and flow field characterisation of impinging synthetic jets for a wide 

range of parameters. In Proceedings of the International Heat Transfer Confer­

ence, Washington D.G., U.S.A., 2010.

• T. Persoons, R. Farrelly, T. A. McGuinn and D. B. Alurray. High dynamic 

range whole-field turbulence measurements in impinging synthetic jets for heat 

transfer applications. In 15*^ International Symposium on Applications of Laser 

Techniques to Eluid Mechanics, Lisbon, Portugal, 2010.
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1.00

Setpoint STD DUT Error Error Error
% seem seem seem mV %

0% 0.00 0.00 0.00 0.00 0.00%
25% 5000.00 4964.00 -36.00 -9.00 -0.18%
50% 10000.00 10020.00 20.00 5 00 0.10%
75% 15000.00 15004.00 4.00 1.00 0.02%
100% 20000.00 19980.00 -20.00 -5.00 -0.10%
110% 22000.00 21844.00 -156.00 -39.00 -0.78%

The above calibration data was measured on the MKS 
Mass Flow Standard Identified below:

Leak Check:

Checked

UK Ref.:
Range (seem): 
Nameplate Gas: 
Serial Number: 
Part number: 
Commissioned: 
Last eal date: 
Cal by: 
Teehnique:
Cal Gas:

Valve <0.5% FS

FS111
20000
N2
477879
1179A24CS1BV
03-Apr-2001
16-Jun-2008
MKS-UK
ROR
N2

Ext: <1 .OE-9 mb/L/s

Comment: MANUFACTURE

Next Cal. due date: 12-Jan-2010

MKS Instruments UK Uimted - Telvac Ertgirteertrtg., Pegasus Court. Stafford Park 7, Telford TF3 3BQ 
Tel: *44 (0) 1952 200664 Fax; *44 (0) 1952 200341 wwwmksinst.com

Registered in England No: 6391618
CERTIFICATE No: 0964508
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technical Data:
Rated power 10 W
Maximum power 15W
Nominal impedance Z 8 Ohm
Frequency response 130-20000 Hz
Mean sound pressure level 86 dB (1 W/1 m)
Opening angle (-6 dB) 18074000 Hz
Excursion limit +1-2 mm
Resonance frequency fs 150 Hz
Magnetic induction 1,4 T
Magnetic flux 200 M Wb
Height of front pole-plate 3 mm
Voice coil diameter 15 mm
Height of winding 5 mm
Cutout diameter 75 mm
Net weight 0.24 kg
D.C. resistance Rdc 7,4 Ohm
Mechanical Q factor Qms 5,3
Electrical Q factor Qes 1,38
Total Q factor Qts 1,09
Equivalent volume Vas 0,71
Effective piston area Sd 30 cm'
Dynamically moved mass Mms 1,7g
Force factor Bxl 2,5 Tm
Inductance of the voice coil L 0,6 mH
Temperature range -25 ... 70 X
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%-inch Pressure Microphone Type 40BP

Product Data and Specifications
Typical applications

■ Sound pressure measurements

■ ffigh frequency measurements

u High level pressure measurements

The G.R.A.S. Microphone Type 40BP is a Vi-inch 
precision condenser microphone for general pur­
pose acoustic measurements, e.g. in couplers and 
at boundaries. It is an externally polarized pressure 
microphone with a large dynamic range and a wide 
frequency response.

As a pressure microphone, the Type 40BP measures 
the sound pressure at the location of its diaphragm.
It has a flat pressure-frequency response over its 
entire working frequency range (see Fig. 2).

In an open sound field, a pressure microphone will 
also include the disturbing effects of its presence 
in the sound field. These are minimal for most of 
its frequency range because of its small dimensions 
(see Fig. 1 inset). At higher frequencies, the effects 
of reflections and diffractions must be accounted for. 
Generally, they lead to an increase in the measured 
sound pressure and corrections have to be made. 
Fig. 3 shows what these corrections are in a free 
field for various angles of incidence.

G.R.A.S. V4-inch preamplifiers (see data sheet for 
Types 26AA, 26AB, 26AC and 26AL) are also

Fig. 1 ‘A-inch Pressure Microphone
Type 40BP (inset shows true size)

available for use with the Type 40BP. The mount­
ing thread (5.7 mm - 60 UNS-2) is compatible with 
other available makes of similar microphone pream­
plifiers.

All G.R.A.S. microphones comply with the speci­
fications of lEC 1094: Measurement Microphones, 
Part 4: Specifications for working standard micro­
phones.

Non-corrosive, stainless materials are used in manu­
facturing these microphones to enable them to with­
stand rough handling and corrosive environments.

All G.R.A.S. microphones are guaranteed for 5 years 
and are individually cheeked and calibrated before 
leaving the factory. An individual calibration chart 
is supplied with each microphone.

Specifications
Frequency response: Upper limit (3% distortion):

4Hz-70kHz ±2.0dB 174dB re. 20nPa
lOHz-25kHz...........................................il.OdB Microphone thermal noise:

Nominal sensitivity: 31dBAre. 20nPa
1.6mV/Pa Capacitance:

Polarization voltage: 7pF
200 V

...continued overleaf

G.R.A.S.
Sound & Vibration

Skovlytoften 33 
2840 Holte, Denmark 

Tel +45 45 66 40 46 Fax +45 45 66 40 47 
e-mail: gras@gras.dk www.gras.dk
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‘/4-inch Pressure Microphone Type 40BP
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Fig. 2 Typical frequency response for Type 40BP (without protection grid)

Fig. 3 Free-field corrections for various angles of incidence (without protection grid)

Specifications (continued)
Temperature: venting is preferred, please add “front venting” to the Type

Range:............................................... -40“C to + 150°C number of the microphone when ordering.
Coeff. (250Hz):........................................ -0.01dB/°C Dimensions (with protection grid):

Static-pressure coefficient: Length/Diameter:...............................10.5 mm/6.9 mm
-0.003dB/kPa (without protection grid):

Humidity range: Length/Diameter:................................. 9.1 mm/6.3 mm
0 - 100% (non-condensing) Diameter (diaphragm ring):

Influence of humidity (250 Hz): 5.9mm
<0.1 dB(0- 100%RH) Threads:

Influence of axial vibration, 1 m/$^: Protection Grid:............................ 6.35 mm - 60 UNS
69 dB re. 20pPa Preamplifier Mounting:.................5.7 mm-60 UNS

Venting: Weight;
Rear vented 2g

Note: for most applications, rear venting is more advanta-
geous particularly where phase response is critical. If front

G.R.A.S. Sound & Vibration reserves the right to change specifications and accessories without notice

G.R.A.S.
Sound & Vibration

Skovlytoften 33 
2840 Holte, Denmark 

Tel +45 45 66 40 46 Fax +45 45 66 40 47 
e-mail: gras@gras.dk www.gras.dk



14" Preamplifier Type 26AC, General-purpose

Product Data
Typical Applications

■ General-purpose preamplifier
■ High-frequency measurements
■ High-pressure measurements

Special Properties
■ Wide Frequency Range
■ Low Noise Level
■ Very Small

Description
TheG.R.A.S. VJ" Preamplifier Type 26AC is a small 
robust unit optimised for acoustic measurements 
using condenser microphones. It has a very low 
inherent noise level, a wide dynamic range and 
a frequency response from below 2 Hz to above 
200 kHz.

Design
All G.R.A.S. microphone preamplifiers are based 
on a small ceramic thick-film substrate with a very 
high input impedance. The ceramic substrate is 
shielded by a guard ring to minimise the influence 
of stray capacitance and microphonic interference. 
The casing is made of stainless steel for maximum 
strength and durability. The small dimensions of 
this preamplifier ensure reliable operation under 
humid conditions owing to the heat generated by 
internal power dissipation.

Dynamic Range
Type 26AC can handle both single and dual-sided 
power supplies. The supply can vary between 
28 Vjj,. and 120 single-sided or and
±60 Vj,,. dual-sided. When using the high supply 
voltage (120V„(,or ±60Vu^), the dynamic range 
exceeds 140 dB.

Noise
The electrical circuit in Type 26AC is built on a 
ceramic substrate using selected low-noise com­
ponents to gain very low self-noise. The electrical 
self-noise is so low that system noise is mainly 
determined by the microphone capsule's thermal 
noise.

Frequency response
The low-frequency cut-off of the Type 26AC pream­
plifier is mainly determined by the input impedance 
of the preamplifier and the capacitance of the micro­
phone capsule (see Fig. 3). The capacities 20 pF, 
6.5 pF and 3 pF equai the typical capacitances of 
Vi", 'A’ and Ve” microphone capsules respectively.

The high-frequency cut-off is determined by the 
preamplifier's ability to drive capacitive loads (slew 
rate), caused by the cable. For large-signals, the 
effects of these parameters must be accounted for 
when measurements are performed. Fig. 4 shows 
the large-signal response for Type 26AC for various 
capacitive loads corresponding to different cable 
lengths. The output level Is in decibels relative to 
1 Volt. Typical capacitance for the cable is lOOpF/m 
(30pF/foot).

Connector
Preamplifier Type 26AC (Fig. 1) is provided with a 
3-m lightweight cable terminating In a 7-pln LEMO 
series IB plug (Fig. 2). The cable Is only 2.5 mm 
in diameter and will withstand temperatures from 
-40 "C to ±150 °C. An adaptor (GR0010) for G.R.A.S. 
'/i microphones is included.

Power Supply + 1) Not used
/oo\

Not used (5)10 O o| (2) Signal Ground

vpioy
Signal Output (4)^+^ (3) Polarization 200 V 

(7)
Power Supply - 

(Ground)

Fig. 2 7-pin LEMO plug 1B male (ext. view)

G.R.A.S.
SOUND & VIBRATION

Skovlytoften 33, 
2840 Holte, Denmark 

www.gras.dk gras@gras.dk
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%" Preamplifier Type 26AC, General-purpose

Specifications

Fig. 3 Typical low-frequency response of Type 26AC 
for y2'‘ (20 pF), y (6.5 pF) and (3 pF) micro­
phones

Technical Data
Frequency response (18pF/small signal):
2Hz-200kHz................. ............................ ±0.2 dB
Slew rate;

20 V/ps
Input impedance:

20GO, 0.4pF
Output impedance (Cs ~ 20pF. f= 1000Hz):
Typical............................ ................................ 55Q
Noise (measured with 20 pF Vz" dummy mic.):
A-weighted: ................... ................... S2.5p V rms

(typically 1.8 pV rms)
Linear (20 Hz-20 kHz): . ..................... S6pV rms

(typically 3.5pV rms)
Gain:
Typical;............................
Power supply:

..........................-0.25dB

Single; ................... 28V (0.7mA) to 120V (2.5mA)
Dual;..................... ±14V (0.7mA) to ±60V (2.5mA)
Maximum signal-output voltage (peak):

from±10Vto±50V
Temperature:
Operation;........................ .............-30°Cto+70°C
Storage:.......................... .............-40“C to+85°C
Relative humidity: 
Operation:........................ ........................0to95%
Storage:.......................... ........................0to95%
Dimensions and Weight: 
Diameter:........................ ................. 6.35mm (7/)
Length:.............................. ................... 43 mm (1.7")
Weight (without cable):.. . ...................  6g(0.2oz)
Weight (with cable + LEMO conn.): 50 g (1.8 oz)

Fig. 4 Typical max. rms output signal with 120 V and 
30 V supply

Accessories
Included

GR0010: !4" to Vi" adapter for use with
G.R.A.S. Vi" microphones

Optional

RA0001: Right-angled (90°) Adapter for 
!4" microphone and Vi" preamplifier

RA0003: Adapter for Vi" microphone and 
!4" preamplifier

RA0006: Angled (90°) Adapter !4" to Vi".

AA0008: Extension cable, 3 metres

AA0009: Extension cable, 10 metres

AA0012: Extension cable, 30 metres

AA0014: Extension cable. 100 metres

AA0020_XX: Extension cable, XX metres 
(customer-specified length)

AA0013: Tripod adapter for Vi" preamplifier

RA0096: Tripod adapter for Vi" preamplifier 
with angular adjustment

G.R.A.S. Sound & Vibration reserves the right to change specifications and accessories without notice.
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Power Module Type 12AN

Product Data and Specifications
Typical applications and features 

General-purpose measurements 

Precision measurements 

Acoustic monitoring 

Microphone calibration 

Four channels 

OV or 200 y polarization

TheG.R.A.S. Power Module Type 12AN (Fig. 1) is 
a four-channel power supply for preamplifiers used 
with condenser microphones. It is for general use in 
acoustic measurements; both in the laboratory and 
in the field.

The Type 12AN can be powered either by internal 
standard batteries or an external DC supply (6V - 
20 V), e.g. the supplied mains/line adapter. It is built 
into a sturdy anodized aluminium cabinet.

The polarization voltage for the microphones fitted 
to the preamplifiers can be set to;

• OV — for prepolarized microphones, or
• 200 V — for externally polarized microphones

The Type 12AN also supplies ±15V to power the 
preamplifiers. With four G.R.A.S. preamplifiers, it 
will run for approximately 25 hours on fresh stand­
ard alkaline batteries. A Low Batt LED indicates the 
condition of the batteries.

Fig, / Power Module Type 12AN

Not used (1KsSa55^[6) Supply +15 V 
(Sig. gnd.)

Signal ground (2) |[o O o)) (5) Not used
\9\0J

Polarization 200 V {3p**4®*^(4) Signal input 
(7)

Supply -15 V

Fig. 2 7-pin LEMO female socket IB (external 
view)

The inputs are 7-pin LEMO sockets on the front 
panel, which are wired up (see Fig. 2) for G.R.A.S. 
microphone preamplifiers, e.g. Types 26AB, 26AC, 
26AJ and 26AK, but are also compatible with other 
available makes of similar microphone preamplifi­
ers.

The signals from the preamplifiers are AC coupled 
to their respective outputs which are standard BNC 
sockets also on the front panel.

G.R.A.S.
Sound & Vibration

SkovI)ftoften 33 
2840 Holte, Denmark 

Tel +45 45 66 40 46 Fax +45 45 66 40 47 
e-mail: gras@gras.dk www.gras.dk
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Power Module Type 12 AN

Specifications
Input/Output sockets:

4 X Inputs: ...................... 7-pin LEMO IB female
4 X Outputs: ............................... BNC coaxial

Output voltages:
Preamplifier supply: .............................. ±15V
Polarization voltage: ...................... OV or 200 V

Frequency response:
0.05 Hz-200 kHz: 

Output impedance:
±0.2 dB

300
Power supply:

4 X LR6 (AA) standard alkaline cells, or
Mains/line adapter: ......................  6V-20VDC

Power consumption using an ext. power supply:
With 4 G.R.A.S. preamps.: .............. 135 mA

Fuse:
200 mA (Slow), 250V

Battery life (valid for 23 and alkaline cells):
With 4 G.R.A.S. preamps.: .............. «25 hours

Operating temperature range:
-10 °C to +50 °C

Dimensions:
Height: .......................................44 mm (1.73 in)
Width: ............................... 210mm (8.27in)
Depth: ............................... 194 mm (7.64 in)

Weight:
Without batteries .............. 1.2 kg (2.65 lbs)

Accessories included:
ELOOOl: .............. 4 X LR6 (AA) batteries
Mains/line adapter supply regulated to 15 V DC
AB0002: ............................... for 230 VAC
or
AB0003: ............................... for 120 VAC

G.R.A.S. Sound & Vibration reserves the right to change specifications and accessories without notice

G.R.A.S.
Sound & Vibration

Skovlytoften 33 
2840 Holte, Denmark 

Tel +45 45 66 40 46 Fax +45 45 66 40 47 
e-mail: gras(ggras.dk www.gras.dk
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