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Abstract

Impinging synthetic jets are considered to offer great potential for many applications,
including the thermal management of electronics. In this study, an experimental inves-
tigation into the evolution of an impinging synthetic air jet at a unique set of parame-
ters has been undertaken. The transition from the near field, which comprises discrete
vortices to a steady turbulent jet in the far field is an area where the flow mechanisms
involved are dynamic and complex and, in some cases, poorly understood. Although
numerous studies have been reported on in the literature for free synthetic jets, stud-
ies on the flow structures of an impinging synthetic air jet are limited. Even fewer
studies have been performed with high frame rate particle image velocimetry (PIV).
A comprehensive review of the existing literature is presented.

The present study utilises high speed, high resolution PIV to measure the flow field
of the synthetic jet. Two dimensional high resolution PIV captures the evolution of
the synthetic jet from formation to development and subsequently impingement. Si-
multaneous surface heat transfer measurements obtained from a hot film sensor and
constant temperature anemometry, and stereoscopic PIV capture the flow structures
subsequent to impingement, with the simultaneous heat transfer measurements illus-
trating the potential of the impinging synthetic jet for cooling applications.

For the test parameters considered, a dimensionless stroke length L,/ D=12 was iden-
tified as ‘optimal’ in terms of surface heat transfer and flow behaviour at impingement.
It was found that this stroke length provided a greater Nusselt number than a higher
stroke length; this is linked to the phase difference between the vortices subsequent to
impingement. The results of this analysis provide an understanding of the impinge-

ment flow that will aid in understanding its application to convective cooling.
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Nomenclature

w;;  Average vorticity within an enclosed area [s™']

€ Porosity [-]

P Circulation [m?/s]

n- Unit vector [-]

i Dynamic viscosity [Ns/m?]
v Kinematic viscosity [m?/s]

w Angular frequency [Rad/s|

) Phase angle [°]

p Density [kg/m?]

3 (m/s]

€ Stokes layer thickness [-]

¢ Peak-locking coefficient []

A,y Orifice plate surface area [m?|
C Speed of sound [m/s]

C,  Specific heat capacity [kJ/kgK]

C,c Cavity acoustic compliance=V,/pC? [s*m*/kg]
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C,p Diaphragm compliance=AV,/P [s*m*/kg]

D Diameter [m]

D.  Cavity diameter [m]

D,, Orifice plate diameter [m]

i Frequency [Hz|

fu  Cavity resonant frequency (Helmholtz) [Hz]

h Cavity height [m]

h Heat transfer coefficient [W/m?K]

I Impulse [m?/s]

k Thermal conductivity [W/mK]

l Length [m]

Lo Orifice length [m)]

Ly  Stroke length [m]

M,p Diaphragm acoustic mass=ﬁ’22f0R2pA[w(r)]2rdr [kg/m?]

M,y Orifice acoustic mass=4pL/37rr? [kg/m?]

M, Rraq Orifice acoustic radiation mass=8x/37%r [kg/m?]
hL

Nu  Nusselt number=-== []

Pr  Prandtl number:% ]

Q Volumetric flow rate [m?/s]
R Resistance |w]
r Radial ordinate -]
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Re Reynolds number:% 8

S Stokes number= T’“lU []

Sr Strouhal number=24% [-]

T Temperature [K]

t Time [s]

T.ir Ambient air temperature [K]
Teww Cavity temperature [K]

Ttim Hot film temperature [K]
Tsury Surface temperature K]

Ts  Sensor temperature [K]

U Mean velocity [m/s|

U Velocity [m/s]

Up  Area averaged velocity [m/s]
Un  Momentum flow velocity [m/s]
Uportez Vortex velocity [m/s]

V.  Cavity volume [m?]

Vawg  Average velocity [m/s]

Tt

. Vortex co-ordinates [mm]

x;,  Vortex co-ordinates [mm]|
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Chapter 1

Introduction

1.1 Background

A synthetic jet is a time averaged fluid motion that is a result of the interaction of
a train of vortices that form from an oscillatory flow at an orifice, it has the unique
property of being formed from the working fluid of the flow system that it is deployed
in. Synthetic air jets operate on a simple principle: a flexible membrane or diaphragm
forms one side of a partially enclosed chamber. Opposite to the membrane is an
opening, such as a jet nozzle or orifice plate. A mechanical actuator, piezoelectric
diaphragm or magnetic coil causes the membrane to oscillate and periodically forces
air into and out of the opening. Figure 1.1 shows a schematic diagram of the synthetic
air jet setup, and the vortices that are produced from the ejection and suction of fluid
across an orifice by a loudspeaker, which results in the net mass flux being zero. One
of the primary advantages of the synthetic air jet is this zero-net mass flux nature,
which means that it transfers linear momentum to the flow system without net mass
injection across the system boundary. This eliminates the need for external ducting,
thus allowing the synthetic air jet to be easily integrated into complex geometries. In
recent years it has been established that synthetic air jets are extremely versatile for
many applications, and offer great potential for the cooling of electronics. For example,
they have been implemented in various aerodynamic flow applications, including static

and dynamic stall control on airfoils [1] and jet vectoring [2]. With regard to their
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cooling potential, among the first to investigate air jet impingement heat transfer with
excitation of the flow structures within the jet were Nevins and Ball [3] in 1961; they
concluded that there was no significant heat transfer enhancement from the pulsations
present in the flow. After a period of 26 years, the work of Kataoka et al. [1] found
that the presence of secondary structures in a similar type of flow aided in enhancing
heat transfer; in their research it was shown that the stagnation point heat transfer is

enhanced when these large-scale structures impinge on the surface.

The use of impinging synthetic jets for the cooling of electronics is a relatively new
technology which has shown great promise in a number of practical applications. Re-
search performed by Vukasinovic and Glezer [5] showed that a synthetic air jet had
the potential to be utilised as an effective option for electronics cooling, particularly
in environments with complex and confined geometries. Although synthetic jets have
the potential for many cooling applications, this technology is a particularly attractive
candidate for cooling miniature surfaces, like electronic packages, because they can
effect the heat transfer on extremely small scales and enhance the transport and mix-
ing of the heated fluid. With the introduction of multi-core processors, the amount
of heat generated under heavy load has decreased. However, it has not been elimi-
nated from the system, but has been ‘relocated’, with the RAM chips now producing
more and more heat because they are forced to deal with all the extra traffic that a
multi-core processor produces. Excessive temperatures have an adverse affect on the
lifespan and performance of any system, in particular that of electronic components;
in a situation where loss of cooling occurs it can lead to the sudden failure of the
component. Of the numerous ways available to dissipate heat in electronic compo-
nents, forced convection is utilised in most commercial applications, where the cooling
system is mounted on a large heat sink. This essentially spreads the heat produced
by the chip over a greater area; this solution has thus far proved adequate in satis-
fying the industry’s cooling needs. The elaborate design of current heat sinks is an
attempt to keep up with ever increasing heat flux densities; the effect of this is an
increase in cost of heat sink production. In order to provide an airflow over these

heat sinks, fans have increased in size, which in turn increases power consumption
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and noise levels; as a result, this technology is reaching its practical, operational and
economical limits. Electronics densification is the current industry objective, and it
has been established that there is a need for more efficient cooling methods in these
closely packed systems, with this need continuing to grow in the foreseeable future,
Black et al. [6]. Synthetic air jets have a lot to offer in terms of meeting the criteria for
new cooling solutions, namely their effective cooling ability, lower power consumption,
small size and low cost. However, the full heat transfer capabilities of a synthetic
air jet are currently unknown and it is for this reason that much more research is
required to characterise and optimise the fluid flow characteristics, which will lead to

an overall improvement in heat transfer performance for an impinging synthetic air jet.

It is the flow structures contained within a synthetic air jet flow that are of par-
ticular interest, as a synthetic jet is essentially a fluid motion consisting of a train of
propagating vortices. To be specific, it is the vortex ring (for an axisymmetric jet) that
is formed at the orifice that is the main focus, because the main variables that dictate
synthetic jet formation are the dimensionless stroke length (Ly/D), the jet Reynolds
number (Re = pUyD /) and the dimensionless jet exit to impingement surface spacing
(H/D). Depending on these synthetic jet formation parameters, the overall flow field
can change dramatically, largely due to whether or not the vortices formed can escape

from the vicinity of the orifice.

Synthetic jet heat transfer is an area that has been investigated in parallel research
work carried out within the research group [7], with time-averaged heat transfer and
fluctuating fluid temperature data being obtained for a synthetic air jet impinging
perpendicular to a heated surface. Although considerable progress has been made in
characterising the synthetic jet heat transfer, a fundamental understanding of the fluid
dynamics and the relationship to the convective heat transfer mechanisms is lacking

in impinging synthetic jet flows. This is the focus of the current research.
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Figure 1.1 - Schematic diagram of the impinging synthetic jet facility

1.2 Research motivation and objectives

This research is concerned with a synthetic air jet impinging perpendicular to a flat
surface for a unique set of parameters. There have been no previous studies reported
in the literature that have characterised the fluid mechanics of an impinging synthetic
air jet over the full range of parameters tested here. One of the main objectives was to
characterise the main flow structures present within a synthetic jet flow. Thus, iden-
tification of the key mechanisms that encompass the evolution of a synthetic air jet

prior to and following impingement is the primary motivation for this research study.

The first phase of the research involves a comparative study of steady and synthetic jets
at low Reynolds numbers. The purpose of this study is to acquire an understanding of
how synthetic air jets compare with and differ from steady jets at matched Reynolds
numbers, and to investigate some of the dimensionless parameters of synthetic jets [5];
this is expected to yield some useful information in understanding the complex nature

of a synthetic air jet.
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High speed, high resolution flow visualisation is performed in order to further our
understanding of the complex interactions of the synthetic air jet with the various ex-
ternal influences, i.e. fluid entrainment, recirculation, confinement and impingement.
This fluid measurement is performed using a high frame rate particle image velocime-
try (PIV) system, which allows two dimensional and stereoscopic fluid velocity in a
plane, perpendicular and parallel to the impingement surface, to be calculated. This
system allows a unique new insight into the synthetic jet formation. Purpose written
computer code is used to analyse the recorded and processed PIV data and calculates

various parameters such as vorticity, velocity and turbulence intensity.

Simultaneous synthetic jet heat transfer and fluid measurements are performed for
the first time (to the author’s knowledge) with a light sheet parallel to a heated im-
pingement surface. From this study, correlation of local heat transfer values with
fluid velocities is performed in order to elucidate the transfer of vorticity from the
axial direction to the radial direction i.e. the nature of vortex roll-up on the impinge-
ment surface. This enhanced understanding of synthetic jet behaviour is relevant for

synthetic jet cooling applications.

1.3 Dimensionless numbers

Characterisation of a jet flow requires utilisation of a broad range of fluid and jet
properties. In order to provide a basis for easy comparison, results are generally
presented in dimensionless form. A synthetic air jet flow is characterised by three main
parameters, the dimensionless stroke length Ly/D, the Reynolds number Re = UyD /v
and the surface to orifice spacing H/D, but several other dimensionless numbers are

relevant for this study and are described here.

1.3.1 Dimensionless stroke length

A synthetic air jet is formed when each vortex pair that is ejected during the blowing

phase of the cycle propagates downstream, and is not re-ingested on the suction phase

ot
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of the cycle. The dimensionless stroke length (Lg/D) is used when characterising
axisymmetric vortex rings based on a simple slug model [9], [10], and can be applied

to a synthetic jet flow, which essentially consists of a train of propagating vortices.
T/2
i / U, (t) dt (1.1)
0

T is the oscillation period, Uy is the spatial and time averaged velocity, and U, (t) is

the momentum velocity.

The stroke length Ly/D is inversely proportional to a Strouhal number, since

5-(8)°

As Ly = Uy/ f, dividing by the jet exit diameter D, will nondimensionalise the stroke
length. Shuster and Smith [11] have confirmed (along with several other studies) that
one of the proper scaling parameters for an unconfined synthetic jet flow is Lo/ D, the

other being the Reynolds number.

1.3.2 Reynolds number

The Reynolds number provides a measure of the ratio of inertial to viscous forces.
Depending on the flow parameters, either the inertial forces dominate (Re > 1), the
viscous forces dominate (Re < 1) or there is an approximate balance (Re =~ 1). The
Reynolds number can be used to determine similarities in behaviour between different
experimental (or numerical) setups, such as the onset of turbulence, or to identify
certain flow regimes e.g. regular vortex shedding. It is used extensively in the present

study. It is defined as

Re = —— (1.4)




1.3. DIMENSIONLESS NUMBERS

where p and p are the fluid density and viscosity respectively, U is the fluid velocity
and L is a characteristic length; when related to jet flows it is usually selected to be
the nozzle diameter. For synthetic jets, U is taken as as Uy, the time and area averaged

velocity.

1.3.3 Stokes number

The Stokes number is the characteristic response time of a particle compared to the
characteristic response time of the fluid flow. If the Stokes number is small, St < 1,
this translates to the particle motion being tightly coupled to the fluid motion, i.e.
the particle dispersal is the same as the fluid dispersal. If the Stokes number is large,
St > 1 the particle will have insufficient time to respond to the varying fluid velocity;
thus the particle will pass through the flow without much deflection in its initial
trajectory. If the Stokes number is around 1 (St = 1) the particles migrate to the
margins of the influential structures present in the flow and, in the case of PIV, the
seeding or particles are ‘unmixed’. The Stokes number is defined as
Tl

5= (1.5)

where 7, is the relaxation time of the particle, U is the mean flow velocity and [ is the
characteristic length of the object (jet diameter). In this study the Stokes number is
utilised in selecting the correct seeding particles for PIV measurements, as particles

that will follow the flow faithfully and provide homogeneous seeding are essential.

1.3.4 Strouhal number

The Strouhal number is a dimensionless parameter that provides a description of

oscillating fluid flow mechanisms. It is defined as

Sr = % (1.6)

where f is the frequency of vortex shedding, L is the characteristic length and U is

~



1.3. DIMENSIONLESS NUMBERS

the relative velocity. The Strouhal number can prove very important when analysing
unsteady, oscillating fluid flow problems with periodicity. The Strouhal number repre-
sents the ratio of inertial forces due to the unsteadiness of the flow or local acceleration
to the inertial forces due to changes in velocity from one point to another within a

flow field.

1.3.5 Nusselt number

The Nusselt number represents the dimensionless temperature gradient at a heated

surface in convective heat transfer. It is defined as

Nu=— (1:7)

where h is the heat transfer coefficient, L is the characteristic length and £ is the
thermal conductivity of the fluid. The characteristic length is generally taken to be
the exit diameter when applied to round jets. For rectangular or slot jets the exit width
is used. A good comparison of the level of heat transfer achieved across a range of
scales and fluids can be achieved when using the Nusselt number to non-dimensionalise

the heat transfer coefficient.

1.3.6 Prandtl number

The Prandtl number is a dimensionless number that represents the ratio of momentum
diffusivity (kinematic viscosity) to thermal diffusivity in a fluid. The Prandtl number
is central to the study of convective heat transfer. It is expressed as

v

Pr=== % (1.8)

where v is the kinematic viscosity, « is the thermal diffusivity, C, the specific heat
at constant pressure, p is the absolute or dynamic viscosity and & the thermal con-
ductivity. The Prandtl number describes fluid properties and not flow variables as it

contains no length or velocity scales.




Chapter 2

Literature Review

In this study the focus is exclusively on submerged jets, in which the jet is the same
fluid as the ambient fluid i.e. an air jet emerging into air. Experimental and analytical
studies of the flow field in unconfined, submerged jets have provided valuable infor-
mation regarding their heat transfer and flow characteristics. In many applications,
however, the jet exit is confined e.g. between parallel nozzle plates and impingement
surfaces, resulting in a more complicated flow structure [12]. Also, in microelectronics
cooling, air velocities are often limited by acoustic concerns, making impinging jet
heat transfer in the turbulent regime impractical. Thus, from a fundamental and a
practical perspective, both the laminar and turbulent flow regimes for impinging jets
are relevant for further investigation. This chapter begins with a brief review of flow
structure and vorticity for steady jets, before progressing to a comprehensive review

of the flow characteristics of synthetic jets.

2.1 Steady Jet Flow

An impinging jet flow is commonly divided into three regions on the basis of the flow

structure:

1. Free jet region
2. Stagnation region

3. Wall region



2.1. STEADY JET FLOW

T ] 1
| \ | |
! I
| \ f |
Potential : : Shear
Core [ | Layer
Zone : ! .
: Potential
J Core
R SR
Free | Developing ,
Jet Zone |
Region YA (PSS ISR
Fully
Developed

Figure 2.1 - Flow configuration of a round impinging jet.

For large jet exit to impingement surface spacings, the free jet region is further subdi-

vided into three zones:
(i) Potential core zone
(ii) Developing zone
(iii) Fully developed zone [13]

These three zones together with the main flow regions, are shown in figure 2.1.

2.1.1 Free jet region

Within the free jet region, the shear-driven interaction of the exiting jet and the am-

bient fluid produces entrainment of mass. momentum and energy. The effects of this

10
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on the flow include the development of a non-uniform radial velocity profile within the

jet, spreading of the jet, and an increase of the total mass flow rate.

In the potential core the flow is characterised by a constant maximum velocity which
is equal, or very close to, the jet exit velocity. Due to the growth of the shear layer
surrounding the potential core, the core gradually decreases in width. The length of
the potential core is dependent on the turbulence intensity at the jet exit and on the
initial velocity profile [13]. According to research completed by Yule [14], the devel-
opment of free jets is accompanied by the transition of an axisymmetrically coherent
vortical structure to a less coherent, large scale eddy structure in the shear layer. This
transition has been attributed to a natural instability of the initial shear layer; as these
vortical structures move downstream they will join up with other vortical structures
present in the flow. This process is known as vortex pairing, and is responsible for
an increase in the scale of these vortices and in the distance between them as they
move away from the jet exit. The movements and strengths of the paired vortices
are random, furthermore they lose their phase agreement across the jet as they move
downstream. The fluid within the potential core is subjected to an alternating accel-
eration and then deceleration movement due to the trains of growing vortices [1]; this
results in a potential core region that contains periodic velocity fluctuations. Within
the developing zone the potential core has disappeared. In this zone the axial velocity
profile starts decaying and the turbulence level at the jet axis (defined as the ratio be-
tween the R.M.S. value of the axial velocity fluctuations and the initial axial velocity)
begins to rise. In the fully developed zone, which starts at approximately 8 to 10 jet
diameters downstream of the jet exit, the velocity profile is fully developed and both

the axial velocity and the turbulence level decay.

2.1.2 Stagnation region

Fluid from a jet impinges axially on the stagnation region r/D 3 1.0, where there
is a decrease in axial velocity and an increase in static pressure, whilst concurrently

accelerating in the radial direction, which leads to the formation of a wall jet. The

11
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nozzle geometry, and whether the jet is submerged or free, will dictate the size and
axial extent of the stagnation region [15]. It has been reported for circular impinging
jets of uniform velocity profile that axial deceleration begins at x/D ~ 0.5, and radial

acceleration extends as far as r/D ~ 0.7, [16].

2.1.3 Wall jet region

Near the impingement surface the flow experiences a sudden deceleration in the axial
direction and begins to accelerate in the radial direction; the rapid reduction in axial
velocity results in a pressure increase at the stagnation point to above that of the
ambient fluid. Under radial acceleration, parallel to the impingement surface, there is
a reduction in the pressure difference between the jet and the ambient fluid. As fluid
exits the impingement zone, turbulence increases, which in turn escalates the mixing
and transition from a flow that is decelerating in the impingement region to a wall
jet that is accelerating. The term ‘wall jet” was first introduced by Glauert [17] to
describe the flow region that develops upon impingement as the jet spreads. Glauert
[17] described two subregions that exist within the wall jet region as an inner layer
where the wall affects the flow and turbulence, and an outer layer where flow conditions
are determined by shear interactions with the quiescent fluid. The maximum velocity

in the wall jet occurs at the boundary between these two subregions.

2.2 Vorticity

Vortices are ordered structures of fluid motion, which nature prefers over chaos in
many situations. The difficulty of defining a vortex is evident in the vast literature
available describing what constitutes a vortex and how one is formed. Theories and
laws exist that explain the properties of simple vortices, among these are the natural
laws of nature that can be reduced to a few basic laws (axioms). The axioms of fluid
mechanics can be categorised into two groups: the conservation laws and the consti-
tutive equations, according to Serrin [158]. The laws of conservation state that certain

physical quantities cannot be generated nor destroyed in a closed system. These con-

12
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servation laws apply to matter, energy, momentum, and angular momentum. The
constitutive equations deal with the properties of matter and indicate, for instance,
whether a body is elastic, plastic, rigid, liquid, or gaseous. The law of conservation
of matter states that matter can neither be created nor destroyed; an equivalent con-
servation law applies to energy as well. The conservation law of momentum can be
expressed in such a way that the inertia (defined as mass times acceleration) of a par-
ticle is equal to the sum of all forces acting on the particle. If inertia is considered in
a formal way, as a force (force of inertia), then the forces acting on a particle must be
in equilibrium. For example, if a body is falling constantly under the force of gravity,
flow resistance is effectively equal to the weight force, although with the opposite sign.
Forces are vectors, which have a specific absolute value and a specific direction at
each point in space and are added geometrically. A three dimensional vector can be
decomposed into three components, x, y, and z in the cartesian co-ordinate system
shown in figure 2.2a, although in describing vortical motions it is often advantageous
to use cylindrical coordinates, figure 2.2b. The resultant of all forces that act on a
body can be decomposed into a component parallel to the flow, called the ‘drag,” and

into two components normal to it, the side forces; the side force opposite to gravity is

called ‘lift’.

In addition to these forces, velocity and vorticity are also vectors. Vorticity may
be interpreted as the angular velocity of the fluid at a point in space. Angular velocity
is a vector normal to the plane of rotation (thus it coincides with the axis of rotation)
and its positive direction is illustrated in figure 2.3. The same is true for the vorticity
vector. In a plane flow all vorticity vectors are normal to the plane of motion. The
angular momentum of a closed system is also a constant. The angular momentum of
a particle is proportional to its velocity and its distance from the centre about which
it is rotating. If this distance is reduced, the velocity must increase correspondingly.
A commonly used example is the velocity of the earth around the sun. According
to Keppler's second law (which is the conservation law of angular momentum), the
earth’s velocity increases whenever the earth comes closer to the sun in such a way

that the areas traversed by the radius vector at equal time intervals are equal, this is

13
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illustrated in figure 2.4 (the area law). The conservation law of angular momentum

explains why the high angular velocities of vortices can occur.

To further explain the conservation law of angular momentum and its relation to
vortex generation, referring to figure 2.5, a single fluid particle is considered with a
small angular velocity at a distance of 30cm from a pipe outlet. As stated previously,
angular momentum is proportional to its velocity and its distance from the centre of
rotation, therefore as the particle is drawn towards the opening, it must increase its
azimuthal velocity at a rate inversely proportional to the distance from the opening
in order to maintain its angular momentum. Once the particle reaches a distance
of 0.3cm from the centre of rotation, the velocity of the particle will have increased
100-fold. Angular velocity increases with the square of the distance, therefore the
corresponding angular velocity of the fluid particle at 0.3cm will have increased 10000-
fold. Essentially the number of rotations per second is 10000 times larger at 0.3cm
than at 30cm. This relationship illustrates the fact that a small initial rotation in a

fluid is sufficient to create a vortex.

In mathematical terms the vorticity w of a fluid motion is defined as
w=-curl u (2.1)

It is thus a vector quantity defined at every point within the fluid. Certain flow
configurations are most readily understood through a consideration of vorticity. The

definition of curl by

1
A ~eurlu= liné = Qudl (2.2)

(n is the unit vector normal to the surface S) indicates that vorticity corresponds to the
rotation of the fluid; the line integral is non-zero only if fluid is travelling around the
point under consideration. Buoyancy forces directly generate vorticity. Vorticity plays
an important role in fluid mechanics analysis, and in several cases it has proven to

be advantageous to describe physical flow phenomena in terms of the evolution of the

14
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vorticity. Vorticity spreads through diffusion and convection [19], although they are
two entirely different mechanisms. To best understand the transport of vorticity, there
is a functional analogy in comparing the process of heat convection and conduction in
a fluid to that of vorticity as outlined in work published by Majda and Bertozzi [20]

on vorticity and incompressible flow.

i
A
A
Axial —— Radial
~ X Q<— Azimuthal
74
(a) (b)

Figure 2.2 - The three components of a vector v (a) in Cartesian coordinates and (b)

in cylindrical coordinates.

BT

Figure 2.3 — The vector of the angular velocity is normal to the plane of rotation.

The work completed by Prandtl in 1904 [21] has become of fundamental importance

in the study of fluid mechanics. He divided the flow field around a body at very high
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Planet

Figure 2.4 — Kepler’s second law as an example of the conservation law of angular
momentum. The shaded areas, which are traversed by the radius vectors at equal time
intervals, are equal. Thus the planet will move faster in the vicinity of the sun than

farther away.

Reynolds numbers into two regions: a thin layer near the surface in which vorticity
exists, and the region outside of this, which can be considered as essentially frictionless.
The thin ‘friction’ layer near the surface was called the boundary layer, illustrated in
figure 2.6. With increasing distance from the body surface, there can also exist fluid
layers in which the velocity across the layer changes rapidly and in which vorticity is
quite prevalent. These regions are generated when boundary layers detach from the
wall and are carried into the fluid. Such boundary layers are usually called ‘shear
layers’ or ‘shear flows’.

Figure 2.7 shows two examples of fluid motions that have the same vorticity distribu-
tion. The flow field in figure 2.7b is generated from figure 2.7a simply by superposition
of a constant parallel stream, which itself has no vorticity. This type of flow behaviour
highlights an important property of the vorticity field that, unlike a velocity field,
the vorticity field is invariant with regard to changes of the inertial frame. In steady

flow, streamlines, streaklines and pathlines are one and the same. The dependence
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Figure 2.5 — Small initial rotation is sufficient to create a concentrated vortex.
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Figure 2.6 — The concept of the boundary layer.

of streamlines and pathlines on the reference frame causes considerable difficulties in
the study of fluid flows, in particular defining a vortex, as vortices exist in largely
unsteady fluid flows. The vorticity field is well suited to the study of time dependent

flows because of its invariance property.

2.2.1 Vortex rings

Within a finite and closed stream area surrounded by a parallel flow, the vortex ring

is the simplest motion, figure 2.8. These vortices are time independent and receive
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Y
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Figure 2.7 — Two shear flows (a) and (b) with an equal vorticity distribution (c).

their energy and vorticity from the boundary. Reynolds once remarked that with re-
spect to vortex rings, nature prefers rolling over gliding. The shaded area in figure 2.8
designates the spherical vorticity field. The fluid within the sphere can not escape
and is carried away with the vortex ring. It is the vortex ring that is one of the main
interests of this research as it is one of the least understood aspects of a synthetic air
jet. Further understanding of the vortex ring and its evolution will prove beneficial in
advancing the capabilities of the synthetic air jet with regard to applications such as

electronics cooling.

Free vortex rings can develop through expulsion of fluid from openings, through abrupt
or oscillating motion of bodies, or through differences of temperature and density in a
fluid. A simple experiment to produce vortex rings is to use a box that has a circular
opening or orifice on one side and a membrane on the other. If the box is filled with
smoke and then the membrane is tapped, smoke is pushed out of the opening for an
instant, the smoke forms a vortex ring that moves quickly away from the opening and

then decays. This is the principle of operation of a synthetic air jet.

2.2.2 Vortex ring formation

The ideal vortex ring is inviscid, for which the analysis is somewhat simplified by the
neglect of viscosity. In reality, though, vortex rings are viscous in nature, with viscos-

ity having an effect on their structure and behaviour. In general, vortex rings can go
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Figure 2.8 - Hill’s spherical vortex (1894).

through (at least) four stages of development [22].

1. The generation or formation process
2. The stable laminar phase

3. The unstable or wavy phase

4. The turbulent phase

These stages have been evaluated experimentally in a sequence of photographs show-
ing the formation of a laminar vortex ring by Didden [23]. There exists a formation
number for a vortex ring, akin to the formation threshold for a synthetic air jet. Sev-
eral researchers have reported formation numbers for vortex rings at a stroke length,
Lo/ D = 4, [21]. The formation threshold for a synthetic jet has been reported at being
approximately the same as that for a vortex ring, [7]. There are several factors that
determine whether or not a vortex ring will go through all four stages of development,
however, the formation process largely depends on the initial conditions during the

generation phase. For example, if the ejection velocity is low, the vortex ring may only

reach stage 2 of formation and, due to viscosity, decay naturally. In contrast, if the
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ejection velocity is high, the vortex ring may immediately become turbulent without

passing through any of the intermediate stages.

In the formation of a vortex ring from fluid expelled through an orifice, the assumption
is made that the fluid forming the core is that which has gained vorticity from the
viscous diffusion processes at the orifice lip. At the beginning of the formation stages,
the initially thin boundary layer separates at the orifice edge and vortical fluid rolls up
into a spiral, entraining irrotational fluid in the process. According to Didden [9] this
continues until D =~ 1.08D, and the vortex ring then begins to move away from the
nozzle. At the end of the ejection stroke, the induced flow of the vortex ring produces
a secondary vortex of opposite circulation with its axis exactly in the orifice-exit plane.
The final diameter of a vortex ring produced at an orifice according to Auerbach [22],
is related to the distance travelled by the piston or flexible membrane (Lg) by the
following equation for 1500<Re < 4500.

D/Dy = 1.05(Lo/D)"* (2.3)

According to studies by Didden [9], and Saffman [25], there is a sudden decrease in
vortex ring diameter at the end of the ejection phase of a vortex ring; this is attributed
to the influence of the orifice wall, and the induced flow of the secondary vortex. Max-
worthy [26] discovered from visualisation experiments that an intense vortex induced
flow is produced at the outer edge of the orifice and that this created vorticity of
opposite sign to that of the main jet flow (negative in the secondary vortex and pos-
itive in the main flow). This is illustrated in figure 2.9c, where a secondary vortex
of negative sign is formed within the orifice, which then propagates backwards into
the orifice; the motion created by this secondary vortex creates more positive vortic-

ity, which is ingested into the secondary vortex ring, leading to its eventual destruction.

In figure 2.9, the development of a vortex ring is shown. The boundary layer that
is formed at the orifice during the expulsion phase of the fluid is where the vorticity
of the vortex ring originates, figure 2.9a. This boundary layer separates from the edge

of the orifice and begins its exchange from a vorticity layer to a vortex ring. As soon
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as the vortex ring that is formed detaches, it induces a flow towards the axis of the
orifice, which in turn produces vorticity of opposite sign at the edge of the orifice,
figure 2.9c. This vorticity forms a secondary vortex ring with rotation opposite to

that of the primary vortex ring.

If, as shown in figure 2.9b, the boundary layer is sucked away during the expulsion
phase of the fluid, no vortex ring can form. (In synthetic air jet terms, it would
be below the forming threshold for a synthetic jet (synthetic jet forming threshold
Ly/D < 3.0), and no synthetic air jet would be formed. The formation threshold and

parameters of a synthetic air jet shall be explained in detail in section 2.4).

An inviscid vortex ring is considered to move with constant velocity without decaying
but, in reality, a real vortex ring loses speed. Vortex rings decelerate not only through
loss of energy due to friction but also through entrainment of surrounding fluid and the
formation of a wake, as shown in figure 2.10. Fluid entrainment occurs over the whole
surface of the ring, which is consequently set into rotation, and increases the overall
size of the vortex ring; fluid entrainment was first described in 1939 by Krutzsch [27].
It was noted by Maxworthy [28], in the study of vortex rings, that real vortex rings

eject matter and vorticity in the wake.

A vortex ring is considered as an elemental flow structure, or as a building block for
more complicated flow structures, in the study of turbulent flow configurations. It is
therefore of interest to understand how a vortex ring reacts with other vortex rings
and impingement surfaces, particularly with regard to the ‘slug’ flow and vortex rings
produced by a synthetic air jet. In this study there is an impingement surface (wall)
present that will directly influence the flow structure of vortex rings as they impinge
on the surface. It has been well documented that a vortex ring colliding with an
impingement surface undergoes a rebound or experiences a reversal in axial velocity
[29], [30], [31]. The most commonly accepted explanation for this effect is attributed

to the influence of a secondary vortex which is generated at the surface by viscous

effects. Several authors have documented this ‘rebound’ effect, where at a certain
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Figure 2.9 - (a) The vorticity of the boundary layer (-) generates a discontinuity surface,
which rolls up to a vortex ring. (b) If the boundary layer is detached at the opening, no
vortex ring can develop. (c¢) The detached vortex ring induces a secondary vortex with

vorticity of opposite sign (+).
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Figure 2.10 — Vortex ring, with entrainment and wake.

distance from the wall, the axial velocity changes direction and the ring moves away
from the surface, [29], [31], [32], [33]. It has been suggested that the ‘rebound’ effect
is caused by the mutual interaction of the original vortex ring and a secondary vortex
generated from the boundary layer induced by the original vortex ring. The initial work
that led to the interpretation of rebound was documented by Harvey and Perry in 1971
[31], who conducted experimental investigations of the behaviour of trailing wing-tip
vortices approaching a ground plane. The conclusion was made that when a trailing
vortex is in the vicinity of a ground plane, the local adverse pressure gradient that
occurs directly below the vortex core causes the boundary layer to separate outboard
of the vortex pair; the resulting separated layer eventually rolls up to form a secondary

vortex with opposite vorticity to that of the trailing vortex.

The process is described as follows: As a vortex ring approaches a wall, vorticity of
opposite sign is created at the wall; the two vorticity fields then cancel each other out
effectively, figure 2.11. As this process occurs, secondary vortices develop at the wall
where the streamlines diverge, there is an initial decrease in velocity and separation

can occur. Depending on the strength of the primary vortex, the secondary vortices
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Figure 2.11 — Vortex ring ‘rebound’ through production of vorticity of opposite sign
at a wall. In some cases, vortex rings can disappear depending on the strength of the

primary vortex ring.
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Figure 2.12 - As a primary vortex approaches an impingement surface, secondary

vortices are produced.

that are developed upon impact can vary in strength and size. The initial secondary
vortex produces a ‘push-back’ effect on the primary vortex, which in turn forces the
primary vortex away from the wall ever so slightly. As the induced vortex decreases in
strength it allows for the primary vortex to approach the impingement surface again
and if the primary vortex is still strong enough, a second, secondary vortex is induced,
and so on [33], figure 2.12. It is from this process of a vortex ring approaching an
impingement surface partnered with the slug flow that is prevalent in a synthetic air
jet flow at specific parameters, that the translation of axial velocity to radial velocity

occurs; this shall be revisited in more depth in chapter 5.
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2.3 Turbulence and Instabilities

There are several phenomena that exist in fluid mechanics that strongly influence flow
characteristics, but none that have the same significance as flow instability. Towards
the end of the 19th century Lord Rayleigh [35], Lord Kelvin [36] and Helmholtz [37] all
recognised that this condition was present in fluid dynamics. Instability is a mechanism
by which a fluid accommodates to strong forces, and new flow patterns are created.
For example, in a steady flow environment in which only viscous and inertial forces are
acting, diffusion cannot counteract convection above a certain Reynolds number. In
most cases instability leads to turbulence and, in general, flows are largely turbulent,
whether naturally occurring or created. Several types of disturbances (instabilities)
can occur within fluids, with ever increasing complication. The types of instabilities

that can occur are too many to list but a few examples are given below:

e Instability due to inertial forces
e Instability due to centrifugal and Coriolis forces
e Thermal instability (buoyancy effects)

e Instability due to gravitation, electromagnetic forces and surface tension

Characteristic parameters quantitatively describe the occurrence of instabilities in a
fluid, e.g. the Reynolds number determines the onset of instabilities due to inertial
forces in the presence of viscous forces. It has been established that for a given type of
flow, a critical Reynolds number exists where below this value the flow is laminar, and
above it, turbulent [38]. Above such a critical characteristic parameter the original flow
can exist, provided that any disturbance is avoided that would unbalance the unstable
state. For example, for a flow within a pipe of diameter D, below a Reynolds number
of 2300 the flow is considered laminar; above it, turbulent. By carefully avoiding any
disturbances, a flow could be kept laminar up to Rep = 40000 but, in reality, distur-
bances are always present, and the flow would be turbulent at this Reynolds number.
As stated previously, new flow patterns emerge from instabilities; the new flow pattern

obtained can become steady after a sufficiently long transient time, or periodic vortex
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streets can emerge from the flow being unsteady and turbulent. Of historical interest
is the fact that research on vortex streets started in the field of acoustics. In 1878,
Strouhal investigated sound producing vibrations in wind [39], and just over a year
later Lord Rayleigh discovered that the sound generated from wires in an airstream did
not require the wires to be in motion to generate sound, [35]; the existence of the vor-

tex street was correlated to the tones generated in an airstream by Bénard in 1908 [10].

Over the last century various models for describing turbulence have been developed,
although not all have shed new light on the nature of turbulence. The semi-empirical
model developed by Prandtl in 1961 was one of the first models of turbulence consid-
ered to be successful [411]. This model introduced the concept of a ‘mixing length’ of
turbulent clusters, which was analogous to the free path of gas molecules. The anal-
ogy was not exact, since turbulent clusters influence each other quite strongly and gas
molecules do not, but it represented a step in the right direction as the theory of mix-

ing length is still the basis for most turbulence calculations in engineering applications.

Although the notion of turbulence is widely used in scientific and technical litera-
ture, there is no unique, commonly accepted definition. Perhaps the best is that
turbulence is ‘a state of continuous instability’. Therefore, turbulent flow is usually
identified by its main features. Turbulence implies fluid motion on a broad range of
temporal and spatial scales, so that many degrees of freedom are excited in the system.
Turbulent flow is also usually accompanied by a significant increase in momentum and
mass transfer, i.e. the flow resistance and rate of mixing in a turbulent flow become
much higher than they would be in an imaginary laminar flow with the same Reynolds

number.

The fundamental characteristics of turbulence have been summarised in the follow-

ing statements from the book on turbulence by Tennekes and Lumley [12].
1. Irregularity (randomness): a turbulent flow is unpredictable.

2. Turbulence is an exchange process, which is orders of magnitude faster than
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diffusion of vorticity in the laminar region.

3. Three dimensional vorticity fluctuations: turbulence is rotational and three di-

mensional.

4. Energy is transported in general from large eddies to smaller eddies.

(e

. Turbulence is not an entirely statistical process, since coherent, long lasting

vortical structures exist within it.
6. Turbulence is a feature of fluid flows and not of fluids.

In relation to the current study, the properties of turbulent vortices can be quite dif-
ferent from those of laminar vortices, and certain flow phenomena only exist within
turbulent motion, i.e. turbulent vortices differ from their laminar counterparts in the
following way: the molecular velocity in laminar motion is more or less decoupled from
the macroscopic events, but in turbulent flow it is not, and interaction between the

two scales of motion is strong.

At high Reynolds numbers, vortex rings that are generated by the ejection of fluid
from an orifice become immediately unstable and then turbulent. In the turbulent
stage, the mechanism of entrainment into the vortex ring differs conclusively from
that of entrainment into a laminar vortex ring. Thus, a laminar vortex ring grows by
entraining fluid over the entire surface area through molecular diffusion, figure 2.10,
while the growth of a turbulent ring is governed by entrainment of turbulent fluid in

the core region only.

2.4 Synthetic Air Jet

The synthetic air jet is a mean fluid motion generated by high-amplitude oscillatory
flow through an orifice or nozzle. The term ‘synthetic’ refers to the generation or
synthesis of a jet from the active medium. The characteristic features of synthetic jets
are chiefly the periodically formed vortical structures at a source, and a momentum

driven jet directed away from the source. The historic origins of the synthetic jet
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Figure 2.13 — A schematic of the operation of a membrane-cavity type synthetic jet,

displaying the (a) membrane-cavity, (b) suction stroke and (c) ejection stroke.

may be found in the early 1950’s [13], where jets were synthesised by acoustically
driving air in a circular tube through an orifice. The formation of the characteristic
periodic vortex rings and ensuing jet were linked to high intensity and frequency sound
waves. A piston-cavity mechanism was employed by Mednikov and Novitskii in 1975
[11] to generate much the same effect in terms of generating a jet from the working
medium itself. These types of driver-cavity setups are like those employed in present
day synthetic jet actuators, that draw on the principle of acoustic energy being created
and dissipated within a cavity. A common method of generating such jets is a flexible
membrane on one side of a partially enclosed chamber, with an orifice opposite to
the membrane, a method similar to the piston-cylinder mechanism, where the flexible
membrane serves as the oscillatory driver to the flow and replaces the piston. It is this
method that is utilised in the current investigation for generating a synthetic air jet.
Figure 2.13 shows a schematic of the operation of a membrane-cavity synthetic jet
generator. An oscillator such as a mechanical or electromagnetic actuator causes the
membrane to oscillate in a sinusoidal motion. The synthesis is comprised of a cycle
with two strokes: suction and ejection. During the suction stroke, figure 2.13b, the
membrane moves away from the orifice, increasing the volume of the cavity and conse-
quently decreasing the pressure within, resulting in the entrainment of low momentum
fluid into the cavity. During the ejection stroke, figure 2.13c, the diaphragm moves to-

wards the orifice, resulting in a pressure increase within the cavity and the consequent
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expulsion of fluid through the orifice. On account of the differential velocity at the
orifice when the fluid is expelled, a shear layer is formed. Largely depending on the
dimensionless stroke length (Ly/D), the shear layer can roll up to form a vortex ring
that propagates away from the orifice. A complete suction-ejection cycle is referred
to as a ‘period’ due to the sinusoidal motion of the flexible membrane. A series of
‘periods’ results in the formation of a train of vortex rings that move away from the
orifice. Smith and Glezer showed that these coherent structures formed at the orifice

interact and break down in a transition towards either a laminar or a turbulent jet [15].

The two stroke operational principle of a synthetic air jet allows for it to be created
entirely from the surrounding medium, as the same quantity that is entrained into the
cavity is expelled out of the cavity over a full period. This implies a zero net mass flux
across the actuator boundary, which leads to the alternative naming of a synthetic jet
as a ZNMF (zero-net-mass-flux) jet. The compactness of the synthetic jet allows for it
to be positioned conveniently within an enclosure, circumventing the requirement for
large moving parts in the form of axial fans, that use more energy. Thus, the primary
advantage of the synthetic jet is its zero-net-mass flux nature, which eliminates the
need for plumbing. This property allows for the synthetic jet to be easily integrated
into complex geometries and reduces the complexity involved in design and fabrication

of a synthetic jet for an intended application.

Synthetic air jets are widely used as active flow control measures, effecting changes
in a flow to improve the performance of a system. Applications they are most com-
monly used in are controlling flow separation, mixing enhancement, thrust vectoring
and augmentation of lift, [16] [17], [18]. Synthetic air jets are known for having the
capacity to transport momentum; in an aerodynamic application a synthetic air jet is
used to energise a flow, thereby delaying the onset of separation. Seifert et al. [19],
and Amitay et al. [1] are amongst many researchers investigating the application of
synthetic air jets to aerodynamic control. This particular application works as follows:
when a synthetic air jet is applied adjacent to a boundary layer, during the suction

stroke of the actuator low momentum fluid is entrained adjacent to the orifice, which in
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turn results in the movement of high momentum fluid towards the boundary. On the
ejection stroke, high momentum fluid is expelled into the boundary layer; this expul-
sion of fluid into the boundary layer enhances the mixing process within the boundary
layer and the unsteady nature of the actuator, which introduces disturbances into the
flow, further augments the mixing process. Overall this results in the boundary layer

becoming less susceptible to separation, as illustrated in figure 2.14.

flow direction ~ uncontrolled

e ; separation line

array of SJAs

controlled
separation line

Figure 2.14 - Flow separation control on a cylinder using an array of synthetic jet

actuators, [50].

Initial investigations into the interaction of synthetic jets with a cross flow over a
cylinder were completed by Amitay et al. [51], with the aid of flow visualisation in a
small smoke tunnel at Rep = 4000, for a number of azimuthal jet positions. This is
shown in figure 2.15. The apparatus consisted of a circular cylinder that had been
instrumented with a pair of spanwise, adjacent rectangular synthetic jet actuators
with their orifices placed flush to the cylinder surface and collinear with its axis. =
represents the azimuthal jet location; this is varied relative to the stagnation point
at the front of the cylinder by rotating the cylinder about its axis. The results of
this investigation provided an insight into some fundamental features of aerodynamic
modification by synthetic jets. The direction of the synthetic jet flow is denoted by
the white arrow. In figure 2.15a the baseline flow is shown for reference, the flow
appears to separate at 6 =~ 80°; in figure 2.15b, v = 60°, the effect on the cross flow

is manifested by a local deformation of smoke streamlines just after the top surface
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of the cylinder. This may appear to be a subtle difference in comparison to the
baseline flow but it can be seen that the separation point on the top surface moves
downstream. In figure 2.15¢ the synthetic jets are in phase and at v = 180°, it can be
seen that the flow appears to be attached to the surface of the cylinder under these
test parameters. Lastly in figure 2.15d, the azimuthal angle is still v = 180°, but the
jets are operated out of phase with each other at ¢ = 120°, the downward vectoring
of the jets results in downward vectoring of the entire wake and consequently, the
displacement of the front stagnation point. The spacing between the streamlines in
figure 2.15d indicates a change in circulation of the flow and generation of lift. It is
clear from figure 2.15¢ and figure 2.15d that the cross-stream symmetry of the cylinder
wake is substantially altered when the azimuthal angle of the jets are adjusted to be

in the region of 100° < v < 180°.
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Figure 2.15 — The influence of synthetic air jets on flow separation around a cylinder
(a) baseline (b) actuated: ¢ = 0,7 = 60° (c) jets located at 180° (d) ¢ = 120°,v = 180°
51)

(f=separation angle, y=azimuthal jet location, ¢p=phase agreement)
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Employing synthetic air jets as a mixing enhancer has shown promise in several indus-
trial applications involving mixing of fluids. In the gas combustion industry, synthetic
air jets have been utilised to improve the mixing of hot and cold fluid streams [52].
Another application in mixing is focused on improving combustion efficiencies and
consequently reducing emissions; this is achieved by enhancing the quality of the fuel
and air mix before the combustion process takes place [53]. The use of a synthetic
jet adjacent to a steady jet has been shown to have the capability of enhancing the
growth of the shear layer of the steady jet, which leads to a faster spreading and decay

rate of the steady jet [54].

As mentioned before, synthetic jets have attracted a lot of attention for their po-
tential to cool electronics [55], [56]. Electronics densification is the industry standard
and with this standard comes an ever increasing thermal load that needs to be dissi-
pated; synthetic air jets offer an alternative to traditional axial mounted fans. Vortical
structures present in a synthetic jet flow facilitate the breakdown of the boundary layer
thickness. In terms of heat transfer, with a breakdown of the boundary layer thickness
the convective heat transfer mode is enhanced. The primary focus of the parallel re-
search work regarding synthetic air jets that has been carried out within the research
group has been on convective heat transfer for electronics. Therefore, with a view
to enriching the heat transfer investigation, although the main focus of this study is
on the synthetic jet evolution and flow field, a short series of tests has been carried
out with simultaneous heat transfer and fluid velocity measurements of an impinging

synthetic air jet.

2.4.1 Synthetic jet flow structure

The synthetic jet flow structure is influenced by several parameters that include actua-
tor and orifice geometry, properties of the working fluid and the actuation parameters.
The two properties that have been established as the key parameters governing the
evolution and development of a synthetic air jet are the non-dimensional stroke length

(Lo/D) and the Reynolds number (Rey,), [15], [11], as described in section 1.3. A
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formation criterion for a synthetic jet was proposed and validated in research under-
taken by Holman et al. [57]. A detailed schematic of synthetic jet formation, from the
research of Holman et al., is presented in figure 2.16. With reference to figure 2.16,
during the ejection stroke fluid exits the nozzle at a velocity V; and a vortex ring is
formed at the sides of the ejected fluid; if formation conditions have been fully sat-
isfied, the vortex ring convects away from the orifice. Repeated oscillations result in
a train of vortex rings propagating away from the orifice: downstream of the orifice a
turbulent jet is synthesised as the vortex rings interact i.e. breakdown, pair, or leapfrog

each other, all depending on the formation parameters.

oscillating diaphragm

Figure 2.16 - Synthetic jet formation: boundary layer thickness ds, height of orifice
h, depth of cavity H., vortex radius a, jet ejection velocity V7, jet suction velocity Vg,
distance between vortices Dy, vortex strength , and orifice edge radius of curvature

R. [57]

For convective cooling applications, the synthetic air jet is configured in such a way
that it impinges normally upon a surface, this configuration has been shown to pro-
vide effective heat transfer due to the following characteristics: firstly, primary and
secondary vortical structures impinge on the heated surface, which increases the wall
normal velocity fluctuations through interaction with the layers closest to the wall.

This results in an increase in the momentum transfer and as a consequence increases
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the heat transfer rate [58]. Secondly, when compared to a steady jet, synthetic air jets
entrain more fluid, which leads to a larger volume of fluid impinging on the surface
resulting in a greater heat transfer capacity. The ensuing flow that is parallel to the
surface, following impingement, is termed a radial wall jet, similar to that described

in section 2.1.3 for steady jets.

Shown in figure 2.17 is the flow configuration of an impinging synthetic air jet. Based
on the dominant flow phenomena, a synthetic jet flow is comprised of a near field and

far field. The flow may be divided into four regions:

1. A region near the orifice that is typified by the presence of discrete coherent

vortex rings and a fully periodic flow

2. Downstream of the orifice, vortex ring interaction and breakdown, an overall

reduction in their coherence as they transition towards a turbulent free jet [415]

3. As the synthetic jet approaches the impingement surface, there is a rapid decrease
in axial velocity with the static pressure increasing on account of a stagnation
point at the impingement surface. The jet translates from an axial direction to
a radial direction along the wall, where the flow is temporarily accelerated due

to the local pressure gradient [10]

4. After impingement, the flow develops into a fully developed wall jet, where both

a free and solid boundary exists

The near field of the flow structure is typified by the presence of discrete coherent
vortex rings, and fully periodic flow. In the far field, the vortex rings coalesce, interact
and begin to breakdown, thus reducing their coherence as they transition towards a
free turbulent jet. It is worth noting that a free synthetic jet exhibits similarities to a
steady free jet in that both exhibit self similar behaviour, although the synthetic jet
demonstrates an enhanced spreading rate. Away from the impingement region, the
flow develops into a fully developed wall jet, where both a free and solid boundary ex-

ists. Launder and Rodi [79] described a wall jet as a boundary layer flow that has had
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Figure 2.17 - Schematic of the evolution of a normally impinging synthetic air jet.
Shown are vortex rings in the near field of the orifice, and mean velocity profiles of both

free and wall jets in the far field.

momentum added upstream such that a local velocity maximum exists in the shear
layer that exceeds that of the free stream. Shown in figure 2.17, the wall jet region has
two distinguishable regions. There is the region closest to the wall where the velocity
increases from zero at the wall to a local maximum (u,,), which is considered to be the
inner layer (0 < z < z,,). The outer layer is the region beyond this velocity maximum
where the velocity decays to the free stream velocity (z,, < z < 0o). The inner and
outer layer as described bear some resemblance to a boundary layer and a free jet,
respectively. As they are essentially shear layers, it is their interaction and dissimilar

nature that give rise to the characteristics of a wall jet [59]. The outer layer spreading
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rate is related to the rate of increase of the half width'(z/,). Yet, the characteristic
length and velocity scales describing the self-similar nature of the individual shear
layers have been shown to apply to wall jets. Within each layer, there exists a dis-
similar characteristic length and velocity scale, it is this particular detail that makes
it nearly impossible to utilise a single scaling for the complete self similar description
of the entire wall jet [60]. Wall jets subjected to periodic forcing have been shown
to be additionally dependent on the excitation frequency and amplitude parameters.
Research completed on a forced laminar wall jet by Quintana [(1], showed that the
mean velocity field is affected by even the smallest of amplitude excitations at certain
frequencies. With regard to forced turbulent jets, the effect of external excitation has
been shown to nominally increase the spreading rate of the jet. However, beyond a
critical Reynolds number (Re = 3000), amplitude changes as large as 20% of the mean

exit velocity have negligible effect on the self similar mean velocity profiles [(2].

In terms of synthetic jet formation, in an impingement configuration, there are several

parameters that influence the flow structure:
1. The dimensionless stroke length (Ly/D)
2. Actuator geometry
3. Actuation parameters - driving frequency, amplitude.
4. Reynolds number
5. Orifice to impingement surface spacing (H/D)

It has been reported that the dimensionless stroke length (Ly/D) distinctly identifies
a synthetic jet flow [11]. If the synthetic jet flow is broken down into regions, the
prevalent flow phenomena in respective flow regions differ and the frequencies and

amplitudes that are used to form the synthetic jet will influence each flow region

1A commonly used measure to characterise the growth of the jet is to define the jet half width. It
is defined as the distance measured from the centreline of the jet to where the local mean velocity

is equal to half of the local centreline mean velocity, [60].
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differently. As an example, the formation of vortex rings in the near field is dependent
on the dimensionless stroke length (Ly/D), which is a result of the actuator driving
frequency and amplitude [10]. Confinement, recirculation and entrainment are all
directly affected by a change in the orifice to impingement spacing (H/D) value. Heat
transfer studies by McGuinn et al. [63] and Pavlova [64], related to changing the above
parameters, verify that the heat transfer rate due to synthetic air jet impingement
varies appreciably. Regarding the actuator driving frequency, there has been a lot of
research undertaken into how this affects not only the synthetic jet flow structure but
also its heat transfer capabilities. Pavlova [64] found that if the synthetic jet actuator
was driven at the natural resonant frequency, minimal modifications needed to be
performed in order to gain significant performance benefits; similar results reported
by McGuinn et al. [65] and Gomes et al. [66] confirmed this. In work completed
by Gallas et al. [67] it has been shown that the frequency response of a synthetic
jet actuator is consistent with that of a damped fourth order system governed by
the cavity Helmholtz frequency (fy) and the natural frequency of the diaphragm
(fp). Referring to figure 2.18, Gallas et al. [(7] demonstrated that the synthetic jet
actuator frequency response is dependent on the relative position of the Helmholtz
frequency (fy), and the diaphragm frequency (fp). In order for the frequencies to be
classified as uncoupled, the Helmholtz frequency, and the diaphragm frequency need
to be sufficiently far apart, figure 2.18a. If these two frequencies are closer together,
coupling will occur, which will lead to the dominance of the diaphragm frequency as it
tends to be more influential than the Helmholtz frequency, figure 2.18b, and a single
peak will emerge as the synthetic jet actuator response.

In relation to a synthetic air jet, the Helmholtz frequency of the cavity (fc) and the

diaphragm frequency (fp) are defined as follows:

1 Il

= 2.4

fH 2m (MaN MaRad)CaC ( )
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Figure 2.18 - Helmholtz and diaphragm mechanical resonance and overall synthetic

jet actuator response: (a) uncoupled case (b) coupled case [66].

In equation 2.4, M,y is the orifice acoustic mass, M,r.q4, the orifice acoustic radiation
mass and C,¢, the cavity acoustic compliance [(7]. In equation 2.5, M,p, C,p are the
diaphragm acoustic mass®? and the diaphragm compliance respectively. Work com-
pleted by Cox and D’Antonio [63] provided a relationship for calculating the acoustic

mass (M,y) in relation to either a membrane or orifice as:

[ 8v t

M= {t +2Ar + —(1 s —)] (2.6)
€ w 2r

where p indicates fluid density, € is the material porosity, ¢ thickness, A signifies end

correction factor, r is the perforation radius, v is kinematic viscosity and w the angular

frequency.

A method of calculating the Helmholtz frequency for inviscid, incompressible flow,

that is not only simpler, but quite often more useful, is:

C A

= — 27
2T ‘/cleff ( )

fu

2 The acoustic mass refers to the effect of inertia in an acoustic system, an impeding of the trans-

mission of sound through that system, acoustic inertance.
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C'is the speed of sound, A is the orifice area, V, is the volume of the cavity (for a cylin-

drical geometry V = 7D?/4H) and l.;; the effective orifice length (l.;; = lo + 0.85ly).

Gomes et al. [66] discovered through experimentally measuring cavity frequencies that
the Helmholtz theory consistently over estimated the resonance frequency of the cavity
by ~ 18%. The roots of equation 2.7 are from the 1967 study of acoustic nonlinear-
ity of an orifice by Ingard [69], where the relationship between pressure and velocity
amplitudes was found to be almost linear at a sufficiently low pressure, and at large

velocity amplitudes to approach what is known as a square law relation.

2.4.2 Velocity calculation and Reynolds number

There exist several key dimensionless parameters that define the formation of synthetic
air jets. The calculation of the characteristic velocity for a synthetic air jet stems from
the method (outlined in section 2.4.2.1) used for axisymmetric vortex rings [9], [10].
This method is applied to the characterisation of a synthetic air jet; this is based on
the simple ‘slug’ model, which utilises a number of primary dimensionless numbers,

defined in section 1.3 and revisited here.

2.4.2.1 Stroke length and Stokes number

Firstly, the dimensionless stroke length (Ly/ D), is defined as the ratio of the fluid stroke
length (Lg) to the orifice diameter (D), where the stroke length may be thought of as
the length of a hypothetical ‘slug’ of fluid that is ejected from the orifice during the
ejection stroke. The development of the term ‘stroke length’ comes from the inverse
of the Strouhal number, as Lo/D = (fD/Uy)~'. Holman et al. [57] and Utturkar et
al. [70] reasoned that a synthetic jet formation threshold existed and it was governed

by the Strouhal number; the criterion they developed was

1 _Re

where Sr is the Strouhal number (fLy/Uy) and is proportional to the inverse of the
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dimensionless stroke length (Lo/D), Re is the Reynolds number (UyD/v), S is the
Stokes number (defined in the next paragraph) and the constant K relies on the shape
of the orifice or nozzle, and is 0.16 for axisymmetric jets, and 1 for two dimensional jets.
With regard to the above criterion for the jet formation constant, once the criterion is
met, the average self induced velocity of the vortex ring is seen to be greater than that
induced by the suction stroke, which results in the issuing vortex ring escaping from
the vicinity of the orifice and not being entrained back into the cavity. In this analysis,
Re/S? ~ U/2r fd, thus the formation criterion is related to the dimensionless stroke

length as follows:

L e (2.9)

This is in agreement with the work of Smith and Swift [71], which found for a
two dimensional synthetic jet that there was a minimum formation stroke length of
Lo/ D = 5.5; below this no synthetic jet was formed. Once the above criterion is met,
an increase in the dimensionless stroke length (Ly/D) is seen to increase the momen-
tum; circulation and vorticity are imparted to each vortex ring [24], [72]. However,
when the dimensionless stroke length is greater than 4, with respect to an axisymmet-
ric synthetic jet, it is observed that the total circulation and vorticity imparted by the
actuator to the flow is not contained entirely within the primary vortex ring formed,
but is distributed between the primary vortex and the secondary trailing vortex ring.
This phenomenon is attributed to the fact that, beyond a certain stroke length, the
primary vortex ring cannot contain any more circulation and thus sheds the excess
in the form of secondary trailing vortex rings; this feature has also been labelled as a
trailing jet, [7], [11].

Another parameter that is associated with oscillatory flow is the Stokes number, S,
which has been used in the synthetic jet formation criterion. A very thorough article
recently published by Travnicek et al. [73] details the formation criterion for an ax-

isymmetric synthetic jet at high Stokes numbers. Their research investigated a Stokes
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number range of S = 73 —292; results produced by Travnicek et al. agreed reasonably
well with equation 2.8 for the range of Stokes number S < 160, from this, they found

that the formation criterion for the synthetic jet was (Re)qi = 2.425%42,

Numerical simulations completed by Tang [71], demonstrated that vortex roll up re-

lated to a synthetic jet was primarily characterised by the Stokes number?, S, which

o \/QWfDQ (2.10)
1%

In a fluid, the Stokes number represents the ratio of the unsteady force to the viscous

is defined as

force [74], [75]. The strength of a vortex sheet can be measured by the level of vorticity
(€2) it contains, where the estimation of the dimensionless form of vorticity is

OD? D
~ L-§%— (2.11)

v E

¢ is the thickness of the Stokes layer in the orifice, which is defined as the radial distance
between the position of the velocity peak and the wall at the orifice exit, figure 2.19.
On the left hand side of equation 2.11 is an expression for dimensionless vorticity; this
indicates that in order to obtain a similar strength vortex roll up, the vorticity (12)
should be much higher for an actuator with a small diameter orifice. This holds true
because a small scale vortex ring has a higher curvature, which in turn demands a
higher vorticity in the vortex sheet. Normalising the thickness of the Stokes layer is
done by dividing by the diameter (D); it is found that the normalised Stokes layer
thickness (¢/D) is a function of the Stokes number, but this only holds true if the
assumption is made that the oscillating flow in the orifice is a fully developed laminar

flow.

3 Section 1.3 defined Stokes number as S = 7,U/l, this is in relation to the selection of the seeding

particles for use in particle image velocimetry.
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Figure 2.19 — Stokes number versus the variation in thickness of the Stokes layer in an

oscillating pipe flow (a) ¢/D vs S (b) D/e vs S [71]

With reference to figure 2.19, the variation of £/ D and its inverse against Stokes num-
ber (S) is shown, respectively. Figure 2.19a indicates that the velocity peak remains at
the centre of the orifice exit when S < 10, and as S increases beyond this, it gradually
retreats towards the orifice wall. The position of the velocity peak is said to affect the
roll up of the vortex sheet. Thus, when S < 10 there exists a ‘thick’ cylindrical vortex
sheet with a maximum velocity at the centre that dominates the whole orifice duct;
in this case, the leading edge of the vortex sheet is unable to curve and begin rollup
due to the axisymmetric nature of the type of low generated. However, when S > 10,
there is a potential core that appears at the centre of the orifice, this in turn allows for
the rollup of vortex rings to take place. For completeness, figure 2.19b shows that the
inverse of Stokes layer thickness (D/¢) increases with the Stokes number, in particular

for when S > 10, and in relation to equation 2.11, it can be seen that the dimension-
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less vorticity depends more on the Stokes number, S, than on the dimensionless stroke

length, Lo/D.

[t is worth noting that there are three key dimensionless parameters of importance
to defining a synthetic jet flow in quiescent conditions, i.e. Stokes number (5), stroke
length (Lg), and Reynolds number (Re). However, only two of these parameters are

independent as they are related to each other through the following relationship:

7 2m Rey,
S = ’/m (2.12)

The Stokes number has an effect on the velocity profiles at the synthetic jet orifice [11],
[76], as an increase in it results in the velocity profile at the orifice changing from a

parabolic shape to one that resembles a top hat distribution, illustrated in figure 2.20.

| Orifice
S<10
\ f
\ //,5_5210
S\
\ /
S g
Figure 2.20 - Illustrative velocity profiles at orifice exit at low Stokes number (— —),

(S < 10) and at high Stokes number (- - -), (S > 10), which leads to vortex roll up.

A higher Stokes number implies that a thinner boundary layer is formed on the orifice
wall, as the influence of Stokes number on the jet exit velocity profile is similar to
what is known for oscillating pipe flows. As stated earlier, a minimum Stokes number
of about 10 (S =~ 10) is required for sufficient vortex rollup to occur, as documented
by Zhong et al. [17] and Tang [71]; it was also noted that jet exit velocity profiles of
two test cases with significantly different stroke lengths could still be similar when the

Stokes numbers were identical. With stroke length being representative of the fluid
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volume ejected through the orifice during the ejection stroke, the distance between
successive vortex rings is dictated by the stroke length. A formation threshold exists
for synthetic jets, as given by equation 2.8; if the stroke length is below the formation
threshold, then the vortex rings formed cannot move far enough away from the orifice

and are sucked back into the cavity on the suction portion of the cycle.

2.4.2.2 Reynolds number
As identified in section 1.3, the other primary dimensionless number used in the ‘slug’
velocity model that defines a synthetic air jet is the Reynolds number,

D
Rey, = U“T (2.13)

which is based on the jet discharge velocity Uy, nozzle or orifice diameter D and the
kinematic viscosity v. Due to the nature of a synthetic air jet i.e. zero-net-mass-flux,
it is difficult to define a characteristic jet velocity. Previous work on the topic by
several authors, [11], [64], [77], utilised single point, centreline velocity measurements
to calculate synthetic jet velocity. Smith and Glezer [15], proposed the use of a time

averaged velocity

1

where Uj is the downstream directed velocity, which occurs during the ejection stroke,
as shown in figure 2.21. f is the frequency of oscillation of the actuator, 7=1/(2f)
is the blowing period of the jet, Ly is the length of the slug of fluid pushed from
the orifice during the ejection stroke, T=1/f is the oscillation period, and ug(t) is
the centreline velocity as a function of time. The maximum distance over which an
oscillatory flow can develop is Lg, since the flow reverses after travelling this distance.
Ideally, a measurement across the profile of the jet should be taken to obtain an area
averaged velocity, but this is not usually the case; the most commonly used method of

measuring the velocity is at a point on the centreline of the jet or close to the jet exit.
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This method of measurement comes about as a result of geometric constraints and an
attempt to reduce the complexity of analysis. While it is a practical way of measuring
the velocity, it is the assumption that the flow velocity ug(t) is uniform across the width
of the orifice that can lead to errors in calculating the jet Reynolds number when using
this model. Experimental [11], [71], [7%], and numerical work [79], has shown that the
spatial velocity profile can deviate significantly from the postulated ‘slug’ shape, thus
it is preferable to replace the centreline velocity ug(t) by the spatial averaged velocity
at the jet exit. Glezer and Amitay [16] outlined another method for calculating the

Reynolds number based on the momentum associated with jet discharge, I, defined

as,
V(m/s)a
Umax
U
uO
MAS/ A LSS A ) - — — — — CRSETE t
/ % Ejection
T - / t(s) i
/ Suction
T=1/f ‘
Figure 2.21 - Example of a sine wave velocity profile showing Uj.
Iy
Rej, = — 2.15
where

I :p/ /ug(g:«,t) dA dt (2.16)
0 A
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with p and g denoting fluid density and viscosity, respectively. In their analysis, the
Reynolds number is seen to affect the strength of the issuing vortices but not the lo-

cation of the vortex rings themselves.

Persoons and O’Donovan [30] developed a method of calculating synthetic jet velocity
based on the laws of simplified gas dynamics. This method requires the measurement
of the internal cavity pressure of the actuator in order to estimate the synthetic jet
velocity and the deflection of the actuator. The conservation of momentum in the
orifice is:

dU

Mo—+ Fp(U) =pA @17

M, is the mass of gas in the orifice, Fjp(U) represents a damping force and p is the
varying cavity pressure relative to the unloaded condition of the actuator; p is assumed
to be small compared to the absolute pressure py. A centreline velocity measurement
is required for this method in order to perform the calibration, but it is only required
initially to characterise a pressure loss coefficient K, which is required to calculate
the correct damping force Fp. This method leads to a velocity calculation that is very
much like that defined by Utturkar et al. [70], with a Reynolds number, Re; = UD /v,
defined in terms of a spatial and time averaged exit velocity during the ejection stroke,

where

- 1Ll i
—;ZA/) u(t,y)dtdA (2.18)

A is the exit area and y represents the cross-stream coordinate. The blowing period
or ejection duration is 7 = 1/(2f). Utturkar et al. [70] showed that the two velocity
scales are related by U = 2U,, referring to figure 2.21, on the ejection portion of the
cycle. Thus, the dashed horizontal line represents Uy, and the solid horizontal line
represents U. The velocity in equation 2.14 is only calculated over the ejection stroke
of the jet cycle, whereas in equation 2.18 the velocity is time averaged over the entire

cycle. Thus, the jet Reynolds number calculated using equation 2.18 yields a Reynolds
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number of twice the magnitude for the exact same flow parameters. Despite the differ-
ences in the Reynolds numbers calculated by equation 2.14 and equation 2.18, neither
can be considered the wrong way of calculating synthetic jet Reynolds numbers. For
example, equation 2.14 more accurately reflects the time averaged mass flux of fluid
produced by the synthetic jet, and equation 2.18 allows for a better understanding of
the state of the fluid expelled during the ejection phase by providing the peak veloci-

ties of the synthetic jet.

The velocity calculation utilised in this research is based on a Reynolds number,
Rey = UD/v, that is defined in terms of a spatial and time averaged exit veloc-
ity during the ejection stroke, with U calculated using equation 2.18, much like that

defined by Utturkar et al. [70)].

2.4.3 Synthetic jet flow field

The flow field of an issuing synthetic air jet is comprised of a near field and a far
field based on the dominant flow phenomena, which has been previously broken down
into four flow regions in section 2.4.1. A schematic of the flow field is illustrated in

figure 2.17.

2.4.3.1 Vortex rings

As discussed in the section on vorticity, vortex rings are the essence of what a synthetic
jet is. Initial work completed on vortex rings by researchers such as Gharib et al. [24]
addressed the question “for a given geometry, is there an upper limit to the maxi-
mum circulation that a vortex ring can acquire?”. In their study, they utilised digital
particle image velocimetry and a piston/cylinder arrangement, to complete a series of
experiments for large values of non-dimensionalised piston stroke. The vortex rings
produced by a synthetic jet actuator differ from those produced by a piston/cylinder
arrangement in that the behaviour of the synthetic jet actuator is strongly affected
by the presence of a suction flow in the vicinity of the orifice. Nonetheless, there is

sufficient common ground for their research to be relevant.
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b) & — T

Figure 2.22 - Vortex ring visualisation (a) Lo/D = 2, (b) Lo/D = 3.8 and
(c) Lo/D = 14.5 [24].

The research of Gharib et al. [21] identified a universal formation time scale, or
formation number, which characterises the formation of vortex rings. They per-
formed measurements of vortex ring circulation for maximum stroke displacements
(0.5 < Ly/D < 6.7), and observed that the circulation ceased to increase beyond
Lo/D =~ 4. The total circulation for the vortex ring produced was measured as a
function of formation time Upt/ D = L/D, where U, signifies the mean velocity of the
piston utilised in the experiments performed by Gharib et al. [24]. The time scale
or formation time, is the time beyond which larger vortex rings are not possible; i.e.
Lo/ D = 4 for an impulsively started jet. With reference to figure 2.22, for Ly/D < 4,
it was found that all the fluid discharged from the orifice became entrained in the vor-
tex ring, figure 2.22a and figure 2.22b. Up to the vortex formation number, a linear
relationship between the stroke length and vortex circulation was observed, shown in

figure 2.23. Confirmation of the vortex formation number is reflected in figure 2.22b
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and figure 2.22¢, i.e. the vortex size is approximately the same in these two snapshots.
For Lo/ D = 14.5 they observed that the leading edge is ‘pinched-off’ from the trailing
jet in terms of both velocity and vorticity fields. Vorticity in the shear layer ceases to
flow into the vortex core once the pinch-off process starts, and instead proceeds to roll
up into a series of vortices in a process similar to the Kelvin-Helmholtz instability®.
The zero flux of vorticity into the primary ring also implies that there is no further

increase in the vortex ring circulation.

30

]
(=]

—
(=}

Vortex circulation (cm?2 s1)

Maximum piston displacement, L, /D

Figure 2.23 — Vortex ring circulation as a function of stroke length (L,,/D), vortex

formation number (), [24]. (L;,/D=maximum stroke ratio)

A fast ramp test case performed by Gharib et al., that would closely resemble the
ejection stroke of a synthetic air jet in terms of the speed of their piston/cylinder
arrangement, resulted in a trailing jet that caught up with and interacted with the
leading vortex ring. As a direct result of the interaction, merging occurred and cir-
culation levels increased within the leading vortex ring from the vortex at the head
of the trailing jet. Excess vorticity from this interaction was eventually discharged

and the circulation of the leading vortex ring reduced to its initial level determined

4 Kelvin-Helmholtz instability occurs when there is a velocity shear present in a continuous fluid flow,
or when there is a sufficient velocity difference across the interface between two fluids, which leads

to vortex roll-up in the shear layer
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Figure 2.24 — Vortex ring circulation as a function of formation length for Ly/D = 8

[24].

from the formation number. Figure 2.24 is a plot of circulation versus formation time
and shows that the total circulation increases as expected until the piston is stopped,
while the vortex ring circulation levels out at Ly/D ~4. This shows that the maximum
circulation that the vortex ring can attain is equal to the total circulation discharged
from the nozzle up to Ly/D =~ 4. If Ly/D ~ 4 then the vortex ring formed would have

no trailing jet, [7].

2.4.3.2 Near field

The near field is largely influenced by the periodic formation, advection and interaction
of discrete vortical structures, [2], [45]. The vortex pairs or rings created ultimately
become turbulent, slow down and lose their coherence. Smith and Glezer [15] noted
from their flow visualisation studies of a synthetic jet that the vortex pair begins
to undergo a transition to turbulence at around the start of the actuator suction
stroke, which may be linked to the core instabilities associated with the reversal of
the streamwise velocity at the orifice exit. Due to the suction flow, the time averaged
static pressure near the orifice exit of a synthetic air jet is typically lower than the
ambient pressure which results in the streamwise and cross stream velocity components

reversing their direction during the actuation cycle.
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The pulsatile nature of the synthetic jet flow in the near field close to the orifice leads
to a stagnation point being formed during the suction stroke. Thus, if a vortex ring
rolls up and moves away from the orifice, it results in part of the fluid moving away
from the orifice, due to the vortex ring, while part of the fluid moves towards the
orifice, due to the suction stroke. This leads to a location of zero velocity, which
is known as a saddle point. It is the periodic reversal in flow direction along the
jet centreline between ejection and suction strokes that results in the formation of a
saddle point on the centreline downstream of the orifice; this leads to the sink like
flow being confined to within a finite region near the orifice exit. The existence of a
saddle point in the near field of synthetic air jets has been observed in several studies,
[81], [82], [83]; the saddle point is deemed one of the more significant features of a
synthetic air jet that exists in the near field. The saddle point is shown in figure 2.25
at x/bab; above this point it can be seen that the flow is directed away from the
orifice, whilst beneath the saddle point, the flow is directed towards the orifice. The
appearance of the saddle point only occurs on the suction stroke of the cycle, with its
axial position being entirely dependent on when the suction phase occurs in the jet
cycle. Initially the saddle point appears at the orifice exit, and as the cycle progresses
the saddle point gradually moves downstream until it disappears as the cycle repeats.
Research by McGuinn et al. [31] found that the saddle point location was affected by
flow confinement i.e. as confinement is increased the saddle point moved ever closer
to the orifice until it was undetectable; this is thought to be due to the recirculation
effects between the orifice plate and impingement surface. The exact relation between
the location of the saddle point and the operational parameters of a synthetic jet has
not been very well documented, but it is thought to be linked to the dimensionless

stroke length and the height of the orifice above the impingement surface.

The near field of a synthetic air jet flow field has an oscillatory nature that is dominated
by vortex rings, which gives rise to a greater rate of entrainment of ambient fluid. As
a result of this, synthetic jets have a much higher spreading rate and volume flux
compared to steady jets. Research published by Cater and Soria [35] that utilised

fluorescent dye visualisation, clearly illustrated that the spreading rate of a synthetic
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Figure 2.25 - Phase averaged streamline plots computed from PIV data; ¢ = 270°,
f =300Hz, Rey, = 300, Lo/D = 29.1, [81].

jet was higher than that of a steady jet. This is shown in figure 2.26.

2.4.3.3 Far field

In the far field of a synthetic air jet, the vortex rings eventually break down, interact
and coalesce to such an extent that they become indistinguishable from the jet flow
and travel with the mean jet velocity. There is a decrease in time averaged velocity
in this region as a result of entrainment of the quiescent fluid with a parallel increase
in the width of the jet due to a transfer of momentum. Smith and Glezer [15], and
Mallinson et al. [86] found that the time averaged velocity profiles bore a resemblance
to a turbulent steady jet in the form of self similarity as inferred from the collapse
of the scaled mean and turbulent intensity profiles. Smith and Glezer [15] found in
their research that the deceleration rate and subsequent transition to turbulence of the
vortices occurred within 7 jet diameters. Thus, the behaviour of a synthetic air jet in
the far field is similar to that of a turbulent steady jet. Self similarity of a steady jet
implies that its characteristic width and the inverse of its centreline velocity increase

linearly with distance from the orifice exit.
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Figure 2.26 — Digitised flow visualisation of fluorescent dye marker for (a) Synthetic
Jet, and (b) an equivalent Steady jet at a Reynolds number, Rey = 10000, and Strouhal
number, Sty = 0.0015. The light coloured lines indicate an apparent mean boundary of

the dye flow, [85].

A comparison of the axial velocity profiles of a steady jet and a synthetic jet are shown
in figure 2.27; this was part of a significant study completed by Cater and Soria [37]
that compared the flow field properties of a steady jet and a synthetic jet. Several
authors have reported that the far field of a synthetic air jet and a steady turbulent
jet are quite similar [2], [85]; figure 2.27 shows the difference in the mean far field flow.
Figure 2.27a and b are essentially the same data, only figure 2.27b is normalised by
the centreline velocity and the radial coordinate has been non-dimensionalised by the
axial location 1 = r/(x — xy); this is also known as the similarity variable. The spread
rate of synthetic air jets in the far field is related to the structural differences in the

near field. The significant difference in decay rate of a synthetic jet and a steady jet



2.4. SYNTHETIC AIR JET

0.05 1.0
0.04 08
\\\
0.03 0.6 )
e
U U, \
9 0.02 € 04 \
0.01 0.2 S
N
0 2 + 6 8 10 12 14 16 0 0.05 0.10 0.15 0.20 0.25 0.30
I‘/Do n

() (b)

Figure 2.27 — (a) Non-dimensionalised and (b) Normalised profiles of axial velocity at
x = 60D for jets at Re = 10%. Steady jet (), Synthetic jet (O), Gaussian distribution

(-++), Hussein et al. (- - -) [85].

has been attributed to the oscillatory nature of the flow, which means that it has a

potential core of diminished velocity, in contrast to a steady jet.

Research completed by Smith and Swift [87] examined how a synthetic air jet resem-
bles and differs from a steady jet whilst comparing several different parameters. They
found that at matched Reynolds numbers these two different jet types have the same
profile shape, but the synthetic jets were wider and slower than their steady jet coun-
terparts. Figure 2.28a represents the mean velocity profiles in similarity coordinates.
It is from this graph the jet spread rates have been calculated. A paper published
by Kotsovinos [88] on the spreading rate and virtual origin of a plane turbulent jet
details how the jet spread rate is calculated. A brief outline of the method utilised is
described below. A cartesian coordinate system is utilised with z representing the jet
axis. The lateral distribution of the mean axial velocity @(z,y) is measured at several
stations at various axial distances z from the orifice of the jet, the half width b(z) is

calculated from the following equation.

u(z,0) (2.19)

N

iz, Lblz)) =

o4




2.4. SYNTHETIC AIR JET

The half widths b(z) are then normalised by the orifice diameter D, and these values
are then plotted versus the non-dimensional distance from the jet orifice /D. This

results in a straight line of the form,

b(z)/D = K\(z/D + K>) (2.20)

which is fitted to the data points. The coefficient K is a measure of the jet spread-
ing rate. The virtual origin of the jet is calculated from the relation zop = —KyD.
Figure 2.28b depicts the mean streamwise evolution of the jet velocities. The —1/2
power-law decay typical of plane jets is followed unlike the ~! that Cater and Soria
indicated in their research [85], the key difference between these two studies being that
Smith and Swift used a two dimensional jet and Cater and Soria an axisymmetric jet.
Thus, the difference in the jet decay can be attributed to the difference in flow pro-

duced from different orifice geometries.
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2.4. SYNTHETIC AIR JET

The spreading rates of synthetic jets and steady jets are presented in table 2.1. These
spreading rates have been calculated by several researchers and have been tabulated in
order to provide a direct comparison. The evolution of the jet half width as a function
of axial distance, db/dz, represents the spreading rate, where b represents the cross
stream half width from the centre of the jet. Cater and Soria [%5] noted there was a
larger spreading rate for synthetic jets when compared to a steady jet; the spread rate
calculated for a synthetic jet was found to be (db/dx~0.107) approximately 15% higher
than its steady jet equivalent for the same Reynolds number. The same study indicated
that the spreading rates for both the steady jet and synthetic jet increased in a linear
fashion up to x = 30D. It was concluded that the near field structure of the synthetic
jet affected the flow structure in the far field. In other words, the vortex formation,
which increased the entrainment rate as the jet developed, contributes to the overall
growth and spread rate of a synthetic jet. Comparison of the study completed by Di
Cicca and Iuso [78] with that of Cater and Soria [85] shows a good agreement with the
spreading rates calculated for steady and synthetic jets; both studies utilised the jet
half width as a function of axial distance in calculating the spreading rate. Di Cicca
and Tuso [78] identify two regions, each of which is characterised by an almost constant
spreading rate db/dx. The spreading rate calculated by Di Cicca and Iuso [78] in the
secondary region they had identified of db/dxz = 0.098 is in reasonably good agreement
with the value calculated by Cater and Soria [35] of db/dx = 0.107.

The study completed by Smith and Swift [$7] was a direct comparison of a synthetic air
jet with a steady jet. Several aspects of the jets were examined, including jet spreading
rate and velocity profiles. Overall, six cases were studied, including two steady jets
and four synthetic jets. As can be seen in table 2.1 a forced and unforced steady jet
were tested. The forced steady jet was forced at the Kelvin-Helmholtz frequency of
600H z in order to introduce some variety to the features of the steady jet. The forcing
frequency for the steady jet was experimentally determined, an oscillation amplitude
of 5.5% of U,ye initiates a rollup of the jet closer to the exit plane; this has been
previously documented by Rockwell [89]. The spread rates reported by Smith and

Swift [87] for a synthetic air jet are significantly different to that of Cater and Soria
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2.5. SYNTHETIC JET HEAT TRANSFER

Table 2.1 -~ Experimental spread rate comparison for synthetic and steady jets [7].

Researchers Jet type Geometry Re Spread rate Lo/D
(db/dz)

Cater [85] Synthetic Round 10 0.107 150
Cater Steady Round 10 0.092 N/A

Di Cicca & Iuso [78] Synthetic Round  1290-3400 0.098 23
Smith & Glezer [15] Synthetic 2D 104-489 0.194 5.3-25
Smith & Swift[87] Synthetic 2D 734-2200 0.174-0.213 17-22
Smith & Swift Steady 2D 2200 0.125 N/A
Smith & Swift Forced steady 2D 2200 0.149 N/A

[85]; this could be due to the different experimental parameters of the researchers, i.e.
the stroke lengths tested by Smith and Swift are approximately six times smaller than
the stroke length Cater and Soria tested at. The axial location that Smith and Swift
measured each velocity profile at was where the centreline velocity Uy is half that of U
(steady jet velocity) or Uy (synthetic jet velocity). From the db/dx results presented
in table 2.1, the findings reported by Cater and Soria [85] that a synthetic jet has a

higher spread rate than a steady jet are validated.

2.5 Synthetic jet heat transfer

Although the primary focus of this research study is on synthetic jet evolution, limited
simultaneous heat transfer testing was conducted in order to complement flow mea-
surements in the stagnation and wall jet regions and to enhance the understanding
of convective heat transfer mechanisms. Thus, a brief outline of synthetic jet heat

transfer is included here.
A thorough investigation into the heat transfer characteristics of a normally impinging
synthetic jet has been completed within the research group, [7]. The flexibility that

synthetic air jets possess in terms of implementation and system integration is what
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2.5. SYNTHETIC JET HEAT TRANSFER

makes them an attractive candidate for heat transfer applications. The parameters
of a synthetic air jet that are of particular interest with regard to heat transfer are
dimensionless stroke length, jet Reynolds number and jet exit to impingement surface
spacing. The stagnation point heat transfer is of particular interest, as the most com-
mon method of application of a jet cooling solution is directing the jet towards the
area that requires the highest level of cooling. Persoons et al. [90] presented a general
correlation for the stagnation point Nusselt number for an axisymmetric impinging
synthetic jet; they identified four heat transfer regimes that are dependent on stroke
length and the axial spacing of the jet. The authors state that operating the synthetic
jet at lower operational frequencies with certain larger stroke lengths proves inefficient
for particular actuators that have a high resonant frequency. From the data presented
it was found that a local maximum is achieved at a lower stroke length. At larger
axial spacings the peak heat transfer typically occurs at the geometric centre of the
jet, or stagnation point. Gillespie et al. [91] described the resulting trend as Gaussian,
although with increasing radial distance from the stagnation point the trend decreases
monotonically. Figure 2.29 illustrates a radial distribution in local Nusselt number for
a two dimensional impinging synthetic air jet for a range of Reynolds numbers, and an
axial spacing of H/b = 3.6, with dimensionless stroke lengths ranging from L,=8.1b
to 10.3b. Heat transfer data are commonly presented also as a mean Nusselt number,
as this provides a good indication of the performance of the jet. However, the local
heat transfer profiles contain detailed information as to whether or not local maxima
and minima exist, and are useful for providing insight into convective heat transfer

mechanisms.

From the literature it is evident that synthetic jets can provide high heat transfer rates.
Kataoka et al. [4] initially explored the mechanism for the enhancement of stagnation
point heat transfer utilising a pulsed jet; they found that the large scale eddies con-
tained within the flow that were impinging on the heat transfer surfaces produced a
turbulent surface renewal effect that enhanced the heat transfer from the impingement
surface. Pavlova and Amitay [64] performed research that experimentally compared

the performance of a synthetic jet to that of a steady jet when cooling a constant heat
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-20 -10 0 10 20
/b
Figure 2.29 - Local Nusselt number distributions for a 2D synthetic air jet; H/b = 3.6,
Re = B108, ()254, A309, x367, 4396, [91].

flux surface. The results of their study found that higher frequency jets (1200H z) were
more effective at lower H/D values and conversely, lower frequency jets (420H z) were
found to be more effective at higher H/D values. In addition the synthetic jets were
found to cool the heated impingement surface better than the steady jets. This was
all attributed to the fact that coherent vortex rings are formed by a synthetic air jet,
which enhance the mixing and thus the heat transfer from the surface. Initial research
performed in the course of this study provided an insight into the relative effectiveness
of a synthetic air jet and a steady jet at low jet exit to impingement surface spac-
ings. From this study it was concluded that the performance of a synthetic jet may
approach that of a steady jet at the larger H/D values tested, but the synthetic air jet
suffered at low H/D values, largely due to recirculation as a result of the high degree
of confinement associated with the synthetic jet chamber [8]. This same effect was
previously documented by McGuinn et al. [92]. The overall difference between Nusselt
numbers was found to reduce as the degree of confinement was reduced; the findings
from this study differ from those of Pavlova and Amitay [61]. This may be linked to
the fact that the effectiveness of a synthetic air jet depends on several factors, but the

study in question [3] utilised only one dimensionless stroke length for the synthetic jet.
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2.5. SYNTHETIC JET HEAT TRANSFER

Varying the dimensionless stroke length has a direct effect on the heat transfer rates

of a synthetic jet, as reported by McGuinn, [7].

The use of synthetic jets for cooling of electronics is a relatively new technology which
has shown great promise in a number of practical applications. In a review article by
Glezer and Amitay [16], it was noted that impinging synthetic jets are proving to be an
extremely promising technology for use in electronics cooling and also have excellent
potential for cooling in manufacturing processes. Steady jets have been the industry
standard for decades and it has been well established that effective rates of cooling
can be achieved using conventional steady impinging air jets [93], [91]. However, it
has been documented more recently that synthetic air jets can provide similar cooling

effects [46], [55], [64], [8].

The design and thermal performance of a synthetic air jet cooled heat sink has been
investigated by Mahalingam and Glezer [95]. Their results showed that forced convec-
tion with synthetic jets generated a flow of 4.48 CFM through the heat sink, resulting
in 27.8 W/CFM and a thermal effectiveness of 0.62. They found that there was ap-
proximately a 40% increase in the heat dissipation levels with the synthetic air jet
cooled heat sink compared to the standard ducted axial fan flow through the heat
sink. The tests were performed at the same jet Reynolds number, and the average
heat transfer coefficient in the channel flow between the fins for the synthetic air jet
was 2.5 times that for steady jet flow in the same configuration. It is worth noting
that the flow rates where the synthetic jets dissipated more power than an axial fan
was in the 3-5 CFM range. As flow rates were increased, the steady jet flow dissipated

more power, which is in line with the findings by Farrelly et al. [3].

In 2001, a study performed by Vukasinovic and Glezer [5] experimentally investigated
the performance of a low-profile radial countercurrent heat sink, driven by a synthetic
jet actuator at 80H z, normally impinging on an extended surface with a power dissipa-
tion of 50W. Jet flow measurements were conducted using particle image velocimetry

and temperature measurements utilising thermocouples embedded on a test die were
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carried out at several H/D values between the synthetic jet and the impingement
surface. The findings of their study showed that synthetic jets may present a viable
option for the cooling of electronics where space and volume are limited. Although
there have been a number of studies undertaken into heat transfer to an impinging
synthetic air jet certain trends are common to these investigations. Further studies of
synthetic jet heat transfer have been carried out by Chaudhari et al. [96], Gillespie et

al. [91], and Travnicek et al. [77].

2.6 Summary

A comprehensive review of the literature has been presented for the flow characteristics
and evolution of a synthetic jet. Several studies have been performed at specific
parameters in order to characterise the synthetic jet velocity, structure, flow control
capabilities and heat transfer capacity. It is evident that a synthetic air jet flow is

dependent on three crucial parameters in order for a synthetic jet flow to be formed;

1. Dimensionless stroke length (Ly/D), which should be high enough so that the
vortex ring that forms can escape the vicinity of the orifice so as it is not ingested

back into the cavity.

2. The Stokes number, which should be high enough so that the boundary layer is

thin and the shear is high enough to allow for vortex roll up.

3. Reynolds number, based on the jet discharge velocity, orifice diameter and the

kinematic viscosity.

A number of these factors may have a specific influence on the flow control and heat
transfer capabilities of the synthetic air jet. Although the investigations into synthetic
jets have contributed to an improved understanding of the mechanisms associated
with this type of flow, there still exists some issues that are unresolved. Most studies
conducted have involved fixing one actuation parameter whilst varying another, e.g.
fixing stroke length and varying Reynolds number. In the author’s view, there exists a

need to explore the vorticity and evolution of the synthetic air jet for a broader range
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of operational parameters, in order to provide a better understanding of a synthetic air
jet; thus this forms the basis of the research presented in this thesis. To the author’s
knowledge simultaneous measurements of local surface heat transfer and flow in the
measurement plane parallel to the impingement surface are absent from the literature.
High resolution PIV studies of the evolution of a synthetic jet also appear to be absent
from the literature. Further investigation has the potential to reveal more information
about the operational mechanisms of a synthetic air jet and its respective flow and
heat transfer regimes. The simultaneous measurement of flow visualisation and heat
transfer will provide a greater insight into the evolution of a synthetic air jet, as well

as helping to elucidate convective heat transfer mechanisms.
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Chapter 3

Particle image velocimetry

Early quantitative velocity measurements of fluid flows involved the use of Pitot static
tubes, and at a later stage in the experimental history of fluid mechanics, the hot wire
anemometer. One of the main disadvantages of these techniques is that they intrude
on and in some cases influence the flow itself. The utilisation of lasers in fluid flow
measurements led to the development of the laser doppler anemometry (LDA) tech-
nique. Although this technique is non-intrusive and represented a major advancement
in fluid flow analysis, these techniques all have one disadvantage in common and that
is that they provide point-wise measurements, rather than full flow field information.
These experimental methods are still invaluable in the analysis of fluid mechanics, but
the ability to record images of large parts of flow fields in a wide variety of mediums
and to extract velocity information from these is a feature unique to particle image

velocimetry (PIV).

Many researchers became interested in the PIV technique when it was first introduced
as it offered the potential to study the structure of turbulent flow. Thus, the choices
made in the development of the technique were strongly influenced by its potential to
understand the phenomenon of turbulence. Due to the nature of turbulence, which
extends from the largest scales of flow down to the Kolmogorov scale, a measurement
technique capable of measuring over a wide dynamic range of scales in length and

velocity was required. The PIV technique is based on the observation of seeding par-
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ticles that are carried by the fluid during a short time interval. The seeding particles
need to be sufficiently small so that they accurately follow the fluid motion and do not
alter the properties of the fluid or its flow characteristics. The seeding particles are
illuminated by a thin light sheet, typically generated by a pulsed laser system, thus,
they need to be able to reflect enough light so that they can be recorded onto two
consecutive image frames by a digital recording device, typically a CMOS camera. In
order to obtain high quality PIV data, it is important that the seeding particles used
are homogeneously distributed within the measurement region. This is in contrast to
flow visualisation methods where fluid tracers are introduced at a specific location, as
seen in figure 3.1, a dye flow visualisation of a synthetic jet by Shuster and Smith [11].
When compared to the PIV image seen in figure 3.2 for a synthetic air jet, it can be
seen that the seeding is distributed throughout the measurement region in the PIV

image, as opposed to being introduced at a specific point.

Figure 3.1 - Dye flow visualisation of a synthetic jet, Lo/ D=5, Re=1500 [11]

The main advantages of PIV can be summarised as follows:

1. The technique allows for non-intrusive planar measurements of fluid flows to be

performed.
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Vortices

Figure 3.2 — PIV seeding example of a synthetic air jet. H/D=4, Ly/ D=4, Re=1500

2. It is a whole flow field technique that has the capability of determining fluid
velocity at all locations within the measurement plane simultaneously instead of

having to make separate measurements at a series of different point locations.

3. In two dimensional PIV, two velocity components are measured (2D-2C"), but
use of a stereoscopic approach permits all three velocity components to be
recorded (3D-3C?), resulting in instantaneous 3D velocity vector maps for the

whole measurement volume®.

The application of digital image processing to flow visualisation techniques was con-
sidered a breakthrough. Quantitative and automated analysis of flow images was
enabled through the application of digital image processing. Hesselink [97] provides a
general review of the application of digital image processing to flow diagnostics. Work
completed by Hinsch [98] proposed that a measurement system could be labelled as a

(k,1,m) method, where:

1. k =1, 2, 3 and indicates the number of velocity components measured.

2. 1=0,1, 2, 3 and indicates the number of spatial dimensions of the measurement

domain.

3. m = 0, 1 and indicates whether a measurement yields instantaneous or continu-

ous time recording, respectively.

! Two dimensions and two components.
2 . .
< Three dimensions and three components.

3 Where the measurement volume is within the plane of the laser light sheet.
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Figure 3.3 — Techniques for optical flow velocimetry and the dimensions of the data

space [98]

The best single point measurement techniques are considered a (3,0, 1) method, in
comparison to the simplest form of (2D-2C) PIV, which provides a (2,2,0) method.
The advancements in technology are leading to the majority of PIV systems employed
in the scientific world today offering stereoscopic PIV although, for most flow appli-
cations 2D-2C PIV is sufficient. A stereoscopic PIV system is a (3,2, 1) method that
is capable of providing 3D velocity data. The pinnacle in flow velocimetry would be
a tomographic PIV system that belongs to the (3,3, 1) category, in which the velocity
vector can be measured throughout a complete volume as a function of time. Fig-
ure 3.3 presents a three dimensional layout to better understand the (k, 1, m) method

as outlined by Hinsch [98].

In order to implement the PIV technique, four basic components are required. They

are:
1. A test section with optical access.
2. A light source to illuminate the area of interest.
3. Recording hardware, consisting of a CMOS camera.

4. A computer with the correct software required to process the images and extract

velocity information.
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3.1 PIV method

The PIV system utilised in this study was supplied by LaVision [09]; it is capable
of performing 2D-2C and 3D-3C PIV measurements at high frame rates. A brief
discussion of the PIV technique will be outlined here, while the details of the specific
system used in this investigation are explained in section 4.1.2. A more in depth
synopsis on the technical details, can be found in a comprehensive book on the PIV

technique by Raffel et al. [100].

3.1.1 Two dimensional PIV

A schematic of a 2D-2C PIV system is presented in figure 3.4. The digital camera is
placed perpendicular to the flow field. The flow field is seeded with seeding particles.
The seeding particles used in this study are 2 — 3 um in diameter; the method of
generation and the type of seeding are covered in chapter 4. An example of a seeded
flow for a synthetic air jet at an axial spacing of H/D=4, and dimensionless stroke
length Lo/ D=4 and Reynolds number of Re=1500 is presented in figure 3.2. The flow
is illuminated in the target area with a laser light sheet. The camera lens images
the area of interest onto the CMOS array of a digital camera. The CMOS is able
to capture each light pulse in separate image frames. Once a sequence of two light
pulses is recorded, the images are divided into small subsections called interrogation
windows. A spatial cross-correlation is calculated between the interrogation windows
in order to determine the statistically most probable particle displacement for each

window. The spatial cross correlation is defined as:
R, (s) = // I1(2)12(x + s)d*x (3.1)

where,

1. I1 and I2 represent the particle intensities measured by the camera in the first

and second images respectively.

2. z is the physical spatial coordinate.
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Figure 3.4 — Schematic of a digital PIV system.

3. s is the spatial coordinate in the correlation plane [101]

The interrogation windows from each image frame are cross correlated with each other,
pixel by pixel. Seen in figure 3.5 is the correlation map. This consists of several
peaks; the largest of these peaks is determined using a peak searching algorithm and
corresponds to the most probable particle displacement. The signal to noise ratio in the
correlation map of figure 3.5 is high and this is the most desirable outcome as it ensures
there is a high level of confidence in the vector velocity that is calculated. A velocity
vector map over the whole target area is obtained by repeating the cross correlation for
each interrogation window over the two image frames captured by the CMOS digital
camera. Recording both light pulses in the same image frame to follow the movements
of the particles gives a clear visual sense of the flow structure. Nearly any particle that
follows the flow satisfactorily and scatters enough light to be captured by the CMOS

camera can be used. The number of particles in the flow is of some importance in
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(0,0)

Figure 3.5 — Typical cross-correlation map between two interrogation windows of I1

and 12, the peak corresponds to the most probable particle pixel displacement

obtaining a good signal peak in the cross-correlation, along with several other factors
such as the illumination, the interrogation window size, and the algorithms used to
solve the cross correlation. As a rule of thumb, approximately 10 to 25 particle images

should be seen in each interrogation window.

The time separation between the two images, At is chosen in conjunction with the
size of the interrogation window. In order to obtain reliable velocity vectors, most
particles captured in the first image should be in the interrogation window when the
second image is captured. The cross correlation is a statistical process, and as a guide,
the maximum particle displacement allowed between two pulses must not be bigger
than a quarter of the interrogation window. A ratio between the distance measured in
pixels on the CMOS sensor and the physical distance measured in the area of interest
is required in order to translate the velocities in pixels per second on the CMOS sensor
to a metres per second value in the measurement plane. The ratio, also known as the

scale factor (9), is obtained from the calibration process.
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The pixel displacement values of the particle corresponding to the largest correlation
peak from the origin of the map seen in figure 3.5 in the x and y directions are dz and
dy respectively. Combining these with dt, the time separation between the two images,
the most probable components of the vector velocity in the interrogation window u
and v are calculated. Thus, the velocity components for the z and y direction are
expressed as u = dz/dt and v = dy/dt respectively. Assembling the most probable
particle displacement (dr and dy) and the most probable velocity vector (u and v)
from the image plane, results in the formation of a velocity vector map of the entire

flow field. The magnitude of the velocity components is then expressed as follows:

V(z,y) = Vu(z,y)? +v(z,y)? = \/dx(x,y)d: dy(z, y) (3.2)

These data can then be exported for further processing in Matlab using purpose writ-
ten code to calculate values such as vorticity and streamlines. It is worth noting that
the software used in this study DaVis 7.2.2 [102] can achieve a pixel displacement
accuracy as high as 0.05 pz [103]. With the correct setup, a high spatial resolution can
be achieved, making the PIV technique a valuable tool in fluid mechanics research.
Calculation of vorticity can be a complicated process, but the way in which PIV data
are stored in regular, uniform type grids, which are fundamentally two dimensional,
facilitates the calculation of the differential field quantities such as vorticity with rel-
ative ease. Equation 2.1 shows the basic form of equation used to calculate vorticity,

but for a 2D-2C PIV system, the out of plane vorticity is expressed as follows:

ov Ou

In the DaVis system, for example, the vorticity at any point is calculated according
to the central difference scheme based on the velocity components of its four closest
neighbours. A first order central difference scheme can be used to estimate the out of

plane vorticity [100], [L04].
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Vit — Vi—1j  WUij+1 — Wij—1
4 ) i.j (3.4)

20z 2Ay

Wig =

where,

e ; and j are the indices of the mesh points of interest in the z and y directions

respectively.

Raffel et al. [100] proposed the use of an alternate algorithm to calculate vorticity
based on Stokes’ theorem, whereby the vorticity and circulation in a flow are related

to each other through:

F:f{U-dl:/VdeS:/w-dS (3.5)

This expression states that the circulation around a closed contour is equal to the sum
of the vorticity enclosed within that contour. Stokes theorem can also be applied to a
regularly spaced PIV grid. Thus, equation 3.5 becomes:

1 1

wij = —Ti;

. (U, V) -dl (3.6)

A 1(X,Y)

Where @; ; is the average vorticity within an enclosed area A. The rectangular contour
of data points presented in figure 3.6 represents a mesh of velocity vectors that is used
to implement equation 3.6. The circulation (I') around the boundaries of the square
is calculated using a standard integration scheme such as the trapezoidal rule. The
average vorticity is calculated by dividing the the total circulation by the enclosed

area, as indicated in equation 3.7.

FZ,]
4AXAY 80

(Di,j ~

Where AX and AY represent the grid spacings seen in figure 3.6. Thus, 4AAXAY
indicates that the contour spans the four cells seen in figure 3.6. The integration

around the path of the contour is completed using the trapezoidal method [100], and
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i-1 i i+1

H j+1

j-1

Figure 3.6 — Grid used to calculate vorticity based on the velocity components of its

four closest neighbours

based on its height and width of two mesh points respectively, the estimated circulation

is expressed as the circulation method:

1
Fi,j = §AX(UZ'_1,]'~1 + 2Ui‘]‘_1 + Ui+1,j—1)
1
+§AY(V1'+1,J'—1 - 2Vervg + Virage)
1

—5AXUisrga1 + 21 + Vi)

1l
—§AY(V2'_1,J'+1 + 2V Vi—l,j—l)

(3.8)

There are 12 separate velocities over 8 different data points used to calculate the

circulation of equation 3.8. Equation 3.7 is based on the central difference method and

when the circulation method result of equation 3.8 is inserted into equation 3.7, the

vorticity at any point (7, j) on a velocity grid can be calculated from the velocity vector

components of the flow. Vorticity calculated by equation 3.4 uses only 4 neighbouring

data points, whereas equation 3.7 utilises 8 data points. As such, the uncertainty in

the estimate of the vorticity using the central difference scheme is much greater [100].

It is worth noting that Westerweel [101] found the circulation method in equation 3.8

to be more accurate than the central difference scheme.
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For the present study, the vorticity plots presented in chapter 5 were post processed
vector maps exported from DaVis and purpose written Matlab code based on equa-

tion 3.8 was used to calculate vorticity, streamlines, and velocity.

3.1.2 Three dimensional PIV

Two dimensional PIV is only capable of recording the velocity vectors in the plane of
the light sheet while the out-of-plane velocity component is lost. Stereoscopic PIV is
capable of recording these three velocity components (in-plane and out-of-plane). The
schematic of a stereoscopic PIV setup is presented in figure 3.7. Employing a second
camera to record from a different viewing angle for setting up a 3D PIV system is

considered to be the most straightforward method [105], [106], [107].
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Figure 3.7 — Schematic of a stereoscopic digital PIV system

Visual access to the area of interest will govern the camera configuration. There are

several different possibilities of arranging the cameras in a stereoscopic PIV system.
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The method employed for the 3D PIV used in this study is known as backward forward-
scattering. In this setup the cameras are mounted on the same side of the light sheet,

as seen in figure 3.8.

Calibration plate

Laser

Lens and a
Scheimpflug adapter
Camera 1
Camera 2

Figure 3.8 — Backward forward-scattering 3D PIV

Camera 1 typically records the light scattered in the forward direction while camera
2 will record the light scattered in the backward direction. The light intensities are
slightly different for both cameras i.e. camera 2 will need a larger aperture in order
to increase the light intensity it receives so that the PIV image it records will be as
close as possible to that of camera 1. There are a required and recommended number
of views when setting up a 3D PIV experiment. For the backward forward-scattering
setup as seen in figure 3.8 the system type was classed as a camera mapped for 3D

vectors, requiring 2 cameras and for the views to be coplanar and equidistant.

3.1.2.1 Scheimpflug criterion

According to research completed by Prasad [105], to obtain images in good focus over
the entire image plane, the Scheimpflug criterion must be satisifed. This criterion
requires the object plane, the lens plane and the image plane to be colinear, see
figure 3.9. If the angle o between camera 1 and camera 2 is increased, the measurement
precision of the out-of-plane component is increased. Increasing this angle () between
the two cameras limits the depth of field, to overcome this, tilting of the image plane in

respect to the orientation of the camera lens brings more of the field of view into focus
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while keeping the object, lens and image planes colinear. It is worth noting that in
general a tilted object or image plane will cause what is known as keystone distortion
to occur, this is because of the magnification varying across the field of view. This
results from the variation of object and image distances from top to bottom of the
field. This distortion is often seen in over-head projectors when the top mirror is tilted
to raise the image projected on the screen. This is equivalent to tilting the screen.
Keystone distortion can be prevented by keeping the plane of the object effectively

parallel to the plane of the image [105].

object plane

camera 1 camera 2

Figure 3.9 — Scheimpflug criterion

3.1.3 Vector processing

Vector field computation for 2D-2C and 3D-3C PIV in the current study was com-
pleted using a multi-pass cross-correlation technique with an interrogation window size
decreasing from 64 x 64 pixels with a 50% overlap down to 32 x 32 pixels with a 75%
overlap. The PIV parameters for vector field computation for 3D PIV works in exactly
the same way as conventional 2D PIV except that the correlation mode needs to be

set to stereo cross-correlation. The cross-correlation for 2D PIV is outlined below.

The cross-correlation calculates a vector field on two single exposed images. Fig-
ure 3.10 presents the cross-correlation technique used as one of the vector calculation

parameters. Using the cross-correlation mode the original PIV image consists of two
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Figure 3.10 — PIV cross-correlation

frames (1°! frame and 2"? frame). The first frame is labelled as frame 0 and contains
the 1% exposure, whilst the second frame labelled as frame 1 contains the 2"¢ exposure.
The algorithm used calculates the cross-correlation of all the interrogation windows
between frame 0 and frame 1. The displacement vector ds is most likely the highest

peak in the cross-correlation image. There is no peak at the zero displacement (0,0).

For the window size and weight, a rectangular size of 64 x 64 pixels was selected
with a 50 % overlap decreasing to a 32 x 32 pixels with a 75% overlap. During a
multi-pass interrogation such as this, the initial interrogation window size (CMOS
sensor=1024 x 1024 pixels) is divided by two in each step until the final interrogation

window size is reached.

Interrogation window

Neighbours (50% overlap)

Figure 3.11 — A 50% interrogation window overlap example

Figure 3.11 presents an example of the overlap amongst neighbouring interrogation

windows for a 50% overlap. The interrogation window size and the window overlap
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