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SUMMARY

The absorbance and photoluminescence (PL) spectra of single-walled car­

bon nanotubes (SWNTs) dispersed in deuterium oxide (D2O) using various 

surfactants were examined in order to estimate the photoluminescence 

quantum yield (PLQY) of individual species of SWNT present in the dis­

persion.

The susceptibility of our experimental set-up to effects caused by the 

concentration-dependent inner-filter effect was examined. A fluorescent 

polymer with a well-documented aggregation state, PFO, was used as a 

model system. A theoretical model describing the behaviour of PL intensity 

as a function of sample absorbance of both the excitation beam and emitted 

fluorescence was developed. This model was applied to PL data for PFO in 

numerous solvents, with the change in concentration and solvent providing 

control over both absorbance and aggregation. It was found that our 

experimental set-up could provide accurate PL data free from inner-filter 

effects up to a 1 cm sample absorbance of approximately 1, and that our 

predicted PL intensities matched those recorded from samples with an 

absorbance of at least 10.

Analysis of our model polymer system dispersed in solvents of varying 

suitability—identified by Hildebrand solubility parameters—permits the 

isolation of inner-filter effects from those of aggregation, which are simi­

larly detrimental to measured PL intensity. It is shown that the deviation 

from theory in the behaviour of PL as a function of concentration can be 

correlated with aggregation, whereas our approach is sufficient to model
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PL from samples with absorbance values up to the limits mentioned above 

when aggregation is not a factor.

Absorbance and photoluminescence data for dispersions of SWNTs in 

D2O were recorded, in the regime for which the inner-filter effects explored 

above were negligible. In order to correlate PL data with absorbance, 

a method of deconvoluting the absorbance and PL spectra of ensemble 

dispersions of SWNTs was developed. A method previously developed 

elsewhere describing the analysis of absorbance spectra and their reduction 

to contributions from different species of SWNT was adapted and expanded 

on. A similar method was applied to the deconvolution of the PL excitation- 

emission data. Atomic force microscopy was employed to estimate the 

proportion of individualised tubes in the dispersion.

A piece of MATLAB code was developed to combine and correlate this 

data and produce an estimate for the relationship between absorbance 

and PL for individualised tubes of numerous different SWNT species. 

Measurements under identical experimental conditions of absorbance and 

PL data for fluorescent dyes of known quantum yield value allow the 

estimation of absolute PLQY values of the SWNT species. This analytical 

approach was successfully applied to a range of SWNT dispersions in 

surfactants and other dispersant media, yielding data for Ejj and E22 

transition energies, amplitudes and widths.

The effect of centrifugation time on measured PLQY values from a series 

of dispersions using the surfactant SDS was investigated, as was the effect 

of a change in dispersion environment through a change in surfactant and 

solvent. Trends in PLQY were examined in terms of nanotube diameter and 

wrapping angle, and compared to those predicted in the current literature. 

The highest PLQY values estimated approached 1.5%, which is in line with 

values published elsewhere.
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INTRODUCTION

A brief introduction to the subject of carbon nanotubes is given in Section 

1.1, highlighting their physical properties and indicating how the work 

presented here relates to current research in nanotube physics. Section 1.2 

provides an outline of the topics explored in the remainder of this thesis.

1.1 BACKGROUND AND MOTIVATION

1

Since their discovery by lijima in 1991 [94], carbon nanotubes have been 

the subject of intense research.* Interest has been fuelled by their unique 

properties and their illustration of the promise and possibilities of the 

developing field of nanotechnology. While the dimensions alone of carbon 

nanotubes are noteworthy—with diameters and lengths on the order of 

nanometres and microns, respectively, they have widths tens of thousands 

of times narrower than the average human hair and can be many thousands 

of times as long as they are wide—it is comparison of their physical 

and electronic properties with those of more well-known materials that 

highlights their appeal to scientists and engineers. Carbon nanotubes 

exhibit extraordinary strength and stiffness: at a strength of ~ 50 GPa and 

with a Young's modulus of the order of 1.0 TPa they are approximately 

fifty times stronger than steel and five times stiffer [221, 203, 222]; with

* While lijima's paper was influential in increasing awareness of carbon nanotubes, they had 
been observed in several papers over the preceding decades. See References [31] and [150] 
for a more detailed discussion.
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a density'*^ of only 1800kg-m“^, they are one-quarter the density of steel 

and two-thirds as dense as aluminium. Nanotubes have high thermal 

conductivities, measured at 6600 W m“hK“^ [19], an order of magnitude 

greater than most metals and several times higher than carbon in the form 

of diamond or single graphite layers [18]. Carbon nanotubes occur in 

both semiconducting and metallic varieties [178]: semiconducting tubes 

exhibit first-order band-gaps in the near-infrared and optical region [217]; 

the metallic variety have been shown to exhibit ballistic conduction of 

electrons [215, 168], and with measured current densities of 10^ A-cm~^ 

they have carried the highest current densities yet measured, thousands of 

times that which would damage common metals [218, 136].

These unusual properties of carbon nanotubes have led to intense re­

search interest regarding both the fundamental physics involved and poten­

tial applications. The use of nanotubes in nanoscale electronic devices [1] 

and as the building blocks of transistors [211, 201], as filler material in 

polymer composites to enhance electrical conductivity [112, 3], thermal 

properties [28] and mechanical strength [53, 49], and as chemical and bio­

logical sensors [114, 209, 210] along with many other applications have 

all been explored [18, 79]. One aspect of nanotubes' behaviour that has 

limited their use is the tendency to aggregate into bundles or ropes of tubes. 

Many of the remarkable properties of nanotubes hold true for specific types 

of tubes or for individual tubes only. Aggregation of tubes can partially 

negate many of their most promising features: relative movement of tubes 

in a bundle results in a composite strength and toughness far below that of 

individual tubes [36]; close contact of metallic and semiconducting tubes 

means the bundles act as metallic ropes, but with a lower conductivity

+ See the supporting information accompanying reference 23 for details regarding the volu­
metric mass of HiPCO nanotubes.
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than an individual metallic tube [202]. The ability to separate nanotube 

types from each other and to actively select tube types based on structural 

and electronic properties remains one of the greatest challenges to their 

widespread adoption in more everyday applications [8, 133, 63, 193, 32].

For many applications dispersion of nanotubes in a host material matrix 

is desirable, either as a processing step or as an overall goal. Solutions 

of dispersed nanotubes were considered until relatively recently difficult 

to produce due to the general insolubility of nanotubes and their high 

aggregation rate. Progress has been made on a number of fronts in this 

regard. Nanotubes have been functionalised, i.e. chemically altered or 

bonded to smaller molecules which will increase their solubility [185, 30]. 

The use of chemical and biological molecules to act as surfactants, i.e. 

coating the nanotubes with a material which will allow it to be dispersed 

in water or other solvents, has become common [21, 70, 227]. Recent work 

suggests the correct choice of solvent alone enables nanotubes to become 

soluble [69, 23, 25]. Once in solution, efforts have been made to separate 

nanotubes into different types [60, 51, 75, 8].

The dispersion state of nanotubes in a solution is monitored easily and 

non-destructively using optical spectroscopy [159, 98, 62]. Carbon nan­

otubes are strong absorbers of electromagnetic radiation, with different 

tube types displaying signature peaks in absorbance at particular energies 

corresponding to the van Fiove peaks in their electronic density of states. 

A dispersion of many types of tube exhibits an absorption spectrum which 

is the superposition of many such peaks, while the peak intensity and 

resolution can be used to estimate the relative populations of different 

tube types [i8t, 152, 140] and the extent to which they are individually 

dispersed [91, 21]. Further complications arise from the presence of 'back­

ground' absorbance not due to the strong signature peaks of specific tube
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types [107], and so estimating the precise contribution to the ensemble 

dispersion of one tube type is not straightforward [171, 152, 160].

In 2003 O'Connell et al. measured the photoluminescence from nanotubes 

dispersed in a surfactant-aided deuterium oxide (D2O, deuterated water or 

'heavy water') solution, and spectral features were later assigned to various 

semiconducting tube types [159, 15]. Photoluminescence spectroscopy 

allows us to probe the quality of dispersion achieved and the quality of 

the nanotube sample used [98, 97]. Bundles containing both metallic and 

semiconducting tubes are unlikely to fluoresce as the contacting metallic 

tubes will provide additional potential non-radiative relaxation pathways 

for semiconducting tubes, quenching the emission. Similarly, tubes with 

many defects will have many non-radiative relaxation pathways for excited 

electron-hole pairs and will thus exhibit a lower emission intensity [129].

In order to make comparisons between photoluminescence spectroscopy 

measurements taken in various local solution environments and taken 

using different instruments, several issues must be addressed. Corrections 

for various instrumental artefacts are relatively common [120,145,122], but 

the lack of a well-defined standard scale for photoluminescence intensity 

makes comparing several measurements from different instruments diffi­

cult. For comparisons of intensity of emission from different tube types, it 

is essential to have some knowledge of their photoluminescence quantum 

yield (their 'conversion efficiency' from light absorbed to light emitted). 

Current literature resources regarding the photoluminescence quantum 

yield of carbon nanotubes are very much incomplete. Reported values 

range over several orders of magnitude [159,104], with a lack of consistency 

regarding procedures and methods of analysis [194], as outlined in more 

detail in 2.2.5.
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This thesis deals with several of the issues mentioned above: in outlining 

a procedure for measuring the photoluminescence quantum yield of semi­

conducting single-walled carbon nanotubes, it is necessary to deal with the 

problems of concentration, aggregation and instrumental effects, of dealing 

with several tube types in an ensemble solution, and of interpreting the 

absorbance and photoluminescence spectra in terms of contributions from 

specific tube types.

Much of the analysis has been automated through the use of a custom- 

written MATLAB program, and this approach could aid in comparative 

analysis of large numbers of samples, containing many distinct types of 

carbon nanotube, by other groups.

The approach to measuring photoluminescence quantum yield values de­

veloped here is then applied to dispersions of carbon nanotubes in different 

surfactant environments. Estimates of quantum yield values for a range of 

carbon nanotube species in various dispersions are produced, discussed, 

and compared to theoretical predictions relating to both the variation of 

quantum yield with nanotube species and the effect of environment on the 

exhibited quantum yield.
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1.2 THESIS OUTLINE

CHAPTER TWO The essential background theory of carbon nano tubes 

and their properties is explained. An overview of the current litera­

ture is presented.

CHAPTER THREE Details on the materials used throughout the work 

and on the various methods of analysis are provided.

CHAPTER FOUR The effects of solution concentration on the measured 

photoluminescence of a solution are examined, and methods to pre­

dict and account for non-linear effects in the high-concentration 

regime such as inner-filter and re-absorption effects are detailed.

CHAPTER FIVE Work carried out on the measurement of photolumines­

cence quantum yield of ensembles of SWNTs through the deconvolu­

tion of both absorbance and photoluminescence spectra is introduced, 

and the MATLAB program written to aid this analysis is explained.

CHAPTER SIX The quantum yield measurement developed above is 

applied to solutions of carbon nanotubes dispersed using SDS under 

a variety of preparation conditions; variations in the estimated PLQY 

values of a range of nanotube species are explored.

CHAPTER SEVEN This method of analysis is extended to dispersions of 

SWNTs in a variety of dispersant media, and the effect of dispersant 

media on the optical properties and PLQY values of numerous tubes 

in an ensemble dispersion is examined.

CHAPTER EIGHT A review of the main results is presented, along with 

a discussion of future work.



INTRODUCTORY THEORY AND LITERATURE REVIEW

Section 2.1 contains background information and theoretical foundations 

for the properties of nanotubes, emphasising topics of relevance to the 

experimental work presented later. The current literature on dispersions, 

photoluminescence and photoluminescence quantum yields of carbon nan­

otubes is reviewed in Section 2.2.

2.1 INTRODUCTORY THEORY OF CARBON NANOTUBES

2

2.1.1 Discovery and Synthesis

Carbon nanotubes gained widespread exposure through the work of Sumio 

lijima, whose 1991 paper [94] showed transmission electron microscope im­

ages of carbon nanotubes found in the soot deposited at graphitic electrodes 

during the arc-evaporation production of fullerenes [117]. Carbon nan­

otubes are essentially long, cylindrical macromolecules of carbon, closed at 

each end. Like fullerenes, they are an elemental form of carbon, and thus 

an allotrope of more well known forms such as graphite and diamond.

The atomic structure of carbon nanotubes is similar to a rolled-up single 

layer of graphite-termed a graphene sheet—capped at both ends. Single- 

walled carbon nanotubes (SWNTs) have diameters ranging from ~ 0.5-2 nm, 

while their lengths can be up to the millimetre range [92], giving them an 

aspect ratio (the ratio of length to diameter) that can exceed 1 xlO^. Multi-
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walled carbon nanotubes (MWNTs) consist of several concentric tubes, 

resembling 'nested' SWNTs, with outer diameters of tens of nanometres, 

lijima's initial 1991 paper showed MWNTs, while SWNTs were observed 

by the same author in 1993 [95].

Several methods of production of SWNTs have been demonstrated. The 

most common methods currently in use are: the arc-discharge method [27, 

103], in which carbon nanotubes are formed from sublimation of carbon 

in graphite electrodes caused by high temperatures found at the electrode 

during discharge; laser ablation [202], i.e. using a pulsed laser striking a 

graphite target to vapourise carbon atoms, which form nanotubes as they 

condense; and the chemical vapour deposition (CVD) method [52, 46, 132].

In the CVD process, gaseous hydrocarbons are mixed with an inert carrier 

gas and passed over a catalyst in a furnace heated to between 600° C and 

1100° C for several hours. When hydrocarbons are exposed to sufficiently 

high temperatures they can decompose, a reaction known as pyrolysis. 

The HiPCO (high pressure carbon monoxide) variant of CVD involves the 

decomposition of Fe(CO)5 to produce Fe clusters which act as nucleation 

sites for the growth of nanotubes via the disproportionation of carbon 

monoxide [156]:

CO + CO —> CO2 + C (--•> nano tubes)

Amorphous carbon and graphite are also commonly formed during CVD; 

as well as temperature and pressure the size and nature of the catalytic 

particles have a profound effect on the resulting yield of nanotubes, their 

dimensions and the number of defects they contain [134, 41].
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(a) (b)

Figure i: The relationship between the 2D atomic structure of graphene and the 
different {n,m) indices of SWNTs. (a) The hexagonal atomic structure of 
graphene, with the unit cell of a (4,2) SWNT depicted by the rectangle 
OAB'B. (b) Representative classes of SWNT. From top: armchair, zig-zag 
and chiral nanotubes, showing cross section and side view (without 
caps). (Adapted from references i8,178).

2.1.2 Physical Structure

Carbon nanotubes have an atomic structure identical to that of a seamlessly 

rolled up sheet of graphene. Starting with a flat graphene sheet, there 

are many ways of 'rolling up' this sheet to form the structure of a carbon 

nanotube, and thus there are many different 'species' of nanotube. These 

species are defined by their (n,m) index. In describing the physical and 

geometric characteristics of nanotubes, the work of Mildred Dresselhaus 

and co-workers is particularly instructive [178, 57].

Figure la represents the hexagonal lattice arrangement of the carbon 

atoms in a flat sheet of graphene. In order for the resulting carbon nanotube 

to be seamless along its length, the vector representing the circumference 

of the tube must map a carbon atom in this lattice to an equivalent atom 

in the lattice (in Figure la, O to A and B to B'), and must do this for all 

atoms along the line representing the nanotube's length (the line OB). This
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vector is known as the wrapping vector, C, and can be resolved into two 

unit vectors aiand 32 at an angle of 60° as shown. The wrapping angle 6 

is defined as the angle between C and ai; the symmetry of the hexagonal 

graphene sheet limits the value of 6 to between 0° and 30°.* A particular 

nanotube species is identified by the direction and length of the wrapping 

vector. This leads to two common and equivalent methods of identifying 

carbon nanotubes: specifying the nanotube diameter d and wrapping angle 

9, or specifying the {n, m) index, where C = nai + maz, with 0 < m < n.^ 

Given the (n, m) index of a tube, it is possible to calculate d and 9 through 

geometry: 9 = tan~^ [\/3m/{2n + m)] and d = \^a{m^ + + nm)^ /it,

where a is the distance between nearest-neighbour carbon atoms in the 

hexagonal lattice (1.42 A in graphene).

An analysis of the geometric structures of the carbon nanotubes formed 

above highlights three cases (see Figure ib): 0 = 0° or («,0) tubes are 

known as zigzag tubes (a perpendicular cross-section would reveal carbon 

atoms in a symmetric zigzag formation); 9 = 30° or («, n), i.e. n = m, tubes 

are known as armchair tubes (again due to the pattern formed by their 

cross-section); all cases in between are called simply chiral tubes.t

While our treatment of the electronic structure of carbon nanotubes in 

Section 2.1.3 will consider the tubes to be infinite in length, in reality they 

are capped by roughly hemispherical structures composed of hexagonal

* Intuitively, the six-fold symmetry of the graphene sheet might suggest confining 6 to 
between 0" and 60", or —30“ and 30", inclusive. Nanotubes with wrapping angles 0"< |0| < 
30“, however, are equivalent for 6 and —0 in all but the handedness or the chirality of the 
tube, i.e. the tube is not symmetric under a reflection through a cross section. This can be 
safely ignored for most purposes.

+ {n,m) represents («, \m\), where 0 < |m| < n, again neglecting handedness of the tubes. 
The mirror-image tube of opposite handedness is described by (m, n) (for 0“< 6 < 60", or 
equivalently by (n + m, —m) for 0"< |01 < 30°).

J In some texts, the wrapping vector and wrapping angle as they are defined for all tubes 
are described as the 'chiral vector' and 'chiral angle'. Given that usage in these cases does 
not invoke the symmetry-related meaning of chirality, while our use of 'chiral tubes' does, 
these terms are avoided here to minimise confusion.
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(a) (b)

Figure 2: The unit cell, Brillouin zone, and ir-band energy dispersion structure 
of graphene, (a) The unit cell in real space (left, dotted rhombus) and 
first Brillouin zone in reciprocal space (right, shaded hexagon), (b) 
The ;r-band energy dispersion structure of graphene. (Adapted from 
references 58, 2.)

and pentagonal arrangements of carbon atoms [96], much like one half of 

the famous C^q macromolecule, Buckminsterfullerene [118].

In MWNTs, the individual nanotubes which make up the structure are 

typically of different species, such that the tubes 'fit' over each other more 

favourably. The inter-tube spacing of MWNTs is typically ~3.4A, close to 

the inter-plane spacing of graphite [224].

2.1.3 Electronic Properties

In Section 2.1.2 the various species and indices of nanotubes were explained 

in terms of how the nanotube could be formed from a 'rolled up' graphene 

sheet. The resulting nanotubes vary not only in geometric structure but in 

electronic behaviour also. This is due to the relationship between nanotube 

index, the relevant underlying unit cell, and the electronic properties of 

graphene. (Again, we follow much of the work and nomenclature of 

Dresselhaus and co-workers.)
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Electronic Properties of Graphene

Figure 2a shows the unit cell in real space and Brillouin zone in reciprocal 

space of graphene. In the hexagonal Brillouin zone, the centre, corner and 

edge-centre of the zone are points of high symmetry and are marked F, 

K, and M respectively. Also shown are reciprocal lattice vectors bi and b2, 

where Sj • bj = InSij, with Sjj = 1 if 2 = ; and Sij = 0 otherwise [11].

The bonding of the carbon atoms in the hexagonal lattice of graphene is 

known as -hybridised [12], which results in each carbon atom forming 

three strong co-planar u-bonds to its closest neighbouring atoms and having 

one p-orbital remaining unhybridised and not involved in interatomic 

bonding. The overlapping of these p-orbitals results in the formation of a 

bonding zr-band and an anti-bonding 7r*-band.

An analysis of the reciprocal-space energy dispersion relations for graphene 

in two dimensions (see Figure 3) reveals that the n and n* bands are equal 

in energy at the K points of the Brillouin zone [205]. Graphene is thus 

considered a zero-band gap semiconductor. In graphite, the influence of 

other graphene sheets causes these bands to overlap slightly (~ 40 meV) at 

room temperature, giving graphite a metallic character.

Electronic Properties of Carbon Nanotubes

By analogy with graphene, we can examine the reciprocal-space energy 

dispersion relations for carbon nantotubes. SWNTs, however, do not share 

the same continuous reciprocal space as an infinite planar sheet of graphene 

due to their restricted dimensions.
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(a) (b)

Figure 3: Surface and contour plots of the graphene energy dispersion in recip­
rocal space, (a) 3D surface and (b) 2D contour plot of the graphene 
energy dispersion. Note that the band gap is zero at the six K points, 
making ideal graphene a zero-band gap semiconductor. (Adapted from 
reference 99.)

In the circumferential direction, the wave vector is restricted by periodic 

conditions known as the Born-von Karman conditions [54, 56]:

k • C = 2nj (2.1)

where / is an integer such that (1 — y) < j < y, where N is the number of 

carbon atoms in the unit cell of the nanotube. N is calculated for each SWNT 

from the relationship between the area of the nanotube unit cell in Figure la 

and the area of one hexagon of the graphene lattice: N=|CxT|/|aixa2| 

which can be reduced to N = 2{n^ -F nm -F m^)/gcd(2n -F m,2m + n), where 

gcd(fl, b) is the greatest common denominator of integers a and b.

The comparatively vast length of the nanotube means there are effectively 

no such restrictions on the allowed states along the axial direction of the 

tube. The allowed ^:-space of the nanotube is thus a set of N straight lines 

in reciprocal space, each separated by 2/d where d is the tube diameter.
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(a) (b) (c)

Figure 4: Representative nanotube energy band dispersions. Sample energy band 
dispersions for three («, m)-species, obtained with cutting line 'cross- 
sections' of the graphene dispersion relation, (a) Armchair (5,5) nan­
otube (metallic), (b) zigzag (9,0) nanotube (semiconducting) and (c) 
zigzag (10,10) nanotube (semiconducting).

Combining the energy dispersion properties of graphene with the al­

lowed A:-space of the relevant SWNT, we can calculate the band structure of 

the tube by cutting cross-sections of the graphene energy dispersion along 

those lines of allowed ^:-space, known as 'cutting lines' [182], superimposed 

on the graphene energy dispersion shown in Figure 3. If the cutting lines 

pass through the K points of the Brillouin zone (where the graphene tt 

and TT* bands are equal), there will be no gap between the conduction and 

valence bands and the nanotube will be metallic. Where the cutting lines 

do not include the K points, the tube will be a semiconductor with a band 

gap depending on the precise {n,m) species.

To calculate those {n,m) tubes which have cutting lines including the K 

point, we compare the criteria for the set of allowed circumferential wave 

vectors with the vector K from the centre of the Brillouin zone to the K 

point:

K • C = 27r; where K=(bi—b2)/3 and C={nai + ma2)
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K C =

2nj = 

3; =

(bi -b2) (nai + maj)

{nb-i ■ ai — mhz ■ az) 
3

2n{n — m)
3

n ~ m (2.2)

where j is an integer. Thus if mod(n — m,3) =0 the nanotube is metallic or 

semi-metallic in character, while the other tubes—approximately two-thirds 

of carbon nanotubes—are semiconductors [178]. These semiconducting 

tubes are further classed as 'mod V or 'mod 2' tubes according to the value 

of mod(n — m,3).

The size of the band gap in a semiconducting nanotube is generally 

inversely proportional to the nanotube's diameter. As the diameter in­

creases, so too do the number of cutting lines, and the dispersion energy 

gap formed by two cutting lines on either side of a K point decreases.

For large-diameter nanotubes the energy gap is approximated by 

^sap — '2-'yQ(lcc/ d

where 70 is the tight-binding overlap of the carbon-carbon bond and flee is 

the nearest-neighbour separation [217]. For small-diameter tubes, several 

other effects cause a deviation from this value. The increased curvature 

of the nano tube causes a change in the bond length, introducing more sp^ 

bonding character, while the threefold anisotropy of the energy dispersion 

surface near the K points means that when the number of cutting lines is 

reduced the resulting energy gap is heavily dependent on the wrapping 

angle—a phenomenon known as trigonal warping [179].
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(a) (b)

Figure 5: Electronic density of states for semiconducting and metallic nanotubes.
Sample electronic density of states, showing (a) a semiconducting (10,0) 
nanotube and (b) a metallic (9,0) tube. (Adapted from reference 180.)

The electronic density of states (DoS) per unit energy range, g(E), of a 

material can be calculated as

g{E) = dE/dk

where g(k) is the density of states in reciprocal space and E and k come 

from the electronic dispersion relations [66]. The nature of these dispersion 

relations for carbon nanotubes, with dE/dk = 0 at k = 0, results in strong 

peaks known as van Hove singularities [179] in the DoS at the minima of 

each band. Figure 5 represents the DoS as a function of energy for a 

semiconducting (10,0) and a metallic (9,0) tube. Van Hove singularities 

are present in both the semiconducting and metallic tube; the key difference 

in their respective DoS profiles is that the metallic nanotube displays a 

non-zero DoS at the Fermi level.
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2.1.4 Optical Properties

Light absorption by carbon nanotiibes

Light absorption in a material is the result of interaction between the electric 

field of the electromagnetic light wave and the electrons of the absorbing 

material, causing electronic transitions between different energy states [66]. 

The magnitude of absorption by a given material at a given photon energy 

is determined by Fermi's golden rule [64, 66]:

W,^^ = ^|M|2g(E)

where is the transition rate for the transition of electrons from an 

initial state to a final state, M is a matrix describing the transition dipole 

moment, and g{E) is the electronic joint density of states in the material at 

the photon energy. The transition dipole moment represents the movement 

of charge density as an electron is promoted to a state with higher energy. 

The larger the moment, the greater the absorption. Clearly, absorption will 

only take place if M is non-zero. Transitions are subject to selection rules 

governing 'allowed' transitions: these selection rules can be established by 

determining the conditions for which M 7^ 0 [17].

For an electron to absorb a photon, to observe conservation of momentum 

we must have:

hkf — hki ± hkp

where k; and kf are the wave vectors of the initial and final electron states, 

and kp the wave vector of the photon. For a photon the wave-vector is 

defined as 2nj A, where A is the wavelength of the light. The value of kp
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is negligible compared to the value of the electron wave vector, giving the 

first selection rule:

Ak 0

Thus, the wave vector of the electron is essentially unchanged by the 

absorption of a photon, and transitions are direct (vertical) on the band- 

structure diagram in Figure 6. (Indirect transitions are possible, but require 

the involvement of phonons—quantised vibrations—to conserve momen­

tum. Direct transitions are the dominant type.) The minima of the bands in 

the dispersion relation have approximately parallel conduction and valence 

bands (dE/dk = 0), and thus coincide with the van Hove singularities in 

the DoS: electrons with a large range of k values can thus be excited across 

the band gap by photons with the appropriate energy, and a van Hove 

singularity in the DoS results in a peak in the absorbance spectrum.

Due to symmetry considerations, non-zero transition dipole moments 

only exist in two directions—parallel and perpendicular to the nanotube 

axis—and so the polarisation direction of the light is important. The 

transition dipole moment is far larger in the parallel direction, owing to 

what is known as the 'antenna effect' [158], a result of the very large aspect 

ratio and small diameter of carbon nanotubes. The van Hove singularities 

in the DoS of a nanotube are labelled E,y according to the quasi-angular 

momentum quantum number (/) from their corresponding electronic bands. 

Figure 6 illustrates the relationship between the valence and conduction 

bands of the DoS and the E„ transitions. Transitions between bands of 

the same symmetry, i.e. where A/ = 0, are only allowed for incident 

light polarised parallel to the nanotube axis, while transitions between
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(a) (b)

Figure 6: Optical processes in a carbon nanotube, illustrated using (a) a simplified 
band structure and (b) an electronic density of states representation. The 
upward arrow represents £22 absorption, while the downward arrow 
represents emission from the Ejj band gap. The thin jagged arrows 
illustrate relaxation from £22 to £jj. (Adapted from reference 129.)

bands of different energy, where A/ = ±1, are allowed for light polarised 

perpendicular to the nanotube axis.

The observed absorption spectrum for SWNTs is thus dominated by 

transitions between bands of the same symmetry (Eh, E22, etc.), appearing 

as sharp peaks due to the van Hove singularities in the DoS at those 

energies corresponding to the inter-band transitions. As illustrated in 

Figure 7, semiconducting SWNTs with diameters around 1 nm typically 

have Efi « 0.75-1.55 eV (A « 1600-800 nm) and E^2 ~ 1-35-2.5 eV (A 900- 

500 nm), while metallic SWNTs have their first transition energies E^ ^ 2.0- 

3.1 eV (A « 600^00 nm) [15].

Observed absorption spectra are typically broadened due to bundling of 

tubes into aggregates and 'ropes' of tubes, which is highly dependent on 

sample preparation [76]. For ensemble samples of many types of nanotube.
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Figure 7: UV-Vis-NIR absorbance spectra for nanotube and graphite dispersions.
(a) Absorbance spectrum of 'rope' material formed by pulsed laser 
vapourisation compared with that of colloidal graphite, with (b) the 
peaks observed in the absorption spectrum assigned to E„ transitions, 
and (c) comparison of background-corrected spectra showing broaden­
ing and red-shifting of the sharp peaks as the well-dispersed SWNTs 
aggregate. (Adapted from reference 76.)

absorbance peaks are ill-defined due to the superposition of component 

peaks representing different E„ transitions for each tube type present (see 

Figure 7). There is also a large contribution from the plasmon resonance 

of the nanotubes [107], which increases at higher energies before peaking 

at approximately 4.0^.5eV [171, 160]. This can be seen clearly in Figure 

7a, where the plasmon resonance dominates the absorption spectrum of 

colloidal graphite.

Photoluminescence from carbon nanotubes

The excited state created by the absorption of a photon described above is 

short-lived [141], resulting either in the dissipation of energy thermally (car­

bon nanotubes are excellent thermal conductors and quantized vibrations 

known as phonons propagate easily along the tube [19]) or via the recom­

bination of the electron-hole pair and emission of a photon of light. The
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(a) (b)

Figure 8: Surfactant micelle formation around nanotubes, (a) Individual SWNT 
and (b) 7-tube SWNT bundle encapsulated in surfactant micelle. 
(Adapted from reference 159.)

process of light absorption followed by re-emission at a different energy is 

known as photoluminescence. More specifically, we may term the process 

fluorescence given that the timescales involved are short (a few nanoseconds 

or less [207, too]) and the transitions are between 'allowed' states. Light 

emission from transitions which are not 'allowed' in terms of selection 

rules takes place over longer timescales and is termed phosphorescence [122]. 

As fluorescence is the dominant radiative emission process in nanotube 

photophysics, the term is used synonymously with photoluminescence in 

much of the literature.

Given that approximately one-third of nanotubes are metallic in character 

with no or zero band gap, bundles of tubes are expected not to exhibit 

photoluminescence as they will likely contain metallic tubes in contact with 

any semiconducting tubes and thus non-radiative relaxations via these 

metallic tubes are expected to dominate. Photoluminescence across the 

band gap in SWNTs was not observed until O'Connell and co-workers [159] 

were able to isolate individual nanotubes by dispersing them in a surfactant
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Figure 9: Absorption and emission spectra for SDS-encapsulated SWNTs in D2O.
The correspondence of absorption and emission peaks allowed the clas­
sification of the observed emission as band gap photoluminescence from 
individualised SWNTs. (Adapted from reference 159.)

solution, with individual nanotubes enclosed in surfactant micelles as 

illustrated in Figure 8. Emission from SWNTs shows very little Stokes shift 

in the Ejj region, as can be seen in Figure 9, being detected in the near 

infra-red region.

Surfactant-assisted dispersions remain the most common approach for 

studying SWNT photoluminescence, and an overview of research on solu­

tions and dispersions of SWNTs is included in 2.2.1.

A common method of analysis in PL spectroscopy is the use of PL 

excitation-emission maps (PL maps): 2D orthogonal plots of PL intensity 

as a function of excitation and emission energy, as illustrated in Figure 10. 

Data presented in this manner shows spots of high intensity corresponding 

to the dominant resonant absorbance at a band gap E? and emission from 

Ejj. Typically, E22 —> E^j resonant transitions are explored although higher- 

band absorption resonances could also be used. The unique position on the 

PL map of the peaks of high intensity allows the assignment of PL signals
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to particular {n, m)-species of nanotube, and thus the £22 ^11 region (as

highlighted in Figure lob) is often termed the 'fingerprint region' [15, 213].

A simple treatment of the relationship between transition energies, for a 

linear dispersion displaying no chiral angle dependence, yields the value 

E22/E11 = 2 [180, 57], and so the PL map might be expected to show a 

series of peaks along a line of slope 2. Clearly this is not the case, and 

analysis of PL maps and Kataura plots (plots of transition energies E„ as 

a function of diameter, used as a guide for researchers probing optical 

properties of nanotubes, particularly using Raman spectroscopy [107]), 

such as that shown in Figure 11, show a much more complex picture.

The observed median value for the E22/E11 ratio tends to be closer 

to 1.7-1.8, which was highlighted in early reports of nanotube PL and 

became known as the 'ratio problem' [106]. This was later explained as 

concerning the the self-energy correction in the more complete exciton 

picture of nanotube photophysics, discussed briefly below. The locations 

of the emission peaks are also observed to peel away above and below the 

median line. This can be related to the trigonal warping of the graphene 

energy dispersions aroimd the K points. The wrapping angle of the SWNT 

greatly affects the positioning of the cutting lines with respect to these K 

points: tubes with a small wrapping angle (those close to armchair tubes) 

sit close to the median line while tubes with a large wrapping angle (those 

close to zigzag tubes) are found further away. Those tubes above and below 

the median line in the PL map are found to be of the same class in terms of 

the value of mod(n — m,3), with mod 2 tubes below the line (displaying a 

'low' value of E22 relative to En) and the mod 1 tubes above ('high' relative 

£22 value). This occurs because the mod 1 and mod 2 tubes have their 

closest cutting line on opposite sides of the K point. Also, En and E22 

cutting lines for semiconducting tubes relate to opposite sides of the energy
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Figure lo: Photoluminescence excitation-emission maps for SWNT dispersions.
(a) Combined contour and surface plot of the PL excitation-emission 
map and (b) contour plot of the PL map in plan view. The 'fingerprint 
region' is highlighted by the white ellipse. (Adapted from references 
15/ 213.)
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Figure ii: 'Kataura Plot', showing Ef^ versus diameter. The behaviour of branches 
corresponding to constant values of 2n + wi is especially apparent at 
low diameters. The superscript 'S' refers to semiconducting, as opposed 
to metallic, tubes. (Adapted from reference 212.)

dispersion. In the Kataura plot, this means mod 1 tubes are found below 

the median Une for £n and above it for E22 (the reverse is true for mod 2 

tubes) and this has the effect of increasing the perceived deviation from the 

median in the PL map, which effectively plots E22 against En.

In peeling away from the median line in both Kataura plots and PL 

maps, the position of nanotube peaks is seen to follow certain 'branches', 

corresponding to constant values of 2n + m. The meaning of these branches 

is essentially geometric: these tubes all have similar diameters but a range 

of wrapping angles, meaning they are found close to each other on the 

Kataura plot, with increasing deviations from the median as the wrapping 

angle increases.



26 INTRODUCTORY THEORY AND LITERATURE REVIEW

Excitons in carbon nanotubes

The complete picture of photophysics of carbon nanotubes requires the 

development of an excitonic picture of the excited state [2, 189, 206], as 

opposed to the simple single particle excitation scheme used thus far.

Excitons are bound quasi-particles, whereby the electron-hole pair cre­

ated on absorption of a photon is bound via the Coulomb interaction. 

In the excitonic representation of the excited states of SWNTs there are 

contributions from the electron-hole interaction as well as the 'many-body 

effects' such as electron-electron repulsion. SWNTs are exceptionally useful 

for the study of exciton photophysics as their effectively one-dimensional 

nature and unique structure allow both simple modelling and relatively 

straightforward observation of the influence of excitons.

The initial relevance of the exciton model for SWNT excitation became 

apparent with the 'ratio problem' of observed transition energies mentioned 

above in 2.1.4. The ratio of £22 to Ejj should, to a first approximation, 

approach a value of 2, which is not what is observed in PL maps [180, 57]. 

When the contributions from the excitonic model (namely, a blue-shift from 

the electron-electron repulsion and a red-shift from the excitonic electron- 

hole attraction) are included a net blue shift in both the E22 and Ej^ energies 

is found. This produces a ratio of £22/Ejj ~ 1.8 for large diameter tubes, 

matching experimental observations.

More evidence for the excitonic nature of the excited state of SWNTs 

comes from two-photon absorption experiments [206, 144]. For a system 

described by the single-particle approach, it is possible to observe absorp­

tion transitions at E„ when the material is illuminated by light of energy 

E = 0.5E„. However, two-photon absorption experiments with SWNTs 

have shown that the absorbance peak occurs not at O.SEn, but at a slightly
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higher energy. In the one-dimensional excitonic description, the excitonic 

states appear in a series of bands below the single particle band gap (analo­

gous to the hydrogen Rydberg series of s, p, d... levels). The transitions 

from the ground state to these levels have definite parity and selection rules, 

with single-photon absorptions exciting the s-level exciton and two-photon 

absorption exciting the higher p-level exciton. Experimental evidence for 

two photon absorbance exciting this higher 1-p exciton level, above the 

Ejj ground state from which single-photon emission is observed, thus pro­

vided strong evidence for excitons in carbon nanotubes. Further evidence 

comes from the observation of resonances from bound exciton-phonon 

states observed as side bands in the PL map [167]

SWNTs have generated intense interest as a material in which to study 

excitonic effects which would typically require very low temperatures to 

observe. In most bulk materials the binding energy of excitons is approx­

imately 10 meV, but in SWNTs it has been shown to be far higher, in the 

range O.l-l.OeV [206, 144], thus being a considerable fraction of the band 

gap. The exciton binding energy has been shown to have a dependence 

on diameter p/d, where p = 1, 2, 3, 4 and 5 for E22, E^, E33 and E^^ 

respectively [178, 179] and d is the tube diameter. This dependence is not 

linear due to many-body effects, in much the same way that the 'ratio prob­

lem' discussed above was due to these effects. The excitation energy (and 

the binding energy and self-energy terms which contribute to it) also has a 

chiral dependence which is a maximum for armchair tubes (where 9 = 30°) 

and a minimum for zigzag tubes {6 = 0°), and takes the approximate form 

BpCOs39/d^, where Bp is a constant depending on the value of p. The 

Kataura plot shown in Figure 11 is thus modelled by a relationship of the 

form Eii = 1241/{Ai -|- A2d) -|- BpCOs39/d^ [15].
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The lifetime of the excited state in SWNTs is extremely short, with most of 

the excitons formed decaying non-radiatively on a timescale of hundreds of 

femtoseconds [90]. The excitons may decay through a number of channels, 

including via the emission of (one or more) phonons, recombination at 

defect or dopant sites or at nanotubes ends, or through an Auger process 

involving the transfer of energy and momentum to a resultant charge 

carrier or pair of carriers [113, 87]. The radiative lifetime is considerably 

longer, measured in the tens of picoseconds range [164] (and in some 

cases estimated as being as long as 100 ns or more [207]). In bundles of 

tubes tunnelling of excitons to tubes of lower band gap and to metallic 

tubes can occur at a sufficiently high rate to prevent any appreciable 

photoluminescence [172].

2.1.5 Photoluminescence Quantum Yield

A property of fundamental importance to the study of photoluminescence 

is the photoluminescence quantum yield (PLQY), (p. This is the ratio of 

emitted photons to photons absorbed by the material [122]:

(P =
IL{emitted photons) 
E {absorbed photons)

and is thus expressed as 0 < (^ < 1.

For a substance in an excited state after the absorption of a photon, there 

are typically both radiative and non-radiative decay pathways available 

for that material to relax to the ground state. Each of these is a random



2.1 INTRODUCTORY THEORY OF CARBON NANOTUBES 29

process, giving rise to a statistical decay rate. With a rate of non-radiative 

decay k and a rate of radiative decay K, the lifetime of an excited state is

1
k + K

and the quantum yield is equal to the fraction of decays which take place 

via the radiative channel:

(P
K

k + K

Even without non-radiative decays, the excited state is unstable and so 

there is an intrinsic or natural radiative lifetime. Trad-

+ad K

These equations can be combined to give

(P = K- = Kt = —
k + K Trad

The PLQY can thus be calculated from the characteristics of the absorp­

tion and fluorescence spectra of a sample, or more directly by estimating 

the fraction of absorbed photons which are emitted. In relation to the 

discussion of excited state lifetimes in 2.1.4 above, we can see that where 

the radiative lifetime Trad is an order of magnitude or more greater than the 

non-radiative lifetime Tnon (= then t Ri T„on and the PLQY value (p is 

approximately given by ~ Tnonl'^rad-

Precise figures of numbers of photons absorbed/emitted are difficult to 

calculate, though with particular experimental set-ups such as integrating 

spheres good estimates can be made. A more common approach is to
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compare the ratio, m, of integrated fluorescence to absorbance for a sample 

material to that measured for a substance of known PLQY under identical 

experimental conditions. The PLQY of the sample under investigation, (px, 

is then calculated relative to that of the standard, (pst, as follows [122]:

(px = (pst
nix

tnst nstj
(2-3)

where m is the slope of the line representing integrated PL as a function of 

absorbance, n is the refractive index of the solution, and the subscripts x 

and St signify the material under investigation and the standard material 

of known PLQY, respectively. The inclusion of the refractive index in this 

equation is necessary to account for the effective dispersion of light emitted 

from the sample. Samples are typically in solution, with the sample cell 

surrounded by air, and the extent of the ensuing refraction as the emitted 

light exits different sample cuvettes varies depending on the samples' 

refractive index.

Photohiminescence Quantum Yields of Carbon Nanotubes

Given the unique properties of carbon nanotubes, PLQY is a parameter of 

fundamental interest both in terms of understanding the science of SWNTs 

and in order to use PL data quantitatively for applications. Measurement 

of (p, however, is not trivial. Measured PLQY values are dependent on 

the absorbance and PL intensity values recorded in any given set-up. The 

complexity of SWNT absorbance spectra was illustrated in Section 2.1.4, 

this makes (n,m)-specific measurements of absorbance extremely difficult. 

PLQY values will also necessarily be adversely affected by phenomena 

which act to quench the PL signal, thus it is expected that individual 

SWNTs will exhibit higher PLQY values than ensembles, where defects.
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bundling and energy transfer between tubes become an issue. SWNTs are 

generally known for having low PLQY values, with the first reported value 

being ~ 0.001 [159]. Higher quantum yield values have since been reported, 

up to two orders of magnitude greater [104, 204], though this is still low 

compared to some other fluorescent materials.

The low PLQY values of SWNTs can be attributed to a number of 

processes. The presence of dark excitons below the lowest bright exci- 

ton state will affect the emission rate [59], though at room temperature 

the splitting between the lowest energy dark and bright excitons is ex­

pected to be ~ 10 meV and thus easily overcome through thermal excitation. 

Non-radiative recombination of bright excitons is the primary decay pro­

cess [207,172]. Given the large exciton mobilities in SWNTs [187], diffusion 

to recombination centres is easily achieved [87] and so the PL is expected to 

be sensitive both to doping and to interactions with the local environment, 

for example the ability of surfactant micelles or polymer wrapping to ex­

clude molecules of oxygen or water from the surface of the nanotube [104]. 

In addition, PL emission will be reduced through energy transfer to other 

tubes, particularly in the presence of small bundles [200, 169], and through 

Auger decay processes.

In terms of («,m)-specific PLQY values, a number of features are expected. 

Firstly, the phonon-mediated non-radiative decay channel becomes less 

efficient and less statistically likely as the number of phonons required 

for a successful recombination to occur increases, which implies a greater 

proportion of radiative decays and thus a higher quantum yield for SWNTs 

with a higher Ejj band gap (i.e. narrower diameter) [204].

Secondly, it has been proposed that fluorescence is quenched in nan­

otubes for which the E22 energy level is more than twice the energy 

level [173]: the excited state can thus decay into two En excitons, open-



32 INTRODUCTORY THEORY AND LITERATURE REVIEW

ing up a further Auger decay channel by analogy with electron-electron 

scattering in graphite, the dominant relaxation process in that material 

for high energy carriers. From the Kataura plot and the family behaviour 

of the mod 1 and mod 2 tubes peeling away from the main trend-line in 

opposite directions along the y-axis, it is clear that the condition E22 > Fn 

is fulfilled by mod 1 tubes, where E22 increased while Ejj is decreased. 

It is therefore predicted that mod 1 tubes will show a lower fluorescence 

efficiency than mod 2 SWNTs, while the chirality of the tubes will play a 

role in so far as this effect is more pronounced for smaller diameter tubes 

of smaller chiral angle (close to armchair structure).
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2.2 LITERATURE REVIEW

2.2.1 Dispersant Media for SWNTs

The first demonstration of photoluminescence from SWNTs came in 2002 

when O'Connell et al. published their paper, 'Band gap fluorescence from 

individual single-walled carbon nanotubes' [159]. Their general approach 

of dispersing nanotubes in surfactant solutions was not new. SWNTs 

had by this time been dispersed in a range of surfactants [138, 60] and 

solvents [13, 16], including via end-cap and sidewall functionalisation [45, 

33, 109] and via polymer wrapping [158]. The key advance their paper 

illustrated was the benefit of high-powered sonication to disperse the tubes 

followed by ultracentrifugation to remove larger remaining bundles and 

impurities. In this way, individual tubes and small bundles, enclosed in 

surfactant micelles, were sufficiently isolated from each other and from any 

metallic tubes to produce bright photoluminescence. A similar method of 

preparation was published independently shortly afterwards by Kappes 

and co-workers [124].

Since then, the routine of sonication and (typically ultra-)centrifugation 

has been employed by a number of groups, with the successful observa­

tion of PL from SWNTs dispersed in a range of solvents [143, 142, 24, 25], 

using an array of surfactants [151, 15] or polymers [131, 93, 157] and 

biomolecules [81, 214, 146, 62]. Here in this group, there has been consider­

able focus on the mechanism behind successful dispersal of SWNTs. It has 

been observed that the quality of the dispersion (measured by statistical 

AFM analysis [23], see 3.2.3) correlates strongly with the ^-potential at the 

nanotube surface [198]. The relationship between concentration achieved
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through ultracentrifugation or dilution and debundling has been explored 

in surfactant-aided dispersions, with debundling shown to be concentra­

tion dependent, with spontaneous debundling occurring in dilute solutions 

(though the degree of exfoliation and number of individual tubes was 

improved via ultracentrifugation as opposed to dilution alone) [21]. Con­

centrations of tubes and small bundles are generally observed to be higher 

in surfactant-aided dispersions than in solvent-only dispersions [16, 37, 55], 

though again not always with the same degree of exfoliation of individual 

tubes [21, 198]. Novel solvents such as cyclohexylpyrrolidone (CHP), 7- 

butyrolactone and i-benzyl-2-pyrrolidinone (NBenP) have been identified 

on the basis of their surface energy [22] and two-phase SWNT dispersions 

with comparable concentrations of individual tubes and small bundles 

to that achieved in three-phase surfactant assisted dispersions have been 

observed [25]. However, very little PL has been recorded from these two- 

phase dispersions, for reasons that are still being investigated. Given their 

good ability to disperse nanotubes together with their relative lack of toxic­

ity and low cost, surfactants remain the most common method for creating 

nanotube dispersions.

While SDS- and SDBS-dispersed nanotubes remain the de facto standards 

for liquid-phase photoluminescence studies [159,124] several other dispers­

ing agents are worthy of note. Sodium deoxycholate (DOC) has been shown 

to allow more intense photoluminescence peaks [61], while a derivative of 

the biomolecule flavin mononucleotide (FMN) synthesised by the group of 

Papadimitrakopoulos was shown to deliver very high-efficiency photolu­

minescence [104], and increased selectivity of tube species remaining in the 

suspension has been shown using aromatic polymers such as polyfluorene 

derivatives [157]. A selection of these surfactant systems is studied here.
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2.2.2 Sample Preparation: Sonication and Centrifugation

With the adoption of the sonicate-and-centrifuge routine discussed above, 

several groups have explored the effects these preparation methods have 

on the physical properties of the dispersed nanotubes [85, 10, 153, 192].

The potential of sonication to cut the length of the nanotubes in a dis­

persion has been examined and modelled [7, 85,139]. Scission occurs due 

to hydrodynamic shear when bubbles induced by the sonication collapse, 

a process known as cavitation. It has been observed that the scission of 

dispersed nanotubes is primarily a length-dependent phenomenon, scaling 

with the square of the nanotube length [85]. The continual shortening of 

the tubes down to a terminal length of approximately 200 nm has been 

proposed, though it has also been suggested that with a sufficiently long 

sonication time the scission continues further [139], and ultra-short nan­

otubes have also been observed after long sonication periods [197].

The length of nanotubes has been shown to be of critical importance 

for PL efficiency [84], with nanotube ends acting as defect sites to induce 

the non-radiative recombination of excitons and hence lowering the effi­

ciency [170]. The exciton transport length in nanotubes has been estimated 

to be as high as 200-300 nm [220,187], suggesting that longer tubes or those 

with fewer defects will have a higher PLQY [87]. Scission has a diameter 

dependence also, affecting narrow tubes more strongly than those of larger 

diameter as the force necessary to break a tube scales linearly with diame­

ter [139]. This preferential scission is likely to cause a shift in observed PL 

intensities according to diameter and energy, with small diameter (higher 

band gap) tubes appearing to have relatively lower emission intensities 

after sonication [40].
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Centrifugation does not impose the same stresses on the nanotube as 

sonication. It has also been observed that over time the supernatant in 

a centrifuged solution contains a higher proportion of shorter tubes [40], 

and in the case of rate-zonal separation it is expected that longer tubes 

are to be found towards the bottom of the centrifuge tube [197, 63]. The 

dynamics of a nanotube in a centrifugal field have been modelled and 

fitted according to the theory proposed by Lamm in the 1920s [8,153, 10]. 

A simpler sedimentation theory was used by researchers in this group to 

measure static sedimentation of nanotube dispersions [155].

A very useful advance in separation of nanotubes by species was pub­

lished by Arnold et al. in 2005 [9]. Building on a technique widely used 

in biology, they used density gradient ultracentrifugation to separate nan­

otubes into distinct layers based on buoyant density in the supernatant 

which could then be fractionated, yielding diameter-sorted dispersions [8]. 

Similar methods have been employed in the rate-zonal regime to sort 

dispersions by length [63].

2.2.3 Absorbance of SWNTs

Early reports of absorbance spectra of SWNTs revealed broad peaks which 

were assigned to the Ejj, £^2 and transitions [107]. These peaks were 

later shown to be the superposition of numerous individual peaks and also 

the result of broadening due to aggregation. In well dispersed samples, 

sharp peaks in the absorbance spectrum are found, corresponding to van 

Hove peaks in the electronic density of states [191,135]- These peaks are 

affected by the covalent functionalisation of nanotubes, which disrupts 

their electronic structure [43]. In order to measure concentrations via the
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Beer-Lambert Law, the energy region above the resonant transitions 

is typically probed. In this region absorbance values at particular wave­

lengths are less susceptible to shifts in the absorbance spectra than those 

for those near the sharper peaks in the region. In calculating concen­

trations in this work, an average absorbance for the 550-700 nm range is 

compared, where possible, to a similar absorbance value for a solution of 

known concentration. The extinction coefficient for dispersions of SWNTs 

has been measured to be greater than 30mL mg“kcm“^ for wavelengths 

around 660nm [123, 69].

Absorbance spectroscopy is used to measure the relative populations of 

{n, m) species of nanotube [140], as well as the more general ratio of metallic 

to semiconducting tubes in a dispersion [91,89]. Absorbance measurements 

have been found to be a reliable indicator of nanotube sample purity [97], 

however the non-resonant background poses a problem which has not been 

adequately dealt with analytically [98, 225]. Where background subtraction 

has been employed to reveal the absorbance of SWNTs in sharper relief, 

several methods have been proposed including a linear background [86], 

a power law [177], combinations of Lorentzian curves and exponential 

decays [121] and a more detailed background spectrum obtained from the 

difference between consecutive absorbance spectra of the same sample after 

increasing centrifugation times [160].

2.2.4 from SWNTs

After the initial publications of O'Connell et al. [159] and Lebedkin et 

al. [124], PL spectroscopy quickly became a common tool for researchers 

investigating the fundamental physics of carbon nanotubes. Many groups
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have worked to increase the number of known surfactants which can 

be used in a similar marmer. Dispersion of individual debundled nan­

otubes has also been demonstrated using polymer [93, 157] and DNA 

wrapping [62, 227], surface functionalisation [137, 116], and choice of sol­

vent [69, 23, 193].

Assignment of peaks in the PL excitation-emission to transitions from 

particular (n, m)-species were not made immediately, but followed analysis 

of Raman spectroscopy results [15]. The E22 transition energies of

dozens of distinct semiconducting nanotubes have been identified from 

combinations of PL and Raman spectroscopy. From this data, empirical 

models for Kataura plots have been established [212], and together with 

Raman spectra of metallic tubes this has enabled the transition energies of 

SWNTS contained in typical HiPCO samples to be well documented.

PL peaks have been used in an attempt to identify the (n, m)-species 

content of samples of SWNTs [140, 154, 102, 204], but this approach is 

hindered by the lack of PL signal from metallic and bundled tubes. PL 

emission tends to be stronger from near-armchair nanotubes and from mod 

2 tubes [15, 126]. This structure-dependent PL intensity has been inter­

preted as an indication of (n, m)-population heterogeneities [165], owing to 

preferential growth of such tubes, and alternatively as an indication of PL 

quenching by exciton resonances in mod 1 tubes (particularly zigzag tubes), 

without any chirality dependence of population [173]. Luo and colleagues 

[140] analysed both of these theories and their ability to reconstruct ab­

sorbance spectra (i.e. abundances) from PL data, and the results favoured 

the former theory.

As a result of the quenching of PL signal from bundled nanotubes, PL 

has been identified as a method for quantifying the quality of dispersion in
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a sample [78]. PL has also been observed from small bundles as a result of 

energy transfer between nanotubes [169, 108].

Comparison of PL transition energies from air-suspended nanotubes and 

surfactant-suspended nanotubes has allowed observation of the shift in 

transition energy as a result of local dielectric environment [128], a shift 

known as the solvatochromic effect [47]. Several investigations of the effect 

of local dielectric constant have been made [148, 161, 162]. Analysis of the 

transition widths has revealed larger widths for higher energy transitions, 

with Ejj widths on the order of 25meV, E22 widths closer to 60meV, and 

widths around 90meV [152, 105].

Inner-filter effects in SWNT spectroscopy

Given the highly absorbing nature of carbon nanotube dispersions, dis­

tortions of the relationship between absorbance and photoluminescence 

due to the inner-filter effect [166] are to be expected. However, there has 

been very little explicit reference to this effect in the literature, with the 

likelihood that these effects go unaccounted for.

The inner-filter effect has produced several studies illustrating corrective 

strategies [120, 175, 219, 195, 223], however these appear to be primarily 

aimed at the biological sciences, for example dealing with highly absorbant 

non-emissive material like cell cultures [175, 223].

2.2.5 of carbon nanotubes

Quantitative comparisons of PL data require knowledge of the {n,m)- 

species dependence of the nanotube PLQY. Little by way of standard proce­

dure exists in this area. Reported values for PLQY of SWNTs range from
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~ 10“'^-10“^ [104, 159]/ though the methods by which these measurements 

are taken vary considerably.

Isolated individual nanotubes have been examined, either suspended in 

air or dispersed using a surfactant before being deposited on a substrate 

or microscope shde [38, 204, 130]. These micro-PL measurements involve 

recording PL emission from along the length of an individual tube. Gen­

erally, tubes must be of a sufficient length to overcome quenching issues 

connected with tube ends [48]. The determination of absorbance values for 

such experiments typically relies on calculations involving some or all of 

the nanotube cross-section, the absorbance of carbon on a per-atom basis, 

the size and power of the excitation beam, and any necessary corrections 

for reflectance of the apparatus, coherence of reflections, etc. Values for the 

reported PLQY of individual nanotubes range up to ~0.08 [204].

In some cases, PLQY values are estimated from the decay lifetime of PL 

emission from the individual tubes, with no absorbance data required [100].

In general, lower values of PLQY are recorded for ensemble disper­

sions of SWNTs [38, 159, 77, 207, 90]. Values ranging as low as 10“^ have 

been reported, though this is for the absolute PLQY of the solution and 

not a value for any specific nanotube. Measurements of the absorbance 

background of samples containing many (n, m)-species of tubes is diffi­

cult, and numerous approaches have been taken. Linear baselines have 

been used [82], as have linear offsets of individually-scaled absorbance 

peaks [100]; Ju and colleagues use both original and background-subtracted 

absorbance values [104]. In order to reduce the complexity of the task, 

SWNT dispersions have been fractioned into density-dependent sections 

containing fewer (n, m)-species [51]. Values of PLQY reported for ensemble 

dispersions have been quoted for the solution in total and for some of the 

distinct (n, m)-species contained therein.
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A structure-resolved relationship between PLQY and Eu was proposed 

based on measurements for individual nanotubes by Tsyboulski and co­

workers [204], where the product of absorbance and quantum yield was 

reported (but not the individual values). An increase in PLQY with 

increasing band gap was suggested, explained by the reduced availability 

of sufficient phonons of the desired energy to allow non-radiative decay 

at higher band gap energies. Reich et al. [173] have proposed a method by 

which PL emission from mod 1 tubes is quenched relative to mod 2 types, 

due to exciton resonances when E22 > They propose that excitons of 

a sufficiently high E22 energy can decay into two excitons, which are 

then likely to decay non-radiatively, thus reducing the emission intensity 

from those species. This effect is more pronounced for mod 1 tubes. Hertel 

et al. [87] have proposed an exciton-diffusion limited model of PLQY, where 

the high exciton mobility allows for diffusion to nanotube endpoints or 

recombination centres within the excited state lifetime, thus leading to 

non-radiative decay and overall PLQY values of a few percent at best. No 

consistent set of values for (n, m)-species dependent quantum yields of 

carbon nanotubes has been published for either individual or ensemble 

dispersions.

2.2.6 Standards used for PLQY

There is little consensus on the use of a reference standard for the mea­

surement of PLQY for nanotubes. While some of the methods outlined 

above allow direct calculation of PLQY values from individual nanotube 

parameters or from lifetime measurements, solution-based ensemble mea­

surements and some isolated-nanotube spectroscopy employ reference
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standards. Quantum dots of CdTe [38] and numerous infra-red dyes (IR- 

26 [90, 38], Styryl-13 [104, 51], lumogen F Red 300 [100]) have been used, 

as has singlet oxygen emission [194]. Styryl-13, in particular, has been 

the focus of some recent interest when it was used as a standard in a 

paper by Ju et al. reporting PLQY values of 0.20 for solution-dispersed 

nanotubes [104]; a later paper by Stiirzl and co-workers questioned the 

efficiency of the standard, and suggested it was overstated by a factor of 

~5.5 [194].

2.2.7 Discussion

From the above survey of the published literature, it is clear that there are 

several unresolved questions in carbon nanotube spectroscopy.

The value of the intrinsic PLQY of carbon nanotubes and the relationship 

between PLQY and nanotube environment, length and defect population is 

still an open question, and has not been helped by the lack of a consistent 

approach to the estimation of PLQY. This lack of an accepted approach 

extends to the analysis of ensemble absorption spectra and the identification 

of contributing absorption spectra from different species of nanotube in 

a dispersion. This thesis contains a proposed framework for the analysis 

of absorption and PL emission from SWNTs, allowing a repeatable and 

objective method to estimate PLQY values. This may allow in future the 

analysis of optical properties and PLQY values of SWNTs under a wide 

range of conditions and thus help to elucidate the relationship between 

environment and nanotube photophysics.

Part of our proposed procedure involves issues which are infrequently, if 

ever, dealt with in the above literature: inner-filter effects and the proportion
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of individual tubes in a dispersion absorbing light from the excitation beam. 

It is hoped these issues will become more widely acknowledged.

From the published Uterature, we expect to find transition widths in 

the range from approximately lOmeV to above 100 meV, and expect an 

apparent PLQY for dispersed s-SWNTs to be lower than 0.1. The intrinsic 

PLQY may well be considerably higher than this, but likely only for isolated 

tubes and not SWNTs in a surfactant-aided dispersion.

Some areas of concern remain: a suitable infra-red emitting standard has 

not been identified, although in practice the substitution of absorbance and 

emission data from one standard for another at a later date to update PLQY 

estimates is not a difficulty. The chief difficulty in the implementation of our 

method of analysis is expected to be the application of the deconvolution 

routine published by Nair et al. [152] to numerous samples with widely 

different transition energies and underlying populations of SWNTs.





MATERIALS AND METHODS

An overview is given of those materials, instruments and methods of 

analysis used throughout this work, including some of the key principles 

involved.

3.1 MATERIALS

The primary materials dealt with in this work are solutions and liquid-phase 

dispersions, in particular surfactant- and polymer-stabilised dispersions of 

carbon nanotubes and dye-solvent solutions.

Carbon nanotubes

The carbon nanotubes used in this work were raw HiPCO nanotubes, 

produced by Unidym (currently distributed by Nanointegris), lot #Ro554. 

Some residual iron catalyst is expected to be present, at < 35wt% in 

the original product. The tubes are typically 0.8-1.2 nm in diameter and 

100-1000 nm in length. No direct population analysis was performed, but 

information on transition energies from a number of published sources [212, 

105, 152] was combined to create a dataset of E®j, E22, and values for 

all SWNTs with a diameter in the range 0.6-1.4nm. This dataset was used 

in assigning PL peaks to individual (n, m) species and in fitting absorbance 

curves.

3

45
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Stabilising Agents

Nanotube dispersions were produced using the following surfactant and 

polymer materials, details of which are summarised in Table i :

SODIUM DODECYL SULFATE (SDS), an anionic surfactant commonly found 

in cleaning and hygiene products.

SODIUM DODECYLBENZENESULFONic ACID (SDBS), another anionic Sur­

factant also used as a detergent.

SODIUM CHOLATE (SC), an ionic bile salt also commonly used in labora­

tory preparations of liposomes and lipids.

SODIUM TAURODEOXYCHOLATE (TDOC), a bile Salt with uses as a deter­

gent.

POLY SORB AT e-8o (T8o), a non-ionic surfactant and emulsifier often used 

in food products (sold as Tween-8o').

FLAVIN MONONUCLEOTIDE (FMN), a biomolecule related to riboflavin 

(vitamin 6^2), used as a coenzyme in oxidation reactions and as a 

water-soluble form of riboflavin in food (additive ElOla).

poly(9,9-dioctylfluorenyl-2,7-diyl) (PFO), a blue-light-emitting flu­

orescent conductive polymer with uses in organic optoelectronics.

Some of these surfactants are very commonly used in SWNT dispersions 

(particularly SDS, SDBS and SC), and as such represent standard prac­

tice in the production of nanotube dispersions. The original paper from 

O'Connell et al. showing PL from s-SWNTs was based on SDS-dispersed 

nanotubes [159], while Lebedkin et al. employed both SDS and SDBS [126]. 

FMN has gained considerable attention recently as reports of nanotubes
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Table i: Properties of dispersants used 
Chemical Abstracts Service (CAS) numbers included for identification purposes

DISPERSING

AGENT

DESCRIPTION WATER-

SOLUBLE?

MOLAR MASS

[gmol“^]

CAS #

SDS Surfactant Yes 288.4 151-21-3

SDBS Surfactant Yes 348.5 25155-30-0

TDOC Bile Salt Yes 521.7 207737-97-1

sc Bile Salt Yes 430.6 206986-87-0

T80 Surfactant Yes 1,310 9005-65-6

FMN Biomolecule Yes 456.3 146-17-8

PFO Polymer No 58,000 19456-48-5

suspended with FMN and its derivatives have shown high PLQY val­

ues [105, 104]. PFO has also been noted for its selectivity in suspending 

nanotubes [157].

Dyes

Comparative and absolute photoluminescence quantum yields were pro­

duced with reference to standard dyes. While dyes emitting across a range 

of energies were employed, those emitting in the NIR range are less photo­

stable and there is no agreement in the literature on a research standard 

for PL efficiency for emission in the infra-red.

RHODAMINE B has an absorption peak at 545nm and emission peak at 

610nm, and a PLQY value of (p = 0.65 in ethanol [119].
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RHODAMiNE 6g has an absorption peak at 530nm and emission peak at 

565 nm, and a PLQY value oi (p = 0.95 in ethanol [119].

RHODAMINE loi has an absorption peak at 568 nm and emission peak at 

627 nm, and a PLQY value of (p = 0.96 in ethanol [119].

Rhodamine dyes are strong emitters with high PLQY values, hence their

frequent use as standards. They show good reproducibility but do pho­

todegrade after some time, especially in solution.

STYRYL-13 has an absorption peak at 580nm and emission peak at 925nm. 

The emission and excitation spectra are very closely aligned with 

that of the (6,5) tube, making it a suitable candidate for a standard. 

The exact value of its quantum yield has been called into question, 

however: several groups have used it assuming a PLQY cp = 0.11 

in methanol [51, 50, 104], though this has been questioned and a 

lower value of (p = 0.02 proposed after comparison with rhodamine 

6G [194].

iR-26 has a broad absorption peak around 980 nm and emission peak 

near 1125nm. It has a reported quantum yield of between (p = 

0.0005-0.005 in 1,2-dichloroethane [115, 184]. Similarly to Styryl- 

13, the overlap of its absorption and emission ranges with those 

of £22 —t Ell s-SWNT transitions have led to its use as a reference 

standard [29, 188, 38, 101], though its PLQY value does not appear to 

be consistent.

SINGLET OXYGEN has a narrow emission peak at 1270nm. It is usually 

excited by energy transfer from a donor molecule, in our case Cjq 

molecules act as photos3mthesisers suspended in carbon tetrachloride 

(CCI4). In their critique of the use of Styryl-13 as a standard, Kappes



and co-workers suggest the adoption of singlet oxygen as a near-infra­

red emission standard, and report a value of f = 0.014 for its PLQY 

value [194]. However, they note that values for (p have been reported 

ranging from 1.38 x 10“^ to 4.9 x 10“^ [186, 183], which they suggest 

is due to the differing rate of generation of singlet oxygen by the 

different photosynthesisers used, and suggest more work must be 

done to establish it as a reliable and versatile standard.

Solvents

While surfactants are commonly used to aid dispersion/solubility of hy­

drophobic materials in aqueous solution, in this work where possible we 

have used deuterium oxide (D2O) rather than water (H2O). D2O shows 

greater transparency in the near infra-red absorption range, as well as 

being considerably more dense (1105 kg m~^ vs 1000 kg m“^; refractive 

index = 1.32), meaning it is more suitable for both determining absorption 

spectra and for use in ultracentrifugation. Apart from these two aspects,

D2O behaves comparably to water. PFO is not soluble in D2O, and so most 

of the PFO work was done using toluene as a solvent.

Dye solutions employed a number of solvents (ethanol, methanol, carbon 

tetrachloride, toluene), which were ordered from Sigma Aldrich and used 

without further purification.
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Concentrations in Solution

Surfactant-assisted dispersions were prepared using an ice-cooled sonica- 

tion routine of 5 min high-powered sonication with a sonic tip, 1 hr sonic 

bath, and 5 min sonic tip again. The concentrations of solutions were calcu­

lated via absorbance measurements, where we have taken the absorbance at 

650 nm of the initial dispersion—of known concentration—and compared it
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to absorbances of the other solutions to calculate absorbance. All dilutions 

are performed with a stock solution of the surfactant in D2O, in order to 

maintain the surfactant concentration above the critical micelle concentra­

tion. Above this concentration, the formation of stable micelles around 

a dispersed nanotube or nanotube bundle could becomes energetically 

favourable and leads to stable dispersions. This critical concentration was 

previously found to be on the order of 1 mg mL~^ for the surfactants 

used here [198], while for the polymer PFO and biomolecule FMN, for 

which we expect stabilisation to cxicur as a result of molecular wrapping 

of the nanotubes, initial solution concentrations corresponding to those 

found in the literature were utilised (that is, 0.6mg mL~^ for PFO [157] 

and 1 mg mL~^ for FMN [105]).

3.2 INSTRUMENTS

In measuring the optical properties of liquid-phase dispersions and solu­

tions, the primary instruments used were the absorbance spectrometer and 

the photoluminescence spectrometer, while material preparation involved 

use of sonication equipment and centrifuges.

3.2.1 Absorption Spectroscopy

While an analysis of the absorption spectrum of a given material can give 

insights into the size and nature of suspended or dispersed particles, the 

primary uses are in determination of concentrations and in observing 

electronic transitions in the material.



Concentration and Absorbance

On passing through a material, the intensity of transmitted light is found 

to decay exponentially:
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Ir he-A' folO -A (3-1)

where h is the incident light intensity and h is the light intensity at a depth 

X in the sample. The quantity A = A'/ In 10 is known as the absorbance, 

and its relationship to the (molar) concentration of a solution, c, optical 

pathlength /, and molar absorptivity e is described by the Beer-Lambert 

law:

A = eel (3-2)

Absorbance is thus measured using the base-10 logarithm approach. The 

transmission, T of a material is defined as

lxT = = 10
h

-a

meaning that a piece of material with an absorbance of 1 has a transmission 

of 0.1, i.e. the intensity of light exiting the material is just 10% of the 

intensity of light incident upon the material. This is illustrated in Figure 12.

Given the linear relationship between absorbance and concentration 

in the Beer-Lambert law, unknown concentrations can be determined by 

measuring A in a spectrometer, using a known pathlength, and comparing 

to this to another value of A measured for a sample of the same material 

with known concentration (and pathlength).
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/
Figure 12: Illustration of absorption and transmission. Light of intensity Iq passes 

through a material of concentration c and absorptivity a, emerging 
after travelling a pathlength I with transmission intensity I, where 
I = From (3.1) and (3.2), we see that a = e In 10.

In the case of very high concentration of absorbing material, some of the 

underlying assumptions regarding the Beer-Lambert Law (such as the idea 

of independent absorbing centres, homogeneously distributed, without 

scattering) may fail to hold, but for most purposes the linear relationship is 

a very good model.

Absorbance Spectrometer

Figure 13 shows the schematic set-up of the absorbance spectrometer. The 

absorbance is determined by comparison of the light intensity measured at 

the detector with a reference measurement, treated as lx and Iq respectively. 

In 'single beam mode', only one of the two sample chambers are used. 

A reference cell (typically containing e.g. solvent only, or a surfactant 

dispersion of comparable concentration) is put in place and its absorbance 

spectrum measured. This spectrum is recorded and used as the reference 

when the same, or an optically matched, sample cell is used containing
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the material to be examined. 'Dual beam mode' involves the splitting of 

the lamp beam, to be passed along two equivalent paths and through two 

matched sample cells. One cell is the reference cell as described above, the 

other contains the material to be examined. The light detected after passing 

through these cells is treated as Iq and Ix respectively.

The light source is broad, and so must be passed through a monochro­

mator to select the energy/wavelength of interest. Where possible it is 

advisable to match the bandpass of this monochromator setting to any 

other monochromators used in measurements on the same material. In 

particular, if we are to correlate relative absorbances measured at different 

nominal wavelengths with different quantities of light absorbed from an 

excitation beam in the PL spectrometer at corresponding nominal wave­

lengths, it is important to ensure similar spectral distributions for both the 

illuminating beams.

Clearly an absorbance value of, say, 2 (and thus a transmission of 0.01) 

means that 1 % of the reference beam intensity is recorded by the sample 

beam detector. As such, absorbance measurements are generally seen as 

less reliable above approximately 2-3, and experiments are ideally arranged 

to give an absorbance value close to 1.

Since absorbance A is a linear function of pathlength /, it is generally 

advised to use as long a pathlength as possible to reduce errors in the 

absorbance value. Measurements using different pathlengths can then 

be scaled appropriately. 10 mm pathlengths are most common. In our 

work pathlengths used were 1mm, 5 mm and 10 mm, depending on the 

concentration and maximum resulting absorbance recorded.
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Light Source

Dual Beam 
Spectrometer

Figure 13: Schematic illustration of absorption spectrometer. The sample and 
reference cells are illuminated by light of the same intensity and spectral 
characteristics, with the difference between the subsequent transmitted 
light intensities allowing calculation of the absorbance of the sample 
relative to the reference material.

3.2.2 Photoluminescence Spectroscopy

As a technique that probes the relationship between absorption and emis­

sion, PL spectroscopy is used to investigate the electronic states of materials 

with a high degree of selectivity and sensitivity.

Principles of PL Spectroscopy

The fundamental difference between absorption and PL spectroscopy is 

that PL spectroscopy is concerned with the detection of light emitted by the 

sample, not light generated by the excitation lamp. The detection apparatus 

is thus decoupled from the excitation beam, and both can be controlled 

independently. In this way, both emission spectra (emission intensity as 

a function of energy) for a range of excitation energies and excitation 

spectra (emission intensity at a given detection energy as a function of 

excitation energy) are obtainable. Several emission or excitation scans can 

be combined into a PL excitation-emission map, as illustrated in Figure 14.

In contrast to the absorbance spectrometer, there is generally no need for 

a comparable 'dual beam' mode. Rather than compute an absorbance value
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Figure 14: Sample photoluminescence excitation-emission map with cross-sections.
The PL map is composed of several individual emission line scans 
compiled in sequence. The horizontal and vertical lines through the 
resulting PL map correspond to a PL emission line scan (shown above 
the map) and a PL excitation line scan (shown on the right) respectively.

with reference to the uninterrupted excitation beam, the reference value 

for the detector is simply the detector's own dark count. (Of course where 

the solvent exhibits some photoluminescence at the energies in question 

then a reference emission spectrum can be recorded, analogous to the 

operation of the absorbance spectrometer in 'single beam' mode.) However, 

the output is typically modified to correct for the variation in excitation 

light intensity with changing excitation energy, measured using a reference 

detector into which a portion of the excitation beam is deflected. PL 

spectrometers are generally more sensitive than absorbance spectrometers
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at low concentrations: a small amount of emission above a low dark count 

is more easily recorded than a small difference in two high intensity light 

sources.

There are several ways in which information regarding the sample's 

internal electronic structure may be obtained from PL spectroscopy. Stokes 

shifts (differences in the peak absorbance and emission from the same 

electronic transition) can be observed and related to the internal band 

structure. Linewidths and broadening of emission peaks may indicate 

aggregation and other interactions between species. Absorption by one 

species may lead to emission from another, either through charge transfer 

or resonant energy transfer. Where emission at a particular energy is being 

monitored, differences between the excitation spectrum and the absorbance 

spectrum may indicate changes in the concentration or may also indicate 

energy transfer.

Kinetics of reactions and photophysics of materials can also be probed 

using PL spectroscopy. Repeating a PL emission or excitation scan over 

time can help to identify changes in the sample owing to intermolecular 

reactions or dynamic interactions. Time decay PL can be used instead of 

steady-state excitation beam illumination to probe the decay of emission 

over time and thus gain insight to the excited states of the sample. In this 

work steady-state illumination has been used exclusively, though repeat 

measurements over a period of several weeks showed a high level of 

stability for the SWNT dispersions and their aggregation state.

PL Spectrometer

The PL spectrometer used in this work is an Edinburgh Instruments FLS 920 

unit, incorporating a 450 W Xe broad excitation source and a liquid-nitrogen 

cooled photomultiplier tube for detection in the range 500-1500 nm as well
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Output

Figure 15: Schematic illustration of PL spectrometer. Light is collected from the 
sample in our set-up at right angles to the incident excitation beam. 
The detected light intensity is corrected to take account of the changes 
in intensity of the excitation beam as a function of excitation energy.

as a InGaS detector for the range 300-900 nm. The apparatus is configured 

in the 'L-shaped' set-up to reduce the detection of light from the excitation 

source, either directly or through reflection. A schematic of the instrument 

set-up is shown in Figure 15.

The liquid-phase cuvette holder is designed to hold 10 x 10 mm cuvettes, 

though in the case of 2 and 1 mm cuvettes an adaptor piece is available.

The spectrometer set-up includes an iris for modifying the intensity of 

the illumination by the excitation beam and a Si-diode reference detector 

into which a small portion of the excitation beam is deflected. This allows 

a profile of the excitation beam intensity as a function of wavelength to be 

recorded. The spectral performance of the detector is included in a data 

file provided by the manufacturer. Recorded intensities are thus corrected 

for both excitation and detection efficiencies.
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Both the excitation beam and the detector unit are fitted with monochro­

mators to select light of the appropriate wavelength, and are adjustable 

independently. Bandpasses from 1-15 nm are available.

3.2.3 Atomic Force Microscopy

For sub-micron resolution spectroscopy, the use of optical microscopes is 

prohibited not just by practical implications regarding the size of the lens 

or the technical specifications required, but by the nature of light itself: 

visible light, with a wavelength of about half a micron, cannot be used to 

satisfactorily resolve details on a comparable or smaller scale. However, 

nm-scale resolution of morphology, charge distribution, conductivity, and 

many other characteristics are available using the various techniques of 

scanning probe microscopy. In our work we examined the size distribu­

tion of dispersed nanotubes on a silicon substrate using an atomic force 

microscope.

Atomic Force Microscope (AFM)

The AFM was one of the earliest types of scarming probe microscope 

developed, and reveals details about the physical structure of materials. In 

a simple schematic representation of the AFM as in Figure 16, we see the 

sharp AFM tip is located at the end of a narrow cantilever. This cantilever 

can be driven to vibrate at a known frequency, however if it (or, more 

precisely, the tip) comes close to contact with another material then the 

resulting repulsive force alters the vibrations of the cantilever. As the 

sample stage is scanned by piezo-electric elements beneath the cantilever, 

the AFM adjusts the height of the cantilever above the sample surface to
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AFM controller

Figure i6: Schematic illustration of atomic force microscope (AFM). Subtle changes 
in the position of the cantilever tip scanning across the sample are 
detected via changes in the position of a laser signal reflected from the 
back of the tip. Adjustments to the relative tip position made via the 
piezo-electric stage to keep the laser signal constant are interpreted by 
the software to produce a 3D map of the sample surface.

maintain a constant level of vibration in the cantilever and thus a constant 

height above the sample. A laser trained on the upper surface of the 

cantilever and reflecting on to some light-sensitive diodes monitors the 

movement of the cantilever. This information is then processed to give 

high-resolution images of the height profile of the material.

Diameter, Length and Mass Fraction Analysis

Extensive work has been carried out in this group on the relationship 

between concentration, nanotube bundle dynamics and bundle diameter as 

measured using the AFM [198, 21, 69, 42]. From a measurement of bundle 

length and diameter for a large number (> 150) of tubes and bundles on 

a substrate, we can calculate the mass fraction of individual tubes in the 

dispersion, Mi„a/ Mrot, as follows.
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(a) (b)

Figure 17: AFM of SWNTs on a silicon substrate, with profile analysis. As detailed 
in the text, from an analysis of over 150 SWNTs (or small bundles of 
SWNTs) identified in images such as (a) above, measurements of the 
diameter and length of the SWNTs lead to an estimate of the mass 
fraction of individual tubes in the dispersion. The profiles illustrated 
in (b) are marked in grey on the AFM image: the black profile across a 
bundle is marked '1' and the red profile across a smaller tube '2'.

Given the diameter range of HiPCO nanotubes (0.8-1.4 nm), we treat any 

'bundle' of diameter < 1.4 nm as an individual tube, and any with larger 

diameter as a small bundle of two or more tubes. This gives us the number 

fraction of individual tubes as a proportion of all the objects in the sample, 

Nind/^Tot- We then define the mass fraction as

^Ind ^NT^Ind ^ ^NT ^Ind

Mjot V ^Tot CmT y

where and Mjot represent the mass of all individualized nanotubes 

and the total mass of all dispersed nanotubes and bundles, respectively, 

while is the average mass of an individual SWNT and Mjotiy is the 

total nanotube mass per volume (i.e., the concentration, Cnt)- Writing Mnt
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in terms of the individual nanotube diameter and length and the mass per 

unit area of a graphene sheet (M/A), we get:

Mind ^ TT {Dnt) {I^nt) f Nj„d\
Mjot V ^ / Cnt V ^ /

where (Dnt) is the mean individual nanotube diameter and (Lnt) is the 

mean length. The term Nj„d/V, the number of individual tubes per volume, 

can be calculated using Nind/Njot, according to [69]:

^Ind ^Ind ^Tot _ Ni„d 4Cnt

V Njot V Nrot Pnt'^ (D^) (L)

where (D) and (L) are the mean object (individual tubes and bundles) 

diameter and length, respectively. Measurement of the mass fraction of 

individual tubes thus involves measurement of the length and diameter 

of a representative sample (usually over 150) of SWNT-like objects found 

through AFM scans.

A typical AFM scan is shown in Figure 17, along with sample images 

from the analysis software used to measure the length and diameter.

3.2.4 Centrifugation: centrifuge and ultra-centrifuge

Centrifugation is commonly used to remove unsuspended SWNTs or car­

bonaceous material, impurities and large bundles of tubes, which over time 

under normal conditions may fall out of suspension or act as seeds for 

further aggregation. In order to remove all but the smallest bundles, ultra­

centrifugation is usually required. The use of ultracentrifugation was one of 

the key components in O'Connell's work [159] on dispersing individualised 

nanotubes leading to the observation of PL.
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Centrifugation and ultracentrifugation

While the principle underpinning centrifugation is relatively simple, a 

number of different approaches and apparatus have been developed. The 

differences between these generally fall into a number of categories:

ROTOR SPEED AND RELATIVE CENTRIFUGAL FORCE The rotor Speed and 

relative centrifugal force are related by the equation v = ap-r which 

gives RCF = 1.12 x 10“^ • r ■ RPM^ where RCF is the relative cen­

trifugal force, r the distance from the axis of the centrifuge rotor in 

metres, and RPM the revolutions per minute. Desktop centrifuges 

generally provide up to 15000 rpm (RCF ~ 25000 g) while larger ul­

tracentrifuges can provide up to ~ 100,000 rpm (RCF ~ 400,000 g).

ROTOR ANGLE Rotors generally come either with sample chambers set 

at a fixed angle (including vertical orientation) in the rotor, or with 

swinging bucket sample containers. As the force field of the RCF is 

always directed away from the axis of rotation, the field gradient is 

then either angled across the sample tube or in the case of swinging 

bucket rotors (where the buckets will swing out to a horizontal 

orientation at high speeds) aligned along the length of the tube.

RATE OF SEDIMENTATION Depending on the relative density of the Sus­

pended material, the medium in which it is suspended, and the 

relative centrifugal force applied, centrifugation can be either isopy- 

cnic or rate-zonal. In the first case, the density of the medium is 

greater than that of at least some of the suspended material. Under 

centrifugation, material will move to its equilibrium buoyant den­

sity level. A medium with a progressive density gradient may be 

used, allowing the separation of numerous components within the
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suspended material according to density, to be separated later. This is 

known as isopycnic centrifugation. Rate-zonal centrifugation occurs 

when the medium is less dense than the suspended material, with 

the rate at which the suspended particles sediment then governed by 

their size. After centrifugation, the larger particles are closer to the 

bottom of the tube (that is, the side furthest from the rotation axis).

Centrifuge Details

The ultracentrifugation work presented here was performed using a Beckman- 

Coulter LP Optima-100 ultracentrifuge, using either rotor SW-4ii (swing 

bucket rotor, 13 mL tube volume) or SW-55 (swing bucket rotor, 5 mL tube 

volume).

3.2.5 Sonication: Sonic Bath and Sonic Tip

The most practical way to overcome the strong attractive force between 

nanotubes in a bundle is the application of ultrasonic energy.

Sonication Bath

Ultrasonic baths provide low-level sonic energy to a small volume (~ 1 L) 

of water, in which the sample is suspended. Because of the standing waves 

set up in the bath there are typically nodes and antinodes within the bath, 

and the amount of energy absorbed by the sample is affected by its position 

in the bath, the sample's container shape (e.g. equal volumes of sample 

solution in round bottom flasks and conical flasks may absorb different 

amounts of energy). Reproducibility is therefore an issue when the sonic 

bath is the primary source of energy to separate nanotube bundles. The
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sonic bath used here was a Branson 1510, frequency 42 kHz, power output 

SOW.

Sonic Tip

Where more power is needed, sonic tips are used instead of baths. The 

high-frequency vibration of the tip submerged in the sample provides more 

power, and in a more concentrated volume. While the criteria for standing 

waves may exist in the sample container, the solution is generally in such a 

state of chaotic motion that the entire sample absorbs a uniform amount 

of sonic energy. The sonic tip used here was a Sonics VibraCell VCX 750, 

750 W unit with a tapered tip.

Ejfects of Sonication

Use of the sonic tip to disperse SWNTs has been shown to cause scission 

of the nanotubes, with longer sonication times leading to shorter average 

lengths [85, 139, 83]. The intense localised heat caused by the sonic tip may 

also contributes to the introduction of defects and other sonochemistry 

effects [83, 68], and so in our routines for sonication we have used ice-water 

mixes to cool our samples during sonication.



CONCENTRATION-DEPENDENT EEEECTS ON THE 

INTENSITY OF MEASURED PHOTOLUMINESCENCE 4
The influence of inner-filter and reabsorption effects on the photolumines­

cence data obtained from highly-absorbing sample solutions is introduced 

in Section 4.1, along with our model polymer/solvent system. A predic­

tive model showing how these effects are manifested in our experimental 

set-up is developed in Section 4.3, and used to account for the observed PL 

intensity at 1 cm sample absorbances up to 10*. The same model is then ap­

plied with a change in solvent to differentiate between absorbance-related 

effects and those of aggregation. The implications for photoluminescence 

spectroscopy of carbon nanotube solutions are discussed.

4.1 INTRODUCTION

Photoluminescence spectroscopy (see 2.1.4) has become a key investigative 

tool in carbon nanotube research over the past number of years, as outlined 

in 2.2.4. Numerous difficulties arise when comparing results obtained 

from different apparatus or different samples. In any effort to produce 

quantitative measurements or analysis—particularly when contrasting data 

from different experimental set-ups—there are several precautions and 

procedures which should be taken into account. The instrument-related

Corresponding to a concentration of ~ 0.1 mg • mL We employ the common dimension­
less unit of absorbance here, measured here using a 1 cm pathlength cuvette.

65
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issues such as corrections for beam intensity, monochromator efficiency 

and the spectral sensitivity of the detector system were summarised in 3.2.2 

and are not discussed further. All results presented here have incorporated 

the standard corrections as per manufacturer's instructions and best prac­

tice [145]. However, instrument corrections alone do not necessarily result 

in PL data which is truly representative of the emission from the sample, 

and it is important to address some issues which may be caused by the 

absorbance of the sample if reliable quantitative work is to be undertaken.

Two sets of absorption- and concentration-dependent issues in particular 

are likely to affect PL results from SWNT dispersions, which are known 

to be highly absorbant and prone to aggregation. These effects relate inde­

pendently to absorbance (inner-filter and reabsorption effects) and to the 

aggregation and bundling dynamics of nanotubes in solution (reduced PL 

signal, broadened peaks), both of which are in turn related to concentration.

Concentration, inner-filter and reabsorbance effects

While the Beer-Lambert Law indicates that concentration is linearly related 

to absorbance, the relationship between concentration and photolumines­

cence is more complex. Given the high extinction coefficients (greater 

than 30mL mg“hcn;i~^ in the visible to near-infrared range [123, 69]) and 

generally low reported quantum yields (of the order of 0.001 for ensem­

ble dispersions [51]) of SWNTs, it is worth exploring the complications 

likely to arise in measuring PL emission from solutions with relatively high 

absorbances.

At low concentrations, PL intensity is observed to scale linearly with 

concentration and with absorbance, and this relationship is used implicitly 

in our definition of photoluminescence quantum yield in (2.3), where 

the quantity m is defined as the slope of integrated PL emission versus



absorbance. Photoluminescence in the simplest case depends linearly on the

quantity of light absorbed by the material, which for a material of thickness

X can be calculated from Equation 3.1 as Iq — Ix = fo(l ~ 10“'^). Thus PL

emission is linearly related to (1 — 10“"^), not A. The approximation, using
1 2the first two terms of the Taylor series expansion l + ^ + +

giving 1 — — 1 — ^ jj-j 30, remains close to linear for values

of A less than 0.1. The difference between a and 1 — is less than 

10% of a when a < 0.1. Obviously at high absorbance values, when a 

significant amount of the available light is absorbed, a large increase in 

the the concentration will no longer result in an equally large increase in 

PL emission, as the fraction of available light absorbed begins to saturate 

and will tend towards unity. An accurate examination of PL emissions 

as a function of absorbance or concentration must therefore avoid this 

approximation when operating outside the low absorbance regime.

Instead of simply saturating, the measured PL is typically observed to 

decrease as the concentration of absorbing material is increased. The mea­

sured PL is not directly related to absorbance alone, but to the quantity of 

light that is absorbed and emitted such that this emission is then measured 

by the detector. The influence that the absorbance characteristics of a mate­

rial and the geometry of the set-up have on this measured PL emission is 

described by the inner-filter effect.
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There are two distinct contributions to the inner-filter effect: attenuation 

of the excitation beam, and absorption of emitted light by the sample itself 

before it emerges. While many terms are used to describe one or both of 

these effects (pre-absorption, post-absorption, self-absorption, reabsorption, 

screening and inner-filter effects ...) in this work the phrase 'inner-filter 

effect' shall be used as an over-arching term to describe the complete
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effect, while 'reabsorption' shall be used to refer specifically to that second 

contribution mentioned above.

In the first instance, absorption and attenuation of the excitation beam 

by the sample may result in the emission of light from close to the front 

face of the sample cuvette, which may be outside the field of view of the 

detector, and a simultaneous decrease in the amount of light reaching 

and being absorbed by that part of the sample upon which the detector 

is focused. This issue can be exaggerated by large sample cuvettes, when 

the lens set-up collecting emitted light is trained on a small volume. Thus 

the recorded PL emission signal will increase, reach a maximum, and then 

decrease with increasing absorbance.

In the case of re-absorption, an overlap of the absorption and emission 

spectra of the sample may result in a significant fraction of the emitted PL 

being re-absorbed by other molecules in the sample material. In this case it 

is possible that very little of the PL emitted other than from the edge of the 

cuvette nearest the detector will actually be recorded. Both of these effects 

are subject to the detailed absorbance spectrum of the material: for energies 

at which the absorbance is low, 'normal' contributions to the PL emission 

will continue, even while inner-filter effects reduce other contributions from 

certain absorbance and emission energies to near zero.

The consequences of inner-filter effects can be dramatic in terms of PL 

measured as a function of concentration or absorbance: (i) at increasing 

concentration of fluorophore, we may see a levelling or decrease in mea­

sured PL; this can also be seen at constant fluorophore concentration when 

increasing concentrations of non-fluorescent absorbing material are added, 

(ii) measured PL intensity becomes sensitive to the region in the sample 

cuvette from which emission is measured, as emission intensity becomes 

higher nearer the illuminated face; (iii) PL excitation spectra may deviate
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Figure 18: Cross section of photoluminescence sample cuvette. The internal di­
mensions are L x L. The excitation beam travels parallel to the x-axis 
as shown by the filled blue arrow and illuminates the sample, striking 
the cuvette face between yj and yi- Light is absorbed and re-emitted 
in all directions but only that light emitted parallel to the y-axis from 
points in the sample in the range between X\ and X2 is collected by the 
detector (red arrow). The active area of the cuvette, contributing to the 
observed PL, is thus bounded by the lines shown.

from their typical form matching the absorbance curve: emission arising 

from excitation at energies corresponding to high absorbance levels will 

be suppressed relative to other excitation energies, (iv) where there is an 

overlap between emission and absorbance curves, PL emission may be 

reduced according to the strength of the absorbance.

The inner-filter effect must clearly be mitigated as far as possible when 

dealing with PL spectroscopy and particularly when trying to make quanti­

tative measurements or deductions. Where the effect can not be eliminated 

(primarily through the use of sufficiently low concentrations, or collecting 

emission from the front face of the sample cuvette) it should be corrected 

for as far as possible. There are a number of broadly similar methods for 

correcting for the inner-filter effect and in this work one such model is 

adapted and used to describe the effects as manifested in our particular 

experimental set-up.
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Effects of aggregation

Aggregation is known to reduce the emission intensity of SWNT solutions, 

and the major advance in the original paper showing band gap PL emis­

sion was one of separation and individualisation of the nanotubes. Given 

that aggregation can both reduce the intensity (through quenching of PL 

emission by metallic tubes) and the shape (aggregates show broadened 

peaks) it can be difficult to resolve the influence of aggregation from that of 

inner-filter effects mentioned above. The picture, simplified though it is, be­

comes increasingly complicated if one considers the many species of SWNT 

present in a sample as behaving independently of each other. To simplify 

the system and attempt to separate these distinct effects on the PL emis­

sion of a sample, we have employed a single fluorescent polymer/solvent 

solution with some useful properties regarding aggregation.

Poly(9,9-dioctylfluorene) (PFO) has been used extensively in the study 

of luminescent conjugated polymers, particularly as a component of or­

ganic blue-light-emitting diodes [147, 73, 26, 74, 216], as part of wider 

research into conjugated polymers and applications in organic electronics 

and optoelectronics [67, 34]. It has a typically high extinction coefficient 

(~ 100mL mg“hcni“^), thus inviting complications from the inner-filter 

effect, but also has a distinctive and well-documented behaviour regarding 

aggregation.

It has been observed that PFO exhibits distinct phases, with much interest 

in the contrasting behaviour and properties of the so-called liulk' or glassy 

phase and the crystalline aggregate ^-phase [72]. It is possible to control 

the morphological state of thin films of PFO by careful choice of solvent, 

specifically through altering solubility parameters and boiling point [71, 

110], and through physical post-deposition procedures such as thermal



treatments and exposure to gaseous solvents [71, 35, 72, 5]. There has 

been much interest in studying this material in its multiple phases as it 

offers the chance to investigate the influence of morphological and chain 

conformational differences on the emission properties and charge and 

exciton-transport behaviour of the material, without any issues associated 

with changes in chemical structure [39, 80, 35, 5, 6]. While the majority of 

these studies have been conducted on solid-state samples, similar distinct 

phases have been observed in solutions of PFO [71]. As a result of this 

previous research, the behaviour of PFO is reasonably well known, allowing 

us to use it as a model compound for the study of non-linear changes in 

PL intensity with concentration.

4-1 INTRODUCTION 7I

The highly non-linear relationship between PFO concentration, absorbance 

and PL is modelled using a method similar to others outlined in the litera­

ture to account for concentration and inner-filter effects mentioned above. 

The behaviour of PFO—and the ability of this model to account for it—in 

numerous solvents as a function of concentration is also explored.

The aim of this exploration of concentration and inner-filter effects on PL 

measurements is to verify that we can correct, where necessary, for these 

effects in relatively high concentrations and also to investigate whether we 

can separate their influence on PL from the effects of aggregation. The 

model itself is not material-dependent and can then be applied to any other 

system where inner-filter effects and re-absorption are considered to be an 

issue, such as solutions of SWNTs.
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4.2 EXPERIMENTAL METHOD

PFO (purchased from American Dye Sources, ADS 129 BE and used as 

received) was dispersed in toluene (spectrophotometric grade, from Sigma 

Aldrich) using an ultrasonic tip processor (Sonics Vibra-Cell VCX750; 

750 W, 20%, 60 kHz, 5 min). Concentrations ranged from 2mg mL“^ to 

0.00025 mgmL~^

PL measurements were taken using a Perkin-Elmer LS-55 spectrometer 

employing a 2 x 2 mm microcuvette and a suitable holder in the stan­

dard perpendicular geometry unless otherwise stated. Excitation-emission 

contour maps were constructed using emission wavelength ranges from 

400-600 nm (3.10-2.07eV) at 0.5 nm intervals, and employing excitation 

wavelengths from 375-445 nm (3.31-2.79 eV) in 2nm intervals. Absorbance 

spectra were taken using a Shimadzu UV- 2401PC spectrophotometer us­

ing a 1 cm path length cuvette and with a solvent-only cuvette used as a 

baseline reference sample.

4.3 RESULTS AND DISCUSSION

Solutions of PEO, in common with those of many other organic polymers, 

have a high extinction coefficients of ~ 100mL mg~^ cm“^ at their peak 

absorption wavelength, here around 385 nm (3.220 eV). Eigure 19 shows 

normalised absorption and emission spectra for PEO at low concentration 

in toluene. We note a strong, broad absorption band, rising below 425 nm 

(= 2.917 eV) and peaking at approximately 385 nm (= 3.220 eV), with no 

strong vibronic structure in the region studied. The PL emission spectrum
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Figure 19: Photoluminescence and absorbance spectra for PFO in toluene. Curves 
are normalised to their maximum value. Note the region of the emission 
above 2.9 eV (A < 425 nm), which is subject to re-absorption as shown 
by the overlap of the two spectra.

shows a primary peak at 416 nm (= 2.980 eV), with weaker structured peaks 

appearing at 439, 465, and 500 nm (= 2.824, 2.666, 2.480 eV, respectively).

Figure 20 shows, in 20a, the absorption spectrum of PFO in toluene, 

between 375 and 445 nm, and in Figure 20b and 20c excitation-emission 

maps for low (0.00025mg mL“^) and high (l.Omg mL^^) concentrations 

respectively of PFO in toluene, in a 2 x 2 mm microcuvette (Figure 2od will 

be discussed below). A linear increase in PL with concentration would 

result in these PL maps retaining their spectral profiles at all concentrations, 

with only an increase in intensity observed. However, as described above, 

some deviation from this behaviour was expected, particularly at higher 

concentrations, due to effects related to the high absorbance value of PFO. 

This deviation was indeed observed, the features of the contour maps
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Figure 20: Effect of concentration on the PL contour map of PFO in toluene, (a) 
An absorption spectrum for PFO at low concentration, (b) PFO at 
0.00025 mg mL“^ in a 2 X 2 mm microcuvette set-up. The open circles 
represent those excitation-emission wavelength combinations for which 
PL intensities are tracked across a range of concentrations in Figure 21. 
Note the correlation between the PLE curve (horizontal cross-section) 
and the absorption curve in (a), (c) PEO at l.Omg mL^^ in the same 
set-up. Note the reduction and red-shifting of the emission (vertical 
cross-section) peak at 416 nm, and the broadening and flattening of the 
PLE curve, which is beginning to show a dip for excitations just below 
400nm. (d) PFO at 1.0mg mL“^ in a 10 x 10mm cuvette set-up. Here 
the sample is identical to that in (c) except for the cuvette size. We note 
a dramatic decrease in PL intensity for all excitation wavelengths below 
approx. 416 nm, and also further reduction/red-shifting of the 416nm 
emission peak.
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beginning to change appreciably at concentrations above 0.05mg mL“^ 

with quenching of the primary emission peak at 416 nm.

It is clear from a comparison of the PL maps in Figure 20b and 20c 

that the relationship between PL intensity and concentration is highly non­

linear for certain points on the excitation-emission map. The emission peak 

centred at 416 nm has been greatly reduced and red-shifted by 6 nm on 

going from low to high concentration. Also apparent is a broadening of 

the PLE peak (a vertical cross-section in these excitation-emission maps) 

at high concentrations. Figure 2od shows the contour map for the same 

high concentration of PFO but using a 10 x 10 mm cuvette instead of the 

2x2 mm microcuvette. Here the change is even more dramatic with an 

apparent shift in the PLE peak from its absorption maximum at 385 nm to 

a sharp peak near the absorption edge at 423 nm, with a generally constant 

value for excitation wavelengths from 375 to 420 nm. The differences 

between Figure 20c and 2od illustrate the importance of accounting for 

factors inherent in the set-up of the sample measurement, as the sample 

solution in each is the same but the measured PL maps are markedly 

different.

In order to illustrate the observed changes in features of the PL maps, 

the intensity of several points (referenced by their co-ordinates on the 

contour map in terms of excitation and emission detection wavelengths in 

nanometres: [Ex, Em]; the points we used are marked with white dots in 

Figure 20c) was tracked as a function of concentration. Figure 21 shows 

our results for PFO in toluene in a 2 x 2 mm microcuvette. While the 

behaviour is linear at low concentrations there are marked deviations 

from linearity at concentrations above 0.05mg mL“^, with some points 

showing a significant drop in intensity at high concentrations. In order 

to understand the contributions to this non-linearity from the inner-filter
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Figure 21: Observed PL intensity as a function of concentration for solutions of 
PFO in toluene. Shown here are PL intensities of particular excitation 
and emission wavelength combinations across a range of concentrations: 
the [385,415] series represents PL intensity detected at 415 run using 
an excitation wavelength of 385 run, etc. The solid and dashed curves 
indicate the predicted behaviour of these PL intensities obtained from 
the theoretical model, from Equation 4.1

effect and re-absorption we develop a model to describe the observed PL 

intensity as a function of concentration. This method is similar to the 

procedure outlined by Miller [145] and to that used by Riesz et al. [175].

Shown in Figure 18 is the cross-section of a cuvette, illuminated by an 

excitation beam entering the cuvette parallel to the T-axis. The emitted 

light is collected at right angles to this beam, and fluorescence emitted 

parallel to the y-axis from the area between x\ and X2 will be seen by the 

detector. The width of the excitation beam is delimited by yi and y2- The 

excitation beam strikes the cuvette such that N photons per second per unit 

area with wavelength, Ai, fall upon the cuvette surface. In the sample, both
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the excitation beam and the emitted fluorescence follow the Beer-Lambert 

law,

/a, W =

for the intensity, I, of light of wavelength Ai travelling a distance, x, through 

a solution of concentration c of a solute of absorption coefficient a. The 

change in photon flux (photons m^^ s'^). Fa due to absorption in distance 

dx is then

dFAj(A:) = -ac(Fo)Aie““^''‘^"dx

The number of photons absorbed in an infinitesimal volume of the cuvette, 

dxdydz, per second is then

dNAj = —dFAjdydz

These photons are absorbed to create excitons which then decay to emit 

photons of wavelength, A2, with probability (p (the quantum efficiency). If 

the number of emitted photons per second is , we can write:

dLx^{x) = (poLc{Fo)Aie -a(Ai)c3rdxdydz

Some of this emitted light will be re-absorbed before leaving the cuvette. 

To account for re-absorption, which also follows the Beer-Lambert law, we 

introduce a factor fl;(A2) is the absorption coefficient

of the sample at the emission wavelength, A2, and L is the length of the 

cuvette in the y-direction. Introducing a constant K to account for the 

detection efficiency and geometry of our set-up, integration gives us an
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expression for the number of observed photons, Lojjs, due to fluorescence 

from the volume (x2 — Xi) x (1/2 — 1/1) x z:

(Lote)A„A, =
!g-«{A2)c(L-]/2) _ g-a(A2)c(L-yi) ^

^ )

The observed fluorescence intensity, lots, is then Lohghv/A^ff, where hv 

is the energy of the photon and is the effective area of the cuvette, as 

seen by the detector. Noting that Agff = z{x2 — xi) we get

,-a(A2)c(L-y2) _ g-«{^2)c{L-i/i)

a{\2)c (4-1)

At low concentrations, we can simplify Equation 4.1 by using the first 

two terms in an expansion of the exponential terms, giving

(Us)ai = [hvK{Fo)x^(poc{Ai){y2 - yi)]c (4-2)

This shows clearly that the observed PL intensity is linear with concen­

tration at low concentration.

In our experiments we do not measure Fq and nor do we estimate a value 

for K or cp. By fitting the linear behaviour of the fluorescence intensity at 

low concentrations, we are able to measure a value for the product of all the 

components in the square brackets on the right-hand side of Equation 4.2 

As long as Xi, X2, J/i and 1/2 are all known, the value obtained from the 

fit can then be used to generate model values for Ighs as a function of 

concentration for the entire concentration range using Equation 4.1.

The form of Equation 4.1 is instructive. The second bracketed term 

is dependent on the strength of absorption of the excitation beam, the



4-3 RESULTS AND DISCUSSION 79

chromophore concentration and the amount of sample outside the active 

area of the cuvette through which the excitation beam must travel: it 

represents the inner-filter effect. The third term in parentheses accounts 

for the re-absorption effect. The inner-filter and re-absorption effects are 

independent of each other. Looking again at the difference between Figure 

20b, 20c and 2od, we can ascribe the reduction and red-shifting of the 

416 nm emission peak to the re-absorption effect, which corresponds to 

that region of overlap between the absorption and emission spectra in 

Figure 19. We also suggest the changes in the PLE spectra are due to the 

inner-filter effect. In this case, only light that is weakly absorbed penetrates 

far enough into the cuvette to be absorbed and re-emitted by chromophores 

which are in the field of view of the detector. Thus, in a 10 x 10 mm cuvette 

only a small amount of light corresponding to excitations at strongly 

absorbing wavelengths generates detected emission from the PFO, whereas 

the excitations at the weakly absorbing tail of the absorption spectrum 

(above 420 nm) contribute significantly more to the detected PL intensity. 

The same solution, when placed in a 2 x 2 mm microcuvette (which thus has 

most of the sample held within the field of view of the detector) produces 

a much less affected PL map, though some broadening of the PLE peak is 

still seen.

In principle, the model could be used to correct the experimental data to 

remove the effects of inner-filter and re-absorption. However, it was found 

that where an intensity has been reduced to near-zero such a procedure 

becomes difficult to carry out without small fluctuations in observed data 

giving large variations in corrected results. It is also worth noting that, 

with high concentration, a saturation of PL is expected and "linearity" is 

not something that we would expect to measure, even without inner-filter 

and re-absorption effects. Detected fluorescence is intrinsically linked to
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the intensity of the excitation beam, and when the optical density of the 

sample solution is such that a high proportion of the excitation beam is 

absorbed we see a resultant saturation of the detected fluorescence. Thus, 

instead of aiming to correct the data in order to regain linearity, the model 

was used to predict the observed PL intensities of those points on the PL 

map which we studied.

Our model curves were generated using Equation 4.1 above, using ab­

sorbance values obtained from our UV-Vis absorption measurements, and 

empirical data for the dimensions x, and y, of the "active volume" of the cu­

vette (that portion of the cuvette which is both illuminated by the excitation 

beam and in the field of view of the detector; estimated from comparisons 

of PL results from cuvettes of varying cross-section and/or position to 

be {xi,X2) = (0.1 mm,1.9mm) and (yiyi) = (0mm,2mm); that is, the 

front face is illuminated across its full width but the detector is not focused 

on the entirety of the emission face). The first term in square brackets in 

Equation 4.2, representing the ideal linear relationship between PL intensity 

and chromophore concentration, was obtained from the experimental data 

at low concentration where this linearity holds, that is, for concentrations 

below 0.002 mg mL“^ in Figure 21.

Examining Figure 21 again, three distinct behavioural cases are observed: 

points which show a linear relationship between PL intensity and concen­

tration; points which show a linear relationship at low concentrations but a 

relatively constant value of PL intensity with high concentration; and points 

which show a linear increase at low concentrations, a maximum value, and 

a decrease at high concentrations. On examination again of the absorption 

and emission spectra for PFO given in Figure 19, and taking into account 

the results of inner-filter and re-absorption effects from Equation 4.1, a 

number of points become apparent, (i) Points defined by excitation at a



weakly absorbing wavelength and emission at another weakly absorbing 

wavelength (or “[weak, weak]”) are not expected to show any significant 

effects from either inner-filter or re-absorption effects and a linear relation­

ship across all concentrations is expected. (This data is coloured light 

blue in Figures 21 and 22) (ii) For those points that could be described as 

[strong, weak] high concentrations of chromophore are expected to lead 

to a maximum “saturation” level of PL intensity, due to almost complete 

absorption of the excitation beam, but re-absorption effects are expected to 

be negligible. A significant drop in PL intensity is only expected at very 

high concentrations, when much of the absorption and emission will take 

place at the front edge of the cuvette, outside the active area seen by the 

detector. (This data is coloured red.) (iii) For points that are [strong, strong], 

along with a saturation value in the PL intensity, a reduction in the detected 

PL intensity is expected at high concentrations due to the re-absorption 

effect. (This data is coloured black.)

4-3 RESULTS AND DISCUSSION 8l

We employed our model to predict the behaviour of the observed inten­

sities of those points tracked on the PL map, taking the slope in the linear 

low-concentration regime as a guide. The relevant predicted behavioural 

curves are shown in Figure 21 as solid lines, and a good fit to the data 

is observed. Those points marked [425,440] and [425,465] typify case (i) 

above, those labelled [385,440], [385,465], [405,440] and [405,465] illustrate 

case (ii) and the behaviour of case (iii) can be examined through those 

points labelled [385,415] and [405,415]. Note that for excitation at 385 nm, 

where the absorbance is greater than at 405 nm, saturation of PL intensity 

is reached at lower concentrations. The re-absorption process continues to 

reduce the observed PL intensity as concentrations are increased above the 

level which gives a saturation of PL emission.
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Figure 22; Predicted and observed PL intensities as a function of concentration 
for PFO in toluene. The horizontal lines are a guide for the eye and 
represent an accuracy of ± 20 %.

Figure 22 shows the accuracy of our approach. We calculated the relative 

difference between the theoretically predicted PL intensity (using Equa­

tion 4.1) and that which was observed, and plotted this ratio (observed 

PL/predicted PL) as a function of concentration. The two added hori­

zontal lines are a guide for the eye and indicate an accuracy of ± 20 %. 

Reasonable accuracy is observed across concentrations ranging as high as 

0.25mg-mL“^. At such high concentrations, solutions of PFO are approach­

ing the overlap concentration, whereby the volume of solvent associated 

with an average-length polymer chain (as calculated from the concentration 

of the solution and molecular weight) is equal to the pervaded volume 

of such a chain [176]. Aggregation is expected to occur at concentrations 

above the overlap concentration. The overlap concentration c* is given 

by c* = Mjo/Rq , where Mj^ is the average molecular weight of the poly-



mer chain and Rq its average size; Rq = bN^-^ and bN = nl, where b is 

the Kuhn length, N the number of corresponding Kuhn segments in a 

chain, n the average number of monomer units in a chain and / the length 

of one monomer unit. Values for the monomer and Kuhn length were 

taken from the literature [71], and the molecular weight calculated from 

gel permeation chromatography (GPC) measurements. This gives a value 

of c* ^ lmg mL“^ This value is reasonably close to the concentration 

where the experimental PL intensity deviates from the predicted value 

strongly suggesting that the deviation is due to aggregation effects. In fact, 

one would expect the polymer chains to uncoil more in a good solvent, 

increasing their pervaded volume. Thus we might expect aggregation to 

occur slightly below the overlap concentration as is suggested by the data.

Solution aggregation studies of PFO have indicated that it has a Hilde­

brand solubility parameter, S, of approximately 18.5-19.0 MPa^^^ [71]. The 

Hildebrand parameter of a given material is equal to the square root of 

its cohesive energy density [88, 196]. This allows the calculation of the 

enthalpy of mixing of a solution, (AH/as [88]
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/AH
Mix

— {^solute ^solvent) 4^solvent4^solute

where cp represents volume fraction. Dissolution is favourable when the 

enthalpy of mixing is minimised, i.e. the enthalpy of mixing represents the 

energy expended in order to create a mixture, with lower values meaning 

mixtures are more energetically favourable. Therefore, solvents and solutes 

with similar or equal Hildebrand parameters form solutions easily as the 

energy input required to do so is low; substances with differing parameters 

do not. Thus good solvents are expected to include chloroform, tetrahydro-
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Figure 23: Normalised absorbance spectra for PFO in solution at 0.2mg mL~^ in 
various solvents. While the concentration of PFO is identical in each 
sample, an absorbance peak identified with jS-phase PFO is visible in 
some solvents at approximately 435 nm.

furan (THF) and, to a lesser extent, toluene, having solubility parameters 

of <5 = 19.0, 18.6 and 18.2 MPa^'^^, respectively.

PFO, in low-concentration solution using a good solvent, shows a strong 

and broad absorption peak with an onset at approximately 415 nm and 

peak at 385 nm as illustrated earlier in Figure 19. Such an absorption curve 

remains, under normal conditions, characteristic of PFO in the solid state for 

what has been termed the "bulk" or glassy phase. At high concentrations 

and in the solid state, PFO has been shown to have a more crystalline 

aggregate state termed the jS-phase. The presence of this phase of PFO has 

been shown to be clearly indicated by the appearance of a well-defined 

absorption peak at 437 nm (= 2.837 eV), a feature present in both solution 

and solid-state absorption spectra [71, 35, 72]. It has been shown that
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thermal treatments and post-deposition procedures can lead to a transition 

between phases in thin films of PFO.

To approach the PL behaviour of PFO in a poor solvent in a similar 

manner to the way we examined it in toluene, we first recorded absorption 

spectra for PFO solutions at various concentrations and across a range of 

solvents. Figure 23 shows the results for six of these solvents at concentra­

tions of 0.2mg-mL“\ normalised to their absorption maximum. A marked 

difference can be seen between good solvents (toluene, chloroform, THF) 

and poor solvents (DCE, EGDE, isobutyl acetate; Ffildebrand solubility 

parameters 5 = 20.1, 17.6 and 17.1 MPa^^^ , respectively). The spectra 

from good solvents conform to our expectations of spectra for solutions 

containing bulk phase PEO only, while the poor solvents display spectra 

indicative of the presence of jS-phase PFO as well as bulk phase PFO.

Clearly, a simple change of solvent can drive the formation of this ag­

gregate through thermodynamic processes. It is energetically favourable 

for the PFO to align into a crystalline domain to promote the exclusion of 

solvent molecules, providing more polymer-polymer interactions at the 

expense of polymer-solvent ones. We note that this characteristic /3-phase 

absorption peak is weakly present, if detectable at all, in solutions employ­

ing good solvents, at high concentrations. Figure 24 shows absorbance 

spectra for solutions of PFO in toluene and DCE, at low and high concen­

trations. Whereas the presence of /S-phase PFO is clearly indicated by the 

appearance of the absorption peak at 437 nm in low-concentration DCE 

solution, this peak is barely detectable in the higher concentration toluene 

solution.

The relationship between Hildebrand solubility parameter and /3-phase 

formation was explored further. UV-Vis absorption spectra for different 

solvents were recorded, and the relative amount of /3-phase PFO present in
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Figure 24: Absorbance spectra for solutions of PFO in toluene (circles) and DCE 
(triangles), both with concentrations of 0.002 mg mL“^ (open symbols) 
and 0.2mg mL“^ (filled symbols). Inset shows PFO in toluene at 
0.2mg mL“^ on a semi-log scale, illustrating the onset of the ^-phase 
absorbance peak at 437 nm in high concentration toluene solutions.

solution was estimated by comparing the ratio of absorbance values for the 

solution at 437 nm and at its absorbance maximum around 385 nm. Figure 

25 shows a plot of this ratio of absorbance values against the Hildebrand 

solubility parameter of the solvent. We observe that for poor solvents, i.e. 

those with li-values on either side of the proposed range for the ^-value 

of PFO, ratios of jS-phase PFO greater than 0.33 are detected, as opposed 

to ratios of less than 0.003 for good solvents having a comparable ^-value 

to that of PFO. While the Hildebrand model does not include every factor 

in the complex process of polymer behaviour in solution, these results 

agree with the suggestion that the formation of /3-phase PFO aggregates is 

favoured thermodynamically in poor solvents [71].
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Figure 25; Prevalence of /3-phase PFO as measured by the ratio of absorbance 
peaks at 437 nm and 385 nm for solutions of PFO at 0.2mg mL“^ in 
solvents of varying Hildebrand solubility parameter <5.

The ratio of j3-phase to bulk phase in all PFO solutions was observed to 

increase with concentration, as would be expected for an aggregate state 

(see Figure 29 for the relationship between amount of jS-phase present 

and PFO concentration in DCE.) It has been shown that /3-phase PFO 

has a more rigid structure, with greater chain stiffness and increased 

coherence length along the chain than the glassy phase [35, 72]. We suggest 

that such an ordered structure permits the expulsion of solvent from 

between polymer chains, and such "bundling” would be the preferred 

mechanism of aggregation for PFO in poor solvents [69]. This is in contrast 

to many other polymers that favour a tightening of the "random walk" 

or "worm-like" chain conformation of individual polymer chains and 

the agglomeration of polymer chains into multi-chain aggregates as a 

method of solvent exclusion, to ensure an increase in the energetically
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Figure 26: Emission spectra for PFO in toluene (open symbols) and in DCE (filled 
symbols) at concentrations of 0.0025 mg-mL~^ (cyan), 0.25mg mL''^ 
(blue) and 2.0mg mL~^ (navy). Spectra are normalised to their emission 
value at 465 nm.

favourable polymer-polymer interaction at the expense of slightly less 

favourable polymer-solvent interaction. This bundling of ^-phase chains is 

reminiscent of aggregation effects in systems of long rigid molecules such 

as carbon nano tubes [69].

Figure 26 illustrates the change in the observed emission spectra for 

PFO in toluene and in DCE, with increasing concentration. We note the 

similarities in behaviour of both types of solution: the decrease and red- 

shifting of the TV — Tt* peak at 416 nm and red-shifting of the first lower 

energy peak at 439 nm as concentration increases. The emission of PFO in 

DCE shows an increase in the vibronic structure [44] of the lower energy 

peaks, with more defined peaks compared with PEO in toluene, owing to 

the more rigid chain conformation.
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Figure 27: Observed PL intensity as a function of concentration for PFO in DCE.
PL intensities are for a number of parficular excitation and emission 
wavelength combinabons as indicated, corresponding to those examined 
in Figure 21, for a range of concentrations. All predicted curves (again 
from Equation 4.1) show a saturation maximum, with some followed 
by a reduction in intensity. In contrast to Eigure 21 (where they are 
coloured light blue), there are no "weak-weak" linear trends observed.

In order to examine further these changes in the spectra with increasing 

concentration in EXIE, we applied again our model equation to account 

for the effects of concentration and the inner-filter and re-absorption ef­

fects, using values of the absorption co-efficient for PFO in DCE. Contour 

maps for all concentrations were generated as before but are not shown 

here. Both observed and predicted PL intensity curves for individual excita­

tion-emission values (same as previous analysis) are shown in Figure 27 (by 

analogy with Figure 21). The accuracy of our procedure is shown through 

an analysis of observed and predicted values, in an identical method to 

that used to generate Figure 22, illustrated here in Figure 28.
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Figure 28: Comparison of predictive model of PL intensities with observed results, 
as in Figure 22, shown here for PFO in DCE. Again, horizontal guide­
lines representing deviations of 20% have been added. Note change in 
vertical scale relative to Figure 22.

Although at low concentrations we again see a linear relationship be­

tween PL intensity and PFO concentration, here we see that at high con­

centrations every set of points reaches a maximum value and some of the 

data points show a reduction in intensity at high concentration. This is in 

contrast to the data in Figure 23 where we had some data points (Ag^/ ^Ex) 

exhibiting linearity across all concentrations.

Some differences are expected between Figure 23 and Figure 27 because 

while we have chosen to analyse the same points on the contour plots 

in each case, the absorbance values which correspond to these points 

have been altered due to the jB-phase absorption peak at 437 nm and its 

extended low-energy tail. To account for the non-linearity of PL intensity 

with concentration we again introduced our model and the predicted PL
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Figure 29: Ratio of absorbance values at 437 nm and 385 nm, illustrating quantity 
of ^-phase PFO present, for PFO in DCE. Low concentration solutions 
provided weaker absorption signals with increased noise, leading to 
the large error values shown.

intensity curves. Compared with the data used in Figure 23, none of the 

excitation-absorption values are really classed as “weak" and thus, all 

curves show the [strong, strong] and [strong,weak] behaviour of saturation 

and reduction in PL intensity. (The [425,465] curve is close to, but not quite, 

"weak-weak".) While the predicted curves for Figure 27 are significantly 

different from those in Figure 23, we see that they do not match the 

observed data to the same extent at high concentrations.

Figure 28, by analogy with Figure 22, shows the accuracy of our model. 

Whereas for PFO in a quite good solvent like toluene the PL intensities were 

predicted to within 20% up to a concentration of 0.1 mg mL"^, the same 

treatment adapted for PFO in DCE fails to keep this level of accuracy at any 

concentration above approximately 0.01mg mL~^. At 2.0mg mL“\ some 

observed measurements are a factor of 40 lower than those predicted, while
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others are almost a full order of magnitude greater than those predicted. 

Clearly, some process other than radiative energy transfer (absorption 

and emission by one chromophore, and re-absorption by another) and 

inner-filter effects is occurring here.

Examining Figures 28 and 29, we can explore the relationship between 

quantity of /3-phase PFO present (measured by the relative values of the 

437 nm peak and the 385 nm peak in PFO absorbance) and concentra­

tion. While relatively constant at around 0.33 for concentrations below 

0.25mg mL“^, we see an increase above this concentration, reaching 0.65 

at 2.0mg-mL“^. This rise in the amount of /B-phase PFO correlates strongly 

with the increased deviations from our predicted model curves for PL 

intensity. This strongly suggests that the deviations from the predicted 

PL intensity as a function of concentration are due to the formation of 

^-phase aggregates. In thin films it has been observed that for /B-phase 

concentrations of only a few percent the PL emission of glassy phase PFO 

is almost entirely quenched due to highly efficient exciton transfer from the 

glassy to the /3-phase, showing a large radius for Forster resonance energy 

transfer (FRET) [111]. FRET is a non-radiative process by which energy is 

transferred between two chromophores (typically in very close proximity, 

with an effective separation of < 10 nm), through a resonant dipole-dipole 

coupling. The energy transfer does not involve emission or absorption of 

a photon, but is intrinsically related to these processes in that it is most 

effective when the emission spectrum of the donor molecule overlaps with 

the absorption spectrum of the acceptor molecule, allowing coupling of 

dipoles where the molecules have a high oscillator strength. We note from 

Figure 26 that solutions containing significant amounts of /3-phase PFO are 

stronger emitters at low energies than bulk PFO samples. Looking again 

at the data in Figure 28, we see that all those observed PL intensities that
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were measured to be higher than predicted were for low-energy emission at 

465 nm; those higher energy emission spectra, emitting at 440 and 415 nm, 

are measured substantially below what was predicted.

Effective FRET is dependant on the existence of an overlap between the 

emission spectrum of the exciton donor material and the absorption spec­

trum of the acceptor [65]. In the case of PFO, the characteristic absorption 

peak of /3-phase PFO at 437 nm lies at a region of strong emission for bulk 

phase PFO. We note that the measured PL intensity for our PFO samples 

appears to be lower than that predicted for any emitting wavelength near 

this level or below it and higher than that expected for lower wavelengths.

The magnitude of the deviation from predicted PL intensities correlates 

well with the quantity of ^-phase present, and so we suggest that what we 

are observing is FRET in solutions of PFO whenever a substantial amount 

of /3-phase PFO forms to act as an acceptor material.

4.4 CONCLUSIONS

We have developed a model to account for the non-linearity of PL intensity 

with concentration for solutions of a highly absorbing chromophore. The 

model accounts for the effects of high concentration and total absorption 

of the excitation beam, and the phenomena of the inner-filter and re­

absorption effects, and can be used to predict PL intensities observed at 

given combinations of excitation and emission wavelengths for a given 

concentration. This model was successfully applied to our results to explain 

measured non-linear values for PL intensity of PFO in toluene.

The inability of the same model, modified to account for changes in 

absorption spectra, to explain the observed PL behaviour of PFO in DCF,
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a poor solvent for PFO in which ^-phase PFO is present in significant 

amounts, signifies that another process is at work in this solution. Due 

to the absorption and emission spectral characteristics of the bulk and 

aggregate ^-phase PFO, showing a high overlap between emission spectrum 

of bulk phase PFO and absorption spectrum of ^-phase PFO, we suspect 

that Forster resonance energy transfer to the jB-phase PFO is most likely 

occurring.

In order to generate the model curves for PL emission as a function of 

concentration, it was necessary to establish the correct linear relationship 

between these parameters at a concentration and absorbance low enough 

that the inner-filter effect was absent from the data. In cases where the 

exact photoluminescence quantum yield of the material is known (allowing 

for factors such as the apparatus collection efficiency), this step becomes 

unnecessary. Without the effects of aggregation, the model is accurate up 

to an absorbance of approximately 10, and the effects of aggregation are 

apparent as deviations from the predicted behaviour.



MEASUREMENT OF THE PHOTOLUMINESCENCE 

QUANTUM YIELD FOR ENSEMBLE DISPERSIONS OF 

SINGLE-WALLED CARBON NANOTUBES
5

Having examined in previous chapters some of the issues likely to be 

encountered in absorbance and fluorescence spectroscopy of SWNTs, in 

this chapter we analyse the absorbance spectrum and PL map and estimate 

photoluminescence quantum yield (PLQY) values for numerous tube types. 

Much of our work is automated through the use of MATLAB computational 

software, where we have custom written an extensive program to analyse 

the spectroscopic data, and a detailed explanation of the program is given.

5.1 INTRODUCTION

Photoluminescence (PL) from semiconducting (s-) single-walled carbon 

nanotubes (SWNTs) has been widely used in nanotube research since 

first being observed in 2002 [159]. PL spectroscopy allows researchers 

to examine the fundamental physics of excitons in quasi-l-dimensional 

structures [2, 226], to explore applications in optoelectronics and biol­

ogy [14, 190, 208], to probe and compare the state of dispersions achieved 

using various surfactants and other methods [21, 62, 97], and to enable 

(n,m)-resolved population studies of nanotube samples [102, 163].

The absorption and emission of light by carbon nanotubes is excitonic 

in nature [206]. Excitons may decay and recombine radiatively or non-

95
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radiatively: the photoluminescence quantum yield (PLQY) is determined by 

the probability of each of these decays, and may be defined as the number 

of photons emitted by the s-SWNT as a fraction of the number of photons 

absorbed. The PLQY of s-SWNTs is thus a property of significant interest 

to researchers employing PL measurements for any sort of quantitative 

analysis.

For s-SWNT PLQY, measurement techniques and values reported in 

the literature vary considerably: values have been reported for individual 

tubes [77,130, 38, 20, 204], ensembles [159, 207, 90,100, 51, 4], and specific 

(n,m)-species [204, 100, 51], with reported values ranging from ~ 10“^ to 

~0.1. PLQY measurements commonly involve calculating the number of 

photons emitted and absorbed (for individual tubes [77, 130, 207]) or com­

parison with a reference standard of known quantum yield (for ensemble 

dispersions [38, 90, 100, 51, 4, 104]). In general the integrated PL is related 

to the absorbance at the excitation wavelength and the PLQY, (p, at low 

solution optical densities via the following expression:

ipi/^det — {hxcfjexc) ■^4’^ (5-1)

where Ipi/rjdet is the integrated PL intensity, corrected for the spectral 

performance of the emission monochromator and detector, lexc^exc is the 

intensity of the excitation beam at the absorbing wavelength, accounting 

for spectral performance of the excitation monochromator and light source, 

A is the absorbance of the emitting material at the excitation wavelength, 

and fC is a constant incorporating factors relating to the geometry of the 

instrument set-up such as the fraction of emitted light detected.

Each of these methods for measuring the PLQY can introduce further 

complications. For measurements on individual tubes, the absolute ratio
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of photons emitted/absorbed is a difficult quantity to measure accurately. 

For measurements on ensembles, four main difficulties exist. It is critical 

to know the absolute resonant absorbance at the excitation wavelength for 

each emissive tube type. However, the measured absorbance spectrum may 

be the sum of the absorbances of ~ 60 different tube types (and, typically, a 

large non-resonant background). At any given excitation wavelength, 10 

or more different tube types may simultaneously absorb light. Thus any 

successful measurement must take into account the relative contributions 

of each tube type. In addition, the suitability of some of the 'standard' 

fluorescent materials has been questioned, with the suggestion that some re­

ported PLQY values may have been over-estimated by a factor of five [194]. 

Further uncertainties regarding the measurement of PLQY values for en­

semble solutions arise from concentration-dependent practical issues. With 

their low PLQY values, working solutions can easily exhibit absorbance 

values (in both the E22 and Ejj transition range) for which inner-filter and 

re-absorbance effects in the PL data, explored in detail in Chapter 4 become 

important [166, 174]. Concentration also affects the bundling dynamics of 

SWNTs [22], which can lead to quenching of emission and energy transfer 

within (and potential light emission from) bundles [199, 200].

Thus any accurate measurement of PLQY in nanotube ensembles will 

have to:

1) Ascertain the relative absorbances of all excited tube species,

2) Take care to accurately account for the quantum yield of the standard,

3) Make sure the samples are in the low-concentration regime where PL 

intensity is linear with sample concentration, and

4) Account for the fact that only a fraction of the nanotubes are individual­

ized and so are free to emit photons.
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As far as I am aware, all four issues have never been satisfactorily dealt 

with in one study, but shall be addressed here.

A key element will be our use of specially written software to reduce 

a sample absorbance spectrum to its component transitions. We have 

adapted and expanded the published MATLAB code of Nair et al. [152] 

to produce a program that analyses absorbance and PL data, fits the 

spectra with contributions from distinct (n,m)-species of nanotube and thus 

correlates absorption and emission data for specific s-SWNT tube types in 

an ensemble dispersion. We employ two emissive dyes of known quantum 

yield and operate in a suitable concentration range to avoid inner-filter and 

re-absorption effects. Finally, we have employed AFM analysis to account 

for the bundling of nanotubes and the consequent reduction in the emissive 

fraction of dispersed tubes [22].

We thus present a method to estimate the PLQY values for several distinct 

(«,m)-species in an ensemble dispersion of SWNTs, which can in principle 

be applied to any liquid phase nanotube dispersion.

5.2 EXPERIMENTAL PROCEDURE

A dispersion of 1 mg-mL“^ of raw HiPCO SWNTs (purchased from Unidym, 

Inc.—lot #Ro554) in a stock solution of 5 mg-mL~^ sodium decasulfate (SDS) 

in deuterium oxide (D2O) (both purchased from Sigma-Aldrich and used 

without further purification) was prepared as previously described using 

an ice-cooled sonication routine [42]. The dispersion was centrifuged for 

4 hrs at approx 120,000 g using a Beckman-Coulter Optima L-ioo XP ultra­

centrifuge (rotor SW-41; 35,000 rpm; 20° C) to remove larger bundles and 

aggregates. The supernatant was decanted and further diluted using the
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Stock SDS-D2O solution to give a series of samples, here labelled A-E. UV- 

Vis-NIR absorbance spectra were recorded for the original, uncentrifuged 

dispersion and for the supernatant and diluted solutions, using a Varian 

Cary 6oooi spectrometer (dual beam mode against stock SDS solution, 1 nm 

interval, 2 nm bandpass).

Crystalline silicon samples were submerged in the supernatant solution 

for 1 hour, removed, rinsed in methanol and dried with compressed air 

for tapping-mode atomic force microscope (AFM) analysis using a DI 

Multimode Nanoscope IlIA.

PL measurements were recorded using an Edinburgh Instruments FLS920 

photoluminescence spectrometer with a CW 450 W Xe excitation source 

and Hamamatsu R5509-72 nitrogen-cooled photomultiplier tube detector. 

Settings used: excitation in 2 nm steps from 540 nm (2.296 eV) to 820 nm 

(1.512 eV), 15 nm monochromator slit width; detection in 2nm steps from 

850 nm (1.459 eV) to 1350 nm (0.918 eV), 10 nm monochromator slit width. 

The cuvette pathlength dimensions were 2x2 mm. PL maps were corrected 

for the spectral performance of the excitation and emission monochromator 

and lamp/detector set-up. UV-Vis-NIR absorbance and PL measurements 

were recorded for a number of dilute solutions of the fluorescent dyes 

rhodamine B and rhodamine 6G under identical conditions. Dyes were 

purchased from Radiant Dyes.

Much of the analysis is automated through the use of a MATLAB routine, 

examined in detail in the next section. A brief overview is as follows. 

Given the PL map and absorbance data, the program is designed to do the 

following:

1) Read in SWNT transition data, absorbance and PL data, and any other 

parameters, from a file.

2) Identify peaks in the PL map, and compare these to known transition en-
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ergies for s-SWNTs to identify species present in the dispersion. Estimates 

of full width at half maximum (FWHM) for each identified E,; transition 

for these species are also made from the PL map.

3) Fit the absorbance spectrum in a manner similar to that used by Nair, 

using estimated peak positions and FWHM data from PL map to inform 

some of the input parameter starting values.

4) Adjust the values of the component absorbance peak parameters (centre, 

width, and amplitude) within set bounds using a non-linear least-squares 

optimization routine.

5) Optimise the component E^^ emission peak parameters (centre and 

width) for those s-SWNT species identified in the PL map using a similar 

routine, except now fitting emission spectra from the PL map, before fitting 

the En emission amplitudes to each emission spectrum in turn using a 

quadratic programming routine.

6) Integrate the PL emission from each nanotube species in each fitted 

emission spectrum.

7) Calculate the ratio of integrated PL emission to absorbance for a number 

of excitation energies near the E22 resonance for each s-SWNT species 

identified in the PL map, corrected for the emissive fraction of tubes in 

solution (from AFM data).

8) Estimate the PLQY value for each of these («,f«)-species, relative to our 

standard dyes.

9) Write output data to file.
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5.3 ANALYSIS

Absorbance and photoluminescence data were analysed using a custom 

written MATLAB program. Presented here is a detailed outline of the 

analytical routine. Our code for the MATLAB program 'APLQY.m' is 

reproduced in the Appendix in Section A.i. In it, we incorporate and 

build upon the code published by Nair et al. [152]. Nair's code was 

designed to reduce the absorption spectrum of a dispersion of several 

species of SWNTs into its component spectra. This reduction involved (i) 

generating individual model absorption curves for each transition,

from information on a range of (M,m)-tubes given by the user, where ii = 11 

for metallic tubes and ii = 11, 22 for s-SWNTs; (ii) grouping model curves 

into 'parent peaks' to match each peak identified in the absorption spectrum 

and applying a weighting system for the ratio of amplitudes of component 

curves within each parent peak; and (iii) adjusting the amplitudes of these 

parent peaks to fit the spectrum.

We have expanded the method for fitting the absorption spectrum, fit­

ting more parameters for each model transition peak and allowing these 

parameters some limited freedom. We then use a similar method to fit 

the emission lines in the photoluminescence excitation-emission map ('PL 

map'—concerned here with £22'^^ excitation and Ej”'^^ emission), giving 

the PL contributions from numerous s-SWNT species.

We compare the integrated PL emission for various semiconducting 

tube types with the corresponding fitted absorbance value, examining 

PL excitation values around the absorbance peak. Absorbance values 

are corrected for the mass fraction of individual tubes, found using atomic 

force microscopy (AFM) analysis and set as an input parameter by the user.
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Figure 30: PL map illustrating peak identification and analysis, for HiPCO SWNTs
in SDS-D2O dispersion. Initial values for £22'"*^ —t transitions
(open red circles) are adjusted to match relevant peaks in the PL map 
(open white circles). Final values are marked with white dots, with 
FWHM estimates as red lines and crosses.

A plot of integrated PL emission versus corrected absorbance is then used 

to estimate the environment- and (n,m)-specific PLQY of several tube types, 

relative to a standard substance of known quantum yield.

The 'APLQY.m' program is designed to do the following:

1. Read in PL map and absorption spectrum data for a SWNT dispersion,

along with data for other parameters (including expected SWNT 

£(n,m) energies, and various instrument parameters).

2. Identify peaks in the PL map, and match these to known s-SWNT 

transition energies to identify {n,m) species. Estimates of full width at 

half maximum (FWHM) values for each identified transition 

are also made from the PL map.
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Values for transition energies and widths are derived, where possible, from 

the PL map. Peaks in the PL map are identified, with the data interpolated 

to overcome limitations imposed by the excitation and detection step-size 

used in recording the map. These peaks are compared to the expected 

energy values for semiconducting transitions. PL map peaks are

matched to E22 —> En transitions for specific {n,m) tube types if they occur 

sufficiently close to the expected E22 and Ejj resonance peaks. Our initial 

data for the SWNTs expected to be present in the dispersion and values for 

the transition energies and widths, was based on the information provided 

by Nair et al. and by Ju et al. [152, 105].

These matched s-SWNT peaks in the PL map are then analysed to obtain 

estimates for the FWHM of each transition. Those s-SWNTs not

identified with a peak in the PL map have their inputted Ej, transition 

widths modified by the average percentage change in E„ width found 

for the matched s-SWNTs peaks. Figure 30 shows the peak analysis as 

performed by the program, comparing identified peaks to expected values 

and analysing transition widths.

From Figure 30, we can see three empty white circles, highlighting peaks 

in the PL data that have not been assigned to any s-SWNT transition. Such 

peaks have been assigned to exciton energy transfer (EET) from a 'donor' 

SWNT absorbing light from the excitation beam to an 'acceptor' tube with 

a smaller band gap, before contributing to emission from this acceptor 

tube [200, 169]. EET could occur via exciton tunnelling, Forster resonance 

energy transfer (FRET) or through the emission and absorption of a photon. 

Tan et al. [200], in examining these peaks in the PL map, have assigned the 

process to FRET between nanotubes in a bundle.

Resonant emission peaks having both E22 and Ej^ within approximately 

0.05 eV of these unassigned peaks in the PL map are easily identified.
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suggesting possible donor species. (The donor species have higher energies 

than those observed for the acceptor species, while the unassigned PL 

emission occurs at the same emission energy as the resonance peak for 

the acceptor species; the donor and acceptor species have resonant peaks 

to the right and directly below the unassigned peak in Figure 30.) Given 

the typically low emission efficiency from s-SWNTs and the significant 

intensity of these EET peaks in the PL map, it is clear that a significant 

proportion of the excitons formed in the donor species must transfer to 

the acceptor. PLQY as measured via absorbance and emission near the 

E22 resonance peak would then produce an underestimate for the

donor species. The acceptor species' PLQY estimate will be unaffected 

while the EET peak is sufficiently well separated from the resonance peak.

This identification of the unassigned PL map peaks in Figure 30 with 

EET has been called into quesHon. Instead, Lebedkin et al. argue [125] that 

these features are the result of emission sidebands caused by coupling with 

phonons, together with the observation of PL from weaker perpendicular 

excitation of the SWNTs, as observed elsewhere [149]. This explanation 

also removes the need to explain why the unassigned peaks do not show a 

true correlation to the E22 energy of the identified donor species, with each 

peak being misaligned with the 'donor' by a different amount.

Por fitting the absorbance spectrum, 4 meV is added to the Ej j emission 

peak values obtained from the PL map to reflect the small Stokes shift 

expected for the s-SWNTs [212].

At this point, users are given the opportunity to correct any values for 

peak parameters which may have been poorly estimated by the program.
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Figure 31: Background of fully reacted HiPCO nanotubes, as published by Nair et 
al. [152]. The fully reacted background is fitted with a background of 
the form Ai,k„ = aA^, with b — —0.7733.

3. Fit the absorbance spectrum using this updated energy and FWHM 

data in a similar manner to that given in the program by Nair et al, 

with transitions grouped to match absorbance peaks.

While much of our code was modelled on that provided by Nair et al, we 

have expanded on their method for fitting the absorbance spectrum, and 

we made two significant changes.

Firstly, we adopt a different method of fitting a non-resonant background. 

Nair's work employed a background of the form Afjj^g = aA^ and optimised 

a and b in order to minimise the difference between the backgroimd and 

measured absorbance. Nair's paper shows excellent agreement between 

this calculated background and the absorbance spectrum of completely 

fictionalised SWNTs, reproduced here in Figure 31. Analysis of the figure 

gives a value of —0.7733 for the parameter b. We fix this value, and then 

optimise the parameter a such that the measured spectrum and background 

converge at low energies.



(a)

(b)

(c)

Figure 32: A typical SWNT dispersion absorbance curve (blue), showing various 
calculated non-resonant backgrounds (red) calculated according to (a) 
Nair's approach and (b) our modified approach. The black line repre­
sents a choice of energy range identical to that used in Nair's program, 
i.e. corresponding to 490-1600 nm. (c) The four backgrounds used in 
our analysis, derived from perturbations to the baseline calculated in 
(b), shown in black in both plots.

106
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An important issue is the choice of energy range in the analysis, as both 

Nair's method and our own are sensitive to changes in the end-points. 

Figure 32 shows the multiple background fits produced by Nair's original 

program for a single absorbance spectrum, when these end-points are 

changed. While our method is dependent only on the choice of low-energy 

endpoint, the effect of small variations here can be significant also. We 

perform our complete analysis for four different backgrounds as shown. 

We also repeat the fit using the background corresponding to Nair's work 

(shown in black), with preference given to the s-SWNTs identified in the PL 

map (discussed in more detail below). We then present the average of the 

five results together with upper and lower bounds corresponding to the 

range of PLQY values calculated for each s-SWNT over the five analyses. 

The identification of the true background absorbance from non-emissive 

material and any intrinsic population-related effects remain matters for 

further investigation.

Secondly, we have taken a different approach to the shape of the mod­

elled transition profiles. Nair employed Voigt profiles, and their use in 

spectroscopy is common as the inherent combination of Lorentzian and 

Gaussian curve features results in a curve which mimics observed line- 

shapes, affected by natural and Doppler broadening, quite well. We have 

opted for pseudo-Voigt profiles, which are almost identical but easier to 

calculate, and are defined as:

where L is a Lorentzian curve and G is a Gaussian curve:

(r(j.)/2)2
(E - + (r,f'"V2)(n,m)
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Figure 33; Illustration of pseudo-Voigt profile. Nair's work uses Voigt profiles 
of width r derived from the convolution of Lorentzian and Gaussian 
line-shapes of equal width F' = F/1.637 (shown by Voigt, Lorentzi, and 
Gaussi, respectively). Our work uses a pseudo-Voigt profile of width 
F derived from the partial addition of Lorentzian and Gaussian line- 
shapes, both having width F (shown by p-Voigt, Lorentzi, and Gaussi). 
The resulting Voigt and pseudo-Voigt profiles are nearly identical.

G(n,m)/T'\ (n,m)ii = 4 exp
41n2 {n,m)-.2

. (r&”0
/p _ p^r!,m;N

both having the same peak centre full width at half maximum

and amplitude and where the parameter (0 < < 1) thus

dictates the overall line-shape of the pseudo-Voigt curve The Voigt

profile used in Nair's work.

V;.M(£) = r - E')dE'
J — 00
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2.5 0.8

Figure 34: Initial and final fits to absorbance curve for SWNTs in SDS-D2O (a) 
The absorbance spectrum (black line) of our dispersion of SWNTs 
showing the fit obtained using an approach akin to Nair's program 
(thin blue line), and our initial fit (green dashed line), which allows 
further variation of amplitudes. This fit was then refined (red line), by 
optimizing all component peak parameters simultaneously, (b) Detail 
of the Ejj region of the plot, with its narrow spectral features.

must be evaluated numerically, and it is thus rather more computationally 

intensive to fit several parameters of a true Voigt profile. Figure 33 shows 

a comparison of Voigt and pseudo-Voigt ()3 = 0.5) profiles derived from 

their respective underlying Gaussian and Lorentzian functions. Using the 

pseudo-Voigt profile allows us an easier way to access and fit the energy, 

width and amplitude parameters of our peaks while essentially retaining 

the Voigt line profile.

As a starting point, we fix the energies, widths and profile shapes as 

they were at the end of step 2 above (we will adjust them in the next step) 

and fit only the amplitudes, according to Nair's method. We then relax 

Nair's condition on the internal ratio of amplitudes of component peaks 

within a parent peak, allowing individual peak amplitudes to vary ±50 %. 

These fits are performed using MATLAB's quadratic programming routine.
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'quadprog'. A comparison of this initial fit with the starting fit achieved 

using Nair's program can be seen in Figure 34 .

4. Adjust the values of the model peak parameters (centre width

and amplitude within set bounds.

We now adjust our individual fit parameters, fixing bounds as follows:

• The absorbance energy at £n or E22, as modified where appropriate in 

step 2, is allowed to vary by ±5 meV, or ±2.5 meV for those energies 

measured directly from the PL map.

• The FWFIM, supplied by the user as and measured in step 2

to be may vary between 0.7 x min(r|"''"^,r(-”''"^) and 1.3 x

max(F.”''”^r--"''"^). For those s-SWNTs identified in the PL map, 

we set the upper bound on the FWHM to be 1.1 x as our

absorbance data was recorded using a smaller bandpass than the 

excitation monochromator slit width.

• The amplitude may continue to vary between 0.5 and 1.5 times 

the starting value found by fitting the absorbance spectrum according 

to Nair's method.

• is fixed at 0.5 throughout.

We use the non-linear least-squares optimisation function 'Isqnonlin' to 

minimise the difference between the absorbance curve and the model curve. 

Our approach takes some minutes to reach a satisfactory fit, though this is 

perhaps not surprising given that the computation involves 96 transitions 

having 3 independent parameters, each with their own bounds, and a 

1100± point spectrum. We acknowledge that there may (if not must) be 

a more optimal fitting routine in terms of computational approach, time

(«,m)
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taken, or elegance of code. We would be happy to see our work improved 

in this respect and will be publishing the code as part of the supporting 

information for an upcoming paper, and is included here in the appendix.

One feature of Nair's approach which is also present in our work is the 

assumption that all SWNT species present in the input information are 

represented in the absorbance spectrum also. In Nair's program the relative 

contributions were fixed in groups according to the location of peaks in 

the data, while we have relaxed this condition somewhat. Obviously if 

some absorbance is ascribed to a SWNT species which in fact is not present 

in the sample this will have an adverse effect on our measurement and 

may artificially increase the PLQY estimate for s-SWNTs with nearby E22 

energies. In order to gain an estimate for the lower bound of the PLQY 

values, we repeat this last round of fitting—with the baseline corresponding 

to Nair's work as mentioned previously—and this time change the fit 

conditions. The bounds on energies and widths remain the same, but the 

bounds on amplitudes are modified. For those s-SWNTs identified in the 

PL map, the initial fit amplitude produced above becomes the lower bound, 

while the upper bound is removed; for the other s-SWNTs and the metallic 

tubes, the initial fit amplitude becomes the upper bound while the lower 

bound is reduced to zero and the starting amplitude value for the current 

fitting routine (i.e., the amplitude from the initial fit) is reduced by 75%. 

With this strong (and presumably overzealous) favouring of the s-SWNTs 

identified in the PL map, we aim to over-estimate the relevant absorbance 

values and thus give an estimate for the lower bound on the PLQY values.

The average and extrema of this fit plus the four fits using various 

backgrounds outlines earlier are presented in our work as the PLQY value 

and suggested error bars. The SWNT species with the greatest sensitivity 

to these variations in fitting approach—the (7,6) and (7,5) tubes—both
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have very similar E22 values, suggesting that the other SWNT species (both 

semiconducting and metallic) with similar absorbance values are causing a 

good deal of uncertainty in the fit to the absorbance curve at that point.

5. Generate model PL emission spectra for each {n,m) species, represent­

ing and £22'^^ emissions. Fit each emission spectrum in the PL

map in a similar fashion to the absorbance spectrum.

Using the input values for energies and widths, as modified after analysis 

of the PL map in step 2, we generate model emission curves for each 

semiconducting Enand E22 transition. Again we use pseudo-Voigt profiles. 

The emission parameter values are first refined for each s-SWNT type 

identified with a peak in the PL map in turn. The emission spectrum closest 

to each tube type's excitation maximum is analysed, and values of

and are optimised for the relevant tube types, again carried

out using the 'Isqnonlin' routine, and the energy and width parameters 

for the peak in question are then fixed before moving on to the emission 

spectrum associated with the next species' peak emission.

With all parameters except amplitudes now set, the emission lines 

in the PL map are fitted line-by-line using the 'quadprog' quadratic pro­
gramming function. Starting values for amplitudes for all Ej”''"^ emission 

peaks at a given excitation energy are calculated based on pseudo-Voigt 

shaped excitation profiles with a peak energy and width matching those 

obtained from our analysis of the PL map in step 2, and peak height for 

those identified s-SWNTs as estimated in the optimisation procedure above. 

Lower bounds are set at 0.8 times this starting fit, while no upper bounds 

are imposed. Modelled emission from semiconducting E22 and metallic En 

transitions is prohibited through the use of very low starting amplitudes 

and upper bounds. The fit is performed in two stages. In the first, only
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Figure 35: PL map emission spectrum (black solid line) from SWNTs in SDS-D2O 
dispersion showing excitation at 1.722eV, fitted as described in the text. 
Thin blue lines show component peaks while the dashed blue line show 
their sum. In the lower panel the difference between the PL emission 
spectrum and the sum of the fit peaks is plotted, with an identical 
vertical axis scale.

s-SWNTs with £22'^^ values within 0.1 eV of the excitation energy are in­

volved. The fitted amplitude values obtained are then used as the starting 

values for the next stage. Here, the lower bounds are set to 0.9 times the 

results of the first stage, while unlimited upper bounds for emission

are extended to all s-SWNTs with £22'^^ values within 1 eV of the excitation 

energy. In this way priority is given to those tubes at or near resonance 

with the excitation energy, with other tubes being added later on to 'fill in 

the gaps.' Figure 35 shows the final result of the PL fit for the emission 

line at 1.722 eV (= 720 nm) excitation. Each emission line is fitted without 

regard to the results of adjacent line fits.



114 PLQY MEASUREMENTS FOR ENSEMBLE DISPERSIONS

1.0 1.1 1.2 1.3
Emission energy [eV]

(a)

1.0 1.1 1.2 1.3
Emission energy [eV]

(b)

Figure 36: (a) The input PL map data for SWNTs in SDS-D2O and (b) the model 
PL map generated from Eji emission spectra during our fitting process.

The result of fitting each line of the PL map is a model map, both of 

which are shown in Figure 36. Differences between the two maps are 

minimal.

In fitting each of the emission spectra contained in the PL map, an 

'excitation spectrum' is produced for each s-SWNT type, consisting of fitted 

amplitudes for the model emission curves versus excitation energy

of the emission spectra. These generated excitation spectra are shown in 

Figure 37a, while 37b shows the PL map configured to show the emission 

peaks as a function of excitation energy. Our excitation spectra clearly 

match qualitatively the PL map, even where there is evidence of energy 

transfer between tubes or emission from phonon-assisted side bands, such 

as the secondary peak in (8,6) emission = 1.054 eV, = 1.717 eV) 

at 1.907 eV excitation, indicating energy transfer from the (7,6) or (7,5) tube. 

Far away from the excitation energy, we see very noisy peaks, where

the model emissions are used at low levels to fit what appears to be 

ill-defined 'background' PL emission from the dispersion.
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Figure 37: Model excitation spectra for SWNTs in SDS-DjO dispersion, (a) Gener­
ated excitation spectra, showing the fitted emission parameters
for each s-SWNT as a function of excitation energy, and (b) the PL map 
for SWNTs in SDS-D2O being fitted.
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Figure 38; Analysis of the PL emission and absorbance for the (7,6) tube in an 
SDS-D2O dispersion. Clockwise from main plot: Integrated fitted PL 
area as a function of fitted absorbance, model absorbance curve and 
fitted excitation spectrum, as a function of excitation energy.

6. Integrate the PL emission from each nanotube species in each fitted 

emission spectrum.

7. Calculate the ratio of integrated PL emission to absorbance for excita­

tion energies near the £22 absorbance peak for each semiconducting 

tube species identified in the PL map.

Once the values of and p^"'"'^ have been identified for the emission 

curves in step 6 above, the spectrally integrated PL emission for each curve 

is easily calculated at each excitation energy.

In order to estimate PLQY values we need to correlate integrated emission 

with the absorbance of the material at the excitation wavelength. The 

absorbance value obtained from the fit procedure is here modified to 

account for the fact that only a certain fraction of tubes are likely to be
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individualized and able to fluoresce, while others will be in bundles of 

varying size and will most likely have their excited states quenched via 

other mechanisms. An estimate of the mass fraction of individual tubes is 

obtained from atomic force microscopy (AFM) and used here to correct the 

fitted absorbance spectra for each tube type.

At energies near the absorbance peak we plot integrated PL emis­

sion as a function of absorbance for each tube type identified with a peak 

in the PL map. Figure 38 shows this analysis for the (7,6) tube. Also shown 

are the fitted E22 absorbance curve and the generated excitation spectrum.

We see that near the absorbance maximum the modelled absorbance and 

excitation spectrum correlate closely, and this is reflected in the linearity of 

the graph of integrated PL versus absorbance. While we typically obtain 

a good quality linear fit, we do not constrict the fit to pass through the 

origin. As indicated in the discussion of step 5 above, model curves are 

employed in small amounts to fit emission lines even relatively far from 

their £22'^^ maximum; this fit is noisy in places and may represent energy 

transfer or other higher-order effects. As our model absorbance curve does 

not account for anything other than a smooth and continuous fall to zero 

of the absorbance value away from the peaks, we prefer to analyse 

only those points near the absorbance peaks and assume all other effects 

are relatively constant around these excitation energies.

In fitting the absorbance curve, we set the input values for energy and 

width for the £^2 absorbance transitions to be equal (where possible) to 

those measured from the PL map, but there is considerable freedom allowed 

in the fit for the widths and amplitudes. Ideally, the profile shape of the £^2 

excitation spectrum and £22 absorbance spectrum for each s-SWNT species 

should coincide. Thus a plot of integrated emission—directly related to
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the intensity of the excitation spectrum—and absorbance should be linear. 

When the two profiles do not coincide, we find deviations from linearity.

In Figure 39 we illustrate the cause of some of these deviations. In 39a we 

show a theoretical absorbance curve (black) and two theoretical excitation 

spectra (red and blue), each having the same peak centre but different 

widths. If we plot the value of the excitation spectra against that of the 

absorbance spectrum for a number of absorbance values (marked with dots 

on the absorbance curve), we see that the effect of unmatched peak widths 

is to bend or bow what would otherwise have been a straight line fit (red 

and blue curves, and dashed line in 39b). Similarly, from 39c and 39d we 

find that the effect of a shift in peak centre is to produce a loop or curve 

instead of a straight line fit. Lastly, 39e and 39f show the effect of a constant 

background PL emission, i.e. the excitation spectrum is shifted upwards 

somewhat, resulting in the plot of excitation spectrum against absorbance 

curve no longer passing through the origin.

Given that we allow some freedom in the fitting of absorbance energy 

and width, using the values derived from the PL map as a starting point 

only, we expect to see some of these effects in our graph of integrated PL 

versus absorbance. However, we find that the effects are generally small 

and do not increase greatly the uncertainty present in our results owing to 

the issues of background absorbance and the imposition of bounds on the 

amplitude in our absorbance fit, as discussed earlier. In theory one could 

use these results in a feedback loop to inform further the choice of values 

for peak centres and widths, particularly in the case where absorbance and 

fluorescence measurements are made using the same apparatus and set-up, 

but we have not implemented that here.
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Figure 39: The effect of mismatched parameter values on plots of excitation spectra 
versus absorbance spectra. The black lines in (a), (c), and (e) represents 
the model absorbance curve and sampling points, while the coloured 
curves show hypothetical PL excitation spectra (which should ideally 
correspond to 'actual' absorbance curves). The resultant plots of PL 
intensity versus absorbance at these sampling points for mismatched 
peak widths, misaligned peak centres and unaccounted-for background 
are shown in (b), (d) and (f), respectively, with matching colours and 
data sample points.
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8. Estimate the absolute PLQY value for each of these (n,m)-species, 

relative to a standard dye.

PL emission may be related simply to absorbance as follows:

Ipi/Vdet — {hxc^exc)-'^(p^ (5-2)

where Ipi/^det represents spectrally integrated PL emission, corrected for 

emission monochromator and detector efficiencies, kxcVexc represents the 

intensity of the excitation beam at the excitation wavelength, corrected 

for lamp and monochromator performance, A is the absorbance of the 

material at the excitation wavelength, (p is the material PLQY and K is a 

constant which contains information regarding the set-up geometry and 

total fraction of emitted light collected. Both and tjexc are normalised 

spectra, and so in practice we have the measured PL emission corrected as 

hi/(7 exc Vdet) •

We use a PL map which has been corrected for the spectral performance 

of the monochromators, lamp and detector, and thus our integrated PL 

values are proportional to absorbance, Ipi = A(pK. The slopes of the fit 

lines in our graph of Ipp versus A in Figure 38 above are thus proportional 

to the PLQY values.

Using AFM data analysis, we correct the fitted absorbance to account for 

the presence of both small bundles and individual tubes. The presence of 

bundles of tubes can lead to energy transfer between semiconducting tubes, 

sometimes leading to luminescence from the acceptor tube [200], while the 

presence of metallic tubes in a bundle allows non-radiative recombination 

of excitons. These quenching mechanisms are very efficient, and the rate 

of luminescence from acceptor tubes is low—which explains the lack of 

observation of PL across the band gap of s-SWNTs before a suitable method
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of isolating individual tubes was found. We thus assume that the large 

majority of observed PL near E|2-Efi resonance comes from individual nan­

otubes, and that only the fraction of absorbance attributable to individual 

nanotubes should be correlated with recorded PL to estimate PLQY values. 

From careful analysis of nanotube bundle length and diameter from AFM 

data, the number density of individual tubes in a given dispersion (J^ind/V) 

can be estimated [198, 21]. This can be used to find the mass fraction of 

individual SWNTs, Mjot- Briefly, the mass fraction is given by

^Ind ^Ind f ^Tot\ -1

(5-3)

where M;„d and Mrot refer to the mass of all individualized nanotubes 

and the total mass of all dispersed nanotubes and bundles respectively. In 

addition, is the average mass of an individual SWNT and Mfot / V is 

the total nanotube (inc. bundles) mass per volume (i.e. the concentration, 

C). Writing Mnt in terms of the individual nanotube diameter and length 

and the mass per unit area of a graphene sheet {M/A), we get:

^Ind

Mjot
M\ n {Dm) (I-nt)
a] c p (54)

From the AFM data we calculate a value of Min^lMrot = 0.35 for sample 

D. Multiplying the absorbance by this value gives the absorbance due 

only to individual SWNTs. Implicit in this correction is the assumption 

that bundle formation is species-independent, as we did not have the 

means at our disposal to identify the chirality of each individual tube 

and small bundle identified in our AFM studies. We also assume the 

equivalence of absorbance contributed by isolated tubes and tubes in 

bundles, suggesting that once the larger bundles have been removed by
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ultracentrifugation the broadening and red-shifting of absorbance peaks 

associated with bundling is negligible. While there is a large increase in 

the sharpness of absorbance peaks on going from the initial dispersion to 

the ultracentrifuged one, further increases may be attainable by optimising 

the amount of centrifugation (as will be discussed in Chapter 6).

As well as relative estimates of PLQY, we can estimate absolute PLQY 

values if we have absorbance and integrated quantum PL emission data for 

a substance of known quantum yield. Such data must be recorded under 

identical experimental conditions in order for the proportionality constant 

K to be eliminated. The absolute PLQY value, (p, can then be calculated 

from:

'-*•'(£) (5-5)
St,

where m is the slope of the line fitting integrated PL emission versus 

absorbance (corrected for AFM data on individual bundles as above), n is 

the refractive index of the solution, and the subscripts x and St refer to the 

unknown material and the standard, respectively. The refractive index term 

is included to account for the effect of dispersion of light on the intensity 

of light recorded by the detector.

In order to ensure the accuracy of our standard materials, we obtained 

absorbance and PL data using identical instrument settings for rhodamine 

6G and rhodamine B in ethanol, known to have PLQY values of 0.95 and 

0.65 respectively [119]. When we take these PLQY values we can plot 

y = KA for each of these materials (see Figure 40), where Y = /</) is

the spectrally corrected, integrated PL emission divided by the PLQY. K 

being a constant for our experimental set-up, the co-linearity of these plots
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Figure 40: Cross-standardisation of our reference dyes. Data is plotted using 
the nominal PLQY values for each material, which should then pro­
duce linear plots with identical slope representing an instrument- and 
settings-specific constant, K.

indicates the combined accuracy of their nominal PLQY values and our 

experimental set-up.

Our PLQY results are provided with error bars indicating the range of 

values obtained when we use multiple backgrounds and when we set the 

parameters of the fit to favour those s-SWNTs detected in the PL map.

9. Plot results and write data to file.

Finally, the program saves the MATLAB figures it has generated and writes 

out data to a user-specified file. The output includes fit parameters for each 

transition, tables of individual fitted absorbance data, integrated emission 

area as a function of excitation wavelength and the calculated model PL 

map, as well as integrated emission as a function of absorbance for each 

tube. Most of the graphs produced during the analysis are saved by default.
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Figure 41: AFM image of tubes and bundles for SWNTs on a silicon substrate, from 
a SDS-DjO dispersion, sample D. Length and diameter distributions 
are found from analysis of several such images.

5.4 RESULTS AND DISCUSSION

The prepared solutions consisted of well-dispersed individual SWNTs and 

small bundles as evidenced by AI^ imaging (Figure 41). They showed 

good stability, with little or no decrease in absorbance over a period of 

weeks. Comparing the absorbance values for the original (uncentrifuged) 

solution of known concentration and for the other solutions, we esti­

mate SWNT in SDS-D2O concentrations c = 0.161, 0.080, 0.040, 0.020 and 

0.008 mg-mL“^ for samples A-E, respectively. See Figure 42 for absorbance 

curves of each solution.

To reduce complications arising from the inner-filter effect and from 

re-absorption, the effect of which on PL intensities was explored in de­

tail in Chapter 4, we work in the concentration regime in which a linear 

relationship between absorbance (and thus concentration) and PL is main­

tained. Figure 43 illustrates the maximum peak height associated with 

three peaks identified in the PL map, measured using a 2 x 2 mm cuvette.
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Figure 42: Absorbance spectra for dispersions of SWNTs in SDS-DjO. Top to 
bottom: samples A-E, each a dilution of the previous dispersion with
stock SDS-D2O solution.

as a function of solution concentration. Inner-filter and re-absorption effects 

become important at concentrations above approximately 0.020 mg mL“^, 

corresponding here to an average absorbance between 500 and 900 nm 

of 0.37 in a 1 cm absorbance cuvette. (If using a fluorescence cuvette of 

1 cm pathlength, this concentration threshold would be lower. All later 

absorbance values given here relate to 2 mm pathlength absorbance, iden­

tical to our fluorescence cuvette pathlength.) We thus restrict our full 

analysis presented here to sample D. While of minimal concern to those 

utilizing micro-fluorescence apparatus to measure single-tube emissions, 

these effects would preclude any quantitative comparison of absorption and 

emission above a similar concentration threshold for common right-angled 

PL spectrometer geometries.
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Figure 43: PL intensity as a function of concentration for a number of SWNTs 
in SDS-DjO dispersions upon dilution. Successive dilutions from the 
Starting concentration are required before a linear relabonship between 
absorbance and detected PL intensity is established. The non-linearity is 
due to inner-filter effects as discussed in Chapter 4, which here become 
apparent above concentrations of approximately 0.02mg mL“^ The 
red dashed line is a fit to the (10,2) data using Equation 4.1.

As previously outlined, the absorbance fit routine employed in the pro­

gram is a modified version of that published by Nair et al. [152], with a 

different approach to the background and to the fitting of component peak 

parameters. The results of our fitting routine are shown for sample D 

(c = 0.02 mg mL“^) in Figure 44.

Allowing more freedom to the fit parameters leads, inevitably, to a loss of 

uniqueness in the fit. To investigate the sensitivity of our program to small 

changes in the starting conditions, we examined the estimated individual 

absorbances when the non-resonant background is adjusted in a number 

of ways. We find that while the background can have a significant effect on 

the absorbance values it has a much less pronounced effect on the relative
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Figure 44; Fitted absorbance spectra for SWNTs in SDS-DjO dispersion, sample D.
Narrow red, green and blue lines indicate £22 and transitions, 
respectively, while the dashed red line indicates the sum fit. The lower 
panel shows absolute error between the absorbance spectrum and model 
fit, to the same vertical scale.

absorbance values of different (tt,m)-species. In order to produce a robust 

estimate for the lower bound for the PLQY value, we also performed the 

absorbance fit while favouring those s-SWNT species identified in the PL 

map at the expense of all other tube types. Where we produce comparative 

figures of PLQY values in Figure 46, we have shown the average PLQY 

values and included as error bounds the upper and lower extrema of PLQY 

values calculated under these various conditions as outlined Section 5.3.

Each of the emission spectra from the PL excitation-emission map is 

fitted using a similar routine to that used for the absorbance fit (see Figure 

35). In all cases, extremely good fits are obtained, with values greater 

than 0.987. From the fits the integrated spectral emission as a function 

of individual mass-fraction corrected absorbance for each tube type can
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Figure 45: Integrated PL versus absorbance for a range of nanotubes observed 
in dispersions of SWNTs in SDS-D2O. The curves show some of the 
features outlined in Figure 39 regarding the effects of mismatched 
peak parameters between the absorbance and PL excitation curves, but 
overall retain a near-linear shape.

then be calculated. We can now correlate integrated PL emission at each 

excitation wavelength with fitted absorbance values for each tube type, as 

shown in Figure 38. This information is calculated for each (n,m)-species 

identified by the MATLAB program in the PL map. In Figure 45 we 

illustrate the data for integrated emission versus absorbance for all the 

s-SWNTs analysed in this sample. We note that while the relationship 

between integrated emission and absorbance is broadly linear, the fit is not 

restricted to pass through the origin to allow for some background signal.

From Equation 5.2, it is clear that the slope of the PL versus absorbance 

fit is proportional to the PLQY of each tube type. Measuring the absorbance 

and integrated PL for our two reference dyes, rhodamine B and rhodamine 

6G, under identical conditions allows us to eliminate the constant K and
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Figure 46: PLQY values for SWNT species observed in SDS-DjO dispersion. Val­
ues estimated in this work are presented as red filled circles, while 
theoretical data from Reich et al. [173] and Oyama et al. [165] (as sum­
marised by Luo et al. [140]), are shown as green downward and blue 
upward triangles, respectively. A general trend of increasing PLQY 
with increasing band gap is confirmed for all samples, in accordance 
with that suggested by Tsyboulski et al. [204].

estimate the absolute quantum yield, according to Equation 5.5. Figure 

46 shows the PLQY data for several species of s-SWNT identified in our 

sample, with the information also provided in table form in Table 2, with 

the complete set of data provided in Table 3 and Table 4. Error bounds 

come from our manipulation of the non-resonant background, as mentioned 

previously. In general, the PLQY tends to increase with increasing band gap 

from ~ 0.03 % to ~ 0.15 %. Two exceptions to this trend can be observed; the 

(6,5) and (8,3) tubes display PLQY values of 0.025 % and 0.05 % respectively, 

significantly below the trend line, while the (7,6) tube displays a relatively 

high PLQY of 0.28 %. The (7,6) tube also displays the highest sensitivity to 

the changes in fit conditions, as indicated by the error bars.
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Table 2: Table of PLQY values (p determined for various s-SWNTs in SDS-D2O 
dispersion

{n,m) d (nm) £11 (eV) 711 (meV) ‘P

(6,5) 0.757 1.260 58.8 0.043

(8,3) 0.782 1.302 36.8 0.100

(7,5) 0.829 1.214 33.4 0.173

(8,4) 0.840 1.118 44.2 0.058

(10,2) 0.884 1.170 38.9 0.154

(7,6) 0.895 1.106 34.8 0.281

(9,4) 0.916 1.124 28.9 0.100

(10,3) 0.936 1.000 33.3 0.025

(8,6) 0.966 1.058 26.0 0.086

(9,5) 0.976 1.002 27.0 0.036

(12,1) 0.995 1.054 23.7 0.021

(8,7) 1.032 0.980 21.9 0.020

Also shown are the values oi PL/ A (proportional to (p) calculated from 

the data provided by Luo et al. [140] in their work summarizing the models 

employed by Oyama et al. [165] and Reich et al. [173] The data has been 

normalized to our quantum yield value for the (8,7) tube. Both of these 

models show PL/ A increasing with nanotube band gap in broad agreement 

with our results.

This relationship between increasing band gap and increasing PLQY 

can be related to the internal processes required for the recombination 

of the exciton generated in the SWNTs. Internal conversion of the ex- 

citon into multiple phonons in a single step becomes increasingly less
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likely as the band gap—and hence the energy and number of phonons 

required—increases. The total non-radiative relaxation pathway (including 

phonon-mediated processes. Auger processes and recombinahon at defect 

sites) for s-SWNTs is highly efficient and so has a correspondingly short 

lifetime, measured in tens to hundreds of femtoseconds. The decrease in 

the availability of the multi-phonon relaxation pathway with increasing 

band gap will thus increase the non-radiative lifetime of the excited state 

and hence increase the PLQY as described in Section 2.1.5. The relationship 

between the non-radiative phonon decay route k and band gap was mod­

elled by Tsyboulski et al. [204] as varying with k oc exp(—v/ C) where v is 

the optical emission frequency. In addition, a recent publication by Hertel et 

al. [87] has suggested that the lifetime of the excited state in SWNTs—and 

hence the PLQY—is governed by the defect population, with the high 

mobility of excitons in SWNTs [187] allowing them to migrate along the 

length of the tube before recombining either at end points or defect sites.

While it has been estimated that PLQY values for surfactant-coated s- 

SWNTs can range up to ~ 5 % or more[204] we measure PLQY values an 

order of magnitude lower. However, these higher values typically arise from 

studies of individual tubes, while here we are dealing with ensemble tube 

dispersions. It is to be expected that single-nanotube photometry will focus 

more on the brightest individual tubes, while the ensemble population will 

contain more defective tubes with lower PLQY values, thus reducing the 

average measured PLQY value. Thus, we expect the differences between 

our data and the models referred to above to contain information about 

the defect content of the tubes under study and on the effect of the local 

environment (e.g. surfactant coating).

Figure 47 plots these tubes in terms of their band gap and diameter, with 

marker size illustrating the relative PLQY value. The data points have been
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Figure 47: PLQY values expressed on a Kataura-like plot of En energy versus 
diameter. The data is coloured to show the difference between the mod 
1 and mod 2 families. As suggested by Reich et al. [173], the PLQY 
values appear to be lower in general for mod 1 tubes.

coloured according to their mod(n — m, 3) value. The data supports the 

theory of Reich et al. [173] which suggests that PLQY values are inherently 

weaker for the mod 1 family due to exciton resonances, whereby the value 

of E22 is sufficiently high to allow the £22 exciton to decay into two Ejj 

excitons. Only one mod 2 tube—the (12,1) species—shows a lower PLQY 

value than any of the mod 1 tubes, while the only mod 1 tube with a 

PLQY value as high as any of the mod 2 tubes—the (7,6) species—is also 

the species with the largest uncertainty in Figure 46. The dependence 

on chirality (predicting lower PLQY values for tubes close to zig-zag in 

structure, i.e. having a small wrapping angle) is not shown quite as clearly, 

and would require more s-SWNT species to be identified in the sample to 

be tested in detail.
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In terms of defect concentration as determined by the PLQY values, there 

appears to be a trend towards lower PLQY for the larger diameter tubes, 

though the limited sample size of (fi,m)-species makes any strong link 

difficult to observe.

5.5 CONCLUSIONS

We have presented a method for measuring the PLQY of several species 

of semiconducting SWNT in liquid dispersions, using a reference stan­

dard dyes and taking into account several influencing factors such as 

concentration effects, nanotube bundling, and the reduction of the complex 

absorbance and emission spectra to their component parts. We suggest that 

other researchers adopt and adapt the MATLAB code in the supporting 

information to suit their needs. This would enable the relatively rapid 

assessment of PLQY values for multiple species of s-SWNT in various 

environments, in a standardised marmer.

Our measurements indicate that HiPCO SWNTs in a surfactant-aided 

D2O dispersion display PLQY values of the order of 0.1 %, showing clear 

support for the distinctive behaviour of mod 1 and mod 2 tubes proposed 

by Reich et al. [173] and the increase in PLQY with increasing band gap 

suggested by Tsyboulski et al. [204]. The PLQY values are in line with 

reported values for ensemble dispersions, though low compared to some 

recent reports for individual or chirality-separated tubes [130, 51].



Table 3: Fitted parameters for absorbance spectrum—metallic SWNTs in SDS-D2O 
dispersion

{n,m) d (nm) 0 (deg) Ell (eV) 7ii (meV) Abs. Area

(8,2) 0.73 10.9 2.519 105.1 0.524

(10,1) 0.84 4.7 2.337 121.2 0.400

(9,3) 0.86 13.9 2.362 119.1 0.210

(8,5) 0.90 22.4 2.396 119.7 0.253

(7,7) 0.96 30.0 2.186 126.7 0.474

(11,2) 0.96 8.2 2.433 140.8 0.586

(10,4) 0.99 16.1 2.224 125.7 0.164

(9,6) 1.04 23.4 2.244 118.8 0.138

(13,1) 1.07 3.7 1.995 102.2 0.256

(12,3) 1.09 10.9 2.036 118.8 0.135

(8,8) 1.10 30.0 2.234 122.9 0.151

(11,5) 1.13 17.8 2.064 126.8 0.167

(10,7) 1.17 24.2 2.074 126.6 0.307

(14,2) 1.20 6.6 1.932 111.4 0.204

(13,4) 1.22 13.0 1.932 110.4 0.122

(12,6) 1.26 19.1 1.921 108.6 0.124

(11,8) 1.31 24.8 1.901 105.6 0.121

(10,10) 1.38 30.0 1.887 104.2 0.306
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Table 4: Fitted parameters for absorbance spectrum—semiconducting SWNTs in 
SDS-D2O dispersion

(n,m) d

(nm)

0

(deg)

£11

(eV)

7ii

(meV)

A

Area

£22

(eV)

722

(meV)

A

Area

(8,1) 0.68 5.8 1.199 35.6 0.094 2.628 160.0 0.462

(7,3) 0.71 17.0 1.249 54.2 0.290 2.461 155.6 1.000

(6,5) 0.76 27.0 1.260 58.8 0.533 2.165 121.2 0.558

(9,1) 0.76 5.2 1.364 65.6 0.319 1.785 72.6 0.153

(8,3) 0.78 15.3 1.302 36.8 0.214 1.845 91.4 0.243

(10,0) 0.79 0.0 1.077 25.2 0.200 2.297 125.1 0.308

(9,2) 0.81 9.8 1.091 30.7 0.113 2.254 131.0 0.331

(7,5) 0.83 24.5 1.214 33.4 0.302 1.905 92.4 0.109

(8,4) 0.84 19.1 1.118 44.2 0.488 2.091 136.3 0.668

(11,0) 0.87 0.0 1.196 32.7 0.083 1.678 73.1 0.094

(10,2) 0.88 8.9 1.170 38.9 0.443 1.680 68.1 0.090

(7,6) 0.89 27.5 1.106 34.8 0.276 1.904 112.4 0.161

(9,4) 0.92 17.5 0.980 28.9 0.095 2.025 130.9 0.231

(11,1) 0.92 4.3 1.124 35.0 0.156 1.714 82.8 0.304

(10,3) 0.94 12.7 1.000 33.3 0.276 1.944 98.2 0.295

(8,6) 0.97 25.3 1.058 26.0 0.254 1.720 67.1 0.108

(9,5) 0.98 20.6 1.002 27.0 0.120 1.834 107.9 0.277

(12,1) 0.99 4.0 1.054 23.7 0.132 1.549 79.5 0.222

(11,3) 1.01 11.7 1.031 30.1 0.268 1.561 86.7 0.097

(8,7) 1.03 27.8 0.900 21.9 0.015 1.834 101.3 0.260

(13,0) 1.03 0.0 0.980 29.0 0.149 1.692 106.9 0.390

(12,2) 1.04 7.6 0.902 23.8 0.025 1.807 87.4 0.202

(10,5) 1.05 19.1 0.995 20.1 0.055 1.581 67.3 0.062
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{n,m) d

(nm)

0

(deg)

Ell

(eV)

Til

(meV)

A

Area

£22

(eV)

722

(meV)

A

Area

(11,4) 1.07 14.9 0.907 18.7 0.020 1.740 85.5 0.371

(9,7) 1.10 25.9 0.937 19.2 0.049 1.566 85.2 0.083

(10,6) 1.11 21.8 0.897 19.2 0.013 1.636 81.0 0.172

(14,0) 1.11 0.0 0.961 25.3 0.100 1.433 73.9 0.085

(13,2) 1.12 7.1 0.948 22.5 0.074 1.447 73.1 0.065

(12,4) 1.14 13.9 0.922 25.1 0.092 1.451 69.3 0.080

(14,1) 1.15 3.4 0.827 15.4 0.005 1.656 81.4 0.096

(9,8) 1.17 28.1 0.828 15.8 0.005 1.627 93.7 0.285

(13,3) 1.17 10.2 0.876 22.6 0.025 1.528 76.8 0.187

(11,6) 1.19 20.4 0.887 21.2 0.030 1.449 69.2 0.060

(12,5) 1.20 16.6 0.832 17.2 0.006 1.555 74.7 0.073

(15,1) 1.23 3.2 0.867 22.5 0.025 1.338 72.2 0.092

(10,8) 1.24 26.3 0.844 17.5 0.020 1.423 76.5 0.260

(11,7) 1.25 22.7 0.813 19.6 0.016 1.486 58.1 0.096

(14,3) 1.25 9.5 0.856 19.2 0.025 1.332 67.3 0.087

(13,5) 1.28 15.6 0.837 15.4 0.006 1.332 69.0 0.089



PHOTOLUMINESCENCE QUANTUM YIELDS FROM 

SDS-AIDED DISPERSIONS 6
Using the approach outlined in the previous chapter for measuring the 

PLQY of a dispersion of SWNTs, this short chapter focuses on SWNTs 

suspended in D2O using a single surfactant, SDS. The effect of prolonged 

ultracentrifugation on the sample as a purification step is investigated.

6.1 INTRODUCTION

The two key steps in the preparation of dispersions of SWNTs showing 

band-gap photoluminescence by O'Connell, Smalley and co-workers [159] 

were high-intensity sonication and ultracentrifugation. While reasonably 

stable suspensions of SWNTs in surfactant solutions can be achieved using 

such sonication and mild centrifugation [21], the optical properties (in 

terms of both clarity of absorbance spectra and intensity of PL peaks) are 

improved through ultracentrifugation.

In order to remove all but the smallest bundles, ultracentrifugation for a 

number of hours is common, typically at relative centrifugal forces in excess 

of 100,000 g. As outlined in Section 2.2, some research has been published 

on the dynamics of SWNTs in solution in a centrifugal field, and the 

sedimentation behaviour of SWNTs has been modelled. The sedimentation 

of particles in an ultracentrifuge is described by the Lamm equation, the 

solution of which gives the concentration of each sedimenting species as a
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function of solution depth in the sample tube. However in our work we do 

not fractionate the supernatant, meaning that the continuous gradient of 

particles in the supernatant thus described is destroyed, and so the results 

here represent a simple supernatant/sediment system.

We employ ultracentrifugation at a consistent rotor speed for a series 

of increasing times to investigate the difference in optical properties of 

the resulting supernatants of SDS-assisted dispersions of SWNTs in D2O. 

Absorbance and photoluminescence spectra of the supernatant solutions 

are recorded. The sample with the best optical properties is examined 

using the methods of analysis described in the previous chapter to fit the 

absorbance spectrum and produce an estimate of the PLQY of numerous 

{n,m) species of nanotube in a SWNT-SDS-D2O dispersion.

6.2 EXPERIMENTAL PROCEDURE

HiPCO SWNTs were dispersed in a solution of SDS-D2O using the previ­

ously outlined method of ice-cooled sonication with a high-powered sonic 

tip (Sonics Vibra-Cell VCX750; 750 W, 40% amplitude, 5 min) followed by 

one hour in a sonic bath (Branson) and a repeat of the sonic tip treatment. 

The dispersion was made with 0.11 mg SWNT and 62.5 mg SDS in 10 mL 

D2O.

The absorbance curve of the SWNT dispersion produced above was 

recorded using a Varian Cary 6oooi spectrometer (1800-200 nm using a 

1 mm quartz cuvette; dual beam mode with SDS-D2O reference; bandpass 

2nm).

Samples were centrifuged in a Beckman Coulter ultracentrifuge for 2 h, 

4h, 6h, 8h, 12 h, 16 h and 30 h, using a SW-55 rotor (5 ml centrifuge tube
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capacity) at a rotor speed of 35,500 rpm. The top 3 cm of supernatant was 

decanted, approximately 3 ml. This equates to a range of RCF values from 

~ 90,000 g to 130,000 g from surface to maximum depth of the supernatant 

extracted from the centrifuge tube.

Absorbance spectra were taken for each supernatant solution using 

the same apparatus as for the original solution, with the exception of 

the cuvettes which were replaced by quartz cuvettes of 10 mm optical 

pathlength.

PL spectra were recorded using the Edinburgh Instruments FLS-920 

NIR-PL spectrometer detailed in 3.2.2, using a 2 mm fluorescence cuvette. 

Excitation was 540-840 nm at 4 nm intervals, with the detector range from 

900-1350 nm also at 4 nm intervals.

6.3 RESULTS

The absorbance data for our centrifuged range of samples is shown in 

Figure 48. Given that the density of surfactant-coated SWNTs is estimated 

to be in the region of 1.0-1.2g mL“\ and that of D2O is 1.105 g mL~\ we 

expect a combination of rate-zonal and isopycnic centrifugation (see 3 2.4). 

That is, we expect those surfactant-coated SWNTs with a density less than 

that of D2O to remain in suspension (reaching isopycnic equilibrium) while 

the more dense SWNTs sediment over time according to their density and 

other characteristics (rate-zonal sedimentation). Both of these processes 

will be affected by the diffusion of SWNT species in the solution.

From Figure 48 it appears that the rate-zonal process dominates as there 

is a continual decrease in absorbance at all energies, indicating a continual 

sedimentation of all SWNT species. We expect the SDS-coated SWNTs
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Figure 48: Absorbance curves for SDS-dispersed tubes, for a range of centrifuga­
tion times. The non-uniformity of the spectra at wavelengths greater 
than 1350 mn is due to the presence of water vapour absorbed by the 
D2O from the air. This feature is removed prior to analysis.

to have a buoyant density close to that of D2O, and the slow decay of 

absorbance suggests this is the case. Detailed analysis of sedimentation 

and diffusion constants are prohibited by our use of the bulk supernatant 

for analysis, which destroys any gradient in concentration that might have 

been present in the centrifuge tube.

The decrease in absorbance with increasing centrifugation time is il­

lustrated in Figure 49, where we have shown the decay of the recorded 

absorbance at 100 nm intervals along the absorbance curve as a function of 

centrifugation time. Figure 49 shows a near-linear decay when plotted on 

a semi-log scale, corresponding to an exponential decay as suggested by 

Nicolosi et al. [155] with a time constant of 8-10 h for each of the sampled 

points.
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Figure 49: Decay of absorbance as function of centrifugation time for SDS-D2O 
dispersions. A continuous decay is observed, without reaching a final 
equilibrium state.

Close inspection of the absorbance spectra reveals a change in the form 

of the absorbance curves, highlighted in Figure 50. Shown here are the 

same spectra as in Figure 48, but with their intensities normalised at 896 nm 

(1.384 eV), as indicated by a dot on each line. The spectra have been offset 

for clarity, with centrifugation time increasing from top to bottom. The 

increase in the relative peak heights as centrifugation time is increased 

from Oh to 12h is to be expected. As larger bimdles and impurities in the 

as-prepared dispersion are removed, the presence of more individualised 

tubes will increase the relative height and resolution of the observed peaks 

through the removal of broadened peaks and non-resonant background 

absorbance. If individual tubes were to continue to be removed from 

solution by further centrifugation—as appears to be happening from the 

overall decrease in absorbance—the absorbance curve is expected to reach
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Figure 50; Absorbance curves, normalised and offset. The centrifugation times 
run from 2h (top), through 4h, 6h, 8h, 12h (third from bottom), and 
16 h, to 30 h (bottom).

an optimal spectrum dominated by individual tubes and at maximum 

resolution for the observed transitions, after which decreases in peak 

heights will occur according to the rates of sedimentation of the different 

SWNTs.

This relative peak height is plotted in Figure 51. Peak height has been 

measured at the energies indicated for the normalised spectra shown 

above, relative to the absorbance at 896 nm (1.384 eV) . A clear increase in 

peak height is shown for an initial increase in centrifugation time, which 

reaches a maximum for the samples presented here at a time of 12 h, 

before decreasing with further centrifugation. This degradation in peak 

intensity could be caused by the dominance in centrifuged samples of 

shorter tubes. As many of the shorter tubes may have been produced by 

nanotube scission during the sonication process, we can consider these
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Centrifugation time [hours]

Figure 51: Relative absorbance peak heights as a function of centrifugation time for 
SDS-dispersed tubes. A maximum absorbance peak height is reached 
after approximately 12 h.

tubes to contain a higher concentration of defects, which may negatively 

affect the optical properties of the tubes. In terms of optimising the sample 

for absorbance analysis it appears that 12 h ultracentrifugation (at this 

particular rotor/speed combination) gives the best results.

PL and PLQY data

From our earlier work, we expect the effects of inner-filter behaviour to 

become apparent at solution absorbance values approaching 0.4 (measured 

using a 1 cm cuvette). Figure 52 shows a simple plot of emission peak 

intensity versus absorbance at the corresponding excitation energy. We 

can see that the relationship between absorbance and PL emission is not 

proportional across the range of samples. We suggest two reasons for this. 

At higher absorbances (that is, lower centrifugation times and therefore
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Solution Absorbance at

Figure 52: Intensity of PL map peaks as function of absorbance, for a range of 
centrifugation times. For high absorbance values, the relationship is 
sub-linear due to the inner-filter effects discussed in Chapter 4. At low 
absorbance values (for long centrifugation times) the PL emission is 
weaker than expected, most likely due to higher numbers of short tubes 
quenching the emission.

higher concentrations), we expect to find a distortion of the measured PL 

from the inner filter effect resulting in lower-than-expected emission. This 

is apparent in the graph for the samples centrifuged for 8 h or less. The 

solutions ultracentrifuged for 12 h, 16 h and 30 h fall below this threshold 

while the other solutions will require further dilution in order to make 

valid assessments of the PLQY values of the SWNTs involved. However, it 

is notable that the relationship is not strictly linear in this low-absorbance 

regime either. In this case, it is longer centrifugation times that produce 

lower-than-expected PL emission. The PL maps for these three samples 

which are free from inner-filter effects—the 12 h, 16 h, and 30 h samples— 

are shown in Figure 53. The PL maps for the 12 h and 16 h samples match
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closely, while that of the 30 h sample shows a narrowing of the intensity 

range between the least and most intense peaks. (From an analysis of 

Figure 52, it would appear that the more intense peaks in the 12 h and 16 h 

sample appear comparatively weaker in the 30 h sample, as opposed to the 

weaker peaks gaining in relative intensity.)

One possible explanation for our observation that those SWNTs remain­

ing in suspension after the longest ultracentrifugation period give subopti- 

mal absorbance and PL spectra is that these tubes are either shorter or carry 

more defects. Both shortening of tubes through scission and an increase in 

the number of defects have been observed as a result of high-intensity soni- 

cation. Tubes with defects are liable to have enhanced exciton quenching 

mechanisms and thus a lower emission intensity and lower PLQY value. 

Short tubes are observed to have a lower PLQY value also, as the ends of 

tubes act like defects and short tubes thus have a higher defect-to-length 

ratio.

The 12 h sample is selected as having the optimal optical characteristics, 

showing both the highest relative absorbance peak height and strong PL 

emission. In order to ensure that this sample is truly below the absorbance 

threshold above which we can expect irmer-filter and reabsorption effects, 

we dilute the sample and measure again the absorbance and PL emission. 

The relationship between absorbance at peak excitation energy and emis­

sion intensity is plotted in Figure 54, and confirms that this sample is free 

from such distorting effects.

The 12 h sample is analysed as per the steps outlined in the previous 

chapter to estimate the PLQY values of the SWNTs evident in the sample. 

A non-resonant background is subtracted as before, and our results are 

averaged over several such backgrounds as illustrated in Figure 55, while 

one other fit is performed favouring the identified SWNTs in order to
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Figure 53: PL maps for SWNTs dispersed in SDS-D2O as a function of centrifuga­
tion time, from top to bottom: 12 h, 16 h, and 30 h.
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Absorbance [10 mm cuvette]

Figure 54: Linearity of PL intensity and absorbance for dilutions of sample SDS- 
i2h. The use of a 2 x 2mm microcuvette allows us to have linear PL 
and absorbance at concentrations exhibiting absorbance values of > 1 
in 1 cm cuvettes.

estimate lower bounds for the PLQY values. The fitted absorbance and 

absolute error is shown in Figure 56.

PLQY values were estimated and are plotted in Figure 57. The trend 

noted in the previous chapter of increasing PLQY with increasing 

value is again apparent, apart from the outlying behaviour of some small- 

diameter tubes and the high PLQY obtained from the (7,6) nanotube. A 

comparison with our earlier work shows an increase in the maximum 

observed PL, from ~ 0.25 % to ~ 1 %. Transition widths were comparatively 

unaffected, and match our previous analysis of SDS-dispersed tubes to 

within ±10%. Given that the nanotubes used were the same for each 

sample, it is assumed that this difference must result from the difference in 

processing. There were two main differences here: one is that the initial
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Figure 55: Absorbance spectrum of 12 h sample with multiple backgrounds. PLQY 
values were averaged over the results obtained using these backgrounds. 
The spectrum is sharper and more pronounced than the 4 h ultracen- 
trifuged sample seen in Figure 32

concentration of tubes, without any centrifugation, was lower in the current 

set of samples. This means that for an equivalent amount of sonic energy 

from the tip, a higher proportion of bundles could be broken up leading 

to more individual tubes and thus a higher PLQY from the ensemble. The 

other factor is the centrifugation time. In this study we used increasing 

centrifugation times as a way of lowering the concentration, whereas in 

the work done to test the MATLAB program we had followed the common 

routine of centrifuging for 4 hr at approximately 120,000 g.

In order to examine the effect of the ultracentrifugation time on the 

estimated PLQY, we analysed the data for the 4h, 8h, and 16 h samples 

as well as the 12 h one which we had examined because of its sharper 

absorbance peaks. In this case each of the samples was diluted with stock



6-3 RESULTS 149

Figure 56: Fitted absorbance and residual error for SDS-SWNT-DjO, ultracen- 
trifuged for 12 h. The lower panel shows the residual error on the same 
vertical scale as the main plot.

SDS-D2O solution until a linear relationship between absorbance and PL 

emission was reached. The PLQY values estimated are plotted in Figure 58 

as a function of band gap, En.

From this analysis we can see that there is a clear effect of centrifugation. 

The 12 h solution showed among the highest PLQY values, which vindicates 

our choice of this sample as the one with the best optical properties, but 

is closely matched by the 8 h solution, both of which have PLQY values 

on average 100% higher than the 4h solution. The 16 h solution, however, 

had only slightly higher PLQY values than the 4 h solution on average, and 

several species showed lower PLQY values. The 4 h solution still displays 

higher average PLQY values than the previous SDS dispersion tested in 

Chapter 5, and so we suggest this is due to the difference in effective



(a)

(b)

Figure 57: PLQY values for 12 h ultracentrifuged sample of SWNTs in SDS-D2O.
(a) PLQY values as a function of En, showing the increase with band 
gap, and (b) as a function of both wrapping angle and diameter (area 
of markers corresponds to PLQY value). As well as the difference in 
PLQY between mod 1 and mod 2 tubes discussed previously (see Figure 
Figure 47) we see a reduction in PLQY values for large diameter tubes.
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Figure 58: PLQY as a function of Eu energy for SDS-SWNT dispersions ultracen- 
trifuged for 4h, 8h, 12h and 16 h as indicated.

sonication energy arising from the lower original dispersion concentration 

used here.

We suggest that the ultracentrifugation process continues to remove 

small bundles of tubes, and the optimised time we describe here correlates 

to the highest ratio of good-quality unbundled tubes in the solution. That 

is, at lower centrifugation times the higher number of bundles decreases the 

average PLQY value while at longer centrifugation times there is a higher 

proportion of shorter tubes left in the supernatant, which again reduce 

the average PLQY as their endpoints act as defect sites for non-radiative
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recombination of excitons. We aim to explore this further in future work 

through AFM and Raman studies.

It is notable that the highest PLQY observed was close to that reported 

(1.3%) for density gradient separated tubes by Crochet et al. [51]. As our 

centrifugation does not selectively remove any particular species of tube it 

is possible that the remaining tubes provide outlets for energy transfer and 

other phenomena which reduce the overall PLQY value for the ensemble.

6.4 CONCLUSION

The PLQY of SDS-dispersed SWNTs was examined as a function of concen­

tration, which was manipulated through the use of an extended series of 

ultracentrifugation times. It was found that an optimal ultracentrifugation 

time could be achieved, and that this was considerably higher (by a factor 

of 2-3) than centrifugation times commonly reported. From this optimally 

prepared solution we were able to estimate PLQY values for the ensem­

ble dispersion of SWNTs that approached 1 %. This is close to the value 

of 1.3% reported for density gradient separated SWNTs. It is suggested 

that the PLQY from a given dispersion could be optimised both through 

the centrifugation time and also through optimisation of the dispersion 

mechanism and effective sonication energy.



PLQY VALUES ESTIMATED EOR SWNTS IN 

DIEEERENT SUREACTANT ENVIRONMENTS 7
The routine developed over the last two chapters has been thus far applied 

solely to dispersions of SWNTs in SDS-D2O solution. In this chapter 

dispersions created using a variety of surfactant or polymer stabilising 

agents are analysed. As well as PLQY values for ensemble dispersions, it is 

possible to compare transition energies and widths from the deconvoluted 

absorbance spectra.

7.1 INTRODUCTION

The analysis routine developed in Chapter 5 and Chapter 6 served several 

purposes. Primarily, it allowed the estimation of PLQY values for ensemble 

dispersions of SWNTs without the need to spectroscopically analyse the 

individual nanotubes, and in a relatively quick manner (although the com­

putations performed in the MATLAB program, provided in Section A.i, 

could no doubt be optimised further to make the whole program faster). 

Also of importance in the design of the program was the standardisation 

of procedure and minimisation of subjective input from the analyst. As 

outlined in Section 2.2.5, there is little by way of accepted methodology 

in the measurement of PLQY values for dispersions, and several meth­

ods published so far require the researcher to choose values for transition 

energies, widths, or backgrounds which may bias the results from one im-

153



154 PLQY VALUES IN VARIOUS SURFACTANT ENVIRONMENTS

plementation to the next. In order to test the applicability of our approach 

to 'unseen' data recorded for similar but different measurements, we aim 

to use it to interpret the absorption and PL emission spectra from a further 

six surfactant- or polymer-aided dispersions.

In terms of the behaviour of the SWNT spectra, there are several features 

we expect to be of interest. The transition energies of the and E22 fransi- 

tions have been observed to shift on going from one surrounding medium 

to another, an effect termed the solvatochromic shift. While it has been 

established that this effect is related to the nanotube diameter, the value of 

Efj in air, and the electronic properties of the immediate environment—the 

dielectric constant of the surrounding solvent or polarisation susceptibility, 

for example—the exact mechanism of this shift remains the subject of on­

going investigation [47]. In recording the energy values for the Ej^ and E22 

transitions, our analysis provides us with an opportunity to test some of 

the proposed models for predicting the solvatochromic shift.

It has also been observed that the linewidth of individual transitions is 

narrower in air-suspended nanotube PL than for most emission observed 

from surfactant-dispersed tubes [128, 127]. As such we are interested to 

see the behaviour of transition widths in numerous environments, and to 

investigate any trends observed.

From the point of view of the program we have developed and the 

procedure for estimating PLQY values, it is important to verify that the 

custom-written MATLAB program functions from one instance to the next 

with only the bare minimum of input: details of expected transition energies 

and widths to identify PL map peaks, absorption and emission spectra, 

and some parameters relating to concentration and instrument functions.

Where our analytical routine functions as anticipated, it will then be 

possible to compare PLQY values estimated for different surfactant envi-
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ronments and in the process demonstrate the feasibility of utilising our 

approach to investigate the optical properties of SWNT dispersions in any 

number of liquid-phase dispersion environments.

7.2 EXPERIMENTAL PROCEDURE

Following a similar path to the work detailed in Chapter 6, SWNTs 

were dispersed in four surfactant-D20 solutions (sodium dodecylben- 

zenesulfonic acid (SDBS), sodium cholate (SC), polysorbate-8o or Tween- 

80' (T80), sodium taurodeoxycholate (TDOC)), and two polymer systems 

(flavin mononucleotide (FMN) in D2O and poly(9,9-dioctylfluoreny 1-2,7- 

diyl) (PFO) in toluene). SWNTs were dispersed using a combination of 

cooled ultrasonic tip and bath (tip: Sonics VibraCell VCX750, 750 W, 40% 

amplitude, 5 min; bath: Branson 1510, frequency 42 kHz, power output 

80 W, 60 min; repeat tip for 5 min). Bundles were removed using an ultra­

centrifuge (Beckman Coulter, rotor SW 55!, 35,500 rpm giving a relative 

centrifugal force of 90,000-130,000 g) for a series of timescales (2h, 4h, 6h, 

8h, 12 h, 16 h, and 30 h), except for the PFO-dispersed tubes, for which 

much milder centrifugation was used (5,000 rpm giving ~ 3,000 g RCF, for 

5 min).

Absorbance spectra (Cary 6oooi, dual beam, 1800-300 nm in a 10 mm 

quartz cuvette) were recorded for each solution in the centrifugation series, 

and by analogy with the work in SDS in the previous chapter the peak 

intensity of normalised absorbance spectra were examined to identify the 

solution with the optimal optical properties. This solution was diluted 

where necessary to ensure linearity between absorbance and photolumi­

nescence intensity, and the PL excitation-emission map (Edinburgh Instru-
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merits FLS 920 with liquid N2-cooled Hamatsu 9957 photomultiplier tube 

detector; 2 x 2 mm fluorescence cuvette; excitation 540-820 nm, 4nm steps, 

15 nm slit widths; emission 900-1350 nm, 4nm steps, 10 nm slit width) and 

corresponding absorption spectra were recorded.

Deconvolution of the absorbance spectra and estimation of PLQY values 

was performed using the MATLAB program outlined in Chapter 5 and 

provided in Section A.i. The initial transition energies and widths were as 

for the SDS samples (which is to say they were based on the information 

published in the articles and relevant supporting information in references 

212 and 152, for SDS- and SDBS-encapsulated nanotubes), except in the 

case of the FMN-D2O and PFO-toluene dispersions, where the size of the 

solvatochromic shift observed in the PL map necessitated the use of initial 

transition energy values based on those published by Ju et al. [105] for 

FMN-D2O dispersions.

7.3 RESULTS AND DISCUSSION

7.3.1 Absorbance Spectra

Much like the results for SDS-stabilised tubes shown in Figure 48, absorp­

tion spectra showed a continual decrease over the range of centrifugation 

times explored. However, the rate of this decrease was not uniform. Figure 

59 shows in the top panel the rate of decrease in the absorbance at the local 

minimum nearest 900 nm, normalised to the value recorded for the solution 

ultracentrifuged for 2 h, for each set of dispersions. The inset shows the 

absolute absorbance values of these points for the 2 h solution. This data 

illustrates the ability of the different stabilisation media to retain SWNTs in
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Figure 59: Absorbance and normalised absorption peak intensity as a function of 
centrifugation time for SWNTs stabilised with numerous surfactants 
and polymers. Top panel: Absorbance at local minimum near 900 nm 
as a function of centrifugation time. Lower panel: normalised peak 
intensity of local maximum near 1120nm relative to minimum near 
900 nm.

suspension under centrifugation, and we see that T80 shows the slowest 

rate of sedimentation of SWNTs while the FMN-stabilised dispersion is not 

as stable, with very little sign of any SWNTs remaining suspended after 

centrifugation times exceeding 8 h.

The relative intensity of peaks in the absorbance data compared to the 

minimum near 900 nm was investigated, and as for SDS-stabilised solutions 

it was found that each set of solutions—excluding PFO—showed an optimal
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centrifugation time for which the relative intensity reached a maximum. 

This time was not uniform, and varied from 4 h for FMN-dispersed tubes 

to 16h for those dispersed using Tween-8o. The relative peak intensity 

for one representative peak (near 1120 nm) as a function of centrifugation 

time (cf. Figure 51) is plotted in Figure 59. The only set of dispersions 

for which the sample centrifuged for 30 h showed a comparable relative 

intensity to that of the samples centrifuged for 16 h (or less) was the T80 set, 

which may indicate that for this set of dispersions the suspended material 

sediments at an approximately uniform rate, while for the other materials 

there are several sedimentation (or dispersion) rates for different {n,m) 

species, bundles or types of bundle, leading to a change in form of the 

absorption spectrum over the course of the centrifugation.

No comparable data for the PFO-stabilised dispersion is available because, 

following the procedure outlined by Nish et al. [157], only a short period 

(5 min) of mild centrifugation was required to leave only a small amount of 

suspended nanotubes.

Where the optimal solution was found to be of too high a concentration 

(i.e. too high absorbance) to remain free of the inner filter effect it was 

diluted a number of times until a linear relationship between absorbance 

and PL was confirmed (cf. Figure 54).

Figure 60 shows the absorbance spectra for each of these optimally cen­

trifuged solutions, normalised and offset for clarity. The samples have 

been diluted as necessary to provide a linear relationship between ab­

sorbance and PL emission. Two features are notable: there is a shift in 

absorbance peaks on going from one stabilising medium to another, and 

the non-resonant background in the PFO-dispersed sample has almost 

disappeared. The vertical dotted lines have been added to highlight the 

shift in energy for various peaks in the different dispersions. While this
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Figure 6o: Absorbance spectra of various SWNT dispersions. From top to bottom:
SDS, T80, SDBS, TDOC, SC, and FMN (all in D2O) and PFO in toluene. 
The vertical dotted lines are a guide to the eye, highlighting the shift in 
various peak positions.

shifting of the absorbance peaks was to be expected and has been reported 

elsewhere [47] (and is dealt with further below), the apparent removal of 

the non-resonant background in the PFO-dispersed sample was not. In their 

paper dealing with the dispersion of SWNTs in aromatic polymers, Nish 

et al. [157] reported that nanotubes produced by the CoMoCAT method 

(supplied by Southwest Nanotech) suspended using PFO showed a similar 

sparse absorption spectrum with sharp peaks and very little background. 

Fiowever, both the CoMoCAT tubes when dispersed in SDBS and HiPCO 

nanotubes in both SDBS- and PFO-stabilised solutions displayed a much 

more 'typical' absorption behaviour with a large non-resonant background 

visible. Comparison of the intensity of the observed peaks also indicates 

a greater preference in our work for the suspension of the (7,5) tube, as
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discussed below. They employed purified HiPCO nanotubes as opposed to 

our raw nanotubes. In other respects our preparation methods are broadly 

similar, including the use of mild centrifugation for a short time, and it is 

unclear how such differing spectra come about.

In attempting to fit the absorbance curves to their deconvoluted com­

ponent spectra, this range of spectra posed challenges both due to the 

observed shift in peak energies and the difference in form between the 

spectrum of the PFO-dispersed tubes and that of any other material shown 

here.

The MATLAB code we have written utilises an initial set of transition 

energies, which may be corrected by reference to the transition energies 

measured from the PL map. It incorporates a small degree of flexibility: 

peaks in the PL map will be matched to the relevant (n, m) species if the 

values of En and E22 observed from the PL map are less than 15meV and 

40meV, respectively, from their initial estimates. Both PFO- and FMN- 

stabilised solutions displayed larger shifts than this, as can be seen from 

both the absorbance spectra shown in Figure 60 and the PL maps shown 

in Figure 62. Increasing the allowed tolerance would lead to the mis- 

assignment of peaks for some species which appear close to each other on 

the PL map. However, the published transition energies for FMN-dispersed 

nanotubes given by Ju et al. [105] worked sufficiently well for both the FMN- 

and PFO-dispersed samples. In the absorbance fit, then, these energies were 

allowed to vary by up to 5 meV from their initial values to fit the absorbance 

data. Figure 61 shows the absorbance and residual fit for each of the six 

dispersion materials examined here. The spectra have been modified by 

subtraction of a background of the form A^i^g = where a is chosen to 

match the spectra at low energies and b = 0.7733 as discussed in Section 

5-3-
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Figure 6i: Fitted absorbance data for SWNT dispersions, with the stabilising agent 
and time in the ultracentrifuge shown. Component transition peaks are 
shown as thin lines, with red corresponding to green to E22, and 
blue to E^. In each case the 'error' or residual has been plotted on a 
scale equal to that of the main panel.
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The applicability of the code to various liquid-phase dispersions is largely 

verified by the quality of the fits achieved. The two cases where the fit 

deviates most from the measured spectrum occur in the FMN- and T8o- 

stabilised solutions, in the regions around 1.2-1.5eV. This appears to be 

related to the comparatively broad absorption spectra of these materials 

in this region, and the inability of the narrow component peaks present at 

this energy to accurately conform to this behaviour. It is notable that this 

region does not correspond to many prominent peaks in the PL map (see 

next section), and as such many of the transition widths at this energy will 

not have been confirmed from the PL data.

Absorbance fit widths and areas

The initial expected widths for both Ejj and E22 transitions are based on 

those published by Ju et al. [105] for SWNTs dispersed in SDBS and in FMN. 

The FMN-dispersed tubes were reported to show a larger linewidth than 

those dispersed in SDBS. After the absorbance curves illustrated above 

have been fitted, we are able to examine the transition widths and see how 

they vary from one environment to the next. The average widths (using 

12-15 tubes for each sample other than PFO, for which we use 5) for both 

Ejj and E22 transitions are given in Table 6.

7.3.2 PL Data and PLQY values

PL excitation-emission maps

Illustrated in Figure 62 are the PL excitation-emission maps for the sample 

from each set of dispersions identified in the last section for its optimised 

absorbance spectra (and diluted where necessary). The range of the maps
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Table 6: Average fitted transition widths by stabilising agent

STABILISING

AGENT

7ii
(meV)

722

(meV)

SDS 27.2 88.9

SOBS 28.8 95.8

SC 30.2 88.3

TDOC 28.3 87.0

T80 29.0 98.8

FMN 34-5 110.7

PFO 22.3 71.0

in terms of excitation and emission energies is identical, while the false 

colour height scale is normalised relative to the maximum peak height in 

each map. These maxima are given in the figure captions.

As in the absorption data, two notable features are the shifts in energy 

of some transitions in different media and the intriguing results from the 

PFO dispersion. Again comparing the PFO results to that published by 

Nish [157], we find that our results show features identified with both 

the CoMoCAT and HiPCO samples in PFO: where Nish reports the (8,6) 

emission to be by far the most intense for HiPCO-PFO dispersions, with 

much weaker PL from other species, and reports the (7,5) emission to be 

similarly prominent in CoMoCAT-PFO dispersions, we find that the (7,5) 

peak is the most intense, closely followed by the (8,6) peak. The general 

selectivity of PFO towards tubes of high wrapping angle is thus confirmed.
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Figure 63: Solvatochromic shifts observed in the PL map, modelled as per the 
proposals of Choi (left) and Silvera-Batista (right).

although the details in terms of relative emission strength for our sample 

are somewhat surprising.

These discrepancies for our PFO-based results and those offered by 

Nish [157] are most likely based on batch differences between the nanotube 

samples. Our raw HiPCO samples thus provide a similar low-background 

absorbance to that obtained by Nish with CoMoCAT tubes, while his use 

of purified HiPCO tubes leads to the more typical nanotube absorbance 

background. Similarly, the relative abundances of the (8,6) and (7,5) tubes 

from one sample to another may explain the change in absolute emission 

intensity observed.

A clear shift in the transition energies is apparent, particularly for the 

PFO- and FMN-dispersed samples, as was noted in the absorbance spec­

tra. This solvatochromic shift, AEf-, has been modelled by Choi and 

Strano [47] for both and AE22, and more recently by Silvera-Batista 

and co-workers [188] for AEj^.

While having no net dipole moment, SWNTs are highly polarizable, 

particularly along their long axis. In solution, there is a reaction field



formed by the effect of the SWNT on the solvent and the effect of the 

solvent on the SWNT, as the solvent molecules relax around and stabilise 

the SWNT. This reaction field is small for the SWNT in its ground state, 

but is much larger when the SWNT is in a photoexcited state with a 

resultant large dipole, forcing the solvent to rearrange to solvate the dipole 

and causing a difference in the solvation energy between the SWNT in 

its ground and excited states. This is then evidenced as a characteristic 

shift in the emission or absorption energies in different solvents, i.e. the 

solvatochromic shift.

Models of solvatochromic shift therefore involve the polarizability of 

the SWNT, a,,. Its functional form is not precisely known, though it is 

generally taken to depend on the SWNT diameter d and band gap £„. 

(Several theoretical studies, each predicting a different relationship between 

a,,, R and E„ are summarised in the paper by Choi and Strano [47].) 

Also utilised to model the solvatochromic shift are the Onsager polarity 

functions, /(e,?/) = [2{e — 1)/(2e + 1) — 2(7^ — l)/{2r]'^ + 1)], involving 

the dielectric constant of the solvent medium, e, and the refractive index tj. 

Silvera-Batista and co-workers note that the PL intensity is dependent on 

e, varying approximately as a function of while the solvatochromic 

shift can separately be linearly related to /{rf), to and to e.

Both models propose a relationship between AE„ and d, and have been 

applied to our data for SDS (with a small solvatochromic shift) and FMN 

(large shift) in Figure 63. Most of the other surfactants have a similar shift 

to that found with SDS and are not shown. The formulation proposed by 

Choi,
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AE/v ■ Efj cx d
* *^air



where AE„ is the solvatochromic shift relative to the transition energy 

observed in air or a medium of dielectric constant e ~ 1, E„ ., and d is the 

nanotube diameter, holds well for the SDS-dispersed tubes. However, it 

does not accurately reflect the behaviour of the FMN-dispersed tubes for 

E22. Although large, the solvatochromic shifts observed in FMN were not 

unexpected: our data matches that published by Ju et al. [105] for FMN 

dispersed SWNTs. The right-hand panel of Figure 63 shows the application 

of the model proposed by Silvera-Batista,
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AEii • E?i ccd-5

to the same data. (We have taken the liberty of applying the same form of 

equation to E22 also). Clearly the E22 data for FMN is not fully described by 

either of these models, and values for Choi and Silvera-Batista's models 

are 0.85 and 0.80, respectively.

The ability to modify the expected transition energies for the full set 

of SWNTs which we use to fit the absorption and PL data, based on the 

observation of the transition energies of a few species in the PL map and 

the use of a model like that proposed by Choi and Silvera-Batista, would 

significantly increase the applicability of our methodology to a wider range 

of potential dispersions. However, given the inability of both models to 

predict the behaviour of the transitions for FMN, as measured by us directly 

and verified against the energies published by Ju et al., for this work we do 

not employ any such model and simply use those published values which 

most suit the dispersion in question. As long as the expected positions of 

the transition energies in a given environment are reasonably well known 

the automated MATLAB code will be able to proceed and analyse the data 

without any issues.
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PLQY values

Previously in Chapter 5 we demonstrated the ability of our MATLAB code 

to estimate PLQY values for a SDS-stabilised dispersion of SWNTs, and 

showed in Chapter 6 that an appropriate level of ultracentrifugation could 

increase these PLQY values. In this chapter we have identified the 'optimal' 

solution in the same way as for the SDS dispersions, and can now compare 

PLQY values across the range of dispersions prepared here.

Since the sample dispersions to be analysed have been diluted, where 

necessary, to a level below that at which the inner-filter effect would cause 

interference, the absorption spectra for all samples (except PFO) are broadly 

similar in intensity, and a first approximation to the PLQY value can be 

made by comparing the maximum intensities for PL emission reported 

in Figure 62: SDBS and TDOC are expected to provide the highest PLQY 

values.

In the same manner as previously outlined, we perform the PLQY analy­

sis multiple times with varying backgrounds in order to gain some insight 

into the sensitivity of our results to these small perturbations in what is an 

ill-defined background absorbance. Also, as before, one round of analysis 

was performed which strongly favoured semiconducting to metallic species 

in the absorbance fit, which should produce a lower PLQY value and indi­

cate the sensitivity of the fit to the presence of metallic tubes, which are of 

course difficult to fit accurately due to their absence from the PL map.

AFM analysis (as outlined in 3.2.3) was carried out on three of the 

samples only as a result of time constraints, yielding values for mass 

fractions of individual tubes of 0.31, 0.35 and 0.42 for solutions stabilised 

with FMN, SDS and SC respectively. For other samples, an average value
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Figure 64: PLQY values for indivicdual species of carbon nanotube in ensemble 
dispersions, using surfactants and polymers as indicated.
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of 0.36 was employed. The full AFM analysis may be applied as part of 

future work.

PLQY values for the six dispersions prepared are shown in graphical 

form in Figure 64. We note that a number of {n, m) species, in particular the 

(7,6), (10,2), (8,3) and (7,5) tubes, consistently display the highest PLQY 

values in each ensemble. The trend observed previously of PLQY values 

generally increasing with increasing value of En is seen to hold loosely, 

with as before a tendency for small diameter tubes such as the (9,1) and 

(6,5) tubes to display lower PLQY values than might be expected. This is 

in line with the behaviour proposed by Tsyboulski et al. [204], although 

their work deals with the 'photoluminescence action cross section', i.e. the 

product of absorbance and PLQY, for individual tubes, and so their results 

are not directly comparable here.

PLQY values vary by close to an order of magnitude between disper­

sions, which is most likely due to a combination of the different wrapping 

conformations of the various stabilising agents and their ability to exclude 

oxygen, water and other molecules from the nanotube surface, where they 

would otherwise interact and cause the recombination of excitons, and the 

dispersion stability and the efficiency of the stabilising agent in producing 

individual, dispersed nanotubes. SDBS and TDOC produce the highest 

PLQY values, with the SDBS also displaying the highest average PLQY 

value for large diameter tubes.

The results for FMN-dispersed tubes, with the highest results in the range 

0.001-0.002, can be compared with the results of Ju et al. [104], showing 

PLQY values for FMN-D2O dispersed SWNTs of 0.8 %. However, the use of 

Styryl-13 as a fluorescence standard has been questioned [194], suggesting 

that these results are over-estimated by a factor or approximately 5.5. The 

highest results reported by Ju were for SWNTs dispersed in toluene using
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a derivative of FMN, giving nominal PLQY values of 0.2. Even with the 

downward correction for the fluorescence standard, this would indicate 

a PLQY in the region of 0.04, which is still relatively high for ensemble 

dispersions but seems within reason. The explanation given by Ju et 

al. for this good performance is the exclusion of oxygen molecules from 

the surface of the nanotube by tight conformational arrangement of the 

molecule on the nanotube surface.

These observed PLQY values given here, of the order of 0.01, are among 

the higher values reported for ensemble dispersions of surfactant dis­

persions, and comparable to those PLQY values of approximately 0.013 

recorded by Crochet et al. [51] for the brightest samples in a density-gradient 

separated dispersion (which was also subjected to 12 h in an ultracentrifuge 

at a similar RCF).

7.4 CONCLUSION

We have taken our program for analysing absorption and emission spectra 

and applied it to several dispersion environments, consisting of polymer- 

and surfactant-wrapped nanotubes in toluene and in D2O. Given appro­

priate expected values for transition energies, which need to pay some 

regard to expected solvatochromic shifts on going from one medium to 

the next, we were able to deconvolute absorbance and PL emission spectra 

and hence estimate the PLQY of more than ten distinct (n, m) species in the 

dispersion.

Our estimates for the PLQY of various species approached 1.5% in the 

highest case, though it is clear that the local environment plays a large part 

in determining the PLQY value and given a particularly suitable dispersing
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agent this value could be surpassed. Our results are in good agreement 

with other studies of both ensembles and individual studies, which have 

suggested a PLQY value of between 0.01 and 0.1.



CONCLUSIONS AND FURTHER WORK

A review of the results presented in this thesis is given, along with a 

discussion outlining future work which would complement the experiments 

already undertaken.

8.1 CONCLUSIONS

This thesis aimed to estimate the photoluminescence quantum yield (PLQY) 

of ensemble dispersions of SWNTs through the analysis of absorbance and 

PL emission spectra.

Due to the high extinction coefficient (> 30mL mg“Ccni“^) of carbon 

nanotube solutions and their propensity to aggregate into bundles, it 

was necessary to examine the influence of these two characteristics on 

measured PL spectra. A model polymer, PFO, was chosen for use in a 

polymer/solvent system because of its well-known aggregation behaviour, 

observable via the appearance of a secondary peak in the absorbance at 

435 nm.

PFO in toluene was investigated and showed very little sign of aggrega­

tion. The absorbance and PL emission characteristics of a range of samples 

varying in concentration were examined, from high concentration with ob­

vious inner-filter effects down to low concentrations where the absorbance 

and PL emission were linear. The inner-filter effect, which typically affects 

recorded PL emission from solutions when the absorbance increases above

8
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approximately 0.1 (as measured in a 1 cm cuvette), was modelled using 

our particular experimental set-up and used to predict the observed PL 

intensity recorded over our range of concentrations. The model was able 

to accurately predict the behaviour of the PL up to an absorbance value of 

approximately 10, maintaining an accuracy of ± 10 % when an appropriate 

micro-cuvette was used.

A change of solvents allowed us to alter the solubility of PFO, and again 

model the predicted PL emission. The degree of solubility related directly 

to the Hildebrand solubility parameters of the solvent, with solvents having 

such parameters in the range 18-19MPa^^^ producing good dispersions 

as measured by the relative heights of the main absorbance peak and the 

secondary ^-phase one. It was found that the model failed to accurately 

predict the emission behaviour when the degree of aggregation of PFO 

was increased, with the accuracy of the prediction failing to maintain 20 % 

accuracy at concentrations as low as O.OSmg mL^L We suggest that the 

primary cause of the discrepancy is the increase in energy transfer between 

the soluble and aggregate-phase PFO, due to the overlap of emission and 

absorbance spectra for the two material phases respectively.

Our model could thus be applied to solutions of absorbance less than 

~ 10 (in a 1 cm cuvette) and used to distinguish between non-linear be­

haviour of PL with concentration caused by inner-filter effects and those 

caused by aggregation.

Satisfied that the PL emission observed from SWNT dispersions would 

be free from inner-filter effects (if the concentration was low enough) or 

could readily be corrected, the absorbance and photoluminescence spectra 

of a sample of SWNTs dispersed in D2O were examined in detail. The 

SWNTs were dispersed using high power sonication and ultracentrifuged 

for 4 hrs at an average of 120,000 g to remove large bundles. The absorbance
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spectrum was fitted using a modified version of a fitting routine published 

elsewhere, which was adapted to incorporate data from the PL map itself 

and to provide a fit with more independent flexibility regarding parameters 

such as width and amplitude of component peaks. A similar approach 

allowed the fitting of the PL emission map and thus the correlation of 

PL with absorbance for several species of SWNT simultaneously. Linear 

relationships between the deconvoluted component absorbance peaks and 

integrated PL emission were plotted, and we were able to investigate more 

than ten species of SWNT in one sample. Such an approach has not been 

shown elsewhere in the literature.

PLQY values were estimated by comparison with a study of rhodamine 

6G and rhodamine B. PLQY values for the SDS-SWNT dispersion were 

found to vary up to ~0.25%, with the (7,6) tube showing the highest 

value. The discrepancy between this and other comparatively high values 

reported for individual SWNT studies was ascribed to the difference in 

approach, with single-nanotube studies focusing on the brighter tubes 

while the ensemble displays the average PLQY, including contributions 

from short or defective with relatively low values. The PLQY values of the 

different {n,m) species were observed to increase with band gap energy 

Ell, except for some low diameter tubes. It is suggested that compared to 

published models, this failure of low-diameter tubes to observe the trend 

of increasing PLQY is the result of defects.

A further range of SDS-SWNT dispersions was prepared and tested, with 

different amounts of ultracentrifugation. Examination of the absorbance 

spectra showed a continual decrease in measured absorbance over all time 

scales up to 30 h ultracentrifugation. In contrast to the work of Ohmori 

et al. [160], analysis of the difference spectra did not reveal a consistent 

absorbance spectrum of the sedimenting material, and the shape and
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intensity of the absorbance peaks were observed to change over time. The 

sample providing the sharpest peaks was then further investigated. It was 

found that higher PLQY values of close to 1.0% could be achieved with 

optimised preparation, in terms of both effective sonication energy and 

ultracentrifugation time.

To test the applicability of our method of analysis to other liquid-phase 

environments, a number of SWNT dispersions were produced in a variety 

of surfactants and polymer stabilising agents. The difficulty of the solva- 

tochromic shift observed was overcome through the use of published data 

for SWNT transition energies in various media; the possibility of modelling 

the observed shift to predict other transition energies was explored but no 

suitable model was found.

In the various dispersions tested, the PLQY recorded for most («, m) 

species varied by up to an order of magnitude. This was related to both the 

varying efficiency of the dispersant and its ability to promote individualised 

nanotubes and also the different abilities to exclude interactions with the 

solvent, which might cause a quenching of photoluminescence.

We have been able to design a robust method for analysing SWNT 

absorption and PL emission data, and having investigated numerous issues 

regarding the accurate measurement of PL emission from nanotubes were 

apply this method to a variety of liquid-phase SWNT dispersions. It is 

hoped this will help both to generate a standardised approach to measuring 

nanotube PLQY values and also allow more research on the photophysics 

of SWNTs in ensemble dispersions.
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8.2 OUTLOOK

The higher PLQY values reported here, on the order of 0.01, are in line with 

the highest values reported for ensemble dispersions of SWNTs outlined 

in the review of current literature. It is quite likely that improvements in 

the dispersion quality can increase this value towards 0.1, closer to the 

PLQY values shown for individual nanotubes. However, the presence of 

defects combined with the high exciton mobility will remain a source of 

non-radiative relaxation pathways, and in order for higher PLQY values 

to be achieved reductions in the defect population and an increase in the 

length of SWNTs (as endpoints act as defect sites) will be very beneficial. 

The idea of reducing the exciton diffusion mobility is also a possibility, 

though this may be counter-productive where possible applications such 

as sensors require the SWNT fluorescence to be quenched by an interaction 

anywhere along its length.

Such sensing applications may be the most important application of 

SWNT fluorescence, given the seemingly low intrinsic PLQY value but high 

sensitivity to environmental effects. Particularly, the NIR emission range of 

SWNTs makes them compatible with biological assays, as the emission to 

pass through tissue unimpeded. There are issues of toxicology remaining 

to be investigated before any biological applications are improved but the 

size and sensitivity of SWNTs makes them good candidates for future uses 

in this area.

For optoelectronic applications, it appears unlikely that sufficiently high 

PLQY values can be achieved (taking into account the necessary steps to 

isolate and separate tubes) in order to make SWNTs a commercially suc­

cessful material, though research will no doubt continue towards specialist
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applications for SWNTs and as a model system for other nanowire and 

nanotube devices.

8.3 FURTHER WORK

Our method of analysis lends itself to any liquid-phase dispersion of 

SWNTs where the transition energies of the suspended nanotubes are well 

known.

Combining our studies of the effect of centrifugation time on the PLQY 

values of SWNTs with those of inner-filter effects, it may be possible to 

estimate PLQY values for a range of {n,m) species in a dispersion as the 

concentration changes, to highlight any favourable bundling dynamics or 

concentrations.

The improved deconvolution of absorbance spectra presented here could 

be used to monitor populations of individual species in a variety of sit­

uations, for example comparing the number of SWNTs of each species 

suspended by different media, or the change in population as the sample 

undergoes a physical process or chemical reaction.

As well as a more detailed analysis of the concentration dependence 

in a single environment, we intend to examine this behaviour across a 

range of dispersing media. 'Selectivity' of dispersants and their ability to 

actively disperse certain species of SWNTs more than other species has been 

reported, but an analysis of the PLQY would be beneficial to highlight cases 

where selective quenching of emission competes with selective dispersion 

to change the intensity of emitted PL.

The MATLAB program written for this analysis could be modified to 

include some information based on the solvatochromic shifts of the peaks
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in the PL map on going from one surfactant or solvent environment to 

another. Currently the transition energies must be supplied and must 

be close to those energies observed in the PL map for the program to 

function properly. Additionally, only those peaks identified in the map 

have their corresponding tubes' transition data updated to reflect what is 

observed in the PL map, while a calculation employing some semi-empirical 

solvatochromic shift could alter the transition energies and, if necessary, 

widths of the full SWNT population range, not just those observed in the 

PL map.





APPENDIX A
A.l MATLAB PROGRAM FOR ESTIMATING PLQY VALUES

MATLAB code for estimation of Photoluminescence Quantum Yields:

APLQY.m
1 function APLQY

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% A program designed to deconvotute the absorbance (A) and 
% photoluminescence (PL) data for suspensions of single-walled carbon 
% nanotubes and return estimates for their PLQY values by comparison 
% with a standard reference material

% Written by the Coleman group at Trinity College Dublin. The 
% deconvolution of absorbance spectra builds on work published by the 
% Strano group: Nair et al, Analytical Chemistry 78 (2006), 7689-7696

% Please feel free to expand and improve upon this work, giving fair 
% attribution for any use.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

i6

26

31

36

close all 
clear all

global sub Isub ssc sm snt Outfile WL WU WUl he AU AL DetL DetLl 
DetE DetEl DetSkip DetLamda ExcL ExcE ExeSkip ExcLamda AbsL AbsE 
AbsSkip AbsLamda ROUND Sample

%Graph preferences 
set(0,'DefaultFigureColor', [1 1 11) 
set(0, 'DefaultAxesFontSize', 10) 
set (0, 'DefaultAxesFontName', ' Arial') 
set (0, 'DefaultAxesLineWidth ',0.5)

tic
starttime=clock: 
starttime=fix(starttime(4:5));

Get filenames and info therein 
disp('- - - - - - - - - - - - - - - - - - - - ---------------------------------- ');
disp('Enter name of excel file containing data to be analyzed, 
Infile=input...

('in sheets named 'PLmap", "Abs" and "Parameters"; ','s');
disp('- - - - - - - - - - - - - - - - - - - - - - - - - - - - - ');
disp('Enter name of excel file containing SIANT information,');

181
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41

46

51

56

61

66

71

76

81

86

91

96

SWNTfile=input('in sheet named "met" and "semic”: 
disp('------------------------------------------------------------- ');

SWNTfile= 'HPOO':

% Comment these lines in/out to set new output filenames etc 
% Outfile=input('Enter filename for program output: ',’s’); 
Outfile=Infile;
disp('------------------------------------------------------------- ');

Stds=xls read (Infile, 'Parameters', 'iio: ii2 '); 
hc=1239.84;
ExcLamda=xls read (Inf ile, 'Parameters', 'd4:d6'); 
ExcSkip=ExcLamda(3);
ExcL=ExcLamda(1);ExcSkip:ExcLamda(2);
ExcE=hc./ExcL;
DetLamda=xls read (Infile, 'Parameters', 'd8:dio'); 
DetSkip=Detl.amda(3);
DetL=DetLamda(l):DetSkip:DetLamda(2);
DetLl=DetLamda(1):DetLamda(2);
DetE=hc./DetL;
DetEl=hc./DetLl;
AbsLamda=xls read (Inf ile, 'Parameters ','14:16'); 
AbsSkip=AbsLamda(3);
AbsL=AbsLamda(l):AbsSkip:AbsLamda(2);
AbsE=hc./AbsL;
R0UND=1;
SCdata=xlsread(SWNTfile, 'semic');
METdata=xlsread(SWNTfile, 'met');

sm=size(METdata,1); ssc=size(SCdata,1); snt=sm+2»ssc; 
[MET,SC,NTl=sortinfo(SCdata,METdata);
PLMap=xls read (Infile, 'lUdap')';
% Identify peaks in PL Map 
(NT]=FindPeaks(PLMap,NT);

% Bounds on widths (for non- and identified SWNTs) 
WL=0.5; WU=1.3; WU1=1.1;
AL=0.5; AU=2;

and amplitudes

%For the repeat of the program with numerous backgrounds:
startval=l;
for R0UND=startval:5

close all
Infile
ROUND

% Fit absorbance as per Nair's work 
spec=xlsread(Infile,'Abs');
[sub,lsub,bg]=bkgnd(spec,Infile);
[val,peakl=pkval(5pec,bg);
(peak,AbsParams]=sortparams(peak,NT);
[weighting,grouppeaks,weightpeak,parametersl=... 
parentvoigt(peak,AbsParams);
[AbsParams,Amax,Aminl=...

areasolve(grouppeaks,parameters,peak,weighting,weightpeak);

% Adjust parameters for absorbance fit
AbsPa rams=adj ustpa rams(AbsPa rams,Amax,Amin,peak);
drawgraphs(AbsParams);
[inABSl=trimABS(AbsParams);
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106
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141

146

151
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% Fit PL map and calculate PLQY 
[inodelmap,PLMapint,coeffs,PLoutarea,AbsParams) = . . .

newplfit(PLMap,AbsParams); 
graphslope(Ab5Params,inABS,PLoutarea,coeffs,Stds);

disp('Start time:'); disp(starttime)
endtime=clock;
endtime=fix(endtime(4:5));
disp( 'Imd time: ')
disp(endtinie)

% Maps and excitation profiles 
plotres(modelmap,coeffs,PLMap); 
end 
end
disp( '------------------------------------------------------------------------ ');
disp('...done.')
disp('------------------------------------------------------------------------ ');
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [MET,SC,NTl=sortinfo(SCdata,METdata) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Read in SWNT data and sort into parameter matrix to be used ...
% throughout this program. Separate semiconducting and metallic data. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global sm ssc Sample

MET=zeros(sm,14); SC=zeros(2*ssc,14);
SCdata=sortrows(SCdata,5);
METdata=sortrows(METdata,5);
Factor=l; 
if Sample==7

Factor=0.9725; 
elseif Sample==10 

Factor=0.985;
end
METdatai:,5)=METdata(:,5)*Factor;
SCdatai:,5)=SCdata(:,5)*Factor;
SCdatai:,7)=SCdata(:,7)»Factor; 
for l=l:sm

MET(l,;)=[HETdata(l,l:6) METdata(1,5:6) zeros(l,5) 11; 
end
for l=l:ssc

SC(l,:)=[SCdata(l,l:6) SCdata(l,5:6) 0 SCdata(l,5:6) 0 0 1+sm];
SC(l+ssc,:)=[SCdata(l,1:4)...
SCdata(l,7:8) SCdatad,7:8) 0 SCdatad,7:8) 0 0 1+sm+ssc];

end
NT=[MET;SC];
NT(:,6)=NT(:,6)/1000;
NT(:,8)=NT(:,8)/1000;
NT(:,11)=NT(:,11)/1000;
end
%%%%% end of 'sortinfo' %%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [NTl=FindPeal<s(PLHap,NT)

,‘ALW %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Local maxima (above a user-defined level) are identified and the 
% immediate environment interpolated to find 'real' maxima. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global DetSkip ExcSkip DetL ExcL Outfile he sm snt ssc PLav DetE ExcE Sample
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LDetL=length(DetL); LExcL=length(ExcL); 
flgure()

contourf(DetE,ExcE,PLMap,50,'linestyle','none') 
box on; hold on 
set (gcf, 'name', 'Input PL Map') 
xlabel ('Emission energy [eV]') 
ylabel('Excitation energy [eV]') 

disp('Please examine the displayed PL map, and enter') 
Threshold=input('minimum PL intensity for Qi' calculation; 
Threshold=sscanf(Threshold, '%i '); 
disp( ^----------------------------- ');

', 's');

r=0; s=3;
% Criteria for assigment of identified peal; to particular SWNT here 
Tolll=0.012; Tol22=0.04; 
for i=2:LExcL-l

for j=2:LDetL-l
localmax=max(max(PLMap(max{i-s, 1) :niin(i+s,LExcL), .. .

max(j-s,1):min(j+s,LDetL)))); 
if PLMap(i,j)>Threshold && PLMap(i,j)==localmax 

r=r+l;
DataPeakstr,;)=[DetL{j) ExcL(i) PLMapti.j));
InterpMap=... 
interp2(

he./(DetL(max(j-s,1)):DetSkip;DetL(min(i+s,LDetL))),... 
hc./(ExcL(itiax(i-s,l)):ExeSkip:ExcL(min(i+s,LExcL))),... 
PLMap{max(i-s,1):min(i+s,LExcL), 

max(j-s,1);min(j+s,LDetL)),... 
hc./(DetL(max(j-s,l)):DetSkip/8:DetL(min(j+s,LDetL)))',... 
he. / (ExcL (max (i-s, 1)): ExcSkip/8: ExcL (min (i+s, LExcL))),...

'spline');
for k=l:sizednterpMap, 1)

for l=l:size(InterpMap,2)
if (InterpMap(k,l)>=max(InterpMap))

Peak(r,:)=[hc./(DetL(max(j-s,1))+(l-l)»DetSkip/8)...
hc./(ExcL(max(i-s,l))+(k-l)»ExcSkip/8)... 

InterpMap(k,l)]; 
end 

end
end

end
end

end
Diffwll=[l; Diffw22=(];
PLav=mean(mean(PLMap)); 
for j=l+sm:sm+ssc 

k=j+ssc;
for i=l:size(Peak,1)

if abs(NT(j,10)-Peak(i,l))<=Tolll S& abs(NT(k,7)-Peak(i,2))<=Tol22 
NT(j,10)=Peak(i,l); NT(j,7)=Peak(i,l);
NT(k,7)=Peak(i,2); NT(k,10)=Peak(i,2);
NT(j,12)=Peak(i,3);
[wll,w22]=findwidths(DataPeaks(i,1:2),Peak(i,1;2),PLHap); 
Diffwll=[Diffwll wll/NT(j,11)];
Diffw22=[Diffw22 w22/NT(k,8)];
NT(j,13)=l; NT(k,13)=l;
NT(j,ll)=wll; NT(j,8)=wll;
NT(k,8)=w22; NT(k,ll)=w22;
NT(j,12)=Peak(i,3)/PLav;
Peak(i,l:2)

end
end
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end
for j=l+sin: sm+ssc 

k=j+ssc; 
if NT(j,13)-=l

NT(j,ll)=NT(j,6)*mean(Diffwll);
NT(j,8)=NT(j,n);
NT(k,8)=NT(k,6)*mean(Diffw22);
NT(k,ll)=NT(k,8);

end
end

plot(Peak(:,1),Peak(:,2),...
'marker', 'o', 'markeredgecolor', 'w', 'linestyle', 'none', 'markersize',6) 

plot{NT{I+sm:sm+ssc,5),NT(1+sm+ssc:snt,5),...
'marker', 'o', 'markeredgecolor', 'r', 'linestyle', 'none', 'markersize',6) 

plot(NT(l+sm:sm+ssc,10),NT(1+sm+ssc:snt,7),...
'marker', 'o', 'linestyle', 'none', 'markerfacecolor', 'w', 'markersize',6); 

xlabeK'Emission energy [eV]') 
ylabel('Excitation energy [eV]') 
set (gcf, 'name', 'PL Map and Eli & E22 Data'); 
saveas(gcf, [Outfile ' Eii Data'],'fig ') 
close

tempxlfile(NT);
disp( '----------------------------------------------------------');
disp('Please check the file Temp6Q3ata.xls for any erroneous') 
disp('assignments that have been made. Use "Save As" and use') 
newfile=input ('Sheeti, and enter corrected file name here: ','s');
disp('----------------------------------------------------------');
NT=xls read(newfile,'Sheeti'); 
end
%%%%% end of 'FindPeaks' %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [wll,w221=findwidths(dpks,Peak,PLMap) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Routine for finding the FWHM of peaks in the PL map. Widths are 
% converted from wavelengths to energies and averaged for each SWNT.
% Resulting widths are plotted as red crosses on the corrected PL map. 
% This routine seems pretty messy, hopefully will get cleaned up. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global DetLamda DetSkip ExcLamda ExcSkip he

[lex,leml=size(PLMap);
emcol=(dpks(1)-DetLamda(l))/DetSkip+l;
exc row=(dpks(2)-ExcLamda(1))/ExcSkip+1;
exedataA=PLMap(excrow:lex,emcol); excdataB=PLMap(1:excrow,emcol); 
emdataA=PLMap(excrow,emcol:lem); emdataB=PLMap(excrow,l:emcol); 
excwidthl=datawidth(excdataA,excdataB,ExcSkip); 
excwidth^excwidthl-1;
emwidthl=datawidth(emdataA,emdataB,DetSkip); 
emwidth=emwidthl-1;
wll=2*mean([abs((hc/dpks(1)-hc/(dpks(l)+emwidth))), ...

abs((hc/dpks(1)-hc/(dpks(1)-emwidth)))1,2); 
w22=2»mean([abs((hc/dpks(2)-hc/(dpks(2)+excwidth))) ...

abs((hc/dpks(2)-hc/(dpks(2)-exewidth)))1,2);
ExcWidthXData=(Peak(l))»(ones(l,3));
EmWidthYData=(Peak(2))»{ones(l,3));
ExcWidthYData=[Peak(2)-w22/2, Peak(2),Peak(2)+w22/21; 
EmWidthXData=[Peak(l)-wll/2, Peak(1),Peak(l)+wll/2]; 

plot(EmWidthXData,EmWidthYData,'r+-') 
plot (ExcWidthXData, ExeWidthYData, 'r-l—') 

end
%%%%% end of 'findwidths'%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function hwhm=datawidth(sidel,side2,Skip) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Calculates the HWHM, in terms of (number of data points)»(units per 
% data point). Criteria for determining HWHM: data value falls below 
% 3/4 of max. (Some peaks are too close together to allow the data to 
% fall to % 1/2 maximum value!) (in which case Voigt HWHM is approx 
% 5/3*measured width); edge of the PL map reached; minimum in the 
% data reached.

grl=gradient(sidel); 
gr2=gradient(side2); 
hm=sidel(l)/2;

for i=2:length(sidel)-1
if ((grl(i-l)<0 && grl(i+l)>0) || i=length(sidel) -1) 

hwhml=(i-l)»Skip; 
break

elseif sidel(i)<1.5»hm 
hwhml=(i-l)»Skip»5/3; 
break

end
end
for i=length(side2)-1:-1:2

if ((gr2(i-l)<0 6A gr2(i+l)>0) || i==2) 
hwhm2=(length(side2)-i)*Skip; 
break

elseif side2(i)<1.5»hm
hwhm2=(length(side2)-i)»Skip*5/3; 
break

end
end
hwhm=min([abs(hwhml) abs(hwhm2)]); 
end
%%%%% end of ’datawidth’%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function [sub,lsub,bgl=bkgnd(spec,Infile) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Background subtraction, using a value obtained from Nair et al 
% unless the user provides a suitable alternative. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global AbsLamda ExcLamda AbsSpec he AbsL AbsE

sl=spec(1,1); 
counter=0;

dispt'Dbyou have a suitable absorbance'); 
disp('background (b), or would you like to'); 
opt=input('calculate a new one (c)? (b/c); ','s' );
disp('- - --------------------------- ');
if opt='b';

bg=xlsread(Infile,'Bkg');
bgl=bg(l,l);
bg=bg(AbsL-bgl-rl,2);
spec=spec(AbsL-sl-rl,:);
sub=spec(:,1);
sub(:,2)=spec(;,2)-bg;
s=sub(l:2,;);
k=2;
for i=3;length(sub)-2
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else

k=k+l;
s(k, l)=sub(i,1);
s(k,2)=(sub(i-2,2)+2*sub(i-l,2)+3*sub(i,2)+2*sub(i+l,2)+...

sub(i+2,2))/9; 
end
s=[s;sub(length(sub)-1:length(sub),:)1; 
sub=s;
lsub=length(sub); 

e
while 1>0 
if counter>0

AbsE=input('Enter absorption energy limits: ','s'):
disp('------------------------------ ')
AbsE=sscanf(AbsE, '%f ');
AbsLamda=hc./AbsE;
AbsLamda=round(sortrows(AbsLamda)); 
c=0; d=0;
for i=l:length(AbsL) 

if c==0;
if AbsL(i)>=AbsLamda(l)

AbsLamda(l)=AbsL(i); 
c=c+l; 

end 
end
if d==0;

if AbsL(i)>=AbsLaiiida(2)
AbsLamda(2)=AbsL(i); 
d=d+l;

end
end

end
AbsL=AbsLainda (1): AbsLamda (2);
AbsE=hc./AbsL;

end
if AbsLamda(l)>ExcLamda(l)

error!'Incompatible absorption and excitation range');
end;
if AbsLamda(2)<ExcLamda(2)

error!'Incompatible absorption and excitation range');
end;
figure!)

plot!hc./spec!AbsLamda!!)-spec!1,1)+1:...
AbsLamda!2) - spec! 1, D-rl, 1), spec!AbsLamda!l) - spec! 1, l)-rl: . . .

AbsLamda!2)-spec!l,l)-rl,2), 'LineWidth',2)
hold on
[temp,bgl=bkg!spec!AbsLamda!l) -sl-rl:AbsLamda!2) - sl-rl,;),...

AbsLamda!2) -AbsLamda!l)-rl);

sub=temp;
axis![hc/sub!length!sub),1) hc/sub!l,l) 0 ...

1. l*max!spec!AbsLamda!!) - spec! 1, l)-rl:AbsLamda!2) - spec! 1, l)-rl,2)) 1) 
plot!he./spec!AbsLamda!!)-spec!!,!)+!:...

AbsLamda!2) - spec!!,!)-r!,!) ,bg', 'r', 'LineWidth',2) 
ylabel! 'Absorbance') 
xlabel! 'Energy [eV] ');
legend!'Measured Absorbance','Calculated Background',4) 
set!gcf,'name','Measured Absorbance and Calculated Background'); 
legend! 'boxoff') 
hold off 

% close
disp!'------------------------------ ')

% opt=input!'Are you satisfied with the background !y/n)? ’,’s’); 
opt='y';
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if opt=='y' 
break 

end
counter=counter+l;
end
sub=temp; 
lsub=length(sub);

end
AbsSpec=sub(;,2); 
end
%%%%% end of 'bkgnd' %%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
function (sub,bg1=bkg(spec,Ispec)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
% Calculates the background, using the exponent derived from Nair 
% et al's work and maximising the value of the constant term in the 
% low-energy limit. Subtracts background. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

global data Idata col ROUND Sample

data=spec;
ldata=lspec;
col=2;
kb=[200 0.9];
log_kb=[log(kb(l)) kb(2)];
A=[ones(Idata,1) -log(data(:,!))];
B=log(data(:,col)); 
log_ kopt=fmincon(@fit3,log_ kb,A,B); 
kopt=[exp(log_kopt(1)) log_kopt(2)]; 
bg=kopt(1)./(data(:,1).^kopt(2));
% % If you have a known exponent, enter it in the next two lines:
% Templ=(data(ldata,2) )»{data{ldata,l) .''(0.77327));
% bgl=Templ./(data(:,1)."(0.77327));
% Tenperc=data(ldata,2)*0.2;
% bg2=Templ./(data(;,1)."(0.77327))-Tenperc;
%

% kopt (2)=log(bgl(ldata)/(bgl(l)-rTenperc) )/log(data(ldata)/data( 1));
% kopt(l)=(bgl(l)+Tenperc)/(data(1)"kopt(2));
% bg3=kopt(1).»(data(:,1)."(kopt(2)));
%

% kopt(2)=log((bgl(Idata)-Tenperc)/(bgl(l)-2tTenperc))/...
% log(data(ldata)/data(l));
% kopt(l)=(bgl(l)-2»Tenperc)/(data(l)"kopt(2));
% bg4=kopt (1). »(data(:, 1) ."(kopt (2)));

Templ=(data(Idata,2))*(data(Idata,1)."(kopt(2))); 
bgl=bg;
Tenperc=data(ldata,2)»0.2;
bg2=Templ./(data(:,1)."(kopt(2)))-Tenperc;

kopt(2)=log(bgl(ldata)/(bgl(l)+Tenperc))/log(data(ldata)/data(l)) 
kopt (l)=(bgl(l)-rTenperc)/(data( l)"kopt(2)); 
bg3=kopt(l).»(data(:,l)."(kopt(2)));

kopt(2)=log((bgl(Idata)-Tenperc)/(bgl(l)-2»Tenperc))/...
log(data(ldata)/data(l)); 

kopt(l)=(bgl(l)-2»Tenperc)/(data(l)"kopt(2)); 
bg4=kopt(1).»(data(;,1)."(kopt(2)));
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486

491

496

501

506

511

516

521

526

531

536

541

if R0UND==1
% Just to get all the backgrounds on one graph 

bg=|bgl bg2 bg3 bg41; 
elseif R0UND==2 

bg=bg2;
elseif R0UND==3 

bg=bg3;
elseif R0UND==4 

bg=bg4;
elseif R0UND==5 

bg=bgl;
end
sub=data(;,1); 
if R0UND==1
sub(:,2)=data(:,2)-bgl; 
else sub(:,2)=data(:,2)-bg; 
end

s=sub(l:2,:);
k=2;
for i=3;length(sub)-2 

k=k+l;
s(k,l)=sub(i,1):
s(k,2)=(sub(i-2,2)+2»sub(i-l,2)+3»sub(i,2)+...

2»sub(i+l,2)+sub(i+2,2))/9;
end
s=[s;sub(length(sub)-l;length(sub),:)1;
sub=s;
end
%%%%% end of 'bkg’ %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function err=fit3(log_kb)
%Function that is minimised by the optimiser "fmincon" in Nair's work. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global data Idata col

log_data=log(data);
log_bkg=log-kb(1)»ones(ldata,1)-log-kb{2)»log-data(;,1);
F=log_data(:,col)-log.bkg;
err=F’»F;
end
%%%%%%%%%%%%%%% end of 'fit3' %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [val,peak]=pkval(spec,bg)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%Locates peaks and valleys in the spectrum and seeks user input 
%on any peaks/valleys that have been missed out 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global AbsLamda sub Isub Outfile he ROUND

sl=sub(l,l); 
pwav=[); 
vwav=[);
gr=gradient(sub(:,2)); 
q=0;
for i=2;(lsub-100)

if (gr(i-l)<0 SA gr(i+l)>0) 
q=q+l;
s{q,l)=sub(i,1); 
s(q,2)=sub(i,2); 

end
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546

551

556

561

566

571

576

581

586

591

596

601

606

end
len_s=q;
val(l,l)=sub(l,l);
val(l,2)=sub(l,2);
val(2,l)=s(l,l);
val(2,2)=s(l,2):
i=l;
k=2;
while i<(len_s-2) 

k=k+l; 
j=i+l;

while (s(j, 1)-s(i,1))<9 

end
j-fin=j;
val(k,l)=s(j,l); 
val(k,2)=s(j,2); 
i=i+(j_fin-j_in+l); 

end
val(length(val)+l,:)=sub(lsub,:); 
q=0;
for i=l:length(val)-1 

q=q+l;
Ll=val(i,l);
L2=val(i+l,l);
m=max(sub(Ll-sl+l:L2-sl+l,2)); 
for L=L1:L2

if sub(L-sl+l,2)==m 
wav=sub(L-sl+l,l): 

end 
end
peak(q,l)=hc/wav; 
peak(q,2)=m;

end
val(:,l)=hc./val(:,1); 
figure()
subplot('position(0.12 0.55 0.76 0.4])

plot(hc./spec(AbsLamda(l)-spec(l,l)+l:...
AbsLamda(2) - speed, 1)+1,1) ,spec( (AbsLamda(l) - spec( 1,1)+1):...

(AbsLaii\da(2) -spec(l, 1)+1) ,2), 'LineWidth' ,2)
hold on
axis([hc/sub(lsub,1) hc/sub(l,l) 0 ...

1. l*max(spec(AbsLamda( 1) - speed, AbsLamda(2) - speed, 1)+1,2)) ]) 
plot(he./spee(AbsLamda(l) -speed,l)-i-l:...

AbsLamda(2) - speed, 1)+1,1),bg, 'r', 'LineWidth',2) 
set(gea, 'XTiekLabel', '') 
ylabel('Absorbance')
legend('Measured Absorbance','Calculated Background',4) 
legend ('boxoff')

subplot ('position', 10.12 0.15 0.76 0.4])
plot (he./sub (:, 1) ,sub(; ,2), 'LineWidth' ,2) 
hold on
axis( [hc/sub(lsub, 1) hc/sub(l,l) 0 1. l»iTiax(sub(: ,2)) ]) 
plot(peak(:,1),peak(;,2),'or') 
plot(val(:,1),val(;,2),'sk')
set (gef,'name','Located Peak and Valley Points'); 
xlabel('Energy [eV]') 
ylabel (' Absoibance')
legend!'Absorbance','Identified peaks','Identified valleys') 
legend! 'boxoff')
saveas(gcf, [Outfile nuiit2str(R0UND) ' Abs Pks and Vais'),'fig')
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616

621

626

631

636

641

646
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close

op=input( 'Do you wish to add more peaks and valleys (y/n)? 's');
if op=='y'

pwav=input('Enter energies of additional peaks; ','s');
vwav=input ('Enter energies of additional valleys: ','s');
pwav=55canf(pwav, '%f');
vwav=sscanf(vwav, '%f');
pwav=round{hc./pwav);
pnum=pwav- sub(1,1)+1;
pwav=[pwav sub(pnum,2)];
pwav(:,l)=hc./pwav(:,1);
vwav=round(he./vwav);
vnum=vwav- sub(1,1)+1;
vwav=(vwav sub(vnum,2)];
vwav(:,l)=hc./vwav(:,1);

end
peak=[peak;pwavl; 
peak=sortrows{peak,l); 
val=[val;vwav]; 
val=so rt rows(val,1);

% Commented out - didn't seem to be an issue

% Used during instances of multiple valleys and no 
% intermediate peak at the start of the spectrum.
% Could also be used to remove 'unhelpful' peaks 
% in the spectrum with a bit of extra code around here.

% op=input('Are there extraneous peaks or valleys (y/n)? ','s'); 
op='n'; 
if op=='y'

wstart=input('Enter new high energy limit: '); 
for i=length(val)-1:-1:2 

if peak(i,l)>wstart 
peak(i,:)=[); 

end
if val(i+l,l)>w5tart 

val(i+l,;)=[); 
end
if val(length(val),l)<wstart

val=Ival; wstart sub(round(hc/wstart)-sub(1,1)+1,2)); 
break 

end 
end
wstart=round(hc/wstart)-sub(l,1)+1; 
sub=sub(wstart;length(sub),:); 
lsub=length(sub);

else
sub=sub;
l5ub=lsub;

end
for q=l;si2e(peak,l) 

peak(q,3)=val(q,1); 
peak(q,4)=val(q+l,1);

end
sl=sub(l,1); 
hold off

plot (he./sub {;, 1), sub(: ,2), 'LineWidth' ,2) 
hold on
axis([hc/sub(l5ub,l) hc/sub(l,l) 0 1.l»max(sub(: ,2)))) 
plot(peak(; ,1),sub(round(he./peak(;,1))-sl+1,2), 'ob') 
plot(val(:,1),sub(round(hc./val(:,1))-sl+1,2),'sk')
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671

676

681

686

691

696

701

706

711

716

721

726

731

xlabel ('Energy [eV] ') 
ylabel ('Absorbance')
legend('Absorbance','Identified peaks','Identified valleys') 
legend! 'boxoff')
set (gcf,'name','Updated Peak and Valley Points'); 
saveas(gcf, (Outfile num2str(R0UND) ' Pks and Vais'1,'fig ')
close 

end
%%%%% end of 'pkval'

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
function [peak,AbsParamsl=sortpa rams(peak,NT) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

global havepeaks snt

AbsParams=[1;
havepeaks=zeros(size(peak,1),1); 
for i=l:size(peak,1) 

for j=l:snt
if peak(i,4)>NT(j,7) && NT(j,7)>=peak(i,3) 

AbsParams=[AbsParams;NT(j,:)1; 
havepeaks(i)=havepeaks(i)+1: 

elseif peak(i,4)=niin(peak(: ,4)) && NT( j ,7)<peak(i,4) 
AbsParams=[AbsParams;NT(j,:)1; 
havepeaks(i)=havepeaks(i)+1; 

elseif peak(i,3)==max(peak(:,3)) SA NT(j,7)>=peak(i,3) 
AbsParams=[AbsParams;NT(j,:)1; 
havepeaks(i)=havepeaks(i)+l; 

end
end

% The 'quadprog' program may throw up an error if there is a zero 
% entry, i.e. if there is a parent peak with no matching child peak 
% to fit. This ought to warn you about the problem, 

if havepeaks(i)==0
Rl=sprintf('Potential Error? — No matching absorbances'); 
R2=sprintf ('between %i.4f', ' and %i.4f ', 'eV',. . .

peak(i,3),peak(i,4));
disp(Rl);
disp(R2);
pks=NT(:,7); pksu=sortrows(pks,1); pksd=sortrows(pks,-1); 
for k=l:length(pks)

if pksu(k)>peak(i,4) 
pku=pksu(k);

Try=sprintf( ['Nearest peak above is %i.4f','eV'1 ,pku); 
disp(Try); 
break

end
if pksd(k)<peak(i,3) 

pkd=pksd(k);
Try=sprintf( I'Nearest peak below is %i.4f ','eV'1 ,pkd); 

disp(Try); 
break 

end 
end 

end 
end
peak=[peak havepeaks1; 
end
%%%%% end of 'sortparams'%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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771

776
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786
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function [weighting,grouppeaks,weightpeak,AbsParams]=... 
parentvoigt{peak,AbsParams)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
% Calculates the 'parent' Voigt profiles formed by grouping the 
% individual model peaks according to the peaks identified in the 
% absorbance curve. Also calculates the equivalent 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
global havepeaks AbsE AbsSpec

weighting=[]; 
temp=[]; 
k=l;
for i=l:sizelpeak,1)

for j=k:sum(havepeaks(l:i))
AbsParams(j,9)=peak(i,2)/havepeaks(i); 
temp(j,l)=abs(peak(i,1)-AbsParams(j,7))/...

(peak(i,4)-peak(i,3));
end
denom=sum(exp(-temp(k:j,1))); 
for j=k;sum(havepeaks(l:i))

weighting(j,l)=exp(-temp(j,1))/denom; 
end
k=k+havepeaks(i);

end

[startabs,startabsind]=findcurve(AbsParams(;,7:9),Ab5E);

for i=l:size(startabsind,2)
weightpeak(:,i)=weighting.»startabsind(:,i); 

end 
k=l;
for i=l:sizelpeak,1)

t=sum(havepeaks(1:i)); 
grouppeaks(i,:)=sum(weightpeak(k:t 
k=k+havepeaks(i); 

end
% figure))
% hold on
% plot{AbsE,grouppeaks,'b')
% plot(AbsE,AbsSpec,'k')
% plot(AbsE,startabsind,’r:’)
% plot(AbsE,weightpeak,'g--’)
% close 
end
%%%%% end of 'parentvoigt'%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function lAbsParams,Amax,Aminl=...
areasolve(grouppeaks,AbsParams,peak,weighting,weightpeak)

% Given the parent peaks calculated above, the absorbance curve is 
% fitted using quadratic programming, as per Nair's work. This then 
% provides the upper and lower bound on amplitudes for the rest of 
% the fit when multiplied by the AU and UL factors defined at the 
% beginning. The fit is then repeated using these bounds, relaxing 
% the rule on relative amplitudes within a parent peak used before. 
%%%%%%%%%%%%%%%%%,%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global havepeaks AbsSpec AU AL AbsE

lb=zeros(l,size(grouppeaks,l));
lb=(peak(:,2)./peak(:,5))./max(grouppeaks,[],2);
% lb=ones(1,size(grouppeaks, 1))*1; 
ub=repmat(Inf,l,size(grouppeaks,1));
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8oi

806

811

816

821

826

831

836

841

846

851

856

options=optimset ( TolFun', le-20, 'Maxiter', 100000000);

H=grouppeaks»grouppeaks’; 
f=-grouppeaks*AbsSpec;
[Cl=quadprog(H,f,[],(1,[),[],lb,ub,[].options); 

k=l;
for i=l:size(peak,l)

t=5um(havepeaks(l:i)); 
for j=k:t

CA(j,l)=C(i);
CAinaxI j , l)=AU*C(i);
CAmin(j,1)=AL*C(i); 

end
k=k+havepeaks(i); 

end

H=weightpeak»weightpeak'; 
f=-weightpeak»AbsSpec;
[Cadj ]=quadprog(H, f, [],[),[],[], CAmin, CAitax.CA, opt ions);
Astart=CA.»weighting.*AbsParams(:,9);
Aadj=Cadj.»weighting.»AbsParams(;,9);
Amax=CAmax.»weighting.»AbsParams{;,9); 
Amin=CAmin.*weighting.»AbsParams(:,9);
AbsParams(:,9)=Aadj;
AbsParams(;,15)=Astart;

end
%%%%% end of 'areasolve'%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function AbsParams=adjustparams(AbsParams,Amax,Amin,peak) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Taking the amplitudes found above as starting values, adjust the 
% parameters of each absorption peak. We fit the peaks in order, from 
% low to high energy, incorporating subpeaks within a small range of 
% the peak in question into the fit 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global havepeaks sub ibl otherparas spectrum AbsE energyrange... 

AbsSpec ib2 Outfile snt WL WU WUl he T ROUND

InAbsParams=AbsPa rams; 
peak=sortrows(peak,3);

% Just some weightings to make energy, width and amplitude fit 
% a little more sensitive 
T=[l 0.000001 0.00011;

ene rgy range=AbsE; 
spectrum=AbsSpec'; 
maxw=[l; minw=[l;

% Set bounds on energy, width and amplitude here 
for s=l:snt 
% Minimum widths:

minw(;,l)=WL»min(AbsParams(:,6),AbsParams(:,8));
% Energy and maximum widths depend on whether the s-SWNT is 
% identified in the PL Map; max/min amplitudes come from previous 
% function:

if AbsParams(s,13)==1
maxw(s,l)=WUl*max(AbsParams(s,6),AbsParams(s,8));
LB(s,:)=IAbsParams(s,7)-0.0025 minw(s,l) Amin(s,l)];
UB(s,:)=[AbsParams(s,7)+0.0025 maxw(s,l) Amax(s,l)];
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861

866

871

876

881

886

891

896

901

906

911

916

921

else
maxw(s, I)=WU*max(AbsParams (s,6), AbsParaiiis{s ,8)); 
LB(s,;) = (AbsParams(s,7)-0.005 minw(s,l) Amin(s,l)]; 
UB(s,:)=[AbsParams(s,7)+0.005 maxw(s,l) Amax(s,1)];

end
end

if R0UND==5
% Interesting amplitude bounds for this round 
for s=l:snt

if AbsParams(5,13)=I
LB(s,3)=AbsParaiiis(s,9)*0.75;
UB(s,3)=I0»AbsParams(s,9);

else
LB(s,3)=0;
UB(s,3)=AbsParams(s,9);
AbsParams(s,9)=AbsParams(s,9)»0.5; 

end
end
end

for i=l:size(peak,l)
Progress=sprintf(.. .
'Adjusting parameters for %i subpeaks in peak %i ...
(of %i peaks total)', havepeaks(i),i,size(peak,1));
disp(Progress)
tic
inputLB=[l; inputUB=[]; inputs=[];

% Define an 'inner bound’ and an 'outer bound'. The inner bound is 
% the range over which the curve is fitted, the outer bound defines 
% those sub-peaks which are involved in the fit

iI=peak(i,4)»1.0; ol=peak(i,4)»1.2;
ibl=max(l, round(hc/il) -sub(I, I)-rl);
ib2=size(sub,l);
otherparas=[1;
paramnumber=[];
k=0;
for j=l:snt

if peak(i,3)-0.5<AbsParams(j,7) AbsParams(j,7)<=ol 
k=k-rl;
pa ramnumbe r=[pa ramnumbe r;j1; 
inputs(k,:) = (AbsParams(j,7)/T(l). . .

AbsParams(j,8)/T(2) AbsParams(j,9)/T(3)]; 
inputLB{k,:)=[LB(j,I)/T(l) LB(j,2)/T(2) LB(j,3)/T(3)1; 
inputUB(k,:)=|UB(j,l)/T(l) UB(j,2)/T(2) UB(j,3)/T(3)1;

else
otherparas=[otherparas; AbsParams(i,7)/T(l) ... 

AbsParamstj,8)/T(2) AbsParamstj,9)/T{3)1; 
end 

end
[incurve,incurves)=findcurveT(inputs,AbsE); 
other=findcurveT(otherparas,AbsE);

% If you want to see the peak-by-peak fitting:
% figured
% hold on
% plot(energyrange,spectrum,’k’,'LineWidth',2)
% plot(AbsE,incurve,’r')
% plot(AbsE,incurves,'r--’)
% plot(AbsE,other-rincurve, ’ r', 'LineWidth' ,2)
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926

931

936

941

946

951

956

961

966

971

976

981

options=optimset ('TolFun', le-6, 'TolCon', le-6, 'ToIX', le-4,.. . 
'Maxlter', 10000, 'MaxFunEvals', I0000); 
if R0UND==5

options=optimset('TolFun',le-4); 
end
fitparams=lsqnonlin(@fit_spec,inputs,inputLB,inputUB,options);

% T)iose peal<s within the inner bound have their parameters updated; 
for j=l;size(fitparams) 

l<=paramnumber( j); 
if AbsParams(k,7)<=peak(i,4)*1.2

AbsParams(k,7:9)=[fitparams(j,1)»T(1) ...
fitparams(j,2)»T(2) fitparams(j,3)»T(3)1; 

end
end
toe
[outcurve,outcurvesl=findcurveT(fitparams,AbsE);

% Again, uncomment to see individual fits 
% plot(AbsE,outcurve,'b')
% plot(AbsE,outcurves,'b--')
% plot (AbsE, other■^outcurve, 'b', 'LineWidth' ,2)
% plot(AbsE(ibl),AbsSpec(ibl),’b<')
% plot(AbsE(ib2),AbsSpec(ib2),'b>')
% pkcentre=sprintf('Fitting peak at %1.3f eV, peak(i,l));
% set(gcf,'name',pkcentre);

c=fix(clock); 
time=c(4:5) 
otherabs=[1; 
end
Changes=(AbsParams(;,7;9)-LB)./(UB-LB); 
% figure))
% hold on
% plot([1:3],Changes)
% saveas(gcf, [Outfile num2str(R0LIND) Changes'],'fig')

% If you want to see the starting, initial fit and modified fits 
% displayed together, uncomment here and after the optimisation:

startcurve=findcurve([AbsParams(:,7:8) Ab5Params(;,15)],AbsE); 
[adjcurvel=findcurve(AbsParams(:,7:9),AbsE);

% figure()
% hold on
% plot(AbsE,AbsSpec,'k','LineWidth' ,2)
% plot(AbsE,5tartcurve,'g:','LineWidth',2)
% plot(AbsE,adjcurve,'b:','LineWidth',2)
% axis)lAbsE(length(AbsE)) AbsE)l) 0 1.l*max)AbsSpec)1)
% set)gcf,'name','Final Absorbance Fit')
% set)gca,'box','on')

% All peaks and peak components optimised concurrently:
otherparas=I];
ibl=l; ib2=size(sub,l);

options=optimset('TolFun',le-7, 'TolCon', le-6, 'TolX', le-6,...
'Maxlter', 100000,'MaxFunEvals', 100000); 

if R0UND==5
% Because this round is a bit tricky

options=optimset) 'TolFun', le-6, 'MaxFunEvals' ,50000); 
end

disp('---------------------------------------------------------- ');
disp('Now optimising all peak parameters. Patience please...')



A.l MATLAB PROGRAM FOR ESTIMATING PLQY VALUES I97

986

991
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[finalfitparams, resnoniil=lsqnonlin((afit_spec, [AbsParams(: ,7)/T(l) . . .
AbsParams(:,8)/T(2) AbsParams(:,9)/T(3)1,...

[LB(:,1)/T(1) LB(;,2)/T(2) LB(;,3)/T(3)1,...
[UB(:,1)/T(1) UB(:,2)/T(2) UB(;,3)/T(3)].options); 

disp('------------------------------------------------------------------ ');
AbsParams(:,7:9)=lfinalfitparams(:,1)*T(1) finalfitparams(:,2)»T(2) finalfitparams(:,3)* 

T(3)l;
c=fix{clock); time=c{4:5) 
t=toc; t=t/60 
figure!) 
hold on

Ifinalcurve,finalcurves]=findcurveT(finalfitparams,AbsE); 
plot (AbsE, finalcurve, 'r—', 'LineWidth' ,2) 
plot(AbsE,finalcurves,'r—')
legend!'Absorbance','Start Fit'.'Init. Fit','Final Fit',1) 
legend! 'boxoff')
saveas!gcf, [Outfile num2str!R0UND) ' Abs Fit'),'fig') 
close 

end
%%%%% end of ’adiustparams'%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function drawgraphs!AbsParams)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Plot the final fit data, with individual pealcs and errors. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global AbsSpec AbsE Outfile sub Isub sm snt ssc he ROUND

AbsParams=sortrows!AbsParams,14);
[finalfitcurve,finalfitcurvesl=findcurve!AbsParams!:,7:9),AbsE);

Mind=finalfitcurves!l:sm,:);
Ellind=finalfitcurves!sm+l:sm+ssc,:);
E22ind=finalfitcurves!sm+ssc+l:snt,:); 
writeoutcol={'Energy', 'Measured', 'Model'}; 
for i=l:snt 

if i<=sm
writeoutcol!l,i+3)={['(' num2str!AbsParams !i,1)) ',' ...

num2str!AbsParams!i,2)) ') Eiijv^'l}; 
elseif i<=sm+ssc
writeoutcol!l,i+3)={['(' num2str!AbsParams!i,l)) ',' ...

num2str!AbsParams!i,2)) ') Eii')}; 
elseif i<=snt
writeoutcol!l,i+3)={['(' num2strlAbsParams !i, 1)) ',' ...

num2str!AbsParams!i,2)) ') £22'!}; 
end 

end

writeout=[AbsE’ AbsSpec finalfitcurve’ finalfitcurves'1;

xlswrite![Outfile num2str!R0UND)1.writeoutcol,'Absorbance Fits'); 
xlswrite![Outfile num2str!ROUND)1.writeout,'Absorbance Fits', 'A2');

figure!);
subplot!'position', [0.12 0.31 0.76 0.641) 

hold on
plot!AbsE,AbsSpec, 'k-', 'LineWidth' ,2);
plot!AbsE,finalfitcurve, 'r—', 'LineWidth' ,2);
plot!AbsE,EHind, 'r: ', 'LineWidth' ,0.25)
plot!AbsE,E22ind, 'g; ', 'LineWidth' ,0.25)
plot!AbsE,Mind, 'b: ', 'LineWidth' ,0.25)
axis![hc/sub!lsub,1) hc/sub!l,l) 0 1.l»max!AbsSpec)1)
axscaleA=axis;
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legend ('Absorbance','Model Fit','Fit Qjmpaients', 1) 
legend! 'boxoff')
set (gca, 'XTickLabel','', 'Box', 'on') 
ylabeK 'Absorbance', 'FontSize', 14) 

subplot('position', [0.12 0.15 0.76 0.161) 
hold on
plot (AbsE, (AbsSpec-finalfitcurve'), 'r', 'LineWidth' ,2) 
axis![hc/sub(lsub,1) hc/sub!l,l) ...

0-!!axscaleA!4)-axscaleA!3))/4)/2 ...
0+!!axscaleA!4)-axscaleA!3))/4)/21) 

xlabel! 'Energy [eV] ', 'FontSize', 14) 
ylabel!'Error','FontSize',14) 
set !gcf,'name','Absorbance Fit and Error'); 
saveas!gcf,[Outfile num2str!R0UND) ...

' A Fit and Error' 1, 'fig ')
close

end
%%%%% end of 'drawgraphs' %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
function [inABS]=t rimABS!AbsParams)

%Trims the input absorbance data to suit the given excitation 
%wavelengths.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
global AbsLamda ExcLamda ExcSkip AbsE

AbsParams=sortrows!AbsParams,14);
[absfit,indabsfits]=findcurve!AbsParams!;,7:9),AbsE); 
absstart=!ExcLamda! 1) -AbsLamda!!) )-rl; 
absend=!ExcLamda!2) - AbsLamda! 1) )-rl; 
inABS=indabsfits!:,absstart:ExcSkip:absend)'; 
end
%%%%% end of 'trimABS' %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function [modelmap,PLMapint,coeffs,PLoutarea,AbsParams]=... 
newplfit!PLMap,AbsParams)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Take each PL emission line in turn and fit PL emission curves to it.
% Only amplitudes are fitted for speed of calculation. Thus, peak 
% energies and widths and lineshape are fixed for each SWNT identified in 
% the PL map in turn, at the excitation nearest their E22 max. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
global snt DetL DetLl ExcL Outfile sm ssc PLav DetEl ExcE he ...
DetLamda ROUND

AbsParams=sortrows!AbsParams,14);
PLMapint=interp2!DetL,ExcL',PLMap,DetLl,ExcL','spline');
PLMapint=! PLMapint-rabs! PLMapint)) /2;

% For each peak identified in the PL map, optimise and set the energy 
% and width parameters: 
for i=sm-rssc-fl:snt

if AbsParams!i,13)==l
nmtype=sprintf!'Setting parameters for (%i,%i) tube.',...

AbsParams!i,1), AbsParams!i,2));
dispfnmtype);
[AbsPa rams]=maxplfit!i,PLMapint,AbsPa rams); 

end 
end

% For fitting PL emission curves, we start with a generic large
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% amplitude, defined as the average of the PL map, and thus fit in 
% terms of 'coefficients’, occasionally converting back and forth. 
[PLtotal,PLem]=findcurve{[AbsParam5(:,10:11) PLav»ones(snt,1)),DetEl); 
coeffs=ll; modelmap=[l; PLoutarea=[]; Line=l:size(PLHapint,1);

for i=l:si2e(PLMapint,1)
progress=sprintf('Fitting PL emission line %i of %i', i,max(Line)); 
disp('---------------------------------------------------------- ');
disptprogress)
disp('---------------------------------------------------
E22=ExcE(i);
spect rum=PLMapint(i,:);
H=PLem*PLem’;
f=-(PLem»spectrum’);
lb=zeros(snt,l); ub=Inf*ones(snt,1); x0=lb;
A^qpfit(H,f,lb,ub,x0,E22,0.1,AbsParams);
B=qpfit(H,f,A*0.9,ub,A,E22,1,AbsParams); 
coeffs=[coeffs (B*PLav)]; 
plmodelcu rve=B’»PLem; 
modelmap=[modelmap; plmodelcurve]; 
for j=l:size(PLem,2)

IndPLoutBt:,j)=B.»PLem(:,j); 
end
Remain=spectrum-plmodelcurve;

% For each fitted PL emission line, calculate the emission area from 
% each s-SWNT

IndArea=-trapz(DetEl,IndPLoutB,2)’;
PLoutarea=[PLoutarea; IndArea];

% Uncomment to see the fits or to specify which lines to fit... 
if i==91 
figured;

subplot ('position', [0.12 0.35 0.76 0.60]) 
hold on
plot (Det El, spect rum, 'k—', 'LineWidth' ,2); 
plot (DetEl,plmodelcurve, 'b—', 'LineWidth' ,2); 
plot(DetEl,IndPLoutB,'b:') 
xlimt[hc/DetLamda(2) hc/DetLamda(l)]) 
axscaleA=axis:
legend! 'Experimental PL Data', 'Model Fit',.. .

'Fit Components', 2)
legend! 'boxoff')
set !gca, 'XTickLabel', ", 'Box', 'on') 
ylabel! 'PL Intensity ', 'FontSize', 14) 

subplot!'position', [0.12 0.15 0.76 0.20)) 
plotlDetEl,Remain, 'LineWidth',2) 
axis![hc/PetLamda!2) hc/DetLamda!l) ...

0-! !axscaleA!4)-axscaleA!3))/3)/2 ...
0+!!axscaleA!4)-axscaleA!3))/3)/21) 

xlabel! 'Energy [eV]', 'FontSize', 14) 
ylabel! 'Error', 'FontSize', 14) 
set !gca, 'YAxisLocation', 'right')
Title=sprlntf!'Fits and errors, ...

Exc = %i rm (“/oi.yf eV)' ,ExcL!i), ExcE!i)); 
settgcf, 'name' .Title);
saveas!gcf,[Outfile num2str!ROUND) ' PL Fits and Err'],'fig') 
close 

end
end
xlswrite! [Outfile num2str!R0UND) ] .modelmap', 'Model PL Map');
AbsParams!:,12)=AbsParams!:, 12)*PLav;
end
%%%%% end of 'newplfit'%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [AbsParams ] =niaxplfit (i, PLMapint,AbsParams) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Optimises the parameters for each individual SWNT. The PL emission 
% line being examined corresponds to the emission maximum of one 
% s-SWNT. Amplitudes are first fitted using 'quadprog', first fitting 
% only peaks with an E22 energy near to the excitation energy, then 
% allowing more peaks to be involved. The parameters (energy, width 
% and amplitude) are then fitted using the 'Isqnonlin' routine and 
% saved for the peak in question.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global ExcLamda ExcSkip snt he ssc sm ibl ib2 spectrum... 

energyrange otherparas PLav DetEl

E22=AbsPa rams(i,7);
Ell=AbsParams(i-ssc,10); 
excl=hc/E22;
PLexc=round((excl-ExcLamda(l))/ExcSkip)+l;
energyrange=DetEl;
spect rum=PLMapint(PLexc,:);
[PLtotal,PLem]=findcurve([AbsParams(:,10:11) PLav*ones(snt,1)],energyrange); 
ibl=l; ib2=length(energyrange);

% Fit amplitudes:
H=PLem*PLem'; 
f=-(PLem«spectrum’); 
lb=zeros(snt,1); 
x0=lb;
ub=Inf«ones(snt,1);
zeroorder=qpfit(H,f,1b,ub,x0,E22,0.1,AbsParams);
E=qpfit(H,f,zeroorder*0.8,ub,zeroorder,E22,1,AbsParams);
E=E»PLav;
tic

% Set bounds and fit parameters: 
otherparas=[1; 
q=0; r=0; 
for j=sm+l:snt 

if E(j)>0.1
if (abs(AbsParams(j,10)-E11)<0.15) || J==(i-ssc) 

q=q+l;
maxw=max(1.1»AbsParams(j,6),1.l»AbsParams(j,11)): 
minw=min(0.75»AbsParams(j,6),0.75»AbsParams(j,11)); 
inputs(q,:)=[AbsParams(j,10:11) E(j)]; 
lower(q,:)=[AbsParams(j,10)-0.0025 minw 0.9»E(j)]; 
upper(q,:)=[AbsParams(j,10)+0.0025 maxw max(l.1»E(j),1)]; 
if j==(i-ssc) 

r=q:
end

else
otherparas=[otherparas; AbsParams(j,10:11) E(j)]; 

end 
end 

end
options=optimset ('ToIFun', le-2, 'Maxiter',le20, 'MaxFunEvals',le20,...

'TolCon', le-2, 'TolX', le-1);
fitplparas=lsqnonlin((afit_spec,inputs,lower,upper,options);
AbsParams(i-ssc,10:12)=[fitplparas(r,1:2) fitplparas(r,3)/PLav]; 
toe

% Uncomment if you want to see the optimising of the bounds.
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% Tubetype=sprintf('(%i,%i) PL parameters, Exc%1.3f eV',.,.
% AbsParams(i,1),AbsParams(i,2),E22);
% f igure()
% hold on
% plot(energyrange,spectrum,’k',’LineWidth’,2)
% [incurve,incurves]=findcurve([AbsParams(:,10:11) E],energyrange);
% indincurve=findcurve([AbsParams(r,10:11) E(r)],energyrange);
% plot(energyrange,incurve,'b')
% plot(energyrange,incurves,’b--','LineWidth’,0.5)
% plot(energyrange,indincurve,'b--','LineWidth' ,2)
% [outcurve,indoutcurves)=findcurve(fitplparas,energyrange) ;
% plot(energyrange,outcurve,'r')
% plot(energyrange,indoutcurves,’r--’,'LineWidth',0.5)
% plot(energyrange,indoutcurves(r,:),’r--’,’LineWidth’,2)
% set (gca,’Box’,'on')
% set (get,'name',Tubetype); 
end
%%%%% end of 'maxplfit' %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [Soll=qpfit(H,f,lb,ub,x0,E22,lim,pars) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Back-end routine for any quadratic programming. Includes E22, the 
% excitation energy and 'lim', which dictates the range of energies 
% either side of E22 for which different SWNTs are used in the fit. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%'%%%%%%%%%%%%%%%%%%%%%%%%%% 
global sm snt ssc

explor=zeros(snt,l);
E22in=pars(:,10);
W22in=pars(:,ll):%./10O0; 
for j=l:sm

ub(j,l)=le-4;
end
for j=(sm+ssc+l):snt

Gcurve(j)=exp(-4»log(2)*(E22-E22in(J))^2/W22in(j 
Lcurve(J)=(0.5*W22in(j))"2/((E22-E22in(j))"2+(0. 
explor( j )=0.5»Gcurve( j )-r0.5tLcurve( j); 
k=j-ssc; 
ub(j,l)=le-4;
if (E22in(j)-E22>lim || ...

E22-E22in(i)>1.5»lim) 
if x0(k,l)==0

x0(k,l)=pars(k,12)»explor(j);
end

elseif (E22in(J)-E22<=lim || ...
E22-E22in(j)<=1.5»lim) 
if x0(k,l)==0

x0(k,l)=pars(k,12)«explor(j);
end
if (lb(k,l)==0 pars(k,13)==l)

lb(k, l)=0.8»pars(k,12)*explor(j);
end

)'2);

5*W22in(j))"2);

end
end
options=optimset ('TolFun', le-20, 'Maxlter', 10000); 
Sol=quadprog(H,f,[1,[1,[],[1,lb,ub,x0,options); 
end
%%%%% end of 'qpfit'

function [AbsParams]=graphslope(AbsParams,inABS,PLoutarea,coeffs,Stds)
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% Calculate the ratio of emitted PL to absorbance and display the 
% results. Absorbance is corrected for the mass fraction of 
% individual tubes. PLvA fits are not through zero, this is easily 
% changed: use ’Slope(i)=C\d’
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

global ExcLamda snt Outfile he sm ssc ExcE ExcL ROUND 
persistent legs

MassFrac=Stds(l); StQY=Stds(2); nsqrd=Stds(3);
ABS=inABS(1:size(inABS,1),:)*MassFrac; 
sabs=size(ABS,1);
Slope=zeros(snt,1); QY=zeros(snt,1); total=0; 
figure();
PLvAfig=gcf: 
hold on
ColOrd=[0 0 1; 0 1 0; 1 0 0; 1 0 1; 0 1 1];
[m]=size(ColOrd,1);
Ma rke rO rd='osx+v';
set(gca, 'ColorOrder' .ColOrd)
set(gca, 'LineStyleOrder', '—I—1:1—.')
LineOrd=get(gca, 'LineStyleOrder');

for i=l+sm+ssc:snt 
j=i-ssc;
if AbsParams(i,13)==l 

total=total+l;
ColRow=rein(total,m); 
if ColRow==0 

ColRow=m; 
end
Col=ColOrd(ColRow,:);
LineRow=floor(total/m)+l; 
if rem(total,m)==0

LineRow=LineRow-1; 
end
LinSty=LineOrd(LineRow,:);
Tubetype=sprintf ('(%i,%i) SIMSIT', AbsParams (i, 1),. . .

AbsParams(i,2));
disp(sprintf ('New fitting °/<fi ... '.Tubetype))
Eo=AbsParams(i,7); 
gamma=AbsParams(i,8);
[energy,range,wlengt h]=getene rgy(Eo,gamma,sabs);
C=ABS(range,i); 
d=PLouta rea(range,j);
SlopeData=polyfit(C,d,l);
Slope(i)=SlopeData(1);
0Y(j)=(Slope(j)/StOY)»nsqrd;
Inter=SlopeData(2);
colname={'Abs',['(' num2str(AbsParams(i,l))...

',' num2str(AbsParams(i,2)) ') PL']}; 
if total<=13

firstcol=char(doublet 'A') + (total-l)»2); 
seconded = char(firstcol+l);
coloutname= sprintf('%6i:%si',firstcol,secondcol); 

elseif total>13
nalpha=floor(total/13)-1; 
remain=rem(total,13); 
if rem(total,13)==0 

remain=13; 
end
FColFirstLetter = char(double('A') + nalpha); 
FColSecondLetter = char(double('A') + 2*(remain-1)); 
firstcol = [FColFirstLetter FColSecondLetter];
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secondcol = (FColFirstLetter ...
char(double(FColSecondLetter)+l)]; 

coloutname=sprintf ( '7<6i:%si' .firstcol, secondcol); 
end
ldata=length(C); 
dataout=[C d);
dataoutname=sprintf ('°/<^/oi:%^/oi', . . .

firstcol,2,secondcol,ldata+1);
xlswrite([Outfile num2str(ROUND)],colname,'PL v A' .coloutname); 
xlswrite([Outfile num25tr(ROUND)1 .dataout,'PL v A'.dataoutname);

figure(PLvAfig)
plot(C.d, 'LineStyle',LinSty,'Color',Col,...

'LineWidth' ,2, 'Marker' ,MarkerOrd(ColRow)); 

xlabel('Absorbance', 'FontSize', 14); 
ylabeK'Integrated PL Area','FontSize', 14) 
set (gcf, 'name', 'PL v A for All Tubes'); 
set(gca,'box','on') 
legallftotal,l}=sprintf ('(%i,%i)',...

AbsParamsd, 1), AbsParams (i,2)); 
legendllegall, 'FontSize',12,4) 
legend( 'boxoff')
saveasigcf, [Outfile num2str( ROUND) ' PLvA all'],'fig') 

figurel);
subplot(2,3,[1 51); 

hold on
plot(C,d, 'ko-', 'LineWidth',2); 
plot (C, Slope! j )*C+Inter, 'k: ', 'LineWidth' ,2) 
set(gca,'box','on') 
xlabel('Absorbance (Fitted)'); 
ylabeK 'Integrated PL Area') 
legsfl,i}=('Mcxlel Data'); 
legs{2, i}=sprintf ('Q.Y. = %i.4f ' ,0Y( j)); 
legend(legs(: ,i), 'Location', 'NorthWest') 
legend! 'boxoff') 

subplot!2,3,6); 
hold on
plot(ExcE.coeffs!j,:),'b-');
plot (he ./wlength.coeffs! j, range), 'bo', 'LineWidth' ,2) 
set(gca,'box','on')
xlim![hc/ExcLamda!2) hc/ExcLamda!1)]); 
xlabel ( 'Energy [eV] '); 
ylabel! 'PL Amplitude Fits'); 

subplot!2,3,3); 
hold on
plot(ExcE,ABS!;,i), 'r-');
plot (he. /wlength, ABS! range, i), 'ro', 'LineWidth' ,2) 
set(gca,'box','on')
xlim! [he./ExcLamda!2) he./ExcLamdad) 1); 
xlabel!'Energy [eV]'); 
ylabel!'Absorbance (Fitted)'); 
seKgcf,'name', [Tubetype ' PL v A']); 
saveas(gcf,[Outfile num2str!R0UND) Tubetype],'fig ') 
hold off 
close 

end 
end
disp! '--------------------------------------------------------- ');
disp!'Writing out results to file...')
disp!'--------------------------------------------------------- ');
for i=l+sm:sm+ssc

NT!i-sm)={['(' num2str!AbsParams(i,1)) ',' ...
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num2str(AbsParams(i,2)) 
num2str(AbsParams(i,5))

') ['

end
xlswrite( [Outfile num2str(ROUND) ] ,NT, 'PL Arrp Fits ', 'Bi'); 
xlswritet [Outfile num2str(R0UND) 1,NT,'Model PL Areas','Bi'); 
xlswrite([Outfile num2str(R0UND)1,ExcL','PL Arrp Fits', 'A2'); 
xlswrite( [Outfile num2str(R0UND) ] ,ExcL','Model PL Areas','A2'); 
AbsParams=[AbsParams(:,1:14) Slope QYl;
colfap={'n','m','Dia(iTn)','Phi (rad)','ElOrig [eV]','WlOrig [meV]',.. . 

'ElAbs (eV)','WIAbs [ireV]','AlAbs','El&n (eV)', WIBn (rreV)',... 
'AlHn', ' Inc ', 'Order', 'Slope', 'QY'}; 

range2=sprintf ('A2:P/oi', snt+1);
xlswrite( [Outfile nuni2str(R0UND) 1 ,colfap,'Fit Params','Ai:Pi'); 
xlswritel[Outfile num25tr(R0UND)1.AbsParams,'Fit Params',range2); 
xlswrite([Outfile num2str(R0UND)1,round(coeffs(sm+l:sm+ssc,:)’),...

'PL Anp Fits ', 'B2');
xlswritel[Outfile num2str(R0UND)),round(PLoutarea(:,sm+1:sm+ssc)),...

'Model PL Areas', 'B2');
close all 
end
%%%%% end of 'graphslope' %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
function [energy,range,wlengthl=getenergy(Eo,gamma,sabs) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Back-end function to get the right range of energies/wavelength for 
% comparing PL to A.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global ExcLamda ExcSkip he

EMsta rt=hc/(Eo+0.35»gamma);
EMend=hc/(Eo-O.35»gamma);
range=((EMstart-ExcLamda(l))/ExcSkip;(EMend-ExcLamda(1))/ExcSkip)+l; 
range=fix(range); 
temp=(1;
for i=l;length)range)

if ( ranged, j )>=0 && range(l, j )<sabs) 
temp=[temp ranged,))); 

end
end
range=temp+l;
wlength=ExcLamdad) + (temp)»ExcSkip;
energy=(hc./wlength)';
end
%%%%% end of 'getenergy' %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function tempxlfile(Tempnt)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Write out the data after comparing the PL map to input values for 
% checking by the user
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global snt

colnt={'n','m','Dia(rm)','Phi (rad)','EIIn (eV)','WlIn (meV)',...
'EI Abs (eV)', 'Wl Abs (meV)', 'Al Abs', 'E IBn (eV)', 'WIBn (meV)',... 
'AIBn','Inc 1/0','Order'}; 

range2=sprintf ('A2;0Kii', snt+1); 
xlswrite) 'TempSCData' ,colnt, 'Sheeti', ’Ai:Oi'); 
xlswritel 'TemffiQDala' ,Tempnt, 'Sheeti', range2); 
end
%%%%% end of 'tempxlfile'
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function plotres{modeImap,coeffs,PLMap) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
global DetLamda ExcLamda Outfile he ExcE DetE DetEl ROUND

figure()
axis(hc./[DetLamda(2) DetLamda(l) ExcLamda(2) ExcLamda{1)1); 
set(gca,'color[0 0 0.6]); 
hold on
contourf(DetE,ExcE,PLMap,50,'linestyle','none'). 
xlabeK'Emission energy [eV] ','FontSize', 14) 
ylabeK'Excitation energy [eV]','FontSize', 14) 
set (gef, 'name', 'Input PL Map');
saveas(gcf,lOutfile num2str(R0UND) ' Input' 1,'fig ') 
close

figured 
hold on
set (gca,'Color', [0 0 0.61)
contourf(DetEl,ExcE,modelmap,50,'linestyle','none')
set (gef, 'name', 'Model PL My');
xlabel ('Emission energy [eV]', 'FontSize', 14)
ylabel('Excitation energy [eV]','FontSize', 14)
zlabel ('PL Intensity ', 'FontSize', 14)
saveas(gcf, [Outfile num2str(R0UND) ' Model'],'fig ')
close

figured
plot (ExcE, coeffs', 'LineWidth' ,2)
set (gef,'name','Generated Excitation Profiles')
xlabel('Excitation Energy [eV]','FontSize', 14)
ylabeK'PL Amplitude Fit','FontSize', 14)
xlim([hc/ExcLamda(2) hc/ExcLamda(1)1);
saveas(gcf,(Outfile num2str(R0UND) ' ExeProf'), 'fig ')
close

end
%%%%% end of 'PlotRes' %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [curve,curvesl=findcurve(parameters,energy) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

lenergy=length(energy); 
curve=zeros(l,lenergy); 
curves=[1;
parameters):,2)=parameters(: ,2) ;%/1000; 
for i=l:(size(parameters,l)) 

for j=l:lenergy
Gcurve(j)=parameters(i,3)»exp(-4*log(2)*...

(energy)])-parameters(i,1))^2/parameters(i,2)^2); 
Lcurve)j)=(parameters(i,3)*(0.5»parameters(i,2))^2/...

((energy)])-parameters(i,1))^2+(0.5*parameters(i,2))^2)); 
end
curvecomponent=0.5»Lcurve+0.5*Gcurve; 
curve=curve+curvecomponent; 
curves=[curves; curvecomponent]; 

end 
end
%%%%% end of 'findcurve' %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function [curve,curvesl=findcurveT(parameters,energy) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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global T

lenergy=length(energy); 
curve=zeros(l,lenergy); 
curves=[);
parameters(:,l)=parameters(:,1)»T(1); 
parameters!:,2)=parameters(:,2)»T(2); 
parameters!:,3)=parameters!:,3)tT!3); 
for i=l:!si2e!parameters,1)) 

for j=l:lenergy
Gcurve!j)=parameters!i,3)»exp!-4*log!2)»...

!energy!]) - parameters!!, 1) )'2/parameters !i,2)''2); 
Lcurve! j ) = !parameters!i,3)*!0.5*parameters!i,2) )''2/...

! !energy! j) - parameters!!, 1) )^2-r!0.5*parameters !i,2) )''2)); 
end
cu rvecomponent=0.5*Lcu rve-r0.5*Gcu rve; 
cu rve=cu rve-rcu rvecomponent; 
curves=[curves; curvecomponent]; 

end 
end
%%%%% end of 'f!ndcurveT' %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
funct!on d!ff = f!t_spec!!nputs)

global spectrum otherparas energyrange !bl !b2

!f 5!ze!otherparas,1)>0
stat!c=f!ndcurveT!otherparas,energyrange);

else
stat!c=0:

end
change=f!ndcu rveT!Inputs,energyrange); 
modelf!t=stat!c-rchange; 
d!ff=spectrum!!bl;!b2)-modelf!t!!bl;!b2); 
end
%%%%% end of ’f!t_spec' %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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