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EXFOLIATION AND SENSING APPLICATION OF 2D 

MATERIALS 

Abstract 

In the past decade, graphene and layered material such as Transition metal 

dichalcogenides (TMDs) and Transition metal oxides (TMOs) have been 

investigated for their importance in several applications. For example, these 

materials can be used in several fields such as energy storage and sensing device 

production; additionally, some of these important devices need to be scaled up for 

mass production. In this work, production of 2D material has been performed by 

liquid phase exfoliation (LPE) and the nanosheet study has been followed by strain 

sensor fabrication, incorporating the nanosheet in a polymeric matrix. Afterwards, 

a statistical computer program has been used to build a scheme able to predict the 

interactions between the composite variables. These predictions describe when and 

how the results are dependent on different variables. 

Liquid phase exfoliation is a scalable method to produce large quantities of few-

layer 2D materials. Here, we report on the scale-up production of WS2 in water and 

surfactant using shear exfoliation. Liquid exfoliation was performed changing 

processing parameters such as WS2 concentration, surfactant (Sodium Cholate, 

NaC) concentration, total volume, shear time, and shear rate. The extinction spectra 

for LPE WS2 was measured and empirical metrics allowed us to calculate the mean 

thickness and concentration of the dispersed nanosheets. The scaling equation of 

WS2 exfoliation in water and NaC was found and WS2 concentration and 

production rate were optimized, reaching a concentration of WS2 nanoflakes of 1.82 

g/L and a production rate of 0.95 g/h. 

With the development of sensor technology, the growing demand of strain sensors 

has taken place to realize devices such as wearable electronics necessary for 

biomonitoring, or devices able to detect pressure or vibration changes. For this 

reason, the necessity to improve mechanical and electrical properties led to the use 

of nanocomposites as strain sensors. Nanocomposites exploit the combined 

properties of both filler and matrix. A strain sensor is a material that changes its 

resistance when a strain is applied and, commonly, the resistance increases during 

the tensile deformation. The strain gauge is related to the change of resistance as a 
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function of strain variation. The higher the gauge factor, the better the performance 

of the strain sensor. Considering that the strain gauge tells how fast the resistance 

changing as the composite is stretched, if the resistance increases, the gauge factor 

has positive values and for nanocomposites; this value can have a range from 2 to 

500. Here, TMDs properties have been investigated including the nanomaterials in 

a poly (ethylene oxide) (PEO) matrix. The doping of TMDs (i.e. WS2 and MoS2) 

by the PEO yields conductive nanocomposites which act like sensors while stress 

transfer leads to nanosheets deformation. As a result, negative gauge factor has been 

found for these materials. This behaviour can be related to the band gap change of 

the material; in fact, spectroscopic and theoretical studies showed that the band gap 

of MoS2 can be changed under strain, implying a negative piezoresistivity. 

However, MoS2-PEO composite gauge factors are approximately −25, but fall to 

−12 for WS2-PEO composites and roughly −2 for PEO filled with MoSe2 or WSe2. 

In this work, electromechanical properties of these nanocomposites have been 

studied. We also develop a simple model which describes all these observations and 

show that these composites can be used as dynamic strain sensors. Different 

parameters describe how performant a sensor is and gauge factor and hysteresis are 

two of them. The gauge factor describes the electrical properties of a material and 

determines how the resistance changes as a function of strain. The hysteresis tells 

more about the mechanical properties of a polymeric composite. In particular, it 

describes the degree of material elasticity. So far, many attempts have been made 

to find a nanocomposite with both high gauge factor and low hysteresis proving this 

challenge particularly difficult. One solution could be combining several polymeric 

matrixes with nanosheets in order to obtain characteristics of all materials that 

would provide us with the desired properties. In the last part of this work, a 

statistical program called Design of Experiment (DOE) has been used to predict the 

best ensemble of variables that would provide the optimization of both gauge factor 

and hysteresis. Here, different ratios of two different silicon-based polymeric 

matrixes have been used such as Sylgard 170® and silicone oil with different oil 

viscosities. Finally, graphene nanosheets have been included into the matrix and the 

relationship between these parameters has been studied.  
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1  

Motivation and Thesis Outline 

1.1 MOTIVATION 

Throughout the past decades, nanoscience has been the driving force towards 

technological progress while over the last 15 years, an enormous jump forward has 

been made thanks to the joint findings of chemistry, engineering, and material 

science. When the first carbon nanotubes1,2 and fullerenes3 were described, the 

interest of industry was brought towards nanomaterials; however, it was only after 

the isolation of graphene4 in 2004, and the successful re-discovery of layered 

materials,5–8 that this interest grew exponentially. There has been plenty of 

confident speculation over the potential of these materials, and, in order to fully 

harness this potential, a separate branch of material science has been developed. 

This new branch has been dedicated entirely to the preparation, scalability, and 

application of layered materials.9–17  

The necessity of a better understanding of 2D materials inspired me to explore all 

the different aspects of research, starting from preparation and going to application. 

However, it is possible to divide our research in three main parts: scale up 

exfoliation of 2D materials, sensing application and experimental design. The first 

part concerns the preparation of layered materials. Here, we aimed to further 

understand liquid phase exfoliation (LPE)18,19 as a preparation method of 2D 

materials. Indeed, while the liquid exfoliation of graphene18,20–23 has been largely 

explored going from sonic tip to shear exfoliation, other layered materials require 

more in depth study. For instance, tungsten disulphide (WS2) has been fully 

explored in terms of liquid exfoliation, but the use of this material in applications 

like batteries,24–27 transistors28,29 and modern electronic devices requires scalability 

as well. However, this has been barely explored before using liquid exfoliation and 

therefore warrants further examination. Here, we focused our attention on liquid 

shear exfoliation of tungsten disulphide in water and surfactant (sodium cholate, 
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NaC) and developed an equation that describes the WS2 final concentration as a 

function of several parameters.30  

This brought us to the second part of our work where TMDs have been incorporated 

in a polymeric matrix for sensing applications. Indeed, while other more conducting 

materials have been widely explored, TMDs based strain sensors are not commonly 

investigated because of their lower conductivity. Furthermore, a model that 

describes the piezoresistivity of polyethylene oxide (PEO) nanocomposites has 

been developed, which focused our attention on negative piezoresistivity of 

PEO/molybdenum disulphide (MoS2) composites. Finally, we went from a simple 

system of strain sensor composed of just a polymer (PEO) and filler (TMD) to a 

more complex system where nanocomposites have been prepared using exfoliated 

graphene as a filler and a mixture of two different polymers as a matrix. Several 

variables have been changed with the purpose of enhancing the sensors’ 

electromechanical properties by combining mechanical properties of both polymers 

and conducting characteristics of graphene. For this reason, a statistical program 

(Design of Experiment, DOE) has been used to “design the experiment” by finding 

the optimum combination of the variables involved.31,32 

Furthermore, using a prediction profiler of the aforementioned program, it was 

possible to define the relationship between the variables used in the experiment and 

improve the responses important in sensing materials such as hysteresis and gauge 

factor. Through our endeavour to model these dispersions, reviewing the main 

findings in sensing applications, and profiling complex polymeric systems through 

statistical analysis, it is hoped that this work will provide a richer picture of TMDs’ 

characteristics and piezoresistive materials for future developments. 

 

1.2 THESIS OUTLINE 

Chapter 2 – Introduction and Background Theory 

Here, a general idea of the theory behind the completed work is given. The 2D 

material properties and solubility parameters are introduced along with the 

exfoliation process. Also, an overview concerning composites and sensing 

materials is explained. The electromechanical properties of materials ranging from 
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the Young’s modulus definition to piezoresistivity description are explained. 

Finally, a brief summary about the design of experiment and the principles that 

brought on the development of this concept is described. 

Chapter 3 – Materials and Methods 

The chapter comprises the materials, the sample preparation process and the 

characterization used during the course of this work. A brief description of the 

equipment used during electromechanical testing is also presented. 

Chapter 4 – WS2 Exfoliation via High Shear Mixing 

In this chapter, shear mixer exfoliation is explained, results are reported of the 

experiments conducted, and the technique to create a scale-up equation that can 

describe the efficiency of this preparation method, is presented. 

Chapter 5 – Negative piezoresistivity of PEO/MoS2 nanocomposites 

In this part of the thesis, the technique of how TMDs are prepared via liquid phase 

exfoliation is presented. These particular TMDs are introduced into a polymeric 

matrix and the resulting composite is used for strain sensing applications. We focus 

our attention on molybdenum disulphide and polyethylene oxide. Here, the polymer 

acts as a dopant, increasing the conductivity of MoS2. Furthermore, it is shown how 

the stress is transferred into MoS2 nanosheets at small strain, modifying the band 

gap and giving them the characteristic negative gauge factor. Lastly, a model has 

been developed to describe all these observations and we compare several materials 

including tungsten disulphide, molybdenum diselenide (MoSe2), tungsten 

diselenide (WSe2), and graphene. 

Chapter 6 – Experimental Design (DOE) 

Complex systems require long periods of research and the higher the number of 

variables involved in the experiment, the higher are the number of samples 

necessary to perform the experiment following the scientific method. Due to this, 

an experimental design program is used in this work referring to a statistical 

program which considers the variables involved in the experiment (i.e. graphene, 

PDMS, boric acid concentration) and then predicts a profile with the purpose to 
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obtain high elastic strain sensor performances (i.e. low hysteresis and high gauge 

factor).  

Chapter 7 – Conclusions and Future Work 

This thesis concludes with the main findings and suggestions for possible 

forthcoming research. 
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2 

Introduction and Background Theory 

2.1 INTRODUCTION 

As demonstrated from innumerable articles, paper, and theses before this work,16,33–

40 graphene marked a new era from 2004 when Geim and Novoselov demonstrated 

the possibility of separating free-standing graphene monolayers.4 This enormous 

step signified a rebirth of nanoscience and, thanks to graphene’s incredible 

mechanical41 and electric42 properties, this lead to a blossoming of a new interest in 

another class of materials: layered (2D) materials.4,43 The peculiarity of this 

category is the presence of stacked nanometric sheets, one on top of another, bound 

by weak Van der Waals or interactions. This structure allows electrons to move in 

a 2D plane and thus allows us to create a series of applications, ranging from optical 

devices,44 energy generation and storage,45 chemical sensors46 and high speed 

electronics.47 Two dimensional materials, with nanoscale dimensions, exhibit 

improved optical, electrical and mechanical properties that make the difference in 

the field of nanomaterials and nanodevices. A class of compounds that have been 

the subject of interest over the last few decades is the Transition Metal 

Dichalcogenide (TMD) category.11,40,48,49 A TMD is a combination of two 

elements: a transition metal of group 4 – 10 and a chalcogen such as sulphur, 

selenium or tellurium. In general, compounds with transition metals in the group 4 

– 7 have a layered structure, and those with the metal in the group 8 – 10, have a 

non-layered structure (one exception is PtSe2). Furthermore, materials with 

Molybdenum (Mo) and Tungsten (W), such as MoS2, MoSe2, WS2, and WSe2 

(Tungsten Diselenide), have phases that have been identified as semiconducting.50 

These materials have been investigated for their properties and their importance in 

commercial applications.19,51–54 For example, their band structure changes when 

moving from the bulk crystal to a single layer material, and this gives peculiar 

electronic characteristics (i.e. high carrier mobility, sizable bandgaps, 
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photoluminescence) to the material useful for applications such as batteries24,45,55 

or sensors55–57 and some of these important applications will demand industrial-

scale production.20 For this reason, it is important to find a method which leads us 

to large scale, defect free production of 2D nanomaterials (i.e. without oxidation 

reactions). Regarding mechanical properties, the AFM analysis of MoS2 with the 

number of nanosheets between 5 and 25, shows high Young’s modulus (0.33± 0.07 

TPa) and 1 or 2 layers of MoS2 have been found broken, but highly crystalline and 

defect-free.50 Due to its excellent semiconducting properties, single-layer MoS2 

nanosheets are suitable for a variety of applications such as flexible electronic 

devices.34,58,59 Furthermore, the thickness dependent band gap of MoS2 nanosheets 

is seen as an important characteristic that can be exploited for optoelectronic 

devices.60 Thanks to the space between the S-W-S sheets, WS2 is an excellent 

candidate for intercalation reactions and, therefore, for high energy density battery 

production.45 Moreover, the performances of single and bilayer WS2 transistors 

have been studied, finding their electronic transport properties interesting and 

suitable for this kind of application.61 

Despite their properties, these materials are not widely used because most of their 

exfoliation methods are not scalable (i.e. scotch tape method; Chemical Vapour 

Deposition (CVD)). Applying these methods, it is possible to obtain material with 

a good yield and crystallinity, but it is not possible to scale these methods up for 

industrial quantities. A more suitable method that can lead to the achievement of a 

large amount of nanomaterial is liquid phase exfoliation (LPE).62 

 

LPE is an efficient technique for dispersion and exfoliation of several layered 

nanomaterials. It is a top down method where a layered material is immersed in a 

liquid, a solvent or aqueous surfactant, then, ultrasonic agitation supplies energy for 

cleaving the layers of the material.18 Liquid exfoliation through sonication gives 

defect-free nanosheets, but the scalability of this process is restricted by the low 

yield and the high amount of energy this technique requires. One possible 

alternative to sonication would be high-shear mixing. 

Shear mixing is already widely used to exfoliate a variety of layered material.20,63 

A recent work demonstrated the efficiency of this method in exfoliating large 

amounts of graphite to give defect-free graphene nanosheets that can be scaled up 

to an industrial level.20 
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This work shows successful implementation of a technique to exfoliate massive 

quantities of defect-free WS2 (Chapter 4); this technique is known as shear mixing 

exfoliation. As the name suggests, the exfoliation occurs by shearing the 2D 

materials via two main parts: a four blade rotor and a stator. We demonstrate that 

the theory describing shear exfoliation of 2D materials in the liquid phase can be 

applied not just to graphene as previously reported, but also to other materials. In 

this work we focus our attention on one material of interest (WS2) and, through 

varying processing parameters, demonstrate that scalable production of WS2 can in 

fact be performed using high shear mixing.30 

Even though research in liquid exfoliation has a lot to offer, our work was not solely 

intended to focus on the shear exfoliation of TMDs, rather it wanted to be pushed 

towards the application work, specifically, on strain sensors (Chapter 5).  

Over the last 20 years, the need for the next generation of sensing materials 

increased exponentially across different areas of material science.14,34,45,46,64–67 

Lately, finding biocompatible materials has been necessary to develop wearable 

sensors for monitoring biological functions such as blood pressure and pulse13,68,69 

and in detecting brain seizures.70 This interest has moved toward soft and 

stretchable materials, basing the research on nanocomposites and nanostructured 

sensing materials. In general, strain sensors are part of a category called “Smart (or 

intelligent) Materials”. The adjective “smart” implies that the material subjected to 

an environmental change has a predetermined response (i.e. multi-response 

hydrogels which change their shape as a function of temperature or pH)71,72 which 

make them suitable for drug delivery,73–75 interactive electronics76–78 and self-

powered devices.79,80 Usually, strain sensors are based on piezoelectric 

materials14,65 which are a class of both organic (i.e. polymers) and inorganic 

materials that naturally generate an electric potential difference.81 However, another 

family of strain sensors that behave similarly to piezoelectric materials are 

piezoresistive sensors for which they base their operating principle on the 

piezoresistive effect from elastic deformation. The piezoresistive effect involves a 

change in the resistance (ΔR/R0) of an electric conductor such that59,82  
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0/R R G                    

(1.1a) 

 

where G is the gauge factor and ε is the strain applied. Usually, the gauge factor is 

measured at low strain and in that limit it can be shown that68 
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where  and  are the Poisson ratio and resistivity of the piezoresistive material, 

respectively, and 0 is its zero-strain resistivity. While for most metals, d / d   is 

small leading to gauge factors in the range 2-4,82 for many semiconducting 

materials, d / d   can be large, resulting in relatively high values of G.83 This is 

generally attributed to quantum mechanical tunnelling between conductive particles 

which can lead to very high values of d / d   and so G.84 For example, p-type 

silicon displays a gauge factor of up to 175.82 Similarly, composite strain sensors 

based on polymers filled with conductive nanomaterials, such as nanotubes or 

graphene, can display very high gauge factors.85–88 For example, polysilicone-

graphene composites have recently been reported with gauge factors above 500.68 

This implies that when a material is subjected to tensile strain, the resistance 

increases as well, resulting in a positive gauge factor. This is due to the fact that the 

piezoresistance in composites is dominated by tunnelling effects which lead to G > 

0. While this is true for the vast majority of materials, there exists a class of 

materials which reports negative gauge factors. Negative piezoresistance is when 

resistance decreases with increasing tensile strain. This peculiar phenomenon offers 

the possibility to relate the dependence of band structure on the strain and this can 

be harnessed to produce novel sensors. Commonly, negative gauge appears in n-

type materials82 (e.g. nickel polymeric composites with G = –12); this is due to 

strain-induced conductivity enhancement. In other interesting studies, conductive 

aluminium nitride films deposited on Ti//Ru electrodes have been reported; the 
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interaction at the Ru//AlN interface has an effect on the value of the piezoelectric 

response.89 In addition, SiC, Ge and GaAs also have reasonably high negative 

values of G.82 However, most interestingly for this work is the fact that the band 

gap of the 2-dimensional semiconductor MoS2 (i.e. the 2H polytype) tends to fall 

with strain,90,91 leading to negative gauge factors ranging from –225 for bilayer 

MoS2, to –50 for few-layer MoS2.
58,92 To the best of our knowledge, no composites 

of polymers filled with semiconducting particles have been reported with negative 

G for two main reasons. Firstly, due to the low conductivity that a polymer filled 

with semiconductors implies. Secondly, even if such studies were made using 

negative piezoresistive particles, it is difficult to transfer an applied strain to the 

filler particles. Consequently, applied strain causes the motion of the adjacent 

fillers, rather than deforming the particles; while, the particle deformation would 

change the band gap and reduce the particle resistance.93  

Considering what mentioned above, the gauge factor represents a key parameter to 

determine the quality of a sensor; thus, improving this characteristic would lead to 

better sensing performance. However, another important characteristic is the 

hysteresis - both mechanical and electrical. Hysteresis comes from the Greek 

husteros which means late and in general; it is the phenomenon that describes a lag 

between input and output in a system upon a change in direction of the input.94 This 

phenomenon can be related to several systems, i.e. when a material is subjected to 

a mechanical cyclic loading/unloading process ideally this would lead to the same 

deformation. The discrepancy in the stress values of the material during this cyclic 

process is called mechanical hysteresis.95 In other words, the smaller the hysteresis, 

the better the elastic recovery of the material will be. The hysteresis can be defined 

as a dimensionless quantity and the value can range from 0 to 1, or it can be 

expressed in percentage.96,97 In other words, a strain sensor with hysteresis value 

equal to 0 means that it maintains the same performances overtime; for this reason, 

one of the goals, when fabricating a strain sensor, is to both maximise the gauge 

factor and minimise the hysteresis. In order to do so, several fabrication methods 

have been used over the past decade98,99 which in general can be divided into two 

categories: where a polymeric substrate is coated with conducting fillers;100–104 

these types of strain sensors usually use nanowires as conductive filler (i.e. 

AgNW,105 CNTs,106 etc.) and a stretchable polymer as support such as 
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polydimethylsiloxane (PDMS)107,108 or polyurethanes (PU).109,110 A problem with 

these types of strain sensors is the filler cracking, which occurs after several cycles, 

and the consequent detaching from the substrate. Another option that would avoid 

this problem is preparing strain sensors where the conductive filler (or conductive 

polymer) is embedded within a polymer matrix;111–116 here it is possible to combine 

and control the properties (mechanical and electrical) of both polymer and filler but 

it is necessary to consider the interactions between these two in order to optimise 

their characteristics and obtain high gauge factor and low hysteresis. However, this 

has been challenging to achieve and a way to do so is combining more than two 

components. In this way, we can create a complex system that can be modulated in 

order to obtain the expected results. Nonetheless, more variables imply also more 

testing to perform thus, more time and money to spend on the experiment. One 

solution could be the use of Design of Experiment or experimental design 

(DOE).117–119 Design of experiment is a method which harnesses statistical 

calculation regarding a specific experiment in order to predict the best results 

achievable from that experiment.120 With this method it is possible to predict the 

desired results (called “responses”) of an experiment through statistical analyses. 

In order to use this method in the most appropriate way, we need a pre-phase. Here, 

the variables necessary to perform the experiment (referred to as “factors”) are 

defined and a specific range of values of the variables is specified in the program. 

This technique, commonly used in industries, represents an efficient way to perform 

every kind of experiment in a broad range of fields; from the realization of chemical 

reactions,121,122 to the optimization of devices used in renewable energy123–128 or to 

improve biomedical materials’ performances.129–132 

 

2.2 GRAPHENE AND LAYERED MATERIALS 

As previously mentioned, the discovery of graphene represented a breakthrough in 

material science. Graphene is simply a mono-atomic sheet of sp2 hybridised carbon 

atoms arranged in a honeycomb lattice. These sheets stacked one on top of each 

other and bonded with Van der Waals forces, form the 3D crystal known as 

graphite. Even though the term graphene is referred to a single layer, this term can 

be used also for few-layers graphene (2-5 layers)46 inasmuch as it presents similar 
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properties to the single-layer one.4,18,133 However, graphene is an allotropic form of 

carbon as well as fullerenes (hexagonal and pentagonal units connected together in 

a spherical shape)2 and carbon nanotubes (graphene sheet wrapped to form a 

tube)39,84,93 (Fig.2.1). Graphene has exceptional properties, including: high value of 

Young's Modulus close to that of diamond, high breaking strength, high specific 

surface area, and very high thermal and electrical conductivity.33,41 Electrons can 

move in the graphene lattice without encountering obstacles and this allows for a 

much higher mobility than the one present in metals or semiconductors (Fig.2.2).134 

Thanks to these properties, the potential applications are innumerable; some 

applications are: energy storage,135 electronics, production of transistors 

components and microchips,28 optics,33,47 biomedicine16,70 and production of 

nanocomposite materials,136–138 the latter of which aligns most closely to our 

interests.  

 

  

Fig.2.1. Some of the allotropic forms of carbon: a) graphite, b) diamond, c) 

fullerene, d) carbon nanotubes, and e) graphene35. 
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Furthermore, its peculiar band structure allows for particularly important electrical 

and optical effects. For example, one phenomenon observed on a graphene flake is 

"ambipolar ballistic transport". The ambipolar effect consists of both electrons and 

holes conductions from a material and this characteristic causes the inversion of the 

sign of the charge carriers as a function of the sign of the applied voltage.139 A 

graphene flake was inserted into a device with several Hall-type terminals and has 

demonstrated extraordinarily high carrier mobility values (between 3,000 and 

10,000 cm2 (V·s)-1 up to 105 cm2 (V·s)-1 if the concentration of impurities is 

limited). Unlike traditional semiconductors, these mobility values do not decrease 

at high concentrations of charge carriers (> 1012 cm-2) leading to a ballistic-type 

transport, so called because the carriers move in the lattice without scattering over 

sub-micrometric distances (up to ~ 0.3 mm at 300 K).42 Moreover, the high thermal 

conductivity of graphene (5000 W·m-1 ·K-1)38 was found to be even hundred times 

higher than that of copper (401 W · m-1 · K-1), known as the bulk material with the 

highest thermal conductivity.38 Graphene combines the peculiarity of being an 

extremely light material (density equal to 0.77 mg / m²) with exceptional 

mechanical strength properties (it is estimated a tensile strength around 42 N / m 

and Young's modulus around 1 TPa); if compared to steel, for example, it is a 

hundred times stronger.33,41 Among the many features, there is the high flexibility 

and fragility (it is able to form folded structures but for high loads, it fractures as if 

it were a glassy material), and the ability to stretch up to 20% compared to its initial 

length.44  
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Fig.2.2. Band structure in the honeycomb structure of graphene. We can see the 

that the energy at the Dirac points is zero and because it is gapless, graphene is 

considered a semi-metal.134 

 

2.2.1 Transition Metal Dichalcogenides (TMDs)  

Although graphene’s superior properties produced countless studies of this 

material, there are also other layered materials that deserve attention. In recent 

times, the attention has been drawn to other 2D materials such as boron nitride 

(BN),140 black phosphorus or phosphorene (BP),34 transition metal oxides 

(TMOs)141 and transition metal dichalcogenides (TMDs)142 (Fig.2.3). Despite the 

fact that graphene and BN show analogous structures where BN presents sp2 

bonded sheets of alternated boron and nitrogen atoms, this molecule is an electrical 

insulator. This property opens a set of applications different from graphene.140 

Compared to graphene and BN, BP has a very dissimilar structure. Although BP is 

included in the class of layered materials, it has a wrinkled orthorhombic structure 

where one phosphorus atom is covalently bonded to three other adjacent 

phosphorus atoms.34,54 One of the peculiarities that make BP attractive for 

electronic devices, is the tunability of its bandgap which can change from 0.3 eV to 

1.8 eV, depending on the number of layers stacked.143 TMOs are a class of 

compounds where transition metal atoms are bound to oxygen atoms. Their ability 

to change metal-oxygen ratios gives them a broad structural variety and, 
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consequently, some diverse properties.144 Usually used for their catalytic activity 

and their semiconductive properties, TMOs can be used in photo-assisted 

processes145–147 or electronic devices.148–150  

 

 

Fig.2.3. Structure of a) Boron Nitride,151 b) Black Phosphorus152 and c) some 

examples of Transition Metal Oxide compounds (MoO3 on the left and V2O5 on the 

right).153 

 

Although all these layered materials have remarkable characteristics suitable for a 

large variety of applications, this work has been focused on the study of TMDs. 

These compounds have been known for a long time, but it was just after graphene 

exfoliation in 2004 that there has been a renewed interest in them. Despite their 

similar structure to the other 2D materials, TMDs properties cover a broad spectrum 

ranging from insulator to semiconductor, to metal.154–157 As mentioned before, 

TMD is a combination of a transition metal of group 4 – 10 and a chalcogen.  

materials with Molybdenum (Mo) and Tungsten (W) as part of their structure such 

as MoS2, MoSe2, WS2, and WSe2 (Tungsten Diselenide) have been identified as 

semiconducting materials (Fig.2.3).158  
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Fig.2.4. Representative structure of TMDs.159 

 

The band structure for these compounds changes drastically going from the indirect 

gap in bulk samples to the direct gap in single layer nanosheets (Fig.2.5).160 This 

affects the electrical and optical properties which depend on the numbers of layers, 

especially for samples with less than five layers.155  

 

 

Fig.2.5. Band structure of both MoS2 (on the left) and WS2 (on the right) from 

bulk crystal to monolayer demonstrating the how they change with exfoliation.160 
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Their electrical properties are very sensitive to external factors such as temperature, 

strain and pressure.161 Moreover, the presence of defects in the form of vacancies, 

adatoms and boundaries can lead to fascinating magnetic properties.58,61,157 There 

are about sixty TMDs where just a third does not have layered structure,162 mostly 

are synthetic but, a good portion exists in nature such as MoS2 in its forms 2H and 

3R (here the numbers represent the number of layers in the unit cell of the 

compound and the letters H and R specify the symmetry, i.e. H = hexagonal, R = 

rhombohedral, T = trigonal, Fig.2.6). These polymorphs can be stacked or arranged 

in 3 different polytypes.162  

 

 

Fig.2.6. Schematic of the structural polytypes of TMDs from left to right 1T 

(tetragonal symmetry with octahedral coordination of the metal and one 

repetition of the layer), 2H (hexagonal symmetry with trigonal prismatic 

coordination of the metal and two repetition of the layer), 3R (rhombohedral 

symmetry with trigonal prismatic coordination of the metal and three layers per 

repeat). 

 

The change of thickness of TMDs not only has an effect on electronic properties, 

but also on the optical properties, and both layer number and lateral dimension of 

the nanomaterial affect absorption and the extinction spectrum 
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respectively.10,11,48,163 Previous work done by Backes et al., relates qualitatively and 

quantitatively the extinction spectra to specifically the MoS2
48 and WS2

11 length 

and thickness, developing metrics for these materials exfoliated via liquid phase 

exfoliation. Indeed, the atoms at the edges of the flakes have different effects on the 

local absorption coefficient, thus the optical absorption. When the length of the 

nanosheet is reduced, the ratio of edge to central atoms increases, causing a change 

of the spectral shape. Regarding the thickness of the material, it has been previously 

demonstrated that if we reduce the number of layers, we confine the electrons into 

a 2D space; this change can be observed in the optical spectrum through the shifting 

of A-exciton (defined as electrically neutral quasiparticle commonly presents in 

semiconductors which is able to transport energy without a charge transport) as well 

as the extinction spectra.10,11,17,19,48 

 

2.3 EXFOLIATION OF 2D-MATERIALS 

Over the years since 2004, several synthesis approaches have been developed with 

the purpose of improving both processing quality and quantity of 2D 

nanosheets.24,33,158,164,165 These methods can be broadly classified into bottom-up or 

top-down, depending on how the monolayer is obtained. Briefly, the starting 

materials of the bottom-up approach are atoms and molecules which self-assemble 

into building blocks and subsequently into a nanostructure through physical and 

chemical interactions;166,167 one example is the Sol-Gel method (fig.2.7). This 

technique is generally used to prepare 2D materials, in particular metal oxides, as 

well as oxide composites.168–173 The Sol-Gel method is a wet-chemical process 

where the metal precursor of the nanoparticles is immersed in a liquid forming 

colloidal suspension (Sol) first and subjected to a gelation process afterwards 

(Gel).174 This method comprises few steps before obtaining the final product: 

- Hydrolysis step (fig.2.7a). Here, the formation of metal hydroxide occurs. 

- Condensation step (fig.2.7b). A condensation reaction leads to a gel 

formation. 
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- Drying process (fig.2.7c). In this step the final product can be obtained 

through evaporative drying (forming a Xerogel), or through supercritical 

drying (forming an Aerogel).174 

Moreover, the Sol-Gel can be divided into two categories; aqueous Sol-Gel172,173,175 

which consists of the use of water as solvent and non-aqueous Sol-Gel, where an 

organic solvent replaces water as solvent.176 In several cases, especially for the 

aqueous Sol-Gel, the key steps of hydrolysis, condensation, and drying process take 

place at the same time causing a difficult morphology control and repeatability of 

the protocol.168,170,171 

 

 

Fig.2.7. Graphic representation of the Sol-Gel method. 

 

Another important method for bottom-up synthesis of 2D materials is chemical 

vapour deposition (CVD). This method allows the synthesis of single layers of 2D 

materials on a dielectric substrate. In the particular case of graphene, the method 

exploits the decomposition of hydrocarbons (i.e. methane) in the presence of 

catalysts (typically) on thin copper layers pre-deposited on a dielectric substrate. 
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The copper layers are subsequently evaporated, leaving a single layer of graphene 

on the surface of the dielectric material.164,177 It has been successfully demonstrated 

that it is also possible to obtain TMD nanosheets using a slightly different synthesis 

method. Indeed, instead of hydrocarbons, this process involves heating a metal 

oxide precursor (Fig.2.7).178 Chemical methods offer the advantage of control over 

both nanosheet size and thickness, creating good quality monolayers; however 

high-yield electronic device production requires an alternative method of 

production which is more scalable than CVD or Sol-Gel.  

 

Fig.2.8. Graphic demonstration of 2D-nanosheet production through chemical 

vapour deposition (CVD).179 

 

In comparison, the top-down method utilises macroscopic initial structure (bulk 

crystal) and the exfoliation can be externally controlled in the processing of the 

nanostructure. This can be obtained using several synthesis strategies such as 

mechanical exfoliation, ion intercalation or liquid phase exfoliation.11,18,54,134,180,181 

While mechanical exfoliation has been used since the early 60s using the simple 

Scotch® tape method to separate a thin layer of material from the bulk crystal,182 it 

was not until just after 2004 that this approach was expanded to effectively include 

graphene. This simple method involves the adhesion of tape onto the surface of 

graphite and as it is pulled away, there is a transfer of stress to the sheets and the 
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mechanical energy overcomes the weak Van der Waals forces between the layers. 

Despite the fact this method enables the production of high quality monolayers, the 

method has a very low yield which means scalability is not a possibility.4 

 

2.3.1 Liquid Phase Exfoliation 

The need to find an ideal method that can lead to both high quality nanomaterials 

with the ability to control their size, thickness, flake orientation, as well as an easy 

and cheap processing technique, has been the main objective of research in this 

field. For the scope of this work (which aims to use 2D-materials in electronic 

devices), it is very important to find a method that comprises all these features. In 

fact, the presence of defects in the material can affect the electric properties (i.e. 

conductivity) resulting, consequently, in poor performances of the electronic 

device. However, none of the techniques developed to-date have been able to 

combine all these characteristics; nevertheless, the possibility of high yield and high 

quality nanosheets have made the liquid phase exfoliation process very appealing 

in the 2D research world. This liquid phase exfoliation (LPE) process was 

demonstrated for the first time in 2008 by Hernandez et al.,18 when the achievement 

of exfoliated graphene from graphite through ultrasonication was shown (Fig.2.8). 

The graphite powder was dispersed into a specific solvent (N-methyl pyrrolidone) 

to prevent the reformation of the hydrogen/Van der Waals bond once exfoliated, 

and thus, reaggregation of the nanosheets.18  

 

Fig.2.9. Classic representation of Liquid Phase Exfoliation. 
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In the paper mentioned above,18 it was shown how it is possible to harness 

nanosheet-solvent thermodynamics (section 2.3.2) to achieve high yield and quality 

of the exfoliated material. This technique is extremely versatile and since its first 

use, it has progressed significantly to exfoliate other layered materials such as 

TMDs, TMOs, hBN, BP, hydroxides (Fig.2.9), etc.19  

 

 

 

Fig.2.10. Various dispersed materials obtained via LPE over the years.19 

 

Furthermore, not only has it been possible to exfoliate a large range of 2D materials, 

but through the years, this method has been refined through different liquid medium 

studies.183,184 This includes not just common solvents, but also the use of water and 

surfactant.23,49 In general, the solvent or surfactant choice is based on Hildebrand 

solubility parameters, which roughly can be defined as the measure of how well 

solute and solvent interact with each other. Basically, if the surface energy of the 

nanoparticle is very different from the solvent or surfactant reaggregation will 

occur,185,186 thus, a careful system choice is necessary to obtain an optimal result. It 

is important to emphasize that, over time, the research has been extended to the use 

of several types of exfoliating machinery that can be included in this synthesis 

approach. This machinery started with a sonic bath23,136 for exfoliation and began 

to include such devices such as a sonic tip increasing yield and reliability,18 a 

kitchen blender,187 and a shear mixer,20 with the latter producing a good and 

scalable alternative for 2D nanosheet production (Fig.2.10).  
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Fig.2.11. Examples of machines used in LPE: a) sonic bath, b) sonic tip, c) 

kitchen blender and d) shear mixer. 

While the use of both ultrasonication and shear mixing leads to a high amount of 

defect-free nanosheets which make them appealing for electronic applications, the 

polydispersity of exfoliated material obtained by these techniques is too high to be 

effectively used immediately after the ultrasonication and/or the shearing. For this 

reason, this process is usually accompanied by following specific centrifuging steps 

which separate the nanoparticles based on their weight and thus on their 

dimension.10,19,188 One of the main benefits of LPE is the fact that nanomaterial 

production takes place in a liquid. This allows the material to be easily processed 

into inks for aerosol deposition and inkjet printing,189 from which point it is possible 

to produce supercapacitor electrodes190 or transistors28 through simple deposition 

of the material. Also, this makes it suitable for multi-component composite 

manufacturing136 which can be used in applications such as biomedical device 

preparation.16 Moreover, thanks to this technique, it is possible to exploit simple 

spectroscopy like UV-vis and Raman analysis to obtain information regarding the 

quality and both lateral size and thickness of the material. Indeed, an in-depth 

investigation on metrics has been carried out over past few years which are able to 

describe and relate the material characteristics to a large set of variables (from the 

sonication/shearing time and volume to the centrifugation speed and starting 

material concentration). This has been successfully realized for a big variety of 

nanomaterials, ranging from TMDs and graphene18,51,163,191 to layered oxide52 and 

hydroxide compounds.192  
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2.3.2 Dispersion Theory 

As previously mentioned, a careful choice of solvent (or surfactant in the case of 

aqueous dispersions) is necessary to obtain a good dispersion where the material is 

not just exfoliated but also stable in the liquid medium without reaggregation. To 

achieve this, a theory that describes both the physics and the chemistry behind the 

liquid exfoliation process has been developed from Coleman’s work.18,193 The 

dispersion theory is a fundamental part of liquid phase exfoliation, and it can be 

divided into two methods: one method considers the exfoliation through a solvent 

(Solvent Exfoliation Mechanism), and the other method studies the mechanism of 

the process using water/surfactant (Electrostatic Stabilising Mechanism or 

Surfactant Exfoliation). These two methods are analogous, and in this thesis, both 

methodologies are described.  

Solvent Exfoliation. The stability of a solute in a solvent depends on two factors: 

the type of the solute and the nature of the solvent. In fact, nanomaterials with a 

certain structure can have different chemical interactions depending on the 

surrounding environment. In the case of TMDs, graphene or other layered 

materials, the forces responsible for their interlayer bonding are the Van der Waals 

dispersive forces. A theory developed by Hildebrand194 and later developed by 

Hansen,195 demonstrated that by matching Hildebrand solubility parameters of the 

solvent and the solute, it was possible to obtain a stable dispersion of the 

nanomaterial. Strictly speaking, we can assume (from Hamaker theory) that solute 

and solvent with similar surface energy gives a stable dispersion196. Therefore, the 

interaction can be described very simply by analysing the Gibbs free energy of the 

mixture and, for ideal dispersions, ΔGmix has negative values. This quantity is the 

combination of two factors: the enthalpy of mixing and the mixing entropy and is 

defined as 

  

mix mix mixG H T S            (2.1) 
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Here, T is the temperature, ΔHmix is the enthalpy of mixing, and ΔSmix is the entropy 

of mixing. For a negative ΔGmix, we need to minimize ΔHmix; thus it is necessary to 

consider and include other important parameters. In fact, it is not sufficient to 

describe just solute-solvent interactions, but also solvent-solvent and solute-solute 

interactions. It is even possible to achieve a better understanding by applying the 

Flory-Huggins theory.193 In this case, ΔHmix can be described by: 

 

0(1 ) /mixH kT                        (2.2) 

 

Here, φ is the solute volume fraction, ν0 is the volume of one molecule and χ is the 

Flory-Huggins parameter. This parameter χ is defined as: 
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       (2.3) 

 

Here, z is the coordination number of both solvent and solute and ε represents the 

inter-molecular pairwise interactions.  

 

Looking at the equations (2.2) and (2.3), we notice several things. First of all, we 

have to take solute-solute and solvent-solvent interactions into account, not just 

solute-solvent interactions (represented in the equation (2.3) by A and B). Second, 

solute-solvent interactions are dominant if χ<0 while if χ>0, the solute molecules 

are attracted to each other causing aggregation of the nanosheets. This also means 

that the smaller χ is, the smaller ΔHmix will be and, consequently, will promote a 

better dispersion.193 

However, it is common to express the parameter χ in terms of cohesive energy and 

use the Hildebrand solubility parameter185 instead of the Flory-Huggins parameter. 

There are three main types of interactions that have to be considered in this case: 
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dispersive energy (ED), polar cohesive energy (EP) and the electron exchange 

parameter (EH). The total sum of these parameters is the total cohesive energy (E), 

 

D P HE E E E       (2.4) 

 

The Hildebrand parameter is the sum of the squares of each Hansen parameter (

/E V  , where V is the molecular volume). 

 

2 2 22

D P H                       (2.5) 

 

Thus, it is possible to express χ in terms of Hansen parameter: 
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 
       (2.6) 

 

By matching Hansen parameters of solutes and solvents, it is possible to minimise 

(δA- δB)2 and, consequently, minimise the mixing enthalpy encouraging dispersion 

stabilisation.193–195 

Surfactant stabilisation. In this work, exfoliation through (ionic) surfactant 

stabilisation has been adopted for dispersion preparation. Surfactants, which stands 

for “surface-active agents”,197 are molecules composed of a hydrophilic head and a 

hydrophobic tail (Fig. 2.11a) and, for this reason, are defined as amphipathic 

compounds.  
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Fig.2.12. Schematic representation of (a) surfactant and (b) sodium cholate 

molecule used in this work. 

 

Therefore, in LPE the hydrophobic tail will be attracted to the nanoparticle while 

the polar phase is solvated by the water. The most commonly used surfactants used 

in LPE are ionic compounds such as sodium cholate (SC or sometimes NaC, 

Fig.2.11b), sodium dodecyl benzenesulfonate (SDBS) both of which create a 

charge in the dispersion. This charge is balanced by a counter ion of the tail and it 

is large enough to prevent the reaggregation of the nanosheets (Fig.2.12).  
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Fig.2.13. Representative image of the nanoparticle surface (grey) stabilised by the 

surfactant (pink).  

 

This charge distribution around the nanoparticle produces a potential difference 

(electric double layer, EDL)198 which can be described by the DLVO theory; the 

theory takes its name from people who studied this phenomenon (Derjaguin, 

Landau, Verwey, and Overbeek). DLVO theory assumes that for dispersed 

spherical particles with an equilibrium of attractive and repulsive potential energies, 

the attractive energies depend on Van der Waals weak bonds and the repulsive 

forces are influenced by the EDL. Consequently, to have a dispersion of the 

nanoparticles the EDL has to be greater than VdW forces. It is possible to describe 

this mechanism through the equation: 

 

A RV V V                   (2.7) 
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where the total potential energy, V, is the sum of attractive, VA, and repulsive, VR, 

potential energy. VA for two spheres in vacuum, with radius r, at distance D can be 

expressed by 

 

12
A

Ar
V

D
                                     (2.8) 

 

where A is the Hamaker constant.196  

VR can be described by several factors. It depends not just on the size and the shape 

of the nanoparticles but also on the distance between them, and on the Zeta 

potential, ζ, which is the key indicator of the stability of a colloidal dispersion. The 

magnitude defines the potential at the nanoparticle surface and it indicates their 

repulsion degree. Moreover, VR depends also on the dielectric constant of the liquid, 

𝜀𝑟, and the Debye screening length, 𝜅−1, which represents the effective thickness 

of the EDL199  
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    (2.9) 

 

where ε0 is the permittivity of free space and n0 is the concentration of the surfactant. 

For two small particles with radius r when κr << 1 then 

 

2 2

0 Dr
R

r
V e

D

                 (2.10) 

 

So we can define the total potential energy with  
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From the equation above, we can say that the Zeta value has to be high in order to 

avoid reaggregation, typically around 30mV. Even though this model describes the 

potential for two spherical nanoparticles without considering the orientation effects 

or planar objects, it gives an idea of the mechanism and physical parameters 

involved in this process.  

 

2.3.3 Shear Mixer Theory 

Since the work in 2008 where the use of ultrasonication lead to well-dispersed 

graphene, several studies have been performed aiming to increase the scalability of 

2D material exfoliation via LPE.9,20,21,187 Although, through the simple use of a 

kitchen mixer it was possible to obtain a high yield of graphene nanosheets,187 it 

was actually the work by Paton et al. in 2014 that marked an important turning point 

in large-scale production.20 Indeed, it was possible to apply shear mixing exfoliation 

not just to graphene but also to MoS2, BN, and other layered materials.200–203 

Moreover, the nanosheets obtained with this method have been incorporated into 

several systems, working well for both composites and conductive coatings.204,205 

Shear exfoliation is a method which can be used in industrial production by just 

applying high shear rate to the bulk material.206–208 The shear mixer exploits rotating 

blades or alternative devices immersed in a liquid medium with the sample. Here, 

the rotating movement of the blades drives the nanoparticles in small precise gaps 

between the rotating and the stationary phase called the shearing region.209,210 

Depending on the purpose of the experiment, it is possible to use different stationary 

phases (bottom of fig.2.13). For example, to exfoliate fibres it is possible to use the 

slotted disintegrated head while an emulsor screen can be utilised for emulsions. 211 

In this work, a rotor-stator mixer has been used (Fig.2.13 top). The assembly is 

comprised of a frame, rotor with four blades, screen with 96 square holes and a base 

plate.  
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Fig.2.14. Images of the shear mixer (Silverson, L5M series), working head (top) 

and the different stationary phases (bottom).212 

 

During the rotation, the shear mixer acts as a pump. It is possible to describe the 

whole process in four stages (fig.2.14):209 

- The rotation of the rotor applies a powerful pressure gradient driving the 

dispersion from the bottom of the container into the centre of the workhead. 

- The centrifugal force pushes the particles to the gap between the rotor and 

the stator (the shearing region) where they are subjected to a milling action. 

- Afterwards, due to the high velocity, the particles are subjected to a shear 

exfoliation, forced to pass through the small perforations in the stator and 

then they are pushed out in the main body of the mix. 
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- The material horizontally ejected from the workhead is led to the edge of 

the mixing vessel and, at the same time, fresh material is drawn into the 

workhead maintaining the mixing cycle.210 

 

Fig.2.15. Graphic representation of shearing steps.   

 

An important parameter to consider is the shear rate, one of the values which are 

related to the exfoliated material.213 The approximate shear rate (𝛾̇) can be 

calculated via the following equation: 

ND

R


 


         (2.12) 

 

where N is the rotation per second, D is the diameter of the shear head and ΔR is 

the gap between rotor and stator (~100 μm).214,215 

We can describe this process as shear delamination. For a better understanding of 

this procedure, we can consider two square platelets with LxL dimension. We 

assume that they are bonded with weak bonds between them such as van der Waals 

interactions, and we place them in a flowing solvent at zero shear rate. If we apply 

shear stress to the material, this will lead to delamination and, consequently, to an 

exfoliation (fig.2.15). According to that, the induced stress can be related to the 

induced force F = σL2 and for Newtonian fluids, the shear stress is described by the 

formula   . Thus, combining these two equations, we can relate the force 

directly to the viscosity (η) and to the shear rate (𝛾̇) finding 
2F L or 

2/F L 

. As a result, we can illustrate delamination in three steps. Firstly, the platelets are 

arranged one on top of the other one bonded with VdW interaction. After that, the 
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force applied induces a partial sliding, and finally, we have complete delamination 

of the flakes.20,209,216  

 

 

Fig.2.16. Schematic representation of the delamination process in terms of 

interfacial energies.20,217 

 

It is also possible to analyse the delamination process in terms of interfacial energies 

and as described from Paton K. et al;20 the energy change on the delamination 

process can be estimated (using the geometric mean approximation 
LP LL PPE E E

) by the following formula: 

 

2
2

LL PPE L E E   
                         (2.13) 

 

where ELL is the interfacial energy associated with Liquid-Liquid interaction, EPP is 

related to the Platelet-Platelet interaction and ELP (fig.2.15) is correlated to the 

Liquid-Platelet interface. Furthermore, the minimum applied force for delamination 

(Fmin) can be obtained from the derivation of the energy: (−𝜕𝐸(𝑥)/𝜕𝑥). Moreover, 

using the geometric mean approximation (ΔE>0) we have20 

2

min LL PPF L E E  
            (2.14) 
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Consequently, we can define the minimum shear rate to exfoliate particles with L 

size by20 

 

2
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LL PPE E

L




 
             (2.15) 

 

 

2.4 POLYMERS AND COMPOSITES  

2.4.1 Polymers 

A polymer is a chemical compound defined as a macromolecule, or large molecule, 

which is composed of a high number of repeated subunits.218 Due to their broad 

range of properties, there are different ways to classify polymeric materials 

(fig.2.17); from categorizing polymers depending on their molecular characteristics 

(fig.2.17 a), to the type or polymerization reaction (fig.2.17 b) or the source type 

from which these polymers are fabricated (fig.2.17 d). Another way is according to 

their end-use and, depending on its properties, a particular polymer can be used in 

more than one application. For the purpose of this work, which aims at the use of 

composite as strain sensors, the last classification has been selected to describe the 

different characteristics of polymers at first and composites afterwards 

(emphasizing the attention on the mechanical and electrical response). The various 

types of polymers include plastics, elastomers (or rubbers), miscellaneous (fibres, 

coatings adhesives, foams, and films) and advanced materials which include 

thermoplastic elastomers, liquid crystal polymers, ultrahigh molecular weight 

polyethylene (UHMWPE).219 Ultrahigh molecular weight polyethylene 

(UHMWPE) has been developed considerably over the last several years, and it has 

mainly found a place in new technologies applications. This is because UHMWPE 

has extremely high impact resistance, energy absorption characteristics, and 

excellent low-temperature properties. It is utilised for bulletproof vests, bushings, 

pump impellers, biomedical prostheses, etc.182 Liquid Crystal Polymers (LCPs) 

may be considered a new state of matter, where the material is neither liquid nor 
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crystalline. It is sufficient to say that LCPs are composed of long rigid molecules 

which are highly aligned in both solid and liquid (melted) state. This characteristic 

gives them incredible properties and the common use for this material is in 

displays.220 The Thermoplastic Elastomers (TPEs) are polymeric materials which 

show elastomeric properties at room temperature while still preserving their 

thermoplastic nature. This behaviour is due to physical crosslinks which act as 

anchor points, while normally elastomers are thermosetting for the presence of 

chemical crosslinks (Fig.2.17b). This means that above the melting point, Tm, they 

melt instead of degrading and therefore can be processed as thermoplastic materials 

and subjected to a reversible melting-solidification process. In other words, they are 

recyclable. These materials have replaced thermoset elastomers in a large variety 

of applications such as automotive components, sporting goods, protective 

coatings, etc.221 The past years have been focusing on the improvement of this 

previous polymer generation, nonetheless it is important to have an idea also of the 

other categories and for this reason a brief description of these polymers is 

discussed. 
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Fig.2.17. Different grouping of polymeric matrices based on a) the molecular 

characteristics, b) the response at high temperature, c) the polymerization 

reaction and d) the source.220  

 

PLASTICS 

Plastics is a general term to define synthetic or semi-synthetic organic polymers 

most commonly derived from petrochemicals. It is possible to classify their 

mechanical properties between elastomers and fibres.222 Polymers belonging to this 

category may have different degrees of crystallinity, molecular structure or 

configuration, which implies that some are very flexible and can exhibit both 

elasticity and plasticity while some of them are rigid and brittle (fig.2.18).222,223 

Moreover, they can be thermosetting or thermoplastics depending on their 

molecular features. However, we can define a polymer as plastic when they 

maintain their shape below their glass temperature (if amorphous), below their 

melting temperature (if semi-crystalline) or when crosslinked. Numerous plastics 

reveal exceptional properties, such as optical transparency (PS, PMMA), chemical 

attack resistance (Teflon), mechanical strength (Nylon)220,221,224 and, for this reason, 

they are used in countless applications (e.g. lenses, coatings, bearings, gears, safety 

helmets, toys, bottles, pipes, etc). 

 

 

Fig.2.18. Examples of the most common plastics used and their applications.220 
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ELASTOMERS 

One of the most fascinating properties of elastomers is their ability to be largely 

deformed and spring back to their original form when they are in an unstressed 

state. The elastomeric behaviour, due to crosslinks between the chains, was first 

observed in natural rubber (Fig.2.19).182  

 

 

Fig.2.19. Examples of common elastomers.220 

 

However, a polymer must have a series of characteristics to be considered an 

elastomer. First of all, elastomers are amorphous polymers that must not easily 

crystallize. Second, their chain bond rotation must be reasonably free to easily 

respond when under stress. Third, the plastic deformation has to be delayed and the 

presence of crosslinks must prevent the chain slippage typical of plastics acting like 

an anchor. The crosslinking process occurs in most of the elastomers via 

vulcanization, the process involving sulphur bond formation between the chains. 

Finally, the elastomer must be above its glass transition temperature for below that 

it becomes brittle (Fig.2.20 and Section 2.4.8).225  
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Fig.2.20. Schematic representation of crosslinked elastomers in both relaxed and 

stressed mode on the left, and stress-strain behaviour for brittle (a), plastic (b), 

and elastic (c) materials on the right. 

 

MISCELLANEOUS APPLICATIONS 

- Fibres. The most common fibre polymers are use in the textile industry; 

they typically have a 100:1 length/diameter ratio. While in use, fibres may 

be subjected to a variety of mechanical deformations such as shearing, 

twisting, stretching and abrasion. Therefore, they must have high tensile 

strength and high elasticity modulus, as well as abrasion resistance. These 

properties depend on both chemistry of the polymer chains and the 

fabrication process.  

 

- Coatings. Coatings are mainly used for three purposes: 1) to protect the item 

from deteriorating or abrasive environment, 2) to provide electrical 

insulation, and/or 3) to improve the item appearance. Many common 

coatings are latexes, which is a stable suspension of small insoluble polymer 

dispersed in water. Another subclass of materials belonging to this category 

is the adhesives materials. This substance is used to bond together the 

surface of two solid materials. There are two type of bonding mechanisms: 

chemical and mechanical. In the case of mechanical adhesion, the material 



38 
 

penetrates into the pores of the surface attached (i.e. methacrylates).226 

Chemical bonding comprises both covalent and weak bonds (i.e. Van der 

Waals) between the adhesive and the adhered material; in the case of VdW 

bonds, polar functional groups enhance the adhesion. Depending on the type 

of the surface on which to adhere, a selective polymer can be used. Albeit 

different natural polymers have adherence characteristics (casein, starch, 

animal glue), synthetic polymers such as polyurethanes, polysiloxanes 

(silicones) and acrylates are commonly used as adhesives.182,220,226  

 

- Foams. Foams can be defined as plastic materials with a high percentage in 

volume of bubbles trapped in the solid matrix. This type of polymer is 

commonly used in thermal insulation as well as packaging and furniture. 

Typical materials belonging to this class are polyurethanes, rubbers, 

polystyrenes and PVC.  

 

- Films. Films are polymeric materials with a thickness between 0.025 and 

0.125 mm. These compounds are fabricated for several purposes among 

which there are food packaging, textile products, and in the last decade for 

biomedical uses.220 These materials are characterised by a high degree of 

flexibility, high tensile strength and high tear strength. In this work, 

Polyethylene oxide (PEO) films (as well as PDMS films) have been 

fabricated with the purpose of finding a biocompatible and flexible material 

for sensing applications. 

 

2.4.2 Polyethylene Oxide (PEO) 

PEO is a common thermoplastic polymer also known as polyethylene glycol (PEG) 

or polyoxyethylene (POE) depending on the molecular weight. Its structure, shown 

in fig. 2.21, comprises the presence of oxygen atoms in the chain which gives it the 

hydrophilic character and, even though the chemical properties do not change with 

the molecular weight, the physical properties are significantly different as the 

chains length changes, i.e. PEO is solid while PEG is liquid at room 

temperature.227,228 Because different properties lead to different applications in both 
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chemical and biological fields, this polymer is categorized as a function of its 

molecular weight. For this reason, PEO is considered as such if its molecular weight 

is above 20,000 g/mol.  

 

Fig.2.21. Polyethylene oxide structure. 

 

The PEO at room temperature is tough, exceptionally crystalline, and it shows a 

moderate Young’s modulus that changes proportionally with its molecular weight. 

Moreover, it has very high elongation, and it is characterized by the ability to orient 

when stressed. Although PEO is water soluble, its tensile properties are not 

significantly affected by the humidity up to 90%, where it drops drastically.227 

Furthermore, PEO can be processed using the methods for common thermoplastic 

polymers such as molding, extrusion, etc.182 Usually, this polymer is used as an 

additive or, most commonly, as a component for copolymer preparation combining 

the properties of two or more matrices and subsequently used in several applications 

ranging from biomedical to high-performance battery fabrication.229–231  

 

2.4.3 Polydimethylsiloxane (PDMS) 

PDMS, or dimethicone, is maybe the most widely used elastomer for its incredible 

mechanical and rheological properties, optical transparency, inert and, not-toxic 

which make it suitable for innumerable applications.232 This polymer belongs to the 

class of organosilicon compounds that are referred as siloxanes or silicones.223,232,233 
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Siloxanes comprise a backbone of alternating silicon-oxygen repeating units with 

organic chains attached to the silicon atoms, in the case of the PDMS, as the name 

suggests, the organic chains attached are two methyl groups (Fig.2.22).  

 

 

Fig.2.22. PDMS structure. 

 

Thanks to long and highly flexible backbone chains, PDMS has rubber-like 

properties. This polymer is classified as a viscoelastic, non-crystalline elastomer 

and depending on the type and the degree of crosslinking we have different 

mechanical responses (i.e. physical crosslinking for silly putty,137,138 and chemical 

crosslinking for Sylgard 170®234). The presence of methyl groups gives the high 

hydrophobicity to the molecule as a consequence, in case of chemical crosslinking, 

non-polar solvents (THF, chloroform) are able to swell considerably this polymer. 

Also, depending on the demand, the properties of this polymer can be easily tuned 

finding place in several applications from contact lenses and medical devices235–237 

to shampoos238 and anti-foaming agent.239–241 

 

2.4.4 Composites 

Composites are materials consisting of several chemically different constituents, 

with a separation interface. The combination of these materials leads to physical-

chemical properties not found in the individual materials that compose it. An 

example of a composite structure is reinforced concrete where cement and steel 

preserve their identity.242 The structure of the composites consists of a matrix and 
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a filler or reinforcement. The matrix comprises a continuous homogeneous phase 

which encloses the reinforcement (called also filler) and ensures that the particles 

of the latter are dispersed inside the composite without segregation. Thus, 

depending on the type of composite we want to obtain, the choice of the matrix is 

important as much as the filler choice. 

The reinforcement (or filler) constitutes the dispersed phase in the matrix and we 

can classify composites based on the type of reinforcement in 1) particulate 

composites, 2) fibre reinforced composites (continuous and discontinuous), and 3) 

structured composites (formation of interpenetrating lattices). Particular composites 

consist of particulates dispersed in the matrix (e.g. gravels, micro-granules, and 

resin powders). The latter has a marked anisotropy (a property for which a given 

object has characteristics that depend on the direction along which they are 

considered).224 In both cases, there is no significant interaction between the matrix 

and reinforcement interface, but in the case of the fillers, if the filler is on the order 

of nanometres, the so-called nano effect220 takes place. This effect is defined by an 

increase in surface atoms and, consequently, the interfacial region rises 

considerably. In this case we can define a nanofiller as a reinforcement. This type 

of filler leads to a very high contact area between matrix and filler and therefore to 

a significant increment in a variety of performances. Based on the dimensions 

(length, width, height) of the dispersed particles, we can classify the nanofillers into 

isodimensional particles (0D), when the three particle sizes are of the order of 

nanometres (i.e. fullerenes, POSS, metals);243,244 one-dimensional particles (1D), 

such as nanotubes or whiskers, when two dimensions out of three are 

nanometric;182,245 two-dimensional (2D) particles, when only one dimension in 

three is nanometric (TMDs, TMOs, graphene). In this case, the filling material is 

present in the form of sheets with a thickness of a few nanometres.  

0D and 1D particles are described more in depth in the two paragraphs below, 

whereas 2D materials, such as graphene and TMDs, and their characteristics have 

been previously described (section 2.2).  

 

2.4.5 0D Particles 
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As mentioned above, POSS, fullerenes and metals are isodimensional particles 

examples. 

POSS (polyhedral oligomeric silsesquioxanes) are polyhedral structures composed 

mainly by silicon and oxygen;246 the silicon atoms are placed at the vertices of the 

polyhedron and the oxygen is interposed between them in a tetrahedral geometry. 

These polyhedral compounds can be linked to organic or inorganic substituents 

which determine the chemical and physical properties of the material and based on 

their number we will have a particular name (i.e T8 for structures containing eight 

substituents, T12 the molecule has twelve substituents, etc.) (fig.2.23).247–254 POSS 

synthesis had a considerable impact on nanocomposite polymeric materials 

production,255–260 for example, with the insertion of nanoparticles directly in the 

melted polymer by simply mixing.257 This material, in fact, is able to adapt the 

compatibility and solubility with the polymer thanks to its non-polar interactions 

which occur between the R groups and the polymer itself;248–250,261 this represents 

a useful property for the study and production of innovative materials. In fact, with 

the insertion of reactive functional groups (i.e. acrylic, methacrylic groups, etc.) it 

is possible to fabricate hybrid systems (called also “macromers”)246,247,256,259,262–265 

which have a broad range of properties such as higher decomposition temperature 

and glass transition temperature (Tg), oxygen permeability increase, viscosity 

reduction, resistance to oxidation, and improvement of mechanical properties.266,267  

Metals are the substances that drastically change their properties as their 

dimensions are reduced to nanometric size.268 Thus, it is fundamental to understand 

how size, shape, surface, and state of aggregation of the nanocharges change after 

integration with the polymeric matrix, in order to optimize the final nanocomposites 

performances. For this reason, it is useful to characterize the nanocharges with 

techniques such as transmission electron microscopy (TEM), dynamic light 

scattering (useful for granulometric analyzes), and UV-vis spectral spectroscopy. 

These analyses methods allow to relate their size and shape with their peculiar 

optical, magnetic and catalytic properties103,269–271 and, for these reasons it is 

possible to use polymeric nanocomposites with silver and gold in a broad range of 

applications.272–275 For example, one of the gold nanoparticles applications is as 

detector of biomarkers for the diagnosis of heart diseases, tumors and infectious 

agents.99,274,276–278 Whereas, silver nanoparticles are introduced into polymeric 

materials in order to exploit their high electrical stability and conductivity for 



43 
 

products that find applications in the photovoltaic field107,279–281 and for the 

production of biological and chemical sensors.105,108,110,279,279,282–285 

As previously mentioned, fullerene is a nanometric allotrope of carbon (fig.2.1) 

and the first type of fullerene, discovered in 1985 by Kroto et al.3 is called fullerene 

C60, “buckyball” or buckminsterfullerene. This carbon cluster is defined as 

icosahedron, a polygon with 60 vertices, 12 pentagonal and 20 hexagonal faces.286 

Thanks to their peculiar physical and chemical properties, fullerenes and its 

derivatives are used in manifold applications from biology271 to chemistry287 and 

physics288 applications, such as electron transport layer in heterojunction perovskite 

solar cells,271 as a support for bone cell growth to treat arthritis,289 or for thin-film 

transistor fabrication.290 Lately, the C60-based nanostructures, including nanotubes, 

nanorods, and nanosheets have been one of the fulcrums of nanoscience and the use 

of this material represents one of the ways forward for further studies and 

applications.268 

 

2.4.6 1D Particles 

Carbon nanotubes (CNTs) are examples of one-dimensional particles. It was 

discovered in 1991 by the Japanese Sumio Iijima as secondary products during 

fullerenes manufacture.2 It is difficult to give a precise definition of carbon 

nanotubes due to the variety of their shapes and conformations, but we can divide 

them into two classes: 

• SWNT, single-walled nanotubes 

• MWNT, multi-walled nanotubes 

An SWNT can be seen as a sheet of graphene rolled-up on itself to form a cylinder 

closed in both ends. The body of the nanotube is formed only by hexagons while 

the ends by hexagons and pentagons, like fullerenes, and for this reason they are 

called “buckytubes”.291,292 MWNTs consist of several concentric cylinders. Every 

single nanotube that forms the MWNT retains its properties, so it is very difficult 

to predict its behavior; moreover, they contain a greater number of defects and this 

limits their use.293 Carbon-based nanotubes are very resistant and hard materials: 

experimental evidence shows that they can be incorporated in polymer matrices to 
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create materials with interesting mechanical properties.294–300 Structural defects can 

be present on the sheets which can reduce the elastic modulus and tensile strength 

of the material even by some orders of magnitude. However, it is possible to reduce 

the number of defects through high-temperature treatment.292,296,301 Regarding the 

electric properties, SWNTs, despite the structural affinity to a graphite sheet which 

is a semiconductor, can assume metallic behavior depending on the way in which 

the graphite sheet is rolled up to form the nanotube. The electric properties of 

perfect MWNTs are similar to those of defect-free SWNTs due to the weak 

coupling between MWNT cylinders.302–307 Electronic transport in SWNTs and 

metal MWNTs takes place along the length of the tube, so they are able to transport 

high currents without overheating.308 

The thermal properties are represented by the specific heat and thermal 

conductivity, which propagate easily along the pipe; this is why nanotubes are good 

thermal conductors and good insulators transversely to the axis of the tube.308–311 

Thanks to all these characteristics, the applications of these materials are 

innumerable starting from the formation of high-performance polymeric materials 

up to the production of nanodiodes.291–293 The limits in the use of these materials 

are mostly due to their high cost compared to other materials (i.e. graphene). 

 

 

The study of nanocomposites constitutes a highly multidisciplinary field of 

investigation that involves multiple research directions ranging from molecular 

biology to chemistry, from material science to physics, and from mechanical and 

electronic engineering.220 For this reason, it is important to explain both mechanical 

and electrical characteristics that describe a nanocomposite. 

 

2.4.7 Mechanical properties of materials 

It is important to know the mechanical properties of materials in order to prevent 

their fracture when in service. We can define the mechanical behaviour of a material 

as the relationship between its response or deformation to an applied load or force. 

To study this behaviour we need to recreate the conditions by applying certain types 

of loading, and depending on the type of experiment we want to perform, the 
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duration of the force applied as well. It is possible for the force applied to be tensile, 

compressive, shear or torque (Fig.2.23).182,220,225 

 

 

Fig.2.23. Schematic representation of how tensile (a), compression (b), shear 

strain (c) and torque load (d) produce a deformation on materials. 

One of the most common mechanical tests performed on materials is tension. 

Typically, during tensile tests, a well-defined sample is permanently deformed and 

usually fractured. The output of these tests is recorded as force versus elongation 

and the results are dependent on the specimen size. Thus, we can define the stress, 

σ, and the strain, ε, as: 
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where F is the force applied to the material over the area, A0, of the specimen 

(equation 2.16); li is the elongated length of the specimen, l0 is the initial length and 

Δl is defined as the change in length of the specimen. For most of the materials, at 

relatively low tension strain level, stress and strain are proportional:220 

 

Y        (2.18) 

 

This is known as Hooke’s law where Y is the modulus of elasticity (Young’s 

modulus) which represents the constant of proportionality expressed in GPa (or 

MPa). For both tensile and compression tests, the elasticity modulus is described in 

the same way but, for the shear stress-strain curves the shear modulus, G, represents 

the slope of the linear elastic region. It is defined at low loading by this formula: 

 

G         (2.19) 

 

Furthermore, for isotropic materials (dependent on the direction in which stress is 

applied), shear and elastic moduli are related to each other according to this 

equation: 

 

2 (1 )Y G                          (2.20) 

 

Where ν is the Poisson’s ratio, defined as the ratio of the lateral and the axial strains 

(Fig.2.24b) 
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Fig.2.24. Schematic stress-strain diagram (a) showing the linear elastic 

deformation of a standard specimen (b). 

 

So far, just stress-strain curves at low loading level have been described but, as a 

material is deformed beyond the linear region, stress is no longer directly 

proportional to the strain and a plastic deformation occurs. The graph in fig.2.25 

shows the typical plastic behaviour of a material. Here, the strength increases 

gradually until it reaches a point where the material experiences a permanent 

change in shape and the phenomenon of yielding occurs. The stress corresponding 

to this point is called yield strength.312  
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Fig.2.25. Graphic representation of a typical plastic curve. 

 

In this case, the curve reaches a maximum (called tensile strength) and, after this 

point, the stress decreases until the fracture point. The area below this curve 

describes another important mechanical property called ductility which is a measure 

of the degree of plastic deformation a material can sustain. Quantitatively, this 

parameter can be expressed as the percent elongation (plastic strain % at fracture) 

and a material with very little or no plastic deformation is called brittle. Up to this 

point, we assumed that both elastic and plastic deformation are time independent; 

however, for most of the materials, after an elastic strain is released a certain amount 

of time is needed for recovery. This time-dependent elastic behaviour in polymeric 

materials is known as viscoelastic behaviour. Moreover, in case an inelastic 

material has a plastic deformation that depends on the rate of the test, we introduce 

viscoplastic behaviour. In this case, it means that the irreversible deformation 

depends on the rate at which a load is applied. However, both a semicrystalline and 

amorphous polymer exhibit elastic as well as viscous characteristics, and the 

combination of these two properties determine the viscoelastic behaviour 

(Fig.2.26).220,312 
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Fig.2.26. Response of different materials as a load (a) is applied for a certain 

time: elastic (b), viscous (c) and viscoelastic (d) behaviour. 

 

Because of these characteristics, the resultant stress-strain curve of a viscoelastic 

material shows an initial elastic response which is followed by the elastic limit. 

After that, a viscous time-dependent strain occurs and a plastic response takes place 

(Fig.2.27).313 

 

 

Fig.2.27. Schematic tensile stress-strain curve for a semicrystalline polymer. 

 

A viscoelastic material has the following properties: 

- Hysteresis 

- Stress relaxation 

- Creep 

The hysteresis is due to the viscous component of the material which shows 

different stress values when it is underdone to loading-unloading cycle (Fig.2.28). 
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Indeed, purely elastic materials do not dissipate energy when a load is applied. 

However, in the case of viscoelastic materials, this energy loss can be evaluated 

with the area of the loop - the higher the energy loss the higher the hysteresis. 

Another way to evaluate this energy loss is through the calculation of the percent 

hysteresis (H%) 

     
0
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              (2.21) 

 

where σ0 and σi are the load and unload stress respectively, taken at the same value 

of the strain applied (Fig.2.28b) 

 

 

Fig.2.28. Stress-strain curve for a purely elastic material (a) and a viscoelastic 

material (b). 

 

Another way to measure viscoelastic behaviour is through the examination of its 

time-temperature dependency. One method is through stress relaxation 

measurements where the strain is kept constant and the stress as a function of time 

(or temperature) is recorded and a relaxation modulus, Er (t), represents a time-

dependent elastic modulus for viscoelastic polymers and is calculated through  
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where σ(t) is the measured time (or temperature)-dependent stress and ε0 is the 

strain level kept constant. Another method to study the viscoelasticity is through 

the creep modulus calculation. Indeed, many materials are susceptible to time-

dependent deformation when the stress is kept constant, and this deformation is 

called viscoelastic creep:220 
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2.4.8 Effect of fillers on mechanical properties 

Many of our technologies require materials with unusual combinations of properties 

that cannot be found in just polymeric materials by themselves, and for this reason, 

the development of composite materials is necessary. This requires a model that 

describes the combined properties of the material. A mathematical equation to 

predict the elastic modulus of composites (c) is based on the combination of both 

filler and polymer elastic moduli and volume fractions. This relationship is called 

rule of mixtures312,314 and is represented by: 

 

     (1 )C f f m m f f m fY Y Y Y Y          (2.24) 

 

here, Y and ϕ denote the elastic modulus and the volume fraction of filler (f) and 

matrix (m), respectively. However, it is important to point out that, when a filler is 

added to the polymer, its mechanical properties depend not only on the filler 
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characteristics but also on the degree to which the stress applied is transferred to 

the filler itself, by the matrix and also on the orientation of the filler.59,314,315 These 

effects have been abundantly studied with the shear lag theory,314,316,317 which 

assumes that the stress transfer occurs through a shear stress at the 

nanoplatelets/matrix interface. Recently, Young et al.314 developed a theory able to 

predict the elastic moduli of different polymer matrixes reinforced with graphene 

nanoplatelets (GNPs), and that can be applied to other layered materials such as 

MoS2, WS2, WSe2 and MoSe2.
59 The work describes how other factors, such as 

particle geometry, orientation, and the strength of filler-matrix interface interacts 

between them. Based on these studies, the equation 2.24 can be rewritten 

considering these variables: 

 

0 (1 )C l f f m fY Y Y               (2.25) 

 

where ηl and ηo are the efficiency factors associated with the nanoparticle length37,59 

and orientation (i.e. ηo = 1 for aligned nanoplatelets and is equal to 8/15 for 

randomly oriented nanoplatelets)318, respectively. For non-aligned nanoplatelets, 𝜂𝑙 

is given by 
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here, lf and tf are length and thickness of the filler and ν is the Poisson’s ratio. 

Alternatively, for aligned fillers, it is possible to use the Halpin-Tsai model to 

calculate the composite modulus:317 
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2.4.9 Effect of the fillers on the electrical properties 

ELECTRIC PROPERTIES OF MATERIALS 

We have considered the mechanical properties of polymers and, in general, what 

the effects were of the filler insertion into a matrix. In this section, we give an 

overview of the effects conductive fillers have on the electrical properties of 

polymers and how this affects sensing applications. One of the most important 

electrical properties of a solid material is the ease at which it conducts electricity; 

this is described by Ohm’s law which relates the current, I, that passes through a 

material with a resistance, R, and the voltage, V (V = IR).220 While the resistance 

is influenced by the geometry of the specimen, the resistivity, ρ, is independent 

from it and it is correlated to the resistance through this equation:  

 

RA

l
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where l is the distance between the two measuring points and A is the cross-

sectional area perpendicular to the current flow. This parameter is expressed in units 

Ω∙m. Another important parameter which describes the electrical properties is 

conductivity. This parameter is an indicator of how well a material can conduct 

electricity and is defined as the reciprocal of the resistivity (ρ)-1:220 

1



        (2.31) 

 

 

COMPOSITE CONDUCTIVITY AND PERCOLATION THEORY 

When a conductive filler is inserted into a polymeric insulating matrix, it is assumed 

that the nanoparticles (or other types of conductive fillers) are totally surrounded 

by the polymer (fig.2.29). Thus, the conductivity of the nanoparticles is limited by 

the presence of the insulating material, and the only way the charge transport can 

occur is through quantum tunnelling effects.36,318–320 

 

Fig.2.29. Graphic representation of composites. 
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An important aspect to evaluate is how the conductivity changes as we increase the 

amount of conductive filler we insert in the matrix. Indeed, as we add the filler, the 

electrical properties of the whole composite vary in a determined way that can be 

described through percolation theory.321,322 In general, percolation theory can be 

defined as a model which is intended to describe the propagation of small particles 

(i.e. ions, electrons) through a medium.323 This process can be applied to several 

systems and can be used to describe different properties.323–325 In the case of the 

electrical behaviour description in a composite, percolation theory states that the 

conductivity of a composite depends on the concentration of the nanoparticles 

following a power law:323,325,326  

 

0 ( )n

c             (2.32) 

where σ is the conductivity of the film, σ0 is the conductivity of the filler, Φ is the 

volume fraction of the filler, Φc is the volume fraction of the filler at the percolation 

threshold, and n is the percolation exponent (which for 2D composites, i.e. thin 

films, assumes a value of 1.3).327 In fact, charge carriers flow in a composite through 

a connecting network which is formed by adding conductive particles to a 

polymeric matrix (fig.2.30). In this process, there is an initial growth of conductive 

clusters (fig.2.30 A, B) which is followed by a conductive pathway formation 

(percolation threshold, fig.2.30 C). 
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Fig.2.30. Charge transport showing the behaviour of the material as the filler is 

added to the polymer until it forms a conductive path (≥ Φc). 

 

In other words, classical percolation theory regards geometrical connectivity 

complemented with the electrical connectivity in disordered systems. However, the 

correlation between the two depends on several physical processes and one of them, 

as mentioned before, is the tunnelling effect.134,324,328,329 In general, this effect is 

defined as a phenomenon where subatomic particles pass through a potential 

barrier.330 In conductive polymeric systems where this effect occurs, the transport 

mechanism of the charges is based on the “nearest neighbour” interparticle 

tunnelling (i.e. carbon black composites).324 However, this effect is related to the 

temperature accordingly to the equation:322 
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where T is the temperature of the system, T1 is the energy necessary to transport an 

electron through the polymer, and T0 is the energy required to have the resistivity 
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independent of temperature. Both T1 and T0 can be evaluated by the following 

equations322: 
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where χ and ε0 are defined by  
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and where m and e are mass and charge of an electron, respectively, A is the area 

of the capacitance formed by the junction, w is the interparticle distance, h is the 

Plank constant and V0 is the potential barrier height. Based on these studies, it was 

possible to relate the resistivity to the gap width, W, and when we have temperature 

constant:  

ln W              (2.38) 

 

This means that during the strain of a material the width of potential barrier 

increases and consequently the resistance of the composite increases. 
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2.4.10 Sensing materials: Piezoresistive effect 

As mentioned in the introduction of this thesis, sensing materials belong to the class 

of smart (or intelligent) materials. This adjective implies that the material responds 

in a predetermined way depending on the change of the environment, and 

piezoresistive materials belong to this category. The piezoresistive effect was 

reported for the first time by Lord Kelvin in 1856322,331 and it is a change of 

resistance as a mechanical strain is applied. This property is in contrast with the 

piezoelectric effect which implies a change of potential as tension or compression 

is applied (fig.2.31).332–335 Certain types of ceramics display piezoelectric effect and 

are usually used as transducers,336 which are devices that change electrical energy 

into mechanical strain and vice versa.81,89  

 

 

Fig.2.31. Schematic representation of piezoresistive (left) and piezoelectric (right) 

effect. 

In conducting and semiconducting materials, the stress transfer on the materials as 

a strain is applied induces an alteration in the band gap.113,331,337–339 This results in 

a different motion of electrons (moving them into the conductive band or vice versa 

depending on the material) that changes the resistance of the material.331 In section 

2.4.5, a definition of resistivity, ρ, has been described in relationship with both 

resistance, R, and specimen area, A, and length, l, and from the equation 2.30:  
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When a strain is applied and the resistance changes, this change depends on the 

resistivity, length and cross-section area variation.340–343 Indeed, because of the 

Poisson’s effect,65,82,85,137,138 when a material is deformed it will experience strain 

in all three axes; therefore, for semiconductors: 
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Due to Poisson’s effect, we can write 
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where ν is the Poisson ratio (section 2.4.3). Combining eq. 2.40 and 2.41 we can 

obtain 
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And because we can define the strain as  
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We can rewrite the change of resistance this way: 
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For metals, the resistivity does not vary significantly with strain thus, the term Δρ/ρ 

is negligible. In this case for incompressible materials, such as metals, the ν = 

0.5137,138 and equation 2.44 can be rewritten as: 
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where G is called gauge factor.344,345 This parameter indicates the sensitivity of the 

material; thus, we can assume that the higher the gauge factor the better the sensor. 

Usually, when a tensile strain is applied, this parameter has positive values while it 

has negative values when under compression.82,137 In semiconductors the first term, 

related to the Poisson’s is insignificant. In this case, the resistivity change of 

(intrinsic) semiconductors is related to the electronic charge, e, number of charge 

carriers, and the average mobility of the charge carriers:346–348 
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Usually, in n-type composites, the electron mobility (μn) increases resulting in a 

resistivity decrease,59,66,89,349 while in p-type materials the hole mobility (μp) raises 

with a consequent resistivity increase as a strain is applied (most common 

behaviour). 15,65,137,283,350,351 
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2.5 DESIGN OF EXPERIMENT 

Improving the quality and efficiency of experiments is an important goal in 

research. Sometimes, it is possible to face situations where a complete study 

involves considering multiple variables at the same time, as well as potential 

interactions between them. Using traditional methods of a variable by variable 

experimentation can become unfeasibly time-consuming and cost-intensive. Design 

of experiment (DOE) is an effective method for investigating such complex 

multifactor experiments, and their interactions, in an efficient and statistics-driven 

process.117,124,126,129,130 This method is centred on factors (variables), responses 

(results), models and runs (tests).117,119 To reveal relationships between a factor, or 

input variable, and a response, or output variable, we deliberately change the former 

and investigate its effect on the latter. Actively manipulating factors according to a 

randomised, controlled and pre-determined design is a powerful way to get useful 

information from the minimal amount of experiments and is the basis of the DOE 

method. The design of experiments or experimental design was developed by Sir 

R.A. Fisher120, a British statistician and geneticist in 1920. This design explains the 

variation of information and predicts the outcomes by introducing one or more 

independent variables defined as input variables. The design may also select control 

variables which are kept constant to avoid external factors that affect the results.31 

Furthermore, in 1950, the statistician G. Taguchi developed a method which is an 

extension of the classic DOE approach. The classic DOE approach comprises two 

main steps: first, an early phase of investigation to evaluate the experimental 

factors, responses, and design for viability. Secondly, the use of a more powerful 

design which considers the non-linear effect of the process, in order to have a profile 

of the interactions between factors and result, being able to predict the best 

outcomes of the experiment.117 Moreover, DOE strongly supports an adaptive 

approach, whereas the Taguchi model is based on the study of one large experiment 

which also considers some important interactions.31 Depending on the type of 

information we want to obtain, a different strategy can be selected among the two. 

For instance, DOE is the best option to define the optimal conditions of the process 

or to connect the response (in our case gauge factor and hysteresis) with the set of 

process factors and their interaction. Comparatively, the Taguchi model is more 

suitable to reduce variability around a specified target.31 For these reasons, a classic 
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DOE approach has been utilised in this work. Previously, it was necessary to 

perform statistical calculation through factorial study, nowadays it is possible to use 

specific programs able to execute calculations and statistical analysis. In this work 

a program called Jump (JMP) has been used. We can divide the process in five main 

steps: 

 

Describe the experiment  

For this step is necessary to perform a preliminary study and collect all the 

information regarding potential input and response variables (i.e. in this work 

silicone oil viscosity was used as one of the factors for the preparation of multi-

matrix strain sensors, while the minimisation of the hysteresis was selected as one 

of our desired responses). Once we have collected information on all the variables 

involved, it is necessary to define the factor properties, as well as the desired 

properties of the responses generated by the DOE method. (i.e. maximise 

mechanical and/or electrical parameters, fig.2.32).  

 

 

Fig.2.32. First step of DOE where we describe the characteristics of the factors 

(right) and we define the type of responses we desire (left). 

 

Design  

In this key mathematical step, an experimental design is computed and a table with 

a series of tests to perform is acquired. This design is a randomised sequence of 
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tests to be performed, also called experimental runs, with each run having a unique 

set of factor levels. Each column in this table represents an input variable (factor) 

with each cell corresponding to its factor level in a given run. The numbers -1, 0 

and 1 denote one of three possible predefined levels a factor can take in a specific 

run (i.e. if the temperature is selected as an input factor, the values -1, 0, 1 may 

represent low, medium and high temperature respectively). Here, the values of the 

variables are selected from the program in a way to obtain the maximum 

information from the set of runs, as shown in fig.2.33.  

 

Fig.2.33. Example of a computed table showing a set of 28 experimental runs to 

study the effect of varying a set of six factors X1-X6 across three defined levels (-

1, 0, 1). 

 

Collection 

This is the “physical” or experimental part of the procedure, where each 

experimental run is performed. Here, the results are collected and the observed 

response for each run is populated in the table (fig.2.34).  
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Fig.2.34. Data collection after performing all the runs and reporting the findings 

in the responses column, it is possible to select a suitable type of model (on the 

left of the figure) to fit the data.  

 

Fitting the data 

After collecting all the responses, it is possible to compute the best fit of a 

mathematical model to the test run data. This is achieved by selecting the 

appropriate “personality” depending on the experiment performed, in order to find 

a pattern and a connection between factors and responses. The “personality” 

specifies the different mathematical models that are available to select based on the 

choice of factor type and data (fig.2.35). 
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Fig.2.35. Display of model specification to fit the data. 

 

Prediction 

Finally, after a mathematical model is selected, it is possible to obtain a prediction 

profile, which displays the best factor settings for on-target responses and the 

minimum variability. In this step, it is possible to observe not just the link between 

factors and responses, but it is possible to generate a “desirability” value, which 

shows how suitable a determined factor setting is. This means that the higher is the 

desirability, the closer the values are to the best results (fig.2.36). 
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Fig.2.36. Prediction profile of an experiment designed by the program. Factors 

with the values which give the best results, thus the highest desirability, are 

reported on the bottom; while the results are reported on the left of the prediction 

profile. 
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3 

Materials and Methods 

3.1 INTRODUCTION 

Discussed in this chapter is the production and characterization of the materials 

used in this thesis. These materials were exfoliated via ultrasonication and/or shear 

mixing. The nanomaterials were prepared in three different ways: shear exfoliation 

in water and surfactant for scaled-up production of WS2 nanosheets, water 

ultrasonication stabilized by surfactant for the 2D materials later inserted in a PEO 

matrix, and solvent stabilized ultrasonication for exfoliated material (DOE project). 

These nanosheet dispersions are usually polydisperse thus, they can be size 

selected, or the non-exfoliated material can be simply removed via centrifugation 

procedures.  

The resulting dispersions and prepared nanocomposites are both characterized by a 

variety of methods. UV-vis spectroscopy was used to find the concentration, length 

and thickness of nanomaterials, confirmed by other types of analyses such as AFM, 

TEM and SEM. Raman spectroscopy was performed on both dispersions and 

composites to examine their chemical nature and finally, electromechanical tests 

were performed on composites with different filler loading levels to verify their 

mechanical and electrical response. 

 

3.2 MATERIALS 

Poly (ethylene oxide), molybdenum disulphide, tungsten disulphide, sodium 

cholate hydrate, boric acid, Sylgard 170®, N-methyl pyrrolidone, and isopropanol 

were purchased from Sigma-Aldrich. Silicone oil at different kinematic viscosities 

was used: 1000 and 10000 mm2 s-1 (referred also as 1k and 10k cst) were purchased 

from Clearco Products, 100000 mm2 s-1 (or 100k cst) was purchased from Sigma 
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Aldrich. Molybdenum diselenide was purchased from Alfa Aesar, tungsten 

diselenide was purchased from Fisher Scientific, and graphite was purchased from 

Asbury Graphite Mills. Each product was used as received.  

 

3.3 SCALED-UP PRODUCTION OF WS2 NANOSHEETS VIA 

SHEAR MIXING EXFOLIATION 

Dispersions were prepared using a high-shear laboratory mixer (Silverson model 

L5M-A, 746 W). This model is supplied with a standard mixing assembly, 

comprising a frame and base plate holding a four-bladed rotor and a stator with 96 

square perforations (2×2 mm). The rotor-stator gap for the assembly used was ~110 

μm. Centrifugation was performed using a Thermo Scientific centrifuge (Heraeus 

Megafuge 16) with a TX-400 swinging bucket rotor (max 5000 rpm) and a Hettich 

Mikro 220R centrifuge with a high-speed rotor for size selection. Optical 

absorbance spectroscopy was performed with samples held in a 4 mm path length 

quartz cuvette using a UV-Vis-NIR spectrophotometer (Varian Cary 500) in 0.5 nm 

wavelength increments. Raman spectroscopy was performed using a Horiba Jobin 

Yvon LabRAM-HR with a 100x objective lens and 633 nm laser excitation. TEM 

samples were prepared on holey carbon grids and the analysis was performed using 

a JEOL 2100, operated at 200 kV. 

 

Preparation of WS2 dispersions 

WS2 dispersion preparation is comprised of two steps, and the first is called the pre-

treatment stage (PT) to remove impurities present in the material. After the first 

shearing, the dispersion was left overnight to settle down. Then, the supernatant is 

removed, the sediment re-dispersed in fresh DI water, and subjected to the final 

shearing. The standard sample was prepared using the following parameters: a 32 

mm rotor diameter (D), initial WS2 concentration (Ci) of 20 mg ml-1, a NaC 

concentration (Cs) of 0.8 mg ml-1, a pre-treatment shearing time (PT-t) of 90 

minutes, the shearing time (t) used was set at 90 minutes, the rpm was set at 6000 
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for the pre-treatment stage (PT-N) and at 9000 for the shearing stage (N), and the 

volume (V) used for both pre-treatment and shearing was 300 mL.  

To test the effect of processing parameters, a standard sample was established and 

two parameters, PT-t and PT-N, were kept constant while the other five parameters 

were varied individually. Furthermore, the volume was varied in both the PT and 

the shearing step and the rotor diameter was kept constant (32 mm) because it was 

found that it was not possible to exfoliate WS2 using smaller rotors.30  

 

Centrifugation process 

The dispersion preparation is followed by size selection using the centrifuge speed 

(2-10 krpm) to select a particular range of particle dimensions. The supernatant was 

collected after the shear mixing and centrifuged at 2000 rpm for two hours. After 

that, the supernatant was collected and the sediment, with unexfoliated material, 

discarded. Again, the supernatant was centrifuged at 10 krpm for two hours and the 

sediment was collected and re-dispersed in water. The final dispersion volume was 

then analysed.30  

 

3.4 COMPOSITE PREPARATION (PEO/TMDs/GRAPHENE) 

In this project, TMDs and graphite powder (20 g/L) were sonicated in water for 1 h 

using a solid flathead tip (Sonics VX-750) at 60% amplitude with a pulse of 6 s on 

and 2 s off duty cycle. The dispersion was centrifuged for 2 h at 6000 rpm to 

separate low-mass impurities into the supernatant using a Hettich Mikro 220R 

centrifuge with a fixed-angle rotor. The supernatant was discarded and the sediment 

redispersed in 2 g/L sodium cholate aqueous solution by sonication for 330 min 

using the same sonic tip settings as previously described. Following this, the 

dispersion was centrifuged at 1000 rpm to transfer unexfoliated material to the 

sediment, leaving large nanosheets in the supernatant. The optical characterization 

of nanosheet dispersions was performed in a 4 mm path length quartz cuvette using 

a UV−vis spectrophotometer (PerkinElmer Lambda 650). Raman analyses were 

performed with a Horiba Jobin Yvon LabRAM HR800 (100× objective lens, travel 
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spot size ∼1 μm, λ = 532 nm) under ambient conditions. TEM analyses were 

performed on dispersions using a JEOL 2100, operated at 200 kV with holey carbon 

grids as substrates. SEM analyses were performed on composite PEO/MoS2 films 

using a SEM Carl Zeiss Ultra operating at 2 kV. A Veeco Nanoscope-IIIa system 

(Digital Instruments) was used in tapping mode AFM measurements. Samples were 

prepared by drop-casting 15 μL of diluted dispersion (O.D. approximately 0.4) onto 

a preheated, cleaned Si/SiO2 wafer (285 nm oxide layer) at 180 °C. Wafers were 

washed with water to remove excess surfactant. Nanosheets were then analysed 

individually using previously established length corrections for pixelation effects 

and tip broadening.191 Step height analysis was used to convert the apparent 

thickness of nanosheets to the number of layers using a step height of 1.9 nm. The 

nanosheet thickness was then found by multiplying the number of monolayers per 

nanosheet by 0.6 nm. Electromechanical analysis on composite films was executed 

using a Keithley KE2601 source meter in a 2-probe mode, controlled by Lab-View 

software, in conjunction with a Zwick Z0.5 Pro-Line Tensile Tester (100 N Load 

Cell).320 

 

Film preparation 

Different ratios of polymer-nanosheet composite films were prepared. Specific 

volumes of nanosheet dispersions were mixed with PEO/H2O solution. Water was 

added, keeping the total volume constant (15 mL), and the nanosheet-polymer 

dispersion was poured into a Petri dish and dried overnight at 50 °C. The films 

obtained looked macroscopically uniform and were then analysed.320  

 

3.5 DESIGN OF PIEZORESISTIVE MULTI-MATRIX STRAIN 

SENSORS (PDMS/SYLGARD/GRAPHENE) 

The composites were prepared using different ratios of a commercial elastomer 

(Sylgard 170) and PDMS (polydimethylsiloxane) while the graphene concentration 

was kept constant. Graphite powder (20 g/L) was sonicated in NMP for 72 h using 

a solid flathead tip (Sonics VX-750) at 60% amplitude with a pulse of 6 s on and 2 

s off duty cycle. The dispersion was centrifuged for 1 h at 1500 rpm to remove 
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unexfoliated material using a Hettich Mikro 220R centrifuge with a fixed-angle 

rotor. Afterwards, the graphene was filtered and redispersed in IPA.  

 

Composite preparation 

The PDMS was prepared by adding a specific amount of boric acid to the silicone 

oil. Different viscosities of silicone oil were used to prepare the samples (1000, 

10000 and 100000 cst). The PDMS was prepared following previous studies by 

crosslinking the silicone oil in an oil bath at ~215 °C for 2 hrs.138 Afterwards, the 

PDMS was dissolved in IPA and a specific amount of graphene was added to the 

polymer. Sylgard 184 was added, the mixture was transferred on a Teflon dish, and 

the solvent was evaporated overnight at room temperature. Finally, the sample was 

cured at 100 °C for 2.5 hrs and subjected to electromechanical tests. Also in this 

case, the electromechanical analysis was executed using a Keithley KE2601 source 

meter in a 2-probe mode, controlled by Lab-View software, in conjunction with a 

Zwick Z0.5 Pro-Line Tensile Tester (100 N Load Cell). A table with specific 

parameter values was prepared using DOE (table 3.1), the composites realized 

using that table and characterized. 

 

 

Table 3.1. Designed tests obtained from the DOE after the preliminary study. 

Graphene wt. -% Sylgard wt.-% PDMS wt.-% Oil Viscosity 

(cst) 

12.5 30 57.5 10k 

12.5 30 57.5 100k 

12.5 77.5 10 100k 

12.5 30 57.5 1k 

12.6 77.4 10 10k 

12.6 77.4 10 1k 

12.6 77.4 10 100k 
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3.6 CENTRIFUGATION  

After using either sonication or shear mixing, dispersions produced are 

polydispersed and still contain large amounts of unexfoliated, unstable dispersed 

material. In order to characterise exfoliated nanosheets, it is necessary to separate 

the produced nanosheets from bulk material. A way to size select dispersions is via 

sequential centrifugation cascade. Our group has shown in previous studies the 

efficiency of this method, size-selecting a large range of 2D exfoliated materials in 

several solvents.19,191,192 Centrifugation consists of rotating a sample about a fixed 

axis at a certain speed, usually expressed in rotations per minute (RPM) which is a 

relative measure to specific centrifuges. However, it is possible to convert RPM to 

another unit that can be used across different types and sizes of centrifuges. This is 

called relative centrifugal force or G-force (RCF). This parameter is dimensionless 

and is related to the gravitational force, g, the radius of the rotor, r, and the angular 

rotation w: 

 

2w r
RCF

g


         (3.1) 

 

where w= 2πN and here, N is the rotation rate in rotations per second. Thus, it is 

possible to convert RCF to RPM (and vice versa) with the equation: 

 

2

1.118
1000

RPM
RCF r

 
   

 
    (3.2) 

with the radius r, expressed in mm.  

 

3.7 UV-VIS SPECTROSCOPY 

Optical absorption spectroscopy is a technique based on light interactions with a 

sample. In particular, the light can interact in three ways: it can be absorbed by the 
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sample, transmitted, and/or scattered. This is the foundation of UV-vis spectroscopy 

where a cuvette containing a sample is able to decrease the exit intensity of a light 

beam through absorption and/or scattering effects. This light intensity decrease due 

to absorption and scattering effects is called extinction. During analysis, the light 

of different wavelengths that passes through the sample is collected and the 

irradiance difference between the sample input beam and cuvette output beam is 

detected and measured.352 

This type of spectroscopy is a very common method used to analyse nanomaterials 

exfoliated in liquids and it exploits the Lambert-Beer law.353 For solution, the 

scattering is minimal thus, absorption and extinction match and Lambert-Beer law 

can be expressed by the following equation: 

 

A cl            (3.3) 

 

Here, A is the absorbance of the dispersion, ε is the extinction coefficient (typical 

of each material), c is the concentration of the nanomaterial in the liquid and l is the 

path length (section of the cuvette where the light passes through). However, for 

colloidal dispersions, the presence of scattering effects influences the result of the 

UV-vis absorption spectra thus the Lambert-Beer law can be used to find the 

absorption by: 

 

A cl                (3.4) 

 

Where α is the absorption coefficient. In the same way, the extinction is described 

by this equation: 

 

Ext cl                (3.5) 
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As previously mentioned, the extinction is related to both absorption and scattering 

and in many solutions, scattering is minimal so extinction is mainly dependent on 

absorption. However, for nanomaterials dispersed in liquids, scattering contributes 

an appreciable amount, and therefore one must consider absorption as well as 

scattering which is done through the equation: 

 

( ) ( ) ( )                (3.6) 

 

where ε(λ), α(λ) and σ(λ) are extinction, absorption and scattering coefficients, 

respectively (fig.3.1). This distinction is very important during the nanoparticle 

analysis, since the spectra can change intensely depending on nanoparticle size. For 

this reason, it is necessary to use an integrating sphere attachment which allows for 

the removal of the scattering contribution from the extinction spectra. Here, the 

scattered light is reflected by the coating that covers the internal walls of the sphere, 

where the cuvette is positioned, and it is received as transmitted light.354 

 

 

Fig.3.1. Extinction (in black), absorption (in blue) and scattering (in red) spectra 

of MoS2 in water and surfactant. The “tail” at large wavelengths, indicative of 

scattering, is typical for large nanoparticles.59 
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3.8 RAMAN SPECTROSCOPY 

As previously mentioned, light scattering is a phenomenon that can occur when 

light is absorbed and re-emitted by a material. However, two different types of 

scattering we consider here are Rayleigh scattering and Raman scattering. Rayleigh 

scattering occurs when the photon emitted has nearly the same wavelength or 

energy as the incident photon used for probing; so, the emitted photon is essentially 

elastically scattered. Raman scattering takes place when the emitted photon has a 

different wavelength than the incident probe photon or is inelastically scattered. 

Raman scattering and the spectroscopy which harnesses this concept are named 

after Sir C.V. Raman, who observed the scattering phenomenon in 1928 and for 

which he received the Nobel prize in 1930.355 Since then, it has become one of the 

most important techniques for identifying compounds based on their vibrational 

modes. The technique involves the use of a monochromatic beam, incident upon a 

sample, which can be either absorbed, reflected or scattered. Moreover, if during 

the scattering energy is transferred from the incident photon to the molecule or from 

the molecule to the photon, producing lattice vibrations, this will result in scattered 

radiation with a different frequency/wavelength.133 This change of energy provides 

a large variety of information about the sample from chemical structure to chemical 

bonding, and environmental effects such as stress and strain.317,318,356  

There are two types of Raman scattering: Stokes and anti-Stokes (fig.3.2). In each 

case, the photon scattering interaction excites the probed molecule to a virtual 

energy state. If the molecule relaxes to a real phonon state and emits energy with 

less than that of the incident photon, it is termed Stokes scattering. However, if the 

molecule’s virtual energy state is reached from the molecule already being in a 

phonon excited state, and the molecule emits a photon higher in energy than the 

absorbed photon after it relaxes back down to the ground state, it is known as anti-

Stokes scattering.  

A peculiarity of these scattering paths is that in Stokes Raman scattering, the 

molecules are excited from the ground state to the higher energy state, and when 

the photon is re-emitted, the energy goes to another vibrational state. In anti-Stokes 

Raman scattering, some molecules are already in an excited state, caused by thermal 
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energy, and scattering to the ground state produces a transfer of energy to the 

photon.355 

 

 

Fig.3.2.  Graphic representation of Rayleigh and Raman scattering. 

 

3.9 TRANSMISSION ELECTRON MICROSCOPY (TEM) 

Transmission electron spectroscopy is a very important analysis technique. It is 

largely used in LPE analysis because it is an excellent method to verify the produced 

nanosheet quality.19,52,163,192,320  While techniques such as UV-vis and Raman 

spectroscopy harness the interaction of the matter with light, TEM measures the 

electron interaction with samples. Indeed, it was De Broglie’s work in 1927 that 

lead to the basic theory of TEM technology.357 In his work, he realized that electrons 

display a wave-like behaviour and thus, they could be used in microscopy as the 

wavelength of electrons e ─ is given by: 

 

1/2

1.22

E
           (3.7) 
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where λ is the wavelength and E is the energy of an electron. TEM works by the 

emission of an electron beam from a heated filament (usually tungsten or LaB6) 

through a column of electromagnetic lenses onto a sample (fig.3.3). Here, the beam 

interacts with the sample producing a series of secondary interactions (i.e. 

backscattered electrons, Auger electrons, secondary electrons, etc.), but also the 

electrons can be transmitted through the sample, while being scattered or not. 

Afterward, the electrons transmitted through the sample are detected by a CCD 

camera and converted into an image (fig.3.4).358 The image formation is analogous 

to the optical microscope, however, the advantage of using TEM over optical 

microscopy is simply the higher resolution the TEM allows. This can be explained 

through the Abbe diffraction limit which states that the wavelength of the wave 

used to image an object is proportional to the dimension, d, of the object one is 

trying resolve:245 

 

2
d


      (3.8) 

 

Thus, the smallest objects that can be resolved with an optical microscope (λ = 400 

– 800 nm) has a dimension of 200 nm. From equation 3.5, it is possible to 

theoretically work out that the resolution of the smallest object for 100 keV is 2 pm, 

but the presence of aberration limits the resolution to ~ 0.3 nm.  
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Fig.3.3. Schematic of a TEM column. 358 

 

 

Fig.3.4. Possible outcomes after an electron beam interacts with the specimen. 
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3.10 SCANNING ELECTRON MICROSCOPY (SEM) 

Another common high resolution technique similar to TEM is scanning electron 

microscopy (SEM). Like the TEM, this tool harnesses electron beams accelerated 

with high voltage and focuses the beam using electro-magnetic lenses, with the 

purpose of imaging the sample. However, there is a difference between the two 

methods. SEM is a technique where the focused beam is scanned on the surface of 

the specimen, and back scattered electrons from the sample are detected and 

collected to image the surface While the TEM passes through the sample and 

several types of electrons are collected.359  

Moreover, SEM, as well as TEM, provides electrons that are characteristically 

emitted by tungsten or LaB6 into a column under vacuum and accelerated by an 

applied potential. The beam is then scanned over the sample by the scanning coil 

which controls the imaging process. When the beam interacts with the specimen, 

backscattered electrons and secondary electrons are mainly used for the imaging; 

whereas, Auger electrons and X-rays can be collected for other sample 

characterization. Secondary electrons are emitted by the sample due to inelastic 

collisions with the electron beam, and these are particularly surface sensitive while 

backscattered electrons are less surface sensitive. Indeed, backscattered electrons 

are high energy electrons elastically scattered by the sample. A simple diagram 

illustrating a scanning electron microscope can be seen in figure 3.5. 
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Fig.3.5. Schematic representation of a SEM column. 

 

3.11 ATOMIC FORCE MICROSCOPY (AFM) 

Atomic force spectroscopy (AFM) is a common technique very important for 2D 

nanosheet characterization.11,19,191 In fact, this scanning probe tool is able to map 

the topography of a sample displaying important information such as the thickness 

and length of the nanosheets.41,360,361 Unlike the other analysis methods previously 

described, AFM does not use electron nor photon beams, but instead a sharp-tipped 

cantilever that is scanned over a sample surface. As the cantilever is moved across 

the surface of a sample, variations in the topography cause vertical deflections. 

These deflections are observed and amplified by reflecting a laser beam off the back 

of the cantilever which is detected by a photodiode (fig.3.6). Once detected, this tip 

displacement is the converted into an image.361  
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Fig.3.6. General representation of AFM operation.361 

 

There are three operational modes: contact, non-contact and tapping mode. In the 

contact mode, the tip is lowered down very close to the sample surface, and as the 

tip is “dragged” across the surface the repulsive forces cause the deflection of the 

tip. This method facilitates fast imaging and it is used for high image resolution but 

it also carries the risk of both tip and sample damage. During non-contact mode, 

the tip is positioned nanometres above the surface, and when it passes above an 

object, attractive forces cause the deflection of the tip. This method is complex to 

execute since the tip has to be kept close to the surface while avoiding the repulsive 

region.361 Moreover, there is a resolution decrease and it is largely affected by the 

water unavoidably situated on the surface. A method that can find a middle ground 

between the two techniques, obtaining high resolution without damaging the tip nor 

the sample, is the tapping mode (also called intermittent contact mode). In this 

mode, the cantilever oscillates at its own frequency alternating the non-contact with 

the contact mode, eliminating the frictional forces thus preventing the tip from 

being trapped by contaminants. In this thesis a Veeco Nanoscope-IIIa system 

(Digital Instruments) was used in tapping mode for AFM measurements.361 
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3.12 ELECTROMECHANICAL TESTING  

Composite films were cut and uniform strips were obtained (strip width = 2.25 mm). 

The strips were attached to the clamps of the tensile tester at a 9.73 mm gauge 

length. These clamps were also connected to a source meter for electrical 

measurements (fig.3.7). For all samples made, the zero-strain conductivity was 

measured before measuring the tensile strain. Afterwards, the samples were strained 

(10 mm/min test speed) and both the stress and electrical resistance of the samples 

were recorded. From the stress-strain curves, it was possible to evaluate Young’s 

moduli using TestXpert software. Using R-ε curves, it was possible to plot ΔR/R0 

versus strain and by evaluating the slope of the graph, G values were extrapolated. 

A sine wave simulation program was used in order to execute cyclic tests on the 

composite films. A minimum number of 7 tests per sample were performed, then 

the average and standard deviation were calculated using Origin software. 

 

Fig.3.7. Tensile tester/source meter apparatus (left) and zoom in of the clamps 

(right).  
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4 

Exfoliation of 2D Materials by High Shear Mixer 

4.1 INTRODUCTION 

As previously mentioned, Tungsten disulphide is a layered material belonging to 

the TMDs class. This material is used in a considerable amount of applications such 

as the fabrication of electronic devices e.g. batteries, transistors and 

supercapacitors.25,49,143,161,190 For this reason, a scalable production method is 

needed. Stated in chapter 2.1, previous work demonstrated that this can be achieved 

for other layered materials such as graphene, boron nitride and MoS2.
20,203,217 In 

fact, it has been found that this goal can be accomplished by exploiting LPE, in 

particular via shear mixing exfoliation.20,30,49,183,362–365 In this work, WS2 

nanosheets were obtained using a Silverson shear mixer (L5M-A series) and sodium 

cholate (NaC) was used to avoid the reaggregation of the nanoparticles.30 

However, it is particularly important to know what controls the WS2 nanosheet 

production for two main reasons: to maximise both WS2 concentration and the 

production rate of the method. The production rate (PR) is a particularly relevant 

parameter in industry and is essential to gauge the feasibility of scaling up any 

production method; it can be obtained using this equation:20 

 

 R

CV
P

t
      (4.1) 

 

where C is the concentration of exfoliated nanosheets, V the volume of the 

dispersion and t the shearing time. Moreover, the properties of shear-mixed 

dispersions have a tendency to scale with processing parameters as power laws.209 

Paton K. et al.20 showed how graphene concentration scales following this formula: 
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n d

iC C N V t D           (4.2) 

Here, Ci is the initial concentration of the material, N is the shear rate necessary for 

the exfoliation (in our case the shearing step, section 4.2.2) and D is the rotor 

diameter. In our case, it was not possible to include the diameter parameter because 

there was no exfoliation using rotors smaller than 32 mm. Thus, having D constant, 

we can consider the WS2 scaling depending just on Ci, N, V, and t, producing the 

equation:30 

 

n

iC C N V t         (4.3) 

 

In this thesis, each parametric dependence was studied in order to find each 

exponent and to build an equivalent final equation.30 A standard sample was settled 

with specific values reported in table 4.1 and table 4.2. The parameters involved 

in the exfoliation process were varied one at the time from the standard while 

keeping the others constant. WS2 dispersion preparation is comprised of two stages; 

the first is a pre-treatment stage (PT). This stage was necessary in order to remove 

impurities that may be present in the starting material. After that, the dispersion was 

left overnight to settle down. Finally, the supernatant was removed, the sediment 

re-dispersed in fresh DI water, and subjected to the final shearing (fig.4.1).30 

However, in order to avoid temperature increase during the exfoliation process that 

can cause possible undesired reactions (i.e. oxidation), each sample was immersed 

in a cooling system (ice bath) in both pre-treatment and shearing steps. 
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Fig.4.1. Graphic representation of WS2 preparation. 

 

 

 

Fig.4.2. Images of impurities collected after pretreatment (a) and exfoliated WS2 

after the shearing stage (b).30 

 

4.2 PROCEDURE 

4.2.1 Pretreatment 

All the samples prepared were subjected to a pretreatment step and to do so, WS2 

was dispersed in water and surfactant. The surfactant concentration, Cs, and initial 
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concentration of WS2, Ci, were varied solely in this step and the values of this 

variation are reported in table 4.1. Moreover, the volume of dispersion was varied 

in the same way in both pre-treatment and shearing steps (table 4.1 and table 4.2). 

The shear rate, N, and the shearing time, t, were kept constant in this stage at 6k 

rpm and 90 minutes, respectively (table 4.1), for the preparation of all the samples. 

These two parameters were varied just in the shearing step (table 4.2). All the 

information related to the pretreatment parameters variation are defined in table 

4.1.30 

 

Table 4.1. Parameters description of the pretreatment step.30 

Pretreatment Parameters Cs (g/L) Ci (g/L) V (L) N (krpm) t (mins) 

Standard 0.8 20 0.3 6 90 

 0.1 5 0.4 - - 

 0.3 10 0.75 - - 

 0.5 35 1.75 - - 

 0.9 60 2.5 - - 

 1.2 100 3.25 - - 

 1.5 - 4 - - 

 2 - - - - 

 

 

4.2.2 Shearing step  

As previously mentioned, the dispersion was left to settle down overnight after the 

pretreatment stage. After removing the supernatant, the sediment was re-dispersed 

in fresh DI water always using the same volume utilized in the pretreatment step.  

The samples were then subjected to the shearing step.  

The factors which needed to be varied in this step for the experiment purpose were 

volume, V, shear rate, N, and shear time, t. To evaluate the effects that both shear 

rate and time had on the WS2 concentration and dimensions, these two parameters 

were varied in this phase and the values are stated in table 4.2. Here, the standard 

values are highlighted in green.30 
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Table 4.2. Parameters description of the shearing step.30 

Shearing Parameters V (L) N (krpm) t (mins) 

Standard 0.3 9 90 

 0.4 4 10 

 0.75 4.5 20 

 1.75 5 30 

 2.5 6 60 

 3.25 7 180 

 4 8 360 

 - 8.5 - 

 

 

4.3 RESULTS 

In each study, the concentration, thickness (in layers) and length of nanoparticles 

were found via UV-vis spectroscopy. Due to the sample preparation procedure, the 

final concentration of NaC was unknown, and considering the fact that the baseline 

in optical analysis is required, just water was used as blank. Moreover, it was not 

possible to use the formulae found by Backes et al.48,163 because they relate the 

concentration and the thickness to a specific wavelength in which the surfactant 

absorbed. For this reason, another equation was extrapolated from the same metric 

using a different wavelength (350 nm) to find the extinction coefficient.30,48 Figure 

4.3 shows the relationship between the calculated extinction coefficients of WS2 A-

exciton, εA-exciton, and the ratio of the extinction values (took from the UV-vis 

spectra) at the wavelength of the A-exciton, ExtA, and at 350 nm, Ext350nm, obtained 

from Backes et al. work.48 This trend was fitted and the resulting equation 

extrapolated allows us to compute the extinction coefficient of all of our samples 

and consequently, to calculate the concentration.30,48  

 

0.757

3506 ( 9.73 54. 7 / )AExt Ext          (4.4) 

 

Here, the extinction coefficient ε is in units L∙ g-1 ∙ cm-1.30,48 
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Fig.4.3. Plot displaying how extinction coefficient varies with ratio of extinctions 

at A exciton and at 350 nm.30 

 

From the same work, it was possible to extrapolate the data and modify the metric 

to calculate L (fig.4.4), yielding the following equation:30,48 

 

365 465

365 465 )

3.69 /

0.011 / 0.001

( (

1

))

( ( )

Ext Ext
L

Ext Ext




 
         (4.5) 

 

 

where L is in nm.30,48 

The mean layer, <N>, was calculated using the previous metric. It this case, there 

was no need to modify any equation from Backes et al. work48 because, it relates 

the thickness to wavelengths out of NaC absorption range and the same metric was 

used again here:30,48  

 

132 ( )/8.5
6.35 10 A nm

N e
           (4.6) 
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Fig.4.4. Ratio of extinction at 365 nm and 465 nm plotted as a function of the 

flake size found using TEM statistics.30,48 

 

Also TEM analysis was performed on the standard sample finding a mean length 

of ~56 nm while Raman spectroscopy was executed to verify the quality of the 

exfoliated material (fig.4.5). 
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Fig.4.5. Representative TEM images (A and B) and relative histogram (C) of WS2 

nanoparticles. Raman spectrum of standard sample of WS2 in H2O/NaC showing 

the typical WS2 peaks: in plane E1
2g mode (~350 cm-1) and out of plane A1g mode 

(~420 cm-1).30 

 

 

4.3.1 Surfactant concentration variation 

The first experiment was the study of the concentration of WS2 versus the surfactant 

concentration in order to maximise the concentration of WS2. In this case, samples 

were prepared changing the concentration of NaC in the pre-treatment step and 

keeping all the other parameters constant. Concentration, length, and thickness of 

WS2 particles were calculated from the UV-vis spectra performed on the 

dispersions (fig.4.6). The graph below shows that the dependency of nanosheet 

concentration does not follow a power-law dependency as the other parameters but 

is peaked, reaching a maximum at CS = 1.2g/L (fig.4.6 C). By analysing the 

dependency of the size on the NaC concentration from figure 4.6 B and D, we can 

deduce from optical analysis that both the particle thickness and length of WS2 

decreases as the NaC concentration increases. However, due to the excess foam 
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which often occurred during the shearing stages, we chose a concentration of NaC 

equal to 0.8 g/L as a standard parameter.30 

 

 

Fig.4.6. UV-vis spectra (A), mean length (B), concentration (C), and mean layers 

(D) of WS2 nanosheets vs the NaC concentration.30 

 

With the purpose of finding the exponents for the scale-up equation, rotation rate, 

N, initial WS2 concentration, Ci, volume, V, and shear time, t, were varied 

individually keeping the other parameters constant.20,30,209 

 

4.3.2 Shear rate variation 

To allow us to find the exponent relative to the rotation rate, N, several samples 

were prepared varying the rate of the shearing process.  

The graph in figure 4.7 B confirms the concentration of exfoliated WS2 grows as 

the shear rate increases. We can also see that the concentration does not change 
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considerably up to 7000 rpm and after that, rises significantly. We could determine 

the value of the exponent related to shear rate by calculating the slope of the range 

of data where we have an increase of the concentration, finding n = 7.15. This value 

is significantly larger than that seen for graphene in previous studies (ngra = 1.13) 

this is probably due to several reasons such as the different medium used (NMP for 

graphene, water and surfactant for WS2), different standard volume (1500 mL for 

graphene despite 300 mL for WS2 dispersions) and different rotor speed range 

where the material scales up (1500-4500 RPM for graphene, 7000-9000 RPM for 

WS2).
20,30  

 

4.3.3 Initial concentration dependence 

WS2 initial concentration was changed after setting NaC standard concentration and 

shear rate. Similarly, as the initial concentration of WS2 is increased the final 

concentration of WS2 increases. The parameter χ was found fitting the curve with 

the allometric equation, C=a∙Ci
χ (Fig.4.7 C), finding χ = 1. This value agrees with 

the value found for graphene.20,30  

 

4.3.4 Volume study 

Four different types of beakers were used for the volume study (600 ml; 1 l, 2 l, and 

5 l) in order to study as wide a range of volumes as possible. This is described in 

table 4.3. As previously mentioned, it is crucial to estimate the degree to which 

WS2 exfoliation can be scaled up, and for commercial production, the most 

important parameter is the production rate PR. Looking at the equation (4.1), we 

notice it is necessary to use large volumes and a short period of time to maximise 

PR. For this reason, the analysis of these two factors is significant. In this case, the 

volume study shows how concentration decreases when volume increases (fig. 4.7 

D) finding the slope value ν = −0.84.30 This value does not correspond to the one 

found for graphene which is -0.69.20 This means that the WS2 is more affected by 

the volume change than the graphene. 
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Table 4.3. Beakers used for different amount of dispersion prepared. 

Beaker Capacitance Liquid Volume (L) 

600 mL 0.3 

- 0.4 

1 L 0.75 

2 L 1.75 

5 L 2.5 

- 3.25 

- 4 

 

 

4.3.5 Time dependence 

The last parameter studied is the mixing time, t. This study revealed that the WS2 

concentration increases with time according to a power law, and the exponent was 

found to be τ = 0.55 (fig.4.7 E),30 slightly lower than the exponent seen for graphene 

(tGra = 0.66).20 These parameters mean the overall equation shows that the final 

dispersion concentration scales as:30 

 

7.15 0.8 01 4 .55

iC C N V t            (4.7) 

 

Plotting all concentration values obtained previously as a function of this equation 

we obtained a linear trend (fig.4.7 F) with a slope value equal to 1 which 

demonstrates that the concentration of WS2 nanosheets is directly proportional to 

the scaling equation revealing a linear relationship between the two.  
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Fig.4.7. Graphs of AFM nanosheet thickness histogram (<N> ≈ 6) and 

representative image of WS2 nanosheet obtained from standard sample (A); WS2 

concentration as a function of shear rate (B), initial concentration of WS2 (C), 

volume (D), shear time (E) and as a function of the scaling equation (F) determined 

by the processing parameters.30 

 

Thanks to previous metrics,48 thickness of nanosheets as a function of different 

processing parameters were calculated (eq.4.6, fig.4.8) showing, as shown in 

previous work with graphene shear exfoliation,20 an increase of nanoparticle 

thickness as the dispersion volume increases (fig.4.8D) and a thickness reduction 

as the shear rate (fig.4.8A), the initial concentration (fig.4.8B), and the shear time 

(fig.4.8C) grow. 
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Fig.4.8. WS2 nanosheets’ thickness as a function of shear rate (A), initial WS2 

concentration (B), shear time (C), and dispersion volume (D). 

 

Using the same work’s metric,48 it was also possible to use eq. 4.5 to obtain the 

length of the nanosheets as a function of different processing parameters (fig.4.9). 

From the graphs below, we can first observe that WS2 nanosheets’ size covers a 

range from 100-200 nm. In particular, we can see that in the case of shear rate study 

(fig.4.9 A), the WS2 length varies from 110 to 150 nm. The lengths’ trend, in this 

case, is not well defined, probably due to a combination of factors; firstly, this 

parameter might affect less the nanosheets length and secondly, the size selection 

procedure covers a large centrifugation speed range (2k-10k) resulting in a broad 

distribution of nanosheets dimension which affects the peaks shift of the UV-vis 

spectra and, consequently, the length values. We can also notice that the graph 

displaying the nanosheets’ length as a function of WS2 initial concentration (fig.4.9 

B) shows a length decrease as the concentration of WS2 raises with length values 

range between ~140 and ~110 nm. Finally, observing the graphs of the nanosheets’ 

length as a function of the shear time (fig.4.9 C) and the volume (fig.4.9 D), we can 

see that these are the processing parameters which affect the nanosheets’ size trend 
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the most. As expected, there is a decrease in length as the shearing time grows 

(going from ~200 to ~145 nm) and larger particles as the volume increases (with a 

length range of 120-160 nm).  

 

 

Fig.4.9. WS2 nanosheets’ length as a function of shear rate (A), initial WS2 

concentration (B), shear time (C), and dispersion volume (D). 

 

Through variation of key parameters, it has been demonstrated that shear 

exfoliation is a suitable method to produce large quantities of exfoliated WS2. After 

we determined the scaling parameters and demonstrating that shear exfoliation is a 

suitable method to produce large amounts of exfoliated WS2, these parameters have 

been utilised to obtain two maximised cases: high concentration, reaching 1.82 g/L 

in 6 h (fig.4.10A) and material production rate reaching a value of 0.95 g h−1 after 

10 minutes (fig.4.10B).30 
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Fig.4.10. UV-vis spectrum of WS2 at high concentration (A) and at high 

production rate (B).30  

 

We finalized our work by introducing the value of the high concentration in the plot 

of WS2 nanosheets concentration versus scaling equation (fig.4.11) finding the high 

concentration value consistent with the data and the linear relationship previously 

obtained. 

 

 

Fig.4.11. Plot of WS2 concentration versus scaling equation determined by 

processing parameters, including the high concentration value (represented by 

the star on the top right). 
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Albeit it was possible to use the WS2 for the preparation of PEO composites 

(described in chapter 5), unfortunately, the scaling parameters for other 

nanoparticles such as WSe2 and MoSe2 in water and cholate are unknown. For this 

reason, all nanoparticles used to fabricate PEO composites were prepared via 

ultrasonication in order to keep the preparation method constant for all the 

materials. However, preliminary studies were performed on PEO composites 

containing WS2 prepared via shear exfoliation and WS2 prepared using the sonic tip 

(selecting large nanoparticles in both cases), finding absolutely no difference 

between the two nanocomposites in terms of quality nor quantity results. 

 

4.4 CONCLUSIONS 

In this work, it was possible to demonstrate how to produce large quantities of 

defect-free WS2 nanosheets.30 This was achieved using high shear mixing, a widely 

accessible and versatile technology, already used to exfoliate a broad range of 

materials (from graphene to clay).200,204–207,366–368 Using empirical metrics obtained 

by simple optical analysis,48 concentration, size and thickness of WS2 nanosheets 

have been calculated.30 Thanks to this information, an equation that relates the final 

concentration of nanosheets produced with different processing parameters was 

calculated. In this way, it was possible to show that shear mixing exfoliation of WS2 

leads to an equation which follows a power-law dependency demonstrating the 

scalability of WS2 exfoliation in water and surfactant. By changing the surfactant 

concentration, it was found a peak with a maximum at 1.2 g/L of surfactant, 

maximising the concentration of WS2 for the study. Furthermore, after the study of 

each processing parameter was performed, it was possible to understand how WS2 

nanosheets concentration changes as these parameters increase; showing that WS2 

raises with shear rate, shear time and initial concentration, and decreases with 

volume increase. It was also observed the dependency of WS2 nanosheets thickness, 

finding that, as expected, it decreases with shear time, shear rate and initial 

concentration increase. It was possible to calculate the nanosheets size finding an 

overall length range between ~110-200 nm as the different processing parameters 

were varied. It particular, we observed a size decrease as the initial concentration 

of WS2 and the shear time increases and a length rise directly proportional to the 

dispersion volume. Finally, the concentration values of WS2 nanosheets was 
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maximised reaching a final concentration of 1.82 g/L finding this data matching 

with the scaling data. A production rate of 0.95 g/h was obtained which is one of 

the highest values obtained for WS2 in water and surfactant,30 showing the shear 

mixer as a valid scalable alternative to easily produce not just graphene, BN and 

MoS2
20,206 but, also defect-free (i.e. no chemical modification) WS2 nanosheets. 
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5 

Negative gauge factor piezoresistive 

nanocomposites 

5.1 INTRODUCTION 

With the development of sensor technology, the functionality of strain sensors has 

found use in the environmental monitoring of pressure and vibrations and also in 

biomonitoring through wearable sensors.58,137,329,369,370 To achieve high sensitivities 

and new functionalities, nanocomposites have recently been investigated as strain 

sensors.58,85,314,315 Nanocomposites exploit the combined properties of both filler 

and matrix.225 A strain sensor is a material that changes its resistance when a strain 

is applied and, commonly, the resistance increases during the tensile 

deformation.114,371–376 To verify the performance of a sensor, the important 

parameters to determine are the conductivity and gauge factor, or strain gauge (G).82 

As previously mentioned (chapter 2.2.6, eq. 1.1a), the strain gauge is related to the 

change of resistance ( 0/R R ) as a function of strain, ε:68 

 

0

R
G

R



      (5.1) 

 

The majority of works on strain sensor reports positive values of gauge factor in a 

tensile test.276,344,377–384 This happens because the tunnelling effect occurs between 

conducting particles and, when a material is stretched, this effect decreases causing 

an overall resistance growth.93,385 However, there exists a category of materials 

which shows a negative gauge factor as a tensile strain is applied.315,349,386,387 As 

mentioned before, these materials have rarely been studied and while just a few 

works report composites with this characteristic, other materials have an intrinsic 
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negative gauge factor (usually n-type materials).65,387 This behaviour can be 

associated with the band-gap change of the material; an example is MoS2 whose 

can be changed under strain, implying a negative gauge factor.58,90,156,360 

In this work, we used the typical band-gap change of MoS2 in order to fabricate 

dynamic strain sensors. These sensors were prepared inserting TMD nanosheets in 

polyethylene oxide, the electromechanical properties are studied, and a model 

which describes the electrical and mechanical behaviour of the system is 

computed.59  

The nanosheets were prepared via ultrasonication of bulk powder in water and 

sodium cholate. The nanosheets were then size-selected and analysed via UV-vis 

spectroscopy, AFM, and TEM (section 5.3.1). Afterwards, they were inserted in 

PEO and the films were subjected to Raman and SEM analysis (section 5.3.2) and 

electromechanical tests (section 5.3.3).59 

 

5.2 PROCEDURE 

5.2.1 Nanomaterial preparation 

MoS2, WS2, MoSe2, WSe2, and graphene nanoparticles were prepared via liquid 

phase exfoliation. TMDs and graphene powders were subjected to a pre-treatment 

stage where the powder, with a concentration of 20 g/L, was immersed in water and 

sonicated for 1 hour and centrifuged for 2 hours at high speed (6000 rpm) to remove 

impurities. The supernatant was discarded and the sediment re-dispersed in 2 g/L 

sodium cholate aqueous solution and sonicated for 330 minutes. In order to avoid 

overheating and, consequently, possible undesired reactions (i.e. oxidation or other 

chemical modification of the nanoparticles), the dispersions where kept in a cooling 

system during both sonication steps. Afterwards, selections of large nanosheets 

were obtained by centrifuging the supernatant at low speed (1000 rpm) and were 

then ready to be characterized.59 

 

5.2.2 Film preparation 
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Different ratios of polymer-nanosheets composite films were been prepared 

(reported in graphs as mass fractions, Mf, or volume fractions, ϕ). Specific volumes 

of nanosheet dispersions were mixed with PEO/H2O solutions. A total volume of 

15 mL was kept constant by adding water to the mixture. After that, the dispersion 

nanosheet-polymer was poured into a Petri dish and dried overnight at 50 °C. The 

films obtained looked macroscopically uniform and were then analysed (fig.5.1).59 

 

 

Fig.5.1. Nanocomposite films containing different MoS2’s loading level (a) and 

different types of fillers (b).59 

 

5.2.2 Electromechanical testing 

Composite films were cut obtaining uniform strips with a width of 2.25 mm and a 

thickness of 72 μm for each strip. The strips were attached to the clamps of the 

tensile tester at a distance of 9.73 mm apart. These clamps were also connected to 

a source meter and electrical measurements were recorded using a LabView 

program. For all samples made, the resistance was recorded at zero-strain before 

measuring the tensile strain and the conductivity was calculated from these data.  

Afterwards, the samples were strained (10 mm/min speed test) and both stress and 

resistance of the samples were recorded. From the stress-strain curves, it was 

possible to evaluate Young’s moduli using TestXpert software. Using R-ε curves, 

it was possible to extrapolate G values by determining the slope of the ΔR/R0 versus 

strain graph.  

In order to perform cyclic tests, a sine wave simulation program was used on 0.5 

wt.-% PEO/MoS2 films obtaining a dynamic strain profile for 3 different 

frequencies (0.1, 0.5 and 1 Hz). A minimum number of 7 tests per sample was 
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performed, computing the average and standard deviation through Origin 

software.59 

 

5.2.3 In-situ Raman deformation test 

In this case, Raman tests were sent to Manchester University and there, the sample 

was prepared by drop-casting MoS2/PEO mixture solution with a mass fraction of 

MoS2 = 0.5 wt.-% onto a PMMA beam and left to dry. The PMMA beams were UV 

treated prior deposition to improve adhesion between the sample and the beam 

itself. After that, the sample was placed on the microscope stage of the Raman 

spectrometer (LabRAM HR Evolution, Horiba) equipped with a laser with λ = 488 

nm. Using a four-point bending rig, the sample was deformed and the strain was 

measured using a strain gauge next to the film.59,356 

 

 

5.3 RESULTS 

5.3.1 Nanosheets production and analysis 

After the centrifugation steps, optical spectra were obtained from the size selected 

dispersions (fig.5.2 A and fig.5.3 E-H). As expected, in figure 5.2 A we observe 

the presence of a long “tail” in the extinction spectrum (black line).59 This is due to 

the scattering effect that occurs in large nanoparticle UV-vis analyses (red line). In 

order to remove the contribution of scattering in the extinction spectrum, an 

integrating sphere was used.59,354 In this way, it was possible to obtain a pure 

absorption spectrum (blue line) which has the distinctive MoS2 shape with the 

typical A-peaks around 670 nm.19,20,48 Thanks to these analyses it was possible to 

calculate, through previously published metrics, concentration, length and 

thickness of the nanoparticles.48 Using both the position of the excitonic A-peak 

and the shape of the spectra, we estimated a nanoparticle length of ~240 nm and a 

thickness of around 6 nm for MoS2 nanoparticles.59  

These data have been confirmed by TEM (fig.5.2 B, E) and AFM (fig.5.2 C, F) 

analyses. The TEM statistical analysis was performed on the sample with 200 
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counts, finding a length distribution from 50 to 700 nm with a mean of 240 nm. 

AFM analyses were performed drop-casting on Si/SiO2 wafers and the statistical 

analysis shows a distribution similar to the TEM analysis. The calculation of the 

thickness (fig.5.2. F inset) shows a distribution with a mean at 5.5 nm.59 From this 

analysis, we see that over 77% of the nanosheets were thicker than four layers. This 

implies thickness-independent bandgaps in the nanosheets and also a similar 

nanosheet conductivity.59  

To verify the quality of the material, Raman analysis (λ = 532 nm) was performed 

on a filtered MoS2 nanosheets film (fig.5.2 D). From the spectrum, it is possible to 

see the typical Raman shifts of (2H) semiconducting MoS2 at 380 (
1

2 gE ) and 405 (

1gA ) cm-1.388 

 

 

Fig.5.2. Characterizations of MoS2 dispersion (A inset picture). UV-vis analysis 

showing the extinction (black), absorption (blue) and scattering (red) spectra (A). 

TEM image (B) and of the nanosheets. Representative AFM image of MoS2 

deposited on Si/SiO2 wafer (C). Raman spectrum measured on a nanosheet film 

(D). Nanosheets length histogram measured from TEM images (E). Nanosheet 

length and thickness (inset) histogram obtained by AFM images (F).59 
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WS2, WSe2, MoSe2 and graphene nanosheets dispersions were prepared using the 

same sonication and centrifugation procedure adopted to prepare MoS2 dispersion 

previously described. From UV-vis analysis (fig.5.3 E-H) it was possible to obtain 

the extinction spectra of the nanosheets (black line) and with the integrated sphere 

the scattering (blue line) typical of large nanosheets was subtracted and the pure 

absorption spectra found (red line).389 Here, a previous metric was also used to 

obtain concentration, length, and thickness of the nanosheets.48,320 TEM analysis of 

the nanosheets dispersions was performed and the length of the nanosheets was 

found (fig.5.3 A-D). The statistical distribution of the nanosheets shows a length of 

200 nm for all the nanosheets with the sole exception of the WSe2 which presented 

with a mean length of ~77 nm.59  

 

Fig.5.3. TEM representative images and histograms of WS2 (A), MoSe2 (B), WSe2 

(C) and graphene (D) nanosheets. The bottom row shows nanosheets’ comparison 

of absorption (red), extinction (black) and scattering (blue) spectra of WS2 (E), 

MoSe2 (F), WSe2 (G) and graphene (H).59  

 

5.3.2 Composite basic characterization 

After blending the dispersion with the polymer and obtaining uniform films, 

qualitative Raman analyses were performed on the PEO film (fig.5.4 top), on the 

MoS2 film (fig.5.4 bottom) and on the composite with different wt.-% of MoS2. 
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Here, the Raman spectra of the composites show the typical peaks of both MoS2 

and PEO (fig.5.4 inset) demonstrating the presence of MoS2 nanosheets blended 

with the PEO matrix. 

 

 

Fig.5.4. Raman spectra measured on a PEO film (black) and MoS2/PEO 

composite films with Mf = 1.5 (green) and 5 (red) wt.- %. The spectrum 

associated with a MoS2-only film is also shown (blue). The inset displays PEO 

modes are also observed in the composite films. 

 

Mechanical analyses were performed by measuring tensile stress-strain curves for 

each mass fraction of MoS2/PEO composites (fig.5.5). A ductile behaviour was 

observed for all the mass fraction composites showing strains above 100%.59 
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Fig.5.5. Stress-strain curves of different MoS2 mass fractions.59  

Representative stress-strain curves (fig.5.6 A) show how the presence of MoS2 

stiffens the polymer. This analysis can be done quantitatively by measuring 

Young’s modulus from stress-strain curves. In figure 5.6 B, the average of Young’s 

modulus of each sample has been plotted versus the volume fraction, ϕ, (with also 

the corresponding mass fraction, Mf). It is clear from this graph that reinforcement 

occurs as the MoS2 is added to the polymer with Young’s modulus ranging from 

270 MPa for the PEO itself to 570 MPa for 0.5 vol. % (2 wt.-%).59 At higher loading 

levels, Young’s modulus saturates and this saturation is generally attributed to an 

aggregation effect.59 Furthermore, it is possible to notice that the ultimate tensile 

strength does not change significantly, oscillating from 10 to 15 MPa, while the 

yield strain decreases considerably going from ~10 % to ~4 %, as the amount of 

MoS2 increases.59  
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Fig.5.6. Representative stress-strain curves for selected MoS2/PEO composites 

(A) and Young’s modulus plotted versus MoS2 volume fraction for MoS2/PEO 

composites.59  

 

The modulus increase was quantitatively analysed using the rule of mixtures. As 

mentioned in chapter 2.4.4, this model predicts the composite modulus, YC, to 

increase with filler volume, ϕ, fraction as317 

 

0 (1 )C l f f m fY Y Y       (5.2) 

 

where Yf and Ym are the moduli of the filler and the polymer matrix, respectively, 

while ηl and η0 are efficiency factors associated with filler length and orientation, 

respectively.312 As we can see from figure 5.6 B, this model matches the data very 

well up to ϕ ≈ 0.5 % after which the modulus diverges from theory. This is a 

common behaviour of nanocomposites and, as mentioned above, is due to 

aggregation effects.  

As previously mentioned (section 2.4.4), it is possible to calculate the efficiency 

factor using the general equation (eq. 2.28):  
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where Yf and Ym are respectively, the Young’s moduli of filler and matrix used in 

the composite and lf and tf are length and thickness of filler nanoparticles.  

For composite where the ratio Yf /Ym is >>1 the expression above can be rewritten: 
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        (5.3) 

 

Observing this equation, we can first notice that η can assume values 0 ≤ η ≤ 1. 

Then, due to the fact that in most of the nanocomposite there is a very low 

concentration of nanofiller, we can make the approximation ϕη << 1. So we can 

combine these two expressions and find: 
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            (5.4) 

 

By comparison with the rule of mixture and, disregarding the orientation effects, 

we can combine (1 )C l f f m fY Y Y     with equation 5.4 finding the 

efficiency factor, ηl:  
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This equation is very accurate at low nanoparticles volume fraction. Substituting 

the values Yf = 270 GPa,360 Ym = 270 MPa (from fig.5.6 B), lf /tf = 55 (from fig.5.2) 

we can calculate the value of the efficiency factor, finding ηl ≈ 0.1. 

From the experimental data, the linear fit gives η0ηlYf = 60 GPa and, using a value 

for randomly oriented distributions of platelets η0 = 8/15,314,390 plus combining the 

equation with the known value of Yf = 270 GPa,391 we obtain ηl = 0.4. This value 

is significantly larger than the calculated value (ηl < 0.1),356 which implies a better 

reinforcement than expected. These relatively high levels of reinforcement indicate 

that stress is transferred effectively across the PEO/MoS2 interface which implies 

that the MoS2 nanosheets come under strain as the polymer is stretched.59 This 

might be explained by a process called boost reinforcement, which involves the 

crystallization of PEO at the MoS2 surface as PEO is already known to crystallize 

on graphene surfaces.392 In fact, the incorporation of inorganic fillers in semi-

crystalline polymers can affect the crystallization behaviour acting like nucleation 

agents.252,393 This causes an acceleration of the crystallization process, influencing 

the interface between filler and matrix and the mechanical properties of the 

composites.393  

Conductivity analyses were performed on the samples, revealing an increment of 

the conductivity with the volume fraction, ϕ (fig.5.7). We found the conductivity to 

increase from ~10-6 S/m to ~2∙10−5 S/m for the ϕ = 1.75% sample.320 Interestingly, 

these values are significantly higher than the typical MoS2’s conductivity values 

reported (~10-6 S/m).28 This is very surprising as we would expect a conductivity 

decrease with polymer implementation compared to neat nanosheet networks. We 

further investigated conductivity behaviour by fitting the curve with the percolation 

theory equation described in chapter 2.4.5.321  

 

0 ( )n

c        (5.6) 

 

As stated, the conductivity of the composite, σ, is related to the filler conductivity, 

σ0, the volume fraction, Φ, the percolation threshold, Φc, and the percolation 

exponent, n. The fit leads to Φc = 10-3, n = 1.1, and σ0 = 1.73 mS/m.59 For randomly 
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arranged 2D fillers, percolation thresholds are typically Φc ~ tNS/lNS 

(thickness/length), which implies Φc ~ 0.02. The experimental percolation threshold 

value is significantly below this prediction, possibly due to a phenomenon called 

kinetic percolation.321,322,339 In fact, the kinetic percolation implies a decrease or 

increase of the percolation threshold caused by experimental and/or chemical 

processes (i.e. shearing of conducting particles caused by experimental procedures, 

thermodynamic or mechanical instabilities during a chemical reaction in 

homogeneous systems).323,325,326,394–397 Moreover, the exponent is slightly lower 

than the value of 1.3 expected for percolation in two dimensions (i.e., a thin film), 

although reduced n-values often accompany low percolation thresholds.339,356 What 

is most unusual about the electrical data is the relatively high value of the filler 

conductivity which, for networks of MoS2 nanosheets are typically found to be ~10-

6 -10-5 S∙m-1,28,398 is considerably lower than the value we found.59  

 

 

Fig.5.7. Conductivity plotted versus MoS2 volume fraction for MoS2/PEO 

composites. The line is fitting the percolation theory.59  

 

To explain these findings, we hypothesized that the PEO has a doping effect on the 

nanofillers.59  
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To test this, we first performed a conductivity analysis on a MoS2-only network 

deposited on an electrode array finding, for both samples, σ0 = 3∙10-5 S/m. After 

this, 1 μl droplet of PEO/H2O solution was dropped onto the MoS2 network, 

allowed to dry, and the conductivity measured with the process repeated twice for 

both samples (Fig. 5.8 A).59 This led to interesting results, where the MoS2 

conductivity increases 10 times as the PEO is added to the network, which confirms 

the doping effect of PEO which is associated to a charge transfer mechanism 

(fig.5.8 B), as it is often found in different polymer/MoS2 systems.59,399 

 

 

Fig.5.8. The procedure adopted in order to verify the doping effects of PEO on 

MoS2 (A). The conductivity of a MoS2-only network before (0 droplets) and after 

depositing 1, 2, and 3 droplets of PEO dissolved in water (B).59  

 

SEM analyses were also performed on the samples at 2 kV at different MoS2 

loading levels. In figure 5.9, the cross-section (A-D) and the surface (E-H) of 

PEO/MoS2 composite films are shown. From these images, we can observe the 

presence of MoS2 flakes embedded with the polymer (fig.5.9 A-D) demonstrating 

the presence of MoS2 flakes not just on the composite surface. Moreover, we can 

see how the increase of MoS2 nanosheets affects also the composite topography 

(fig.5.9 E-H). 
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Fig.5.9. SEM images of composite PEO/MoS2 films for different Mf. The top row 

displays the cross section while on the bottom row the surface of PEO/MoS2 

composite film at 0.5 (A, E), 1 (B, F), 5 (C, G) and 10 (D, H) wt.-%.59 

 

5.3.3 Electromechanical properties 

The most interesting part about these composites is their electromechanical 

response. The typical plots of fractional resistance change, ΔR/R0, as a function of 

tensile strain, ε, for different mass fractions are shown in figure 5.10 A. As we can 

see from the graph, the resistance falls at low tensile strain and reaches a minimum 

before increasing at higher strains.59 This behaviour was observed for all MoS2 

mass fraction samples tested. Such resistance reductions are exceptionally unusual 

for tensile tests, in which almost all nanocomposite electromechanical tests display 

monotonic resistance increase as a tensile strain is applied. The only non-monotonic 

behaviour we are aware of is a work from Boland et al.,137 where a 

polysilicone/graphene composite shows a resistance increase followed by a 

subsequent decrease with increasing strain behaviour, associated to the extreme 

softness of the matrix. In terms of quantitative characterization, the gauge factor, G 

(the slope of ΔR/R0 vs ε) was calculated for each sample and the mean value was 

plotted vs. MoS2 volume fraction (Fig.5.10 B). The mean gauge factors measured 

for MoS2/PEO composites, in the limit of low stain, are all negative and they range 

between -12 and -25 with a peak at intermediate loading.59  

In order to understand this peculiar behaviour, we first observe that the strain 

associated with the resistance minimum coincides with the yield strain (strain at 

maximum stress) as measured in the tensile mechanical tests (fig.5.10 C). In figure 
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5.10 D we can see that this correlation holds over all samples. This implies that the 

negative gauge factor is associated with the elastic region of the stress-strain curve 

while plastic deformation at higher strains results in large resistance increases.59 

This leads to the hypothesis that, at low strains within the elastic region, enough 

stress is transferred to the MoS2 nanosheets to stretch them, thus reducing the 

nanosheet resistance and causes the negative gauge factor effect. This hypothesis 

has its origin in the fact that the MoS2 nanosheets themselves have a negative gauge 

factor.360  

 

 

Fig.5.10. Representative curves showing fractional resistance change as a 

function of applied tensile strain (A). Gauge factor plotted as a function of the 

volume fraction, ϕ % (B). Typical stress-strain (top) and resistance-strain 

(bottom) curves measured for plotted MoS2/PEO composites (here Mf = 0.5%) 

(C). Strain associated with resistance minimum plotted versus the yield strain for 

all MoS2/PEO composites (D).59  
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For this hypothesis to be true, enough stress must be transferred from polymer to 

nanosheet to stretch the nanosheets, and in order to test this, we performed Raman 

spectroscopy as a function of strain applied to the composite. In figure 5.11 we can 

see that both the 
1

2 gE and 1gA bands downshift as MoS2 nanosheets are stretched 

with the composites. The in-plane vibrational mode,
1

2 gE ,  with a wavenumber of 

~380 cm-1, has a shift rate of about -0.7 cm-1/%.59 Although the absolute value is 

lower than the values reported in the literature,68 they were from a more ‘ideal’ 

specimen where the nanosheets are not just larger and thinner but also aligned in 

the plane of strain (same as the direction of vibration). Observing the shift rate of 

the out-of-plane A1g mode, we notice that it is 0.8 cm-1/%. This is slightly lower 

than the values reported for few-layer nanosheets, most likely due to the fact that 

this shift mode is less sensitive to flake size.356  

Another important observation to highlight is that the linearity between the Raman 

band positions and the strain only holds until ∼0.5% strain.59 After that, a lower 

stress transfer efficiency between the interfaces causes a flattening of the curve. 

This study confirms that strain can be transferred to the MoS2 nanosheets, and this 

causes a negative composite gauge factor related to the nanosheets stretching.  

 

 

Fig.5.11. Raman band position of 
1

2 gE and A1g bands as the function of strain. The 

measurement is the average from seven measurements, and the error bars 

represent the standard error of the mean.59  
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After comprehending the association between the negative gauge factor and the 

elastic deformation of the samples, dynamic tests were performed on the 

composites (fig. 5.12). In order to demonstrate that PEO/MoS2 composites can be 

used as strain sensors, we applied sinusoidal strains varying the strain from 0.5 to 

2%, and repeated the test at different frequencies (0.1, 0.5, and 1 Hz, fig.5.12 A-C). 

As expected, the resultant resistance shows in each case an out-of-phase harmonic 

response with the applied strain.59 To demonstrate the consistency of the data, we 

calculated the Fourier transforms from the entire duration of the test Origin program 

(duration: 100 s for 0.1 Hz, 200 s for 0.5 Hz, and 50 s for 1 Hz). In all cases, a clear 

peak is observed on a 1/f background for 0.1 (fig.5.12 D), 0.5 (fig.5.12 E) and 1 

(fig.5.12 F) Hz.59  

 

 

Fig.5.12. Dynamic strain profiles with the resultant resistance response 

oscillating at three different frequencies: (A) 0.1 Hz, (B) 0.5 Hz, and (C) 1 Hz. 

Fourier transforms for the R-t curves in A-C (D-F). The arrows indicate the main 

peak with the other peaks representing harmonics.59  

 

To check the stability of the resistance signal, step strain measurements were 

performed on the samples (fig.5.13). Composites with 5 wt.-% MoS2/PEO have 



117 
 

been analysed performing step strains of 2.5% (fig.5.13 A) and 3% (fig.5.13 B) and 

the strain (top row), stress (middle row) and resistance (bottom row) response as 

a function of time are recorded. As we can see the resistance response is reasonably 

stable over time although changes start to occur after a few minutes due to possible 

water adsorption, which can cause, overtime, changes in electrical and mechanical 

properties.59 

 

 

Fig.5.13. Response of 5wt.-% MoS2/PEO composite to step strains of 2.5 (A) and 

3% (B). Top row: applied strain. Middle row: stress. Bottom row: fractional 

resistance change.59  

 

5.3.4 Modelling composite piezoresistance 

As the initial resistance decrease is followed by an increase at high strain, a physical 

model is needed to fully describe the system. Below we describe such a model. 

As previously mentioned, in standard composite strain sensors, the composite 

piezoresistance is associated with inter-nanosheet tunnelling resistance effects.93,385 

This occurs because the filler particles themselves have a relatively low resistance 

thus, the overall conductivity is limited by junction resistances. This implies that 
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any strain-induced resistance change would be caused by changes in inter-

nanosheet tunnelling with strain. However, this circumstance does not occur in 

MoS2/PEO composites because of the higher resistivity of the nanosheets 

themselves than conductive fillers, such as graphene nanosheets or carbon 

nanotubes.400 Thus, the composite resistance is limited by the nanosheet resistance 

rather than the inter-nanosheet junction resistance. The presence of this 

characteristic in the MoS2/PEO system allows a change of the composite resistance 

as the strain-induced filler resistance varies (previously demonstrated from the 

Raman in situ deformation test).59 

Every time a charge carrier passes through a nanosheet, it must also cross an inter-

nanosheet junction through a minimum number of nanosheets per conductive path. 

Thus, we assumed that the nanosheet network resistivity depends on four factors: 

the intrinsic nanosheet resistance, RNS, the inter-nanosheet junction resistance, RJ, 

the network structure, χ, and the nanosheet dimensions, lNS:
137  

 

( )NS J

NS

R R

l




 
      (5.7) 

 

In general, RNS, RJ, and ρ all depend on applied strain. Because equation 5.6 

describes the ϕ-dependence of the conductivity, equation 5.6 and equation 5.7 must 

be closely related thus, equation 5.7 should also display ϕ-dependence. Considering 

the fact that χ is a measure of the nanosheet network structure, we used the equation 

5.6 to correlate χ with the percolation theory321 finding ( ) n

C   .321 

It is also possible to represent an individual nanosheet modifying equation 5.1:  

 

,0 ,0( )NS NS NS NSR R G R         (5.8) 
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where GNS is the intrinsic gauge factor of the nanosheet and RNS,0 is the resistance 

of the nanosheets at zero-strain. Assuming that the strain in the nanosheet is equal 

to the applied strain,339 we combined the previous equations and obtained: 

 

 ,0 1 ( )
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NS NS J

NS

R G R
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  
 

       (5.9) 

 

In addition, for any incompressible material, 0/R R  as a function of the strain, 

with the Poisson ration, ν = 0.5, can be described by the equation:137 
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And combining equations 5.9 and 5.10 we obtained59 
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where RJ,0 is the zero-strain junction resistance. This is a general equation which 

describes the electromechanical response of a network. It is possible to estimate 

dRJ/dε using two pre-existing models, based on tunnelling400 and dynamic network 

connectivity.137 However, the strain-dependence of conductivity/resistivity in 

composites includes several effects which contribute to this relationship such as 

tunnelling, network connectivity, as well as orientation effects. Considering the fact 

that this behaviour is complicated to describe, we decided to take an empirical 

approach in order to identify a function able to represent the RJ dependency on the 

strain. First of all, we prepared a PEO-graphene composite. In fact, this composite 
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exhibits a positive piezoresistance which enabled us to approximate GNS~0 

finding:59 

,0
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We measured the strain-dependent resistance and, through trial and error, we found 

an empirical equation that described the strain-resistance behaviour:  
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where k and ε1 are constants. If we use equation 5.13 we obtain: 
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where  

,0NS

k
a

R
        (5.15) 

 

which fits with the graphene/PEO composites data (solid lines in fig.5.14). 
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Fig.5.14. Resistance vs strain plot for two samples of PEO/graphene samples. 

 

By integrating Eq. 5.13 we found that RJ ≈ kε2/ (2ε1+ε) and combining these 

equations we obtained a semi-empirical model that described the strain dependence 

of the composite resistance. Therefore, for GNS ≠ 0:59 
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This equation fits very well with all experimental data as displayed (solid lines) in 

figure 5.10 A. Furthermore, we could find a direct relationship between the gauge 

factor of the composite with the gauge factor of the nanosheets, the junction 

resistance, and the nanosheets resistance. In fact, by definition, the gauge factor is 

measured at low strain and taking the limit of equation 5.16 at low strain we could 

obtain 
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which can be re-written: 
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Considering that for MoS2 nanosheets GNS = −50,360 it was possible to substitute 

this value to the equation above to find the ratio RJ,0/RNS,0. After that, we were able 

to plot this ratio as a function of the volume fraction, ϕ (fig. 5.15).59 From the graph 

below, we can see that the nanosheet resistance is similar to the junction resistance 

in all cases. This validates our initial theory which states that the junction resistance 

is not the only limiting factor in the PEO/MoS2 composite electrical properties.  

 

 

Fig.5.15. Ratio of zero-strain junction resistance to zero-strain nanosheet 

resistance calculated using equation 5.14b and plotted versus ϕ. The error bars 

combine the error in G with an assumption that the error in GNS is ±10.59  

 

However, we also noted that these data are not in agreement with the tunnelling 

models.400 In fact, this model would predict a particle separation thus, RJ to decrease 

as the volume fraction, ϕ, increases. However, we have to bear in mind that 

tunnelling models do not describe all the effects involved in the strain-dependent 

conductivity changes which explain why it is not in agreement with these results. 
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Finally, it is remarkable to note that the data shows a peak at ϕ ≈ 0.5% where 

aggregation starts to occur (fig.5.6 B).  

Moreover, combining the value of the network mobility of MoS2 (0.15 cm2V-1s-1)28 

with the conductivity of a PEO doped nanosheet network (σ0 = 1.73 mS∙m-1), we 

could estimate the carrier density in the nanosheets (4∙1020 m−3).59  Also, using the 

intrinsic nanosheet mobility (50 cm2V-1s-1)28 we could estimate the nanosheet 

conductivity (σNS ≈ 0.5 S∙m-1) and, knowing the nanosheet thickness (∼5.5 nm), we 

could find that RNS,0 ≈ 400 MΩ.59 Considering that the junction resistance is similar 

to the nanosheets resistance (figure 5.15), it is fair to assume that junction 

resistances of this magnitude can be similar to other 2D materials. This implies that 

for similar junction resistance, more conductive 2D materials should lead to less 

negative gauge factors. In fact, if the nanosheet conductivity increases without 

significant changes of the junction resistance, then RJ,0 >> RNS,0 and the nanosheets 

resistance under strain have less effect on the composite resistance.  

To confirm this theory, we prepared PEO composites filled with nanosheets of WS2, 

MoSe2, WSe2, and graphene in order to compare their properties, all at the same 

nanosheet volume fraction of 0.12 vol %.59 Electromechanical tests were performed 

on the sample in order to find the conductivity at zero-strain (Fig.5.16 A-D). Then, 

it was possible to obtain the G values and compare them with PEO/MoS2 values 

(fig.5.17). The first thing we noticed observing the R-ε curves shown below in 

figure 5.16 is the difference in the shape of the curves compared to those of 

PEO/MoS2 composites.59 In fact, we can see how the negative slope of the R-ε 

curve, before the yield point, becomes less steep, denoting a decrease of the 

negative gauge factor as the conductivity rises until it becomes positive for the 

PEO/graphene composite (fig.5.17 B) which confirmed the validity of the equation 

5.17b. 
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Fig.5.16. Typical stress/strain (top) and resistance/strain (bottom) curves of 

WS2/PEO (A), MoSe2/PEO (B), WSe2/PEO (C) and graphene/PEO (D) composites 

(all at ϕ = 0.12 vol.-%).59  

 

 

 

Fig.5.17. Representative resistance-strain curves for composites of PEO filled 

with 4 different types of TMD nanosheet as well as graphene (all at ϕ = 0.12 vol 

%, A). Gauge factors for the composites shown in A plotted versus measured 

composite conductivity (B). The colour coding used in B also applied to A.59  

 

5.4 CONCLUSIONS 

This study showed another branch of piezoresistive materials which has barely 

explored before, demonstrating that is possible to harness the band gap of 

semiconductors in order to obtain a dynamic sensor. In order to do so, we proposed 

the fabrication of composites realized with liquid exfoliated nanosheets of MoS2. 

These nanosheets were blended with polyethylene oxide (PEO) and 
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electromechanical tests are performed in order to investigate both mechanical 

reinforcement from the addition of the nanofiller to the polymer and the electrical 

performance of the composites.59 Furthermore, we highlighted the differences 

between the PEO/MoS2 and the composites prepared using graphene and other 

TMDs (WS2, MoSe2, WSe2) as nanofillers. This has been done with the purpose of 

showing the interesting and perhaps useful properties that can be modulated, such 

as both positive and negative gauge factor and a minimum resistance at some 

critical strain %. We found noteworthy reinforcement and strain-induced Raman 

band shift, indicating the strain transfer from the polymeric matrix to the filler. 

Moreover, the PEO acts as a dopant and increases the conductivity of the composite 

resulting in conductivity value of >10-5 S/m.59 Most importantly, we found a 

reduction in resistance at low strain due to a band gap change of the nanoparticles, 

consistent with the influence of the negative piezoresistive filler, followed by a 

resistance increase above the yield strain due to tunnelling. We showed that this 

behaviour can be explained by a combination of strain-induced deformation (at low 

strain) coupled with strain induced modification of junction resistance (high strain). 

We demonstrated in this way that it is possible to harness the band-gap of 

conducting nanosheets inserted in the appropriate matrix to produce dynamic strain 

sensors. We finally developed a simple model to describe this data which relates, 

not just the junction resistance to the gauge factor of different types of 2D materials 

but, also to the nanosheets resistance predicting the composite gauge factor to 

decrease as the nanosheet conductivity increases. 59 This work can be considered a 

starting point towards the exploration of negative gauge factor piezoresistive 

nanocomposites, giving a better comprehension of piezoresistive materials and 

marking a new pathway in sensing technology 
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6 

Experimental Design of polymer:polymer 

/graphene nanocomposites 

6.1 INTRODUCTION 

Since the first G-Putty was made,137 it has been one of the main interests in this 

research group to better understand and finally optimise this material.138 In fact, just 

adding graphene to a viscoelastic polymer (commercially called Silly Putty), it was 

possible to prepare a composite with incredible sensing properties (reaching high 

gauge factor values) and with high potential in several fields, including 

biomedicine.137,138 This material represented a landmark in the sensing world not 

just for its properties but, also for the low cost and simplicity of the material 

preparation. This consists, firstly, in the PDMS (or Silly Putty) crosslinks formation 

via polycondensation reaction of silicone oil and boric acid (fig.6.1), with the 

addition of graphene afterwards. 137,138 

 

 

Fig.6.1. Crosslinking condensation reaction of PDMS. 

 

However, despite the fact that G-putty shows incredible sensing properties,137,138 

the high mobility of the polymeric chains influences the polymer’s chain relaxation 

which negatively affects the hysteresis (fig.6.2) and consequently on electrical 
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properties which are unstable and change over time. For this reason, we needed a 

polymer that would not interact with the chemistry of the G-putty and its sensing 

properties (i.e. another type of PDMS), but that would improve the mechanical 

properties. This also implies that the mixture has to be made with the right 

proportions in order to optimize both hysteresis and gauge factor. 

 

 

Fig.6.2. Representative stress-strain curve of G-Putty with 12.5 wt.% of graphene 

loading level and its hysteresis value (inset).  

 

The final project of this thesis consists of realizing a dynamic strain sensor 

embedding the characteristics of more than one polymeric matrix with graphene 

properties. In order to do so, a statistical method called design of experiments 

(DOE) was used. As mentioned in chapter 2.5, DOE is a systematic method 

capable of determining the relationship between factors of a process and the 

output/s affecting that process. In the DOE language, factors are the variables 

involved in an experiment (i.e. time, temperature, reagents, etc.) and the responses 

are the results obtained in an experiment. In other words, DOE is utilized to find 

the cause-effect relationship of an experiment.119  

Generally, a research study requires a certain amount of sampling to be completed, 

and if the number of variables involved is two or three, the whole study does not 

excessively affect the cost and/or time necessary to complete the experiment. But 
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what happens if the variables involved number more than three or four? The number 

of samples necessary to have a widespread study increases considerably, leading to 

higher costs and longer times which is simply not feasible. (fig.6.3). 

 

 

Fig.6.3. Minimum number of samples required for a study (right) depending on 

the number of variables involved in the experiment (they follow an n! 

relationship). 

 

For this reason, a systematic method is necessary for experiments that require a high 

number of variables. DOE is comprised of five steps that are necessary to obtain 

reliable results. These steps are fully described in chapter 2.5, while this chapter is 

focused on experimental procedures used to prepare the samples rather than just 

explaining the software. 

In this thesis, a strain sensor was prepared by mixing two polymeric matrixes: the 

first one, Polydimethylsiloxane, prepared via polycondensation reaction of silicone 

oil with boric acid, the second polymeric matrix is an industrial silicone encapsulant 

called Sylgard 170®. The Sylgard is comprised of two liquid parts which form a 

flexible elastomer when thoroughly mixed (ratio 1:1). The polymers were mixed 

with graphene then electromechanical analyses were performed on the final 

nanocomposite and gauge factor and hysteresis were measured. 
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6.2 PROCEDURE 

6.2.1 Preliminary Studies on the Variables and Program Settings 

The first thing we need to consider is the effect of mixing the different compounds 

on the final sample. With the purpose of obtaining a dynamic strain sensor, we need 

a composite which shows a low hysteresis (chapter 2.4.4) and high gauge factor 

(chapter 2.4.4 and chapter 5). In order to find the working range for each test, 

preliminary studies on the properties of the components have been performed. In 

this way, it was possible to skim the factors that needed to be included in the 

variation.  

 

G-PUTTY COMPOSITE 

The G-putty was prepared following the previously published procedure:137,138 Two 

millilitres of silicone oil was mixed with boric acid at a concentration of 300 mg/ml 

in a vial. Six vials were prepared in the same way and immersed in an oil bath at 

~220 °C for 150 minutes. Once ready, the PDMS was dissolved in IPA and specific 

amounts of graphene dispersed in IPA added to the solution. The mixture was 

stirred and heated on a hot plate until the solvent evaporated forming the final G-

Putty.137,138  

 

SYLGARD 170® 

The elastomer was prepared following the instructions from the company. The two 

liquid components could simply be mixed and the polymer could be cured at room 

temperature. The instructions also provided the curing time as a function of the 

temperature (Table.6.1).234 
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Table 6.1. Curing time at a specific temperature.234 

Temperature (°C) Curing time 

25 24 hr 

50 45 min 

70 25 min 

85 15 min 

100 10 min 

 

 

After we mixed the two liquid components of the Sylgard with the G-putty 

dissolved in IPA (ratio 50/50, with a total mass fraction of graphene = 12.5 wt.-%), 

it was possible to let the solvent evaporate and cure. The first thing we noticed was 

that the G-putty inhibits the curing agent, and after more than 24 hours, the 

elastomer was still in a viscous liquid form. Thus, we decided to operate at higher 

temperatures in order to catalyse the curing reaction and obtain the elastomer. For 

this reason, a preliminary study on the effect that the temperature has on the G-

Putty’ gauge factor overtime was executed (fig.6.4). Here, the gauge factor of G-

Putty was recorded for each temperature after 30, 60, 120 and 360 minutes. 

 

 

Fig.6.4. Gauge factor as a function of time at 50 (black square), 70 (red circle) 

and 100 °C (blue triangle).  
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The first thing we noticed from the graph above was that the gauge factor values 

did not change significantly for the different temperatures over time. Also, we 

noticed that the samples heated at 50 and 100 °C were not stable after 3 hours of 

heating, and the gauge factor could not be calculated for these samples. However, 

after several tests at different temperatures and times, and considering the curing 

times/temperatures of the Sylgard, the curing parameters were set to 100 °C for 150 

minutes.  

We have to bear in mind that for sensing purposes, the mechanical properties of the 

composite are as important as the electrical ones. Hence, the material has to be soft 

and at the same time, elastic. The parameters that influence the mechanical 

properties of this composite are silicone oil viscosity and the ratio between 

graphene, PDMS and Sylgard. The first factor we set was the silicone oil viscosity. 

We decided to include 3 different oil viscosities in the study: 1k, 10k and 100k cst. 

Another parameter we could fix was the graphene. In fact, the minimum amount of 

graphene required for conductivity is 12.5 wt.-% over the total composite. In order 

to decide the range of silly putty and Sylgard, we prepared three different ratios of 

Sylgard/PDMS (fig.6.5) using the lowest silicone oil viscosity to prepare the PDMS 

(thus with the worst hysteresis). First of all, we have to point out that for Sylgard in 

amounts lower than 30 wt.-% the sample does not cure, forming a paste once the 

graphene is added to the mixture. From figure 6.5, we first notice how the hysteresis 

decreases as the Sylgard amount increases. Because the hysteresis of the composite 

matrix is higher than one for the 50:50 composite ratios, the PDMS amount cannot 

be higher than 50 wt.-% (fig.6.5 b).  
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Fig.6.5. Images (top) with the relative cyclic stress-strain curve (bottom) and 

hysteresis values (inset) of 80:20 (a), 50:50 (b) and 30:70 (c) Sylgard/PDMS 

ratios. 

 

After we had a clearer idea of the factors involved in this experiment and their 

working range, it was possible to set the program. After we defined the factors’ 

range, we set the responses deciding to maximize the gauge factor and minimize 

the hysteresis. Finally, a table of specific tests to perform was designed by the 

program (Table 6.2).119 
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Table 6.2. Designed tests obtained from the DOE after the preliminary study. 

Sample Name Graphene % Sylgard % PDMS % Oil Viscosity cst 

DOE 1 12.5 30 57.5 10k 

DOE 2 12.5 30 57.5 100k 

DOE 3 12.5 77.5 10 100k 

DOE 4 12.5 30 57.5 1k 

DOE 5 12.6 77.4 10 10k 

DOE 6 12.6 77.4 10 1k 

DOE 7 12.6 77.4 10 100k 

 

6.2.2 Sample preparation 

The samples were prepared following the procedure described below. Firstly, the 

liquid components of Sylgard were poured in a Teflon dish and thoroughly mixed. 

After that, the PDMS previously prepared with the method described before137,138 

was dissolved in a beaker and the graphene added. The mixture was stirred on a 

hotplate until the solvent was almost all evaporated (5 ml or less left) to favour the 

incorporation with the Sylgard. After the PDMS with graphene and Sylgard was 

mixed until homogeneous, and spread uniformly in the Teflon dish, the solvent was 

left to evaporate overnight. Finally, the sample was cured at 100 °C for 150 minutes 

and then ready to be analysed.  

 

6.2.3 Electromechanical testing 

Composite films were cut creating uniform strips with a width of 2.25 mm and a 

thickness of 0.5 mm for each strip. The strips were attached to the clamps of the 

tensile tester at a distance of 9.73 mm apart and connected to a source meter and 

electrical measurements were recorded using a LabView program. From these tests, 

both hysteresis and gauge factor were obtained. In order to find the hysteresis, a 

cycle test was performed straining the samples up to 10% strain (10 mm/min speed 

test). As mentioned in chapter 2.4.7, the hysteresis, H, represents the energy loss 
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that occurs in a viscoelastic material during loading and unloading cycles. It is 

possible to calculate the (mechanical) hysteresis by evaluating the area of from the 

stress-strain curve or simply using the formula:220,312 

 

0

0

iH
 




     (6.1) 

 

where σ0 and σi are the load and unload stress respectively, taken at the same value 

of the strain applied (fig.6.6). Here, the hysteresis can assume values from 0 to 1 

(the PDMS by itself can go over 1), and the scope of this work is to minimize this 

value.  

 

 

Fig.6.6. Representative stress-strain curve of a viscoelastic material during a 

loading-unloading cycle. 
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To obtain the gauge factor, the samples were strained (10 mm/min speed test) and 

both stress and resistance of the samples were recorded, and, as well as for PEO 

composites (chapter 5), we extrapolated G values from R-ε curves by determining 

the slope of the ΔR/R0 versus strain graph.  

A sine wave simulation program was used on samples to obtain a dynamic strain 

profile for different frequencies (0.5 and 1.5 Hz). Also, in this case, a minimum 

number of 7 tests per sample were performed, computing the average and standard 

deviation through Origin software. 

 

6.3 RESULTS 

Seven or more tests were performed for each sample and the hysteresis values were 

calculated using the load, σ0, and the unload, σi, stress at a 5% strain (fig.6.7). The 

average values were calculated and reported in the DOE table.  

 

 

Fig.6.7. Stress-strain curves with calculated hysteresis (inset) for each sample 

prepared. Here, the sample names correspond to DOE 1 (A), DOE 2 (B), DOE 3 

(C), DOE 4 (D), DOE 5 (E), DOE 6 (F) and DOE 7 (G) reported in table 6.2. 

 

The G values were obtained for each sample and, even in this case, 7 tests were 

performed for each sample. The average values from the tests were reported on the 

DOE table. In figure 6.8 we can see a representative curve of each sample with the 
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average gauge factor value (inset). However, DOE 1 and DOE 5 were not 

conductive and did not show any change in resistance as the strain was applied. 

This resulted in a gauge factor equal to zero. 

 

 

Fig.6.8. Representative curves of fractional resistance change, ΔR/R0, as a 

function of strain for each sample (the name of the sample is reported inside the 

graph). The average G values were obtained and inserted in the table. 

 

After all the results were reported, a model was applied (fig.6.8) obtaining a report 

of the design with a prediction profiler computed by the program (fig.6.9). 

 

 

Fig.6.9. Table of DOE with reported results. 

 

The prediction profiler is able to give a visual idea of how changes in the factor 

settings affect both hysteresis and gauge factor. Here, the responses are reported on 
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the left of the graphs and the factors on the bottom of the graph. Aside from the 

responses and the factors, the prediction profiler also displays the desirability 

parameter (from 0 to 1).  This parameter represents how close the responses are to 

the desired values.  

 

 

Fig.6.10. Prediction profiler with a selection of random factors. For those factors 

values (bottom row, red), the program predicted a hysteresis of ~0.26 and a 

gauge factor of 46.6 (red values on the left). 

 

In order to verify the validity of this method, random values of graphene (12.6 %), 

Sylgard (51.37 %), PDMS (36.03 %) and oil viscosity (100k) were selected from 

the prediction profiler graph (Fig.6.10). A sample was prepared and 

electromechanical analysis was performed and both the hysteresis and the gauge 

factor obtained from the study were compared with the predicted ones (Hysteresis 

≈ 0.258; Gauge factor = 46.6). In figure 6.11, the results of the tests show a very 

good agreement with the values predicted by DOE demonstrating the reliability of 

this model.  

As a final step of this project, we selected factor values with the optimal settings, 

thus, the ones which would give us the highest gauge factor and the lowest 
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hysteresis possible for this experiment. In this way, we obtained a hysteresis equal 

to 0.11 and a gauge factor of 74 (fig.6.12) which shows an excellent compromise 

between low hysteresis and, at the same time, high gauge factor. 

 

 

Fig.6.11. Stress-strain curve (A) and fractional resistance change as a function of 

strain % (B) of the random sample prepared to verify the reliability of the DOE. 

 

 

Fig.6.12. Prediction profiler showing the factors and responses values of the best 

sample. 
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After optimizing the final sample (fig.6.13), dynamic tests were performed on the 

composite to demonstrate that this sample can also be used as a strain sensor. As 

expected, the resultant resistance displays a harmonic response in each case, as the 

strain is applied (fig.6.14).  

 

 

Fig.6.13. Images of the final nanocomposite. The sample appeared homogeneous 

inspecting by eye and showed considerable flexibility. 

 

 

 

Fig.6.14. Dynamic strain profiles with the resultant resistance response 

oscillating at two different frequencies: (A) 0.5 Hz and (B) 1.5 Hz. 
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Furthermore, a creep test was executed on the sample in order to check the stability 

of the resistance. The test was performed at 4% strain (fig.6.15) and the resistance 

(fig.6.15 top row), the strain (fig.6.15 middle row), and the stress (fig.6.15 bottom 

row) as a function of time were recorded, showing relative stability for a couple of 

minutes after which a chain relaxation starts to occur. 

 

 

Fig.6.15. Responses of Sylgard/PDMS/graphene composite to step strains of 4%. 

Top row: fractional resistance change. Middle row: applied strain. Bottom row: 

stress. 

 

Both cycle (fig.6.16A) and creep tests (fig.6.16B) were performed on the 

correspondent G-Putty, in order to see the differences on the electromechanical 

properties caused by high hysteresis values. In fact, as we can see from fig.6.16, the 

G-Putty shows a high resistance decay after just a few seconds of testing. 
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Fig.6.16. Representative graphs of sine test (A) and creep test (B) of G-Putty and 

the typical resistance decay (top row), strain applied (middle row) and stress 

(bottom row). 

 

6.4 CONCLUSIONS 

Following the path of piezoresistive materials, this last experimental project aimed 

to optimize polymeric composite properties using two different silicon-based 

matrices and graphene as a filler. With the intention of optimizing the composite 

properties (both mechanical and electrical), we built a system where the 

components involved in the preparation of the composites were combined to 

maximise the gauge factor and minimise the hysteresis. To do so, we used a 

statistical program called Design of Experiment (DOE) to reduce process variation 

and enhance the effectiveness of the experiment, instead of varying one parameter 

at the time as normally done in a scientific experiment.119 Taking note of this, the 

need for a preliminary study was apparent as a way to provide a better 

understanding of the process and of the interaction between the variables of the 

experiment. In this work, we demonstrated the reliability of this method going 

through the three steps mentioned next. Initially, the preparation of a protocol was 

needed to set specific variables’ range values. Secondly, thanks to the DOE 

software package present in a statistics program called JMP, it was possible to 

formulate a table with a specific set of input variables. After that, the experiments 

were performed using the protocol previously prepared (described also in chapter 

3), the set of values produced by the program, and the results of the experiment and 

these values were added to the table. Subsequently, a mathematical model and a 

profile prediction was output by the program, showing the relationship between 
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input and output. Afterwards, to demonstrate the consistency of the prediction, 

random input values were used for the sample preparation and the effective results 

were compared to the predicted ones, finding a match between the two. Finally, we 

prepared the optimized sample reaching an excellent compromise between low 

hysteresis (0.11) and high gauge factor (74) demonstrating its reliability as dynamic 

strain sensor and also the higher stability of this composite compared to the 

corresponding G-Putty. 
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7 

Conclusions and Future Work 

7.1 CONCLUSIONS 

Considering the large attention in 2D materials and their incredible potential in 

technology, the aim of this work was to find a scalable method to produce 

nanosheets and to introduce these nanoparticles into both simple and complex 

polymeric systems. One of the reasons that brought us to the production of 2D 

nanocomposites was not just to investigate on the efficiency of shear mixing 

exfoliation to produce 2D materials but also to fabricate new, cheap, and high-

performance dynamic strain sensors using semiconductors and exploring, in this 

way, a part of the piezoresistive world which has never been deeply studied. While 

scale-up exfoliation of 2D material such as graphene, BN, and MoS2 has been 

abundantly studied in several mediums (i.e. solvents, water/surfactant, polymers); 

scaling up other 2D materials, such as tungsten disulphide, has been found 

challenging especially for large scale production in non-toxic medium (i.e. 

water/surfactant).  

Because of the incessant interest’s growth of this particular material, the first part 

of this work focused on the scale-up exfoliation of WS2 in water and surfactant. 

Here, we demonstrated the scalability of WS2 production through high shear 

mixing. This method has been proven to be an efficient technology that can lead to 

relatively cheap industrial production of nanomaterials. Thanks to empirical metrics 

obtained by simple optical analysis, the concentration, thickness, and length of WS2 

nanosheets have been calculated. Through the variation of key parameters, it was 

possible to confirm the scalability of WS2 exfoliation in water and surfactant (NaC). 

As expected, it was experimentally shown that WS2 concentration increases with 

shear rate, shear time, and initial concentration, while it decreases with volume 

increase. The exponent of each processing parameter involved in WS2 scaling-up 

was successfully found by plotting the concentration of exfoliated WS2 as a function 
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of the varied processing parameter. After we determined these scaling parameters, 

we utilised them to achieve two maximised cases: concentration, obtaining 1.82 g/L 

in 6 hours, and production rate, PR, reaching 0.95 g/hour of material during a 10-

minute exfoliation cycle, which is one of the highest production rate values of WS2 

ever achieved to this point.30  

 

After that, we prepared composites with PEO and liquid-exfoliated TMDs and 

graphene nanosheets. We found an increase in the nanosheet network conductivity 

due to the doping from PEO, resulting in composites that were more conductive 

than might have been expected. We studied the electromechanical response of the 

composites; in particular, we focused our attention on PEO/MoS2 to establish a 

physical model able to describe their behaviour. First of all, we saw a composite 

reinforcement with the stiffness that more than doubled at ~0.5 vol. % MoS2. This 

indicates a good polymer-nanosheet stress transfer which results in straining the 

nanosheets themselves as the composite is subjected to a tensile strain. We observed 

a negative gauge factor in MoS2/PEO composites at low strain. In addition, due to 

a mechanism such as tunnelling, we saw a resistance increase above the yield strain. 

The model we developed predicts the composite gauge factor (measured at low 

strain) and relates it to the nanosheets gauge factor and to the junction resistance. 

We compared the piezoresistive performances of PEO composites filled with MoS2, 

WS2, MoSe2, WSe2, and graphene, also finding the gauge factor to be higher for 

nanocomposites filled with nanosheets of lower conductivity. We finally proved 

that such composites can be used as dynamic strain sensors through periodical strain 

cycles. We believe these observations make a significant contribution to materials' 

physics knowledge, exploring unusual piezoresistive properties of networks and 

relating them to standard composite physics.59  

 

We concluded the research of this thesis with the preparation of strain sensors using 

the joint properties of two different polymeric matrices and graphene in order to 

maximise the gauge factor and minimise the hysteresis. Through preliminary 

studies, we determined the parameters responsible for the main changes in 

hysteresis and gauge factor. Following this, we were able to insert all the necessary 

information into the program to prepare a table with tests to perform. After 

executing all the tests, we demonstrated the reliability of the model used in the 
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program. In order to do so, we compared the results obtained in a test using random 

variables with the ones predicted by DOE. We found the two results to be in 

agreement and we used the program to predict the values of the variables necessary 

to obtain the optimised samples. We finally showed that the optimised sample can 

be used as a strain sensor measuring low strain periodic deformations. 

7.2 FUTURE WORK 

The results presented in this work not only demonstrate the efficiency of a scalable 

and low-cost method for WS2 production, but this method has the potential to 

achieve exfoliation of a wide variety of materials which are important in several 

application fields. Some of these materials are TMD’s and TMO’s and it will be 

challenging to scale them up while avoiding the use of dangerous and non-

environmentally friendly solvents.  

Another important step successfully achieved was the insertion of TMDs and 

graphene into a polymeric matrix, obtaining a composite with peculiar properties. 

In fact, it was possible to harness the bandgap of the nanosheets to prepare dynamic 

sensors. This opens up a new class of flexible piezoresistive materials with a 

negative gauge factor, which will be very interesting to investigate in order to find 

space in applications such as biomonitoring and robotics. It may be interesting to 

also investigate the effects of nanosheet size in this kind of material with the 

purpose to see the relationship between nanosheet size and the performance of 

dynamic sensors. 

Finally, we demonstrated that through the use of a statistical model it was possible 

to study dynamic sensors with a more complex structure in a cheap and efficient 

way. The combination of Sylgard/PDMS/graphene for sensing purposes is still a 

subject of study in our group. In fact, the next step is to produce inks able to act as 

dynamic sensors when deposited on a surface, and the comparison between the 

results achieved with the ones obtained in this work will be crucial to have a larger 

picture of these materials’ behaviour. Another important aspect for future work 

would be building a roadmap to obtain dynamic strain sensors that are cheaper and 

more environmentally friendly while exhibiting higher sensing performance.  
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