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The Catlin Multitype of Sums of Squares Domains

Nicholas Aidoo

Abstract

Given a sum of squares domain of finite D’Angelo 1-type at the origin, the model
resulting from the computation of the Catlin multitype of such a domain at the origin
is shown to likewise be a sum of squares domain. Based on this result, a partial
normalization of the defining function of a sum of squares domain is obtained. Under
the same finite type assumption, the Catlin multitype is also shown to be an invariant
of the ideal of holomorphic functions defining the domain. These results are proven
using Martin Kolář’s algorithm for the computation of the Catlin multitype defined in
[22]. For a sum of squares domain, the Kolář algorithm is restated in terms of ideals
of holomorphic functions.

A commutative-algebraic way of characterizing the rank of the Levi determinant of
a sum of squares domain is also presented.

In the Kolář algorithm for the computation of the Catlin multitype, polynomial
transformations are required at every step to minimize the number of variables ap-
pearing in the leading polynomial. The polynomial transformations in the algorithm
applied to a sum of squares domain are characterized by relating them to elementary
row and column operations on the Levi matrix.

Using this characterization of the polynomial transformations and the restatement
of the Kolář algorithm in terms of ideals of holomorphic functions, an algorithm that
connects nicely the notion of simplifying the Jacobian module associated to a sum of
squares domain with elementary row operations on the complex Jacobian matrix of the
same domain is devised. By employing this algorithm, the polynomial transformations
needed in the Kolář algorithm for the computation of the Catlin multitype are explicitly
constructed.
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Chapter 1

Introduction

Over the years, the ∂̄-Neumann problem has motivated a lot of work in several complex
variables. Solving the central partial differential equation in several complex variables,
the ∂̄-problem, leads to a boundary value problem known as the ∂̄-Neumann problem.
While this boundary value problem is elliptic when the data is supported in the interior
of the domain, its boundary conditions are non-elliptic. As a result, the study of
subellipticity only needs to be done on the boundary of the domain.

Kohn in [18] and [19] solved the ∂̄-Neumann problem in the strongly pseudoconvex
case, and subsequently, Hörmander used weighted estimates in [14] to solve the problem
in the more general case of a weakly pseudoconvex domain. Already in the strongly
pseudoconvex case, Kohn had shown that the gain in the degree of differentiability of
the solution was exactly 1

2
. This prompted the obvious question: When is subellipticity

of the ∂̄-Neumann problem satisfied at all? In his Acta paper [21], J.J. Kohn tackled
the question of subellipticity by introducing the notion of subelliptic multipliers and
as well as an algorithm to generate these multipliers. He also established that for a
pseudoconvex domain with real-analytic boundary, there is an equivalence between the
subellipticity of the ∂-Neumann problem for (p, q) forms at a point of the domain and
the property that the maximum order of contact of q-dimensional complex-analytic
varieties with the boundary of the domain at the same point is finite. He proved this
equivalence via the termination of his algorithm, which amounts to the statement that
the constant unity function is a subelliptic multiplier.

Two important developments followed. The first was D’Angelo’s work on the order
of contact of complex-analytic varieties with the boundary of the domain, which is now
commonly known as the D’Angelo type and is a boundary invariant. The second de-
velopment was Catlin’s work in the 80’s in [5], [6], and [7] showing that the equivalence
of the subellipticity of ∂̄-Neumann problem with finite D’Angelo type holds for any
pseudoconvex domain with smooth boundary and not just in the real-analytic case as
Kohn had shown. He showed that the subelliptic gain ε in the ∂̄-Neumann problem
on (p, q) forms must satisfy ε ≤ 1

∆q(M,p)
, where ∆q(M, p) is the D’Angelo type. He

achieved this without going through the Kohn algorithm. In the process of proving
this equivalence, Catlin introduced another boundary invariant called the multitype
in [6]. The multitype gives a refined measure of the vanishing order of the defining
function of the domain by assigning a weight to each coordinate direction. The entries
of the multitype mn−q+1 are always bounded above by the D’Angelo q-type, and so for
a pseudoconvex domain of finite D’Angelo q-type, there is always a finite number of
level sets of the multitype in some neighborhood.
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The multitype is difficult to compute in general, but it has several interesting prop-
erties. In order to compute it and also establish its properties, Catlin introduced
another weight known as the commutator multitype. In the pseudoconvex case, the
commutator multitype and the multitype equal each other. In [6] Catlin proved this
equality by considering polynomial models of a domain consisting of just the terms
from the Taylor expansion of the defining function that have weight 1 with respect to
the multitype.

An essential ingredient of Kohn’s argument in [21] that the subellipticity of the
∂-Neumann problem for (p, q) forms is equivalent to finite D’Angelo q-type for real-
analytic pseudoconvex domains is the Diederich-Fornæss Theorem. As proven by
Diederich and Fornæss in [12], if there is a real-analytic variety of holomorphic di-
mension q in the boundary of a real-analytic pseudoconvex domain, then in any neigh-
borhood of a point on that variety, there exists a complex variety of dimension q lying
in the boundary of the domain. This result was generalized to smooth pseudoconvex
domains by Bedford and Fornæss in [2] in 1981. Therefore, it was known even before
Catlin’s work in the 80’s that the existence of submanifolds of holomorphic dimension
q in the boundary of the domain was an obstruction to subellipticity of the ∂-Neumann
problem. In [6] Catlin sought to stratify the boundary of the domain in such a way as
to be able to rule out the existence of such submanifolds of holomorphic dimension q.
The level sets of his invariant, the multitype, precisely give this stratification as Catlin
proved that each level set of the multitype sits in a submanifold of the boundary of the
domain of holomorphic dimension at most q − 1.

In [24], A. Nicoara used this stratification in order to give a constructive proof
for the termination of the Kohn algorithm in the real-analytic pseudoconvex case
as opposed to Kohn’s indirect proof in [21]. This prompted a question posed by
D’Angelo to A. Nicoara: In the simplest possible case of a domain given by sum
of squares of holomorphic functions, how does the stratification look like? We seek to
answer D’Angelo’s question by finding out how the entries of the multitype relate to
the algebraic-geometric behavior of the ideal of holomorphic functions in the sum of
squares.

The goal of this thesis is to introduce some important preparatory tools and tech-
niques necessary for answering D’Angelo’s question on the multitype level set stratifi-
cation of sums of squares domains. We will focus here on the multitype computations
for such domains. Our main tool is an algorithm devised by M. Kolář in [22] for the
computation of the Catlin multitype when it has finite entries. In order to ensure this
condition is satisfied, we will assume finite D’Angelo 1-type throughout since the latter
bounds from above the last entry of the multitype; see [6].

Domains defined by sums of squares of holomorphic functions constitute a very
important class in the field of several complex variables as they connect in a very natural
way complex analysis with algebraic geometry. This class of domains was introduced
by J.J. Kohn in his Acta paper [21] under the term special domains. In [10] and [11],
D’Angelo studied the local geometry of real hypersurfaces by assigning to every point on
the hypersurface an associated family of ideals of holomorphic functions and exploring
various invariants in commutative algebra and algebraic geometry. He established
a close connection between the geometry of sums of squares domains and complex
algebraic geometry. Further work by Y.-T. Siu in [26] and [27] on sums of squares
domains introduced new approaches for generating multipliers for general systems of
partial differential equations. Owing to his initial work on sums of squares domains,
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Y.-T. Siu gave an extension of the special domain approach to real analytic and smooth
cases. S.-Y. Kim and D. Zaitsev in [17] proposed a new class of geometric invariants
called the jet vanishing orders and used them to establish a new selection algorithm
in the Kohn’s construction of subelliptic multipliers of sums of squares domains in
dimension 3. Also, in a recent paper by the same authors [16], they provide a solution
to the effectiveness problem in Kohn’s algorithm for generating multipliers for domains
including those defined by sums of squares of holomorphic functions in all dimensions.
Other important results pertaining to sums of squares domains can be found in [8], [9],
[13], [15], and [23].

Owing to the connection between the associated family of ideals of holomorphic
functions and the geometry of sums of squares domains, a natural question is whether
or not the multitype could be computed from the corresponding ideals of holomorphic
functions. An answer to this question is provided in this thesis. More specifically,
we show that the multitype of a sum of squares domain can be computed from the
related ideal of holomorphic functions by restating the Kolář algorithm at the level of
ideals. Besides the fact that working with ideals aligns better with complex algebraic
geometry, this restatement also reduces significantly the amount of work involved in
computing the Catlin multitype for sums of squares domains.

A sum of squares domain Ω ⊂ Cn+1 is one whose boundary defining function r(z)
is given by

r(z) = 2Re(zn+1) +
N∑
j=1

|fj(z1, . . . , zn+1)|2, (1.1)

where fj(z1, . . . , zn+1) for all j, 1 ≤ j ≤ N, are holomorphic functions vanishing
at the origin in Cn+1. We shall denote by M ⊂ Cn+1 the hypersurface defined by
{z ∈ Cn+1 | r(z) = 0}.

The model hypersurface associated to M at the origin is given by

MH = {z ∈ Cn+1 | H(z, z̄) = 0}, (1.2)

the zero locus of the homogeneous polynomial H(z, z̄) consisting of all monomials from
the Taylor expansion of the defining function that have weight 1 with respect to the
multitype weight. We refer to H(z, z̄) as the model polynomial.

H(z, z̄) = 2Re(zn+1) +
N∑
j=1

|hj(z1, . . . , zn)|2, (1.3)

where hj is a polynomial consisting of all terms from the Taylor expansion of fj of
weight 1/2 with respect to the multitype at the origin, j = 1, . . . , N. Note that the
model hypersurface MH = {z ∈ Cn+1 | H(z, z̄) = 0} is a decoupled sum of squares
domain since variable zn+1 has weight 1, so no hj can depend on it. By Catlin’s results
in [6], MH has the same multitype at the origin as the original domain. Therefore,
with respect to all multitype computations, sums of squares domains behave as if they
were decoupled.

In [22] Kolář characterizes by weight the polynomial transformations that do not
modify the multitype and devises an approximation algorithm yielding a weight and
a partial model polynomial at each step of the algorithm. He calls the partial model
polynomial the leading polynomial. At the conclusion of each step, a polynomial
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transformation that does not modify the multitype is supposed to be applied so that
the partial model polynomial depends on the minimum number of variables. When
all entries of the multitype are finite, this approximation algorithm terminates at the
multitype itself. The Kolář algorithm could fail to terminate when there is at least one
infinite entry in the multitype. An example of this type will be provided in the thesis.

Even though the polynomial transformations that do not modify the multitype in
the Kolář algorithm play a significant role in the computation process, there is no tech-
nique in [22] to construct them. We go further by providing an explicit approach that
characterizes and constructs these polynomial transformations in the Kolář algorithm
for a sum of squares domain. We establish a correspondence between such a polynomial
transformation and some defined sequence of elementary row and column operations
on the Levi matrix of a sum of squares domain. We refer to this sequence as the row
reduction algorithm. The termination of the row reduction algorithm at each step of
the Kolář algorithm indicates that the partial model polynomial produced depends
on the minimum number of variables. The algorithm naturally relates the notion of
Jacobian module of a sum of squares domain to elementary row operations performed
on the complex Jacobian matrix of the same domain.

The thesis is structured in the following manner: Chapter 2 defines the Catlin
multitype and provides a thorough description of the Kolář algorithm as introduced
in [22] for the computation of the multitype at the origin. We give an example to
demonstrate that the Kolář algorithm does not always terminate if there exists at
least one infinite entry of the multitype. Chapter 3 characterizes the rank of the Levi
determinant of a sum of squares domain by describing it in a commutative-algebraic
way.

Chapter 4 presents a key lemma for the characterization of the multitype entries of
the sum of squares domain. Specifically, we establish the fact that each multitype entry
can be realized by the modulus square of some monomial. Using the characterization
of such monomials, we show that the model of a sum of squares domain is likewise
a sum of squares domain. As an application, we produce a partial normalization of
the defining function of a sum of squares domain of finite D’Angelo 1-type at the
origin when the rank of its Levi matrix is nonzero. We also show in this chapter that
the multitype of a sum of squares domain is an invariant of the ideal of holomorphic
functions defining the domain under the assumption of finite D’Angelo 1-type at the
origin. This answers positively a question posed to the author by D. Zaitsev. In
the same chapter, a modified version of the Kolář algorithm in terms of ideals of
holomorphic polynomials is provided.

The polynomial transformations in the Kolář algorithm for the computation of the
multitype of sums of squares domains are characterized in chapter 5. This characteri-
zation is achieved through row and column operations performed on the Levi matrix of
the sum of squares domain. Using the restatement of the Kolář algorithm in terms of
ideals of holomorphic polynomials in chapter 4, we translate the row-column operations
on the Levi matrix of a sum of squares domain into row operations on the complex
Jacobian matrix of the same domain. We then explicitly construct the allowable poly-
nomial transformations in the Kolář algorithm via a much simpler algorithm that relies
on the notions of gradient ideal and Jacobian module.

Finally, in chapter 6 we summarize the entire thesis and outline further work that
the author hopes to do subsequently.
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Chapter 2

Catlin Multitype and the Kolář
Algorithm

In this chapter, we describe the Catlin multitype and the Kolář algorithm for the
computation of the multitype at the origin in [22]. The notion of weights, distinguished
weights, and the multitype were introduced by D. Catlin in [6].

2.1 Preliminaries

In this section, we give some definitions and also state without proofs some theorems
pertinent to our discussions in subsequent chapters. The definition of subellipticity of
the ∂̄-Neumann problem is only provided here for completeness given the topics covered
in the introduction.

Definition 2.1.1. Let Ω be a domain in Cn. Let p be a point on the boundary ∂Ω
of Ω. We say that the ∂̄-Neumann problem satisfies the subelliptic estimates on (p, q)
forms at the point p if there exists a neighborhood U of p and the constants ε > 0 and
C > 0 such that

|||ϕ|||2ε,U ≤ C
(
||∂̄ϕ||2 + ||∂̄∗ϕ||2 + ||ϕ||2

)
(2.1)

for all ϕ ∈ D(p,q)(U), where D(p,q)(U) is the space of (p, q) forms ϕ ∈ Dom(∂̄∗) such
that ϕIJ ∈ C∞0 (U ∩ Ω̄) for all components ϕIJ of ϕ and |||ϕ|||ε,U is the local Sobolev
norm of order ε on U. The constant ε is referred to as the order of the subelliptic
estimate.

Before we give the next definition, we recall the notion of a parameterized holomor-
phic curve as well as its order. A nonconstant holomorphic mapping

ψ : U → Cn, (2.2)

where U is an open set of C is called a parameterized holomorphic curve. We now let

ψ : (C, 0)→ (Cn, 0)

be the germ of a parameterized holomorphic curve. We define the order of ψ at 0 to
be the greatest integer k for which all derivatives of order strictly less than k vanish at
0. Denoted by v(ψ), the order of the parameterized holomorphic curve is sometimes
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referred to as the multiplicity. The multiplicity of ψ = (ψ1, . . . , ψn) will then be given
precisely by v(ψ) = min1≤j≤n{v(ψj)}. The definition below comes from [11]:

Definition 2.1.2. Let (M, p) be the germ at p of a smooth real hypersurface in Cn.
Let r be a local defining function for M near p. The maximum order of contact of
1-dimensional complex-analytic varieties with M at p is given by

∆1(M, p) = sup
ψ

v(ψ∗r)

v(ψ)
. (2.3)

The D’Angelo 1-type, denoted by ∆1(M, p), is said to be finite if the quantity in (2.3)
is finite.

Definition 2.1.3. The maximum order of contact of q-dimensional complex analytic
varieties with a smooth real hypersurface M at a point p is given by

∆q(M, p) = inf
P

{
∆1(M∩ P, p)

}
, (2.4)

where P is a complex affine subspace of dimension n− q+ 1 passing through p. Thus,
the infimum is taken over all choices of P . The D’Angelo q-type ∆q(M, p), is finite if
(2.4) is finite.

We state Theorems 2.1.1 and 2.1.2 from [10] without proofs. These theorems give
the results that the D’Angelo type is finitely determined and that the set of points of
finite type is an open subset of the boundary of the domain. LetMk be the hypersurface
defined by the Taylor polynomial of the defining function r ofM to the k-th order at a
point p. We denote by ∆q(Mk, p), the D’Angelo type of the hypersurface Mk defined
by this Taylor polynomial.

Theorem 2.1.1. Let M be a real hypersurface of Cn and let p ∈ M be a point. The
following are equivalent:

i. ∆q(M, p) is finite.

ii. There is an integer k0, such that if k ≥ k0 then ∆q(Mk, p) = ∆q(M, p) is finite.

iii. There is an integer k0, such that for k ≥ k0, we have ∆q(Mk, p) ≤ k.

Remark 2.1.1. The integer k0 can be taken to be the ceiling of ∆q(M, p), which we
will denote by d∆q(M, p)e.

Theorem 2.1.2. Let M ⊂ Cn be a smooth real hypersurface. Let p0 be a point of
finite type. Then there is a neighborhood Up0 of p0 such that if p lies in Up0

∆q(M, p) ≤ 2(∆q(M, p0))n−q.

In particular, the set of points of finite type is an open subset of M.

J. J. Kohn introduced the notion of type of a point on a pseudoconvex hypersurface
in C2 in [20]. In [4] Thomas Bloom and Ian Graham generalized Kohn’s notion to Cn

and gave a geometric characterization of type of points on real hypersurfaces in Cn.
Here is the definition given by Bloom and Graham: Let N be a real C∞ hypersurface
defined in an open subset U ⊂ Cn with defining function r. Let Lk for k ≥ 0 an integer,
be the module, over C∞(U), of vector fields generated by the tangential holomorphic
vector fields to N , their conjugates, and commutators of order less than or equal to k
of such vector fields.
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Definition 2.1.4. A point p ∈ N is of type m if
〈
∂r(p), F (p)

〉
= 0 for all F ∈ Lm−1

while
〈
∂r(p), F (p)

〉
6= 0 for some F ∈ Lm.

Here we denote the contractions between a cotangent vector and a tangent vector
by
〈
,
〉
. We shall refer to the type at a point p as defined above as the Bloom-Graham

type.

2.2 Computation of the Catlin Multitype

As stated in the introduction, D. Catlin in [6] devised another boundary invariant
called the commutator multitype to compute the multitype on the boundary of a
pseudoconvex domain since the latter cannot be computed directly from its definition.
Subsequently, M. Kolář in [22] also devised an algorithm for the computation of the
Catlin multitype on a general smooth hypersurface (not necessarily pseudoconvex)
when all its entries are finite.

We now present some definitions we use in the thesis following the set-up of Kolář
in [22] and then describe some of the tools that M. Kolář introduced. Let M be a
hypersurface in Cn+1 and p ∈ M be a Levi degenerate point. We will assume that
p is a point of finite D’Angelo 1-type. Let (z, w) be local holomorphic coordinates
centered at the point p, where w = u + iv is the complex non-tangential variable and
the complex tangential variables are in the n-tuple z = (z1, . . . , zn) with zk = xk + iyk.
Throughout this thesis, we will compute and define weights by considering only the
complex tangential variables z1, . . . , zn as in [22].

Definition 2.2.1. A weight Λ = (µ1, . . . , µn) is an n-tuple of rational numbers with
0 ≤ µj ≤ 1

2
satisfying:

i. µj ≥ µj+1 for 1 ≤ j ≤ n− 1;

ii. For each t, either µt = 0 or there exists a sequence of nonnegative integers
a1, . . . , at satisfying at > 0 such that

t∑
j=1

ajµj = 1.

Let Λ be a weight. If α = (α1, . . . , αn) is a multiindex, then we define the weighted
length of α by

|α|Λ =
n∑
j=1

αjµj.

Also if α = (α1, . . . , αn) and α̂ = (α̂1, . . . , α̂n) are multiindices then the weighted length
of the pair (α, α̂) is defined by

|(α, α̂)|Λ =
n∑
j=1

(αj + α̂j)µj.

Definition 2.2.2. A monomial Aαα̂lz
αzα̂ul is said to be of weighted degree κ if

κ := l + |(α, α̂)|Λ.
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Similarly, we define the weighted order of the differential operator DαD̄α̂Dl to equal
to κ := l + |(α, α̂)|Λ, where

Dα =
∂|α|

∂zα1
1 · · · ∂zαnn

, D̄α̂ =
∂

ˆ|α|

∂z̄α̂1
1 · · · ∂z̄α̂nn

, and Dl =
∂l

∂ul
.

A polynomial P (z, z̄, u) is said to be Λ-homogeneous of weighted degree κ if it is a sum
of monomials of weighted degree κ.

We shall set the variable w as well as the variables u and v to have a weight of one.

Definition 2.2.3. A weight Λ = (µ1, . . . , µn) is said to be distinguished if there exist
local holomorphic coordinates (z, w) mapping p to the origin such that the boundary-
defining equation for M in the new coordinates is of the form

v = P (z, z̄) + oΛ(1), (2.5)

where P (z, z̄) is a Λ-homogeneous polynomial of weighted degree 1 without plurihar-
monic terms and oΛ(1) denotes a smooth function whose derivatives of weighted order
less than or equal to 1 vanish at zero.

We order the weights lexicographically. This means that for the pair of weights
Λ1 = (µ1, . . . , µn) and Λ2 = (µ

′
1, . . . , µ

′
n), Λ1 > Λ2 if for some t, µj = µ

′
j for j < t and

µt > µ
′
t.

Definition 2.2.4. Let M be a hypersurface in Cn+1, and let p ∈ M. Let Λ∗ =
(µ1, . . . , µn) be the greatest lower bound with respect to the lexicographic ordering of
all the distinguished weights at p. The multitype M at p is defined to be the n-tuple
(m1, . . . ,mn), where mj = ∞ if µj = 0 and mj = 1

µj
if µj 6= 0. We call the multitype

M at p finite, if the last entry mn <∞.

The next theorem from [6] clarifies the relationship between the multitype and the
D’Angelo type for a pseudoconvex domain:

Theorem 2.2.1. (Catlin). Let Ω ⊂ Cn+1 be a pseudoconvex domain smooth boundary.
Let p0 ∈ bΩ be a boundary point. If M (p0) = (m1, . . . ,mn) is the multitype at p0, then
for each q = 1, . . . , n, mn+1−q ≤ ∆q(bΩ, p0), where ∆q(bΩ, p0) is the D’Angelo q-type at
p0.

For the purposes of this thesis, we shall assume finite D’Angelo 1-type at every
point p ∈ M, since by Theorem 2.2.1, this assumption ensures that all the entries of
the multitype are finite, which is the exact setting in which the Kolář algorithm works.

For a weight Λ, we say the local coordinates on M at p are Λ-adapted if M is
described locally to have the form in (2.5), where P is Λ-homogeneous. We shall
refer to Λ∗-adapted coordinates as the multitype coordinates given such that P is
Λ∗-homogeneous.

Let γj, j = 1, . . . , c, be the length of the j-th constant piece of the multitype weight
given such that c is the number of distinct entries in the multitype. Let

∑j
i=1 γi = kj,

then we have

µ1 = · · · = µk1 > µk1+1 = · · · = µk2 > · · · = µkc−1 > µkc−1+1 = · · · = µn,
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where n = kc. We define a monotone sequence of weights Λ1, . . . ,Λc which are ordered
lexicographically as follows. Λ1 is a constant n-tuple (µ1, . . . , µ1) and Λc = Λ∗ is the
multitype weight. We then define the weight Λj = (λj1, . . . , λ

j
n) for 1 < j < c, by

λji = µi for i ≤ kj−1 and λji = µkj−1+1 for i > kj−1. Note that this construction yields
a finite sequence of weights even if Λ∗ has some infinite entries.

Definition 2.2.5. Let Λ = (λ1, . . . , λn) be a weight and

w̃ = w + g(z1, . . . , zn, w) and z̃j = zj + fj(z1, . . . , zn, w),

for 1 ≤ j ≤ n, be a holomorphic change of variables. We say that this transformation
is:

i. Λ-homogeneous if fj is a Λ-homogeneous polynomial of weighted degree λj and
g is a Λ-homogeneous polynomial of weighted degree 1,

ii. Λ-superhomogeneous if fj has a Taylor expansion consisting of monomials that
have weighted degree ≥ λj and g consists of terms of weighted degree ≥ 1,

iii. Λ-subhomogeneous if the Taylor expansion of fj consists of terms of weighted
degree ≤ λj and g consists of weighted degree ≤ 1.

Definition 2.2.6. Fix Λ∗-adapted local coordinates. The leading polynomial P is
defined as

P (z, z̄) =
∑

|(α,α̂)|Λ∗=1

Cα,α̂z
αz̄α̂. (2.6)

The polynomial defined in (2.6) is exactly the polynomial that only retains the
terms of weight 1. Put differently, it is a Λ∗-homogeneous polynomial of weighted
degree 1 with no pluriharmonic terms, where Λ∗ is the multitype weight. Following
Kolář in [22], we will also denote by leading polynomial the polynomial consisting of all
terms of weight 1 with respect to each intermediate weight Λj in the Kolář algorithm.

Theorem 2.2.2. (Kolář). A biholomorphic transformation takes Λ∗-adapted coordi-
nates into Λ∗-adapted coordinates if and only if this transformation is Λ∗-superhomogeneous.

We will apply this theorem below in order to give a thorough explanation of the
Kolář algorithm for the computation of the multitype under the assumption that all
its entries are finite.

2.2.1 The Kolář Algorithm

The algorithm consists of a finite number of steps that terminate at the multitype
weight. In other words, it is an approximation algorithm that generates a partial
model polynomial and an intermediate weight at every step. Most importantly, the
polynomial transformations that do not affect the multitype are characterized by weight
at every step of the Kolář algorithm.

The algorithm starts by considering local holomorphic coordinates in which the leading
polynomial in the variables z and z̄ contains no pluriharmonic terms. The degree of
the lowest order monomial in this polynomial is then equal to the Bloom-Graham type
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of M at p as defined in [4]. This gives the first multitype component m1; see [6].
By our assumption 1 < m1 < +∞. Let m1 = 1

µ1
, and set Λ1 = (µ1, . . . , µ1). We

then consider all Λ1-homogeneous transformations and choose one that will make the
leading polynomial P1 to be independent of the largest number of variables. We denote
this number by d1. For such coordinates, we get the defining function of M to be of
the form

v = P1(z1, . . . , zn−d1 , z̄1, . . . , z̄n−d1) +Q1(z, z̄) + o(u),

where P1 is Λ1-homogeneous of weighted degree 1 and Q1 is oΛ1(1). Note that due to
the equal weights in Λ1, all Λ1-homogeneous transformations are linear. We use the
result that for any weight Λ which is smaller than Λ1 with respect to the lexicographic
ordering Λ-adapted coordinates are also Λ1-adapted coordinates. We thus have that
µ1 = · · · = µn−d1 and µn−d1+1 < µ1. We define the following important tools:

Let

Q1(z, z̄) =
∑

|(α,α̂)|Λ1
>1

C1
α,α̂z

αz̄α̂.

We define

Θ1 =

{
(α, α̂)

∣∣∣ C1
α,α̂ 6= 0 and

n−d1∑
i=1

(αi + α̂i)µi < 1

}
.

For every (γ, γ̂) ∈ Θ1,

W1(γ, γ̂) =
1−

∑n−d1

i=1 (γi + γ̂i)µi∑n
i=n−d1+1(γi + γ̂i)

. (2.7)

We define the next weight Λ2 by letting

λ2
j = max

(α,α̂)∈Θ1

W1(α, α̂)

for j > n − d1, and λ2
j = µ1 for j ≤ n − d1. We then complete the second step by

letting P2 be the new leading polynomial corresponding to the weight Λ2. P2 depends
on more than n− d1 variables.

We proceed by induction. At the j-th step, for j > 2, using coordinates from
the previous step, we consider all Λj−1-homogeneous transformations and choose one
that makes the leading polynomial Pj−1 to be independent of the largest number of
variables. We fix such coordinates, and let dj−1 be the largest number of variables,
which do not show up in Pj−1 after this change of variables. By Theorem 2.2.2, the
transformations taking Λj−1-adapted coordinates into Λj−1-adapted coordinates are
always Λj−1-superhomogeneous. The number of multitype entries that are added at
each step of the computation depends on the difference (dj−2−dj−1). Hence we consider
two cases at this step:

CASE 1: Assume that dj−2 > dj−1. Also recall that for any weight Λ that is smaller than
Λj−1 with respect to the lexicographic ordering, Λ-adapted coordinates are also
Λj−1-adapted. This implies that we get (dj−2 − dj−1) multitype entries

µn−dj−2+1 = · · · = µn−dj−1
= λj−1

n−dj−2+1

10



and let λji = µi for i ≤ n− dj−2. To obtain λji for j > n− dj−1, we consider

v = Pj−1(z1, . . . , zn−dj−1
, z̄1, . . . , z̄n−dj−1

) +Qj−1(z, z̄) + o(u),

where Qj−1 is oΛj−1
(1) and Pj−1 is Λj−1-homogeneous of weighted degree 1. We

define Qj−1, Θj−1, and Wj−1 in a similar way as in step two. Thus,

Qj−1(z, z̄) =
∑

|(α,α̂)|Λj−1
>1

Cj−1
α,α̂ z

αz̄α̂,

and also

Θj−1 =

(α, α̂)| Cj−1
α,α̂ 6= 0 and

n−dj−1∑
i=1

(αi + α̂i)µi < 1

 .

For every (γ, γ̂) ∈ Θj−1,

Wj−1(γ, γ̂) =
1−

∑n−dj−1

i=1 (γi + γ̂i)µi∑n
i=n−dj−1+1(γi + γ̂i)

. (2.8)

So for the remaining multitype entries of Λj we let

λji = max
(α,α̂)∈Θj−1

Wj−1(α, α̂),

for i > n− dj−1.

CASE 2: Assume that dj−1 = dj−2. There are zero multitype entries computed in this case
and so we only determine λji for j > n − dj−1 using (2.8). This completes the
j-th step of the computation.

The process terminates after a finite number of steps to give all the entries of the
multitype weight Λ∗. It is clear that case 1 advances the process. We just need to show
that the number of times case 2 occurs where no multitype entries are determined can
only happen finitely many times. We claim case 2 can take place at most d 1

µn
en−dj−1+1

times, where d 1
µn
e is the ceiling for the rational number 1

µn
. Indeed, it comes down to

the number of different values that (2.8) can have. The upper bound for the numerator
is given by d 1

µn
en−dj−1 as the µi entries are decreasing, whereas the upper bound for

the denominator is given by d 1
µn
e.

Example 1. Let the defining function of a smooth real hypersurface M ⊂ C5

near a point 0 be given by

r = 2 Re(z4) + |z1 − z2 + z2
3 |2 + |z2

1 − z2
2 |2 + |z4

2 |2.

Using the Kolář algorithm, we proceed as follows: The Bloom-Graham type is 2, which
implies that µ1 = 1

2
and Λ1 = (1

2
, 1

2
, 1

2
). Thus, P1 = |z1|2+|z2|2−2Re(z1z̄2) = |z1−z2|2.

We consider all Λ1-homogeneous transformation and choose

z̃1 = z1 − z2, and z̃j = zj,
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for j = 2, 3, 4, to obtain a leading polynomial P1 independent of the variables z2 and
z3. We write r in the new variables and ignore ∼ when no confusion arises.

r = 2Re(z4) + |z1 + z2
3 |2 + |z2

1 + 2z1z2|2 + |z4
2 |2 and P1 = |z1|2 with d1 = 2.

We then get Q1 to be the sum

Q1 = |z2
3 |2 + 2Re(z1z̄

2
3) + |z2

1 |2 + 4Re(z2
1 z̄1z̄2) + 4|z1z2|2 + |z4

2 |2.

We compute W1 and find the maximum number is given by max(W1) = 1
4
. Hence

Λ2 = (1
2
, 1

4
, 1

4
) and P2 = |z1 + z2

3 |2. We consider all Λ2-homogeneous transformations
and see that

z̃1 = z1 + z2
3 and z̃j = zj

for j = 2, 3, 4 makes the leading polynomial independent of the largest number of
variables, namely z2 and z3. So in the new variables, we get that

r = 2Re(z4) + |z1|2 + |z2
1 + 2z1z

2
3 + z4

3 + 2z1z2 − 2z2z
2
3 |2 + |z4

2 |2 and P2 = |z1|2

with d2 = 2.

Q2 =|z2
1 |2 + 4|z1z

2
3 |2 + 4Re(z2

1 z̄1z̄
2
3) + |z4

3 |2 + 2Re(z2
1 z̄

4
3) + 4Re(z1z

2
3 z̄

4
3) + 4|z1z2|2 + 4Re(z2

1 z̄1z̄2)

+ 8Re(z1z
2
3 z̄1z̄2) + 4Re(z4

3 z̄1z̄2) + 4|z2z
2
3 |2 − 4Re(z2

1 z̄2z̄
2
3)− 8Re(z1z

2
3 z̄2z̄

2
3)

− 4Re(z4
3 z̄2z̄

2
3)− 8Re(z1z2z̄2z̄

2
3) + |z4

2 |2.

We compute W2 and select the maximum, which is 1
6
, and so Λ3 = (1

2
, 1

6
, 1

6
). Here,

no Λ3-homogeneous transformation can make P3 to be independent of any variables.
Thus,

P3 = |z1|2 + 4|z2z
2
3 |2 with d3 = 0.

Example 2. Let the defining function of a smooth real hypersurface M ⊂ C5

near a point 0 be given by

r = 2 Re(z5) + |z1 + z2 + z1z
2
3 + z3

3 + z6
4 |2.

Clearly, there exists at least one variety lying in M. For instance, the varieties ϕ(t) =
(t,−t, 0, 0, 0) and ϕ(t) = (0, 0,−t2, t, 0) both lie in M, and so the D’Angelo 1-type is
infinite. Now, using the Kolář algorithm, we proceed as follows:

r = 2Re(z5) + |z1 + z2 + z1z
2
3 + z3

3 + z6
4 |2

= 2Re(z5) + |z1|2 + |z2|2 + 2Re(z1z̄2) + |z1z
2
3 |2 + 2Re(z1z̄1z̄

2
3) + 2Re(z2z̄1z̄

2
3) + |z3

3 |2

+ 2Re(z1z̄
3
3) + 2Re(z2z̄

3
3) + 2Re(z1z

2
3 z̄

3
3) + |z6

4 |2 + 2Re(z1z̄
6
4) + 2Re(z2z̄

6
4)

+ 2Re(z1z
2
3 z̄

6
4) + 2Re(z3

3 z̄
6
4).

The Bloom-Graham type is 2, which implies that µ1 = 1
2

and Λ1 = (1
2
, 1

2
, 1

2
, 1

2
).

Hence P1 = |z1|2 + |z2|2 + 2Re(z1z̄2) = |z1 + z2|2. We consider all Λ1-homogeneous
transformation and choose

z̃1 = z1 + z2, and z̃j = zj,
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for all j = 2, 3, 4, 5 to obtain a leading polynomial independent of the variables z2, z3,
and z4. So we write r in the new variables and ignore ∼ when no confusion arises.

r = 2Re(z5) + |z1 + z1z
2
3 − z2z

2
3 + z3

3 + z6
4 |2 and P1 = |z1|2 with d1 = 3.

Q1 = |z1z
2
3 |2 + 2Re(z1z̄1z̄

2
3) + |z2z

2
3 |2 − 2Re(z1z̄2z̄

2
3)− 2Re(z1z

2
3 z̄2z̄

2
3) + |z3

3 |2

+ 2Re(z1z̄
3
3) + 2Re(z1z̄

2
3 z̄

3
3)− 2Re(z2z

2
3 z̄

3
3) + |z6

4 |2 + 2Re(z1z̄
6
4) + 2Re(z1z

2
3 z̄

6
4)

− 2Re(z2z
2
3 z̄

6
4) + 2Re(z3

3 z̄
6
4).

We compute W1 and find the maximum number: max(W1) = max{1
6
, 1

9
, 1

10
, 1

12
, 1

16
} = 1

6
.

Hence Λ2 = (1
2
, 1

6
, 1

6
, 1

6
). We consider all Λ2-homogeneous transformations and show

that
z̃1 = z1 − z2z

2
3 + z3

3 and z̃j = zj for j = 2, 3, 4, 5

makes the leading polynomial independent of the largest number of variables, namely
z2, z3, and z4. So in the new variables, we get that

r = 2Re(z5) + |z1 + z1z
2
3 + z2z

4
3 − z5

3 + z6
4 |2 and P2 = |z1|2 with d2 = 3.

Q2 = |z1z
2
3 |2 + 2Re(z1z̄1z̄

2
3) + |z2z

4
3 |2 + 2Re(z1z̄2z̄

4
3) + 2Re(z1z

2
3 z̄2z̄

4
3) + |z5

3 |2 − 2Re(z1z̄
5
3)

− 2Re(z1z̄
2
3 z̄

5
3)− 2Re(z2z

4
3 z̄

5
3) + |z6

4 |2 + 2Re(z1z̄
6
4) + 2Re(z1z

2
3 z̄

6
4}+ 2Re(z2z

4
3 z̄

6
4)

− 2Re(z5
3 z̄

6
4).

By computingW2, we get that the maximum number: max(W2) = max{ 1
10
, 1

11
, 1

12
, 1

14
, 1

16
} =

1
10

. Hence Λ3 = (1
2
, 1

10
, 1

10
, 1

10
). Considering all Λ3-homogeneous transformations, we

show that
z̃1 = z1 + z2z

4
3 − z5

3 and z̃j = zj for j = 2, 3, 4, 5

makes the leading polynomial independent of the largest number of variables, namely
z2, z3, and z4. So in the new variables, we get that

r = 2Re(z5) + |z1 + z1z
2
3 − z2z

6
3 + z7

3 + z6
4 |2 and P3 = |z1|2 with d3 = 3.

Q3 = |z1z
2
3 |2 + 2Re(z1z̄1z̄

2
3) + |z2z

6
3 |2 − 2Re(z1z̄2z̄

6
3)− 2Re(z1z

2
3 z̄2z̄

6
3) + |z7

3 |2

+ 2Re(z1z̄
7
3) + 2Re(z1z̄

2
3 z̄

7
3)− 2Re(z2z

6
3 z̄

7
3) + |z6

4 |2 + 2Re(z1z̄
6
4) + 2Re(z1z

2
3 z̄

6
4)

− 2Re(z2z
6
3 z̄

6
4) + 2Re(z7

3 z̄
6
4).

We compute W3 and find that the maximum number is max(W3) = 1
12

. Thus, Λ4 =
(1

2
, 1

12
, 1

12
, 1

12
). We consider all Λ4-homogeneous transformations and choose

z̃1 = z1 + z6
4 and z̃j = zj,

for j = 2, 3, 4, 5, which makes the leading polynomial independent of the largest number
of variables z2, z3, and z4. So in the new variables, we get that

r = 2Re(z5) + |z1 + z1z
2
3 − z2

3z
6
4 − z2z

6
3 + z7

3 |2 and P4 = |z1|2 with d4 = 3.

By further computations, we get the following:

max(W4) = 1
14

and so Λ5 = (1
2
, 1

14
, 1

14
, 1

14
). By considering all Λ5-homogeneous trans-

formations, we choose

z̃1 = z1 − z2z
6
3 + z7

3 and z̃j = zj,

for j = 2, 3, 4, 5 since it makes the leading polynomial independent of the largest
number of variables, namely z2, z3, and z4. We now list the following without providing
the details:
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i. We now have r = 2Re(z5) + |z1 + z1z
2
3 + z2z

8
3 − z9

3 − z2
3z

6
4 |2, hence P5 = |z1|2,

max(W5) = 1
16

and Λ6 = (1
2
, 1

16
, 1

16
, 1

16
).

ii. Among the Λ6-homogeneous transformations, we choose: z̃1 = z1 − z2
3z

6
4 and

z̃j = zj for j = 2, 3, 4, 5 and write r = 2Re(z5) + |z1 + z1z
2
3 + z4

3z
6
4 + z2z

8
3 − z9

3 |2,
P6 = |z1|2, max(W6) = 1

18
and Λ7 = (1

2
, 1

18
, 1

18
, 1

18
).

iii. Among the Λ7-homogeneous transformations, we choose: z̃1 = z1 + z2z
8
3 − z9

3 and
z̃j = zj for j = 2, 3, 4, 5 and write r = 2Re(z5) + |z1 + z1z

2
3 − z2z

10
3 + z11

3 − z4
3z

6
4 |2,

P7 = |z1|2, max(W7) = 1
20

and Λ8 = (1
2
, 1

20
, 1

20
, 1

20
).

It is obvious from the above calculations that the procedure fails to terminate. Con-
tinuing the above process yields the result that at the ν-th step,

max(Wν−1) =
1

2(ν + 2)
and Λν =

(
1

2
,

1

2(ν + 2)
,

1

2(ν + 2)
,

1

2(ν + 2)

)
,

where ν ≥ 3. From the above computation, we see that there are no multitype entries
produced by the algorithm after the first step and that dj = 3 for all j ≥ 1. This implies
that we have an infinite sequence of weights {Λj}j≥2 converging to the multitype weight
Λ∗ = (1/2, 0, 0, 0). We should also note for this example that the leading polynomial
Pj is a sum of squares for each Λj-homogeneous transformation chosen with j ≥ 1.
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Chapter 3

Characterizing the Rank of the
Levi Determinant

In this chapter, we shall give a commutative-algebraic way of characterizing the rank of
the Levi form, which should be very helpful in understanding the behavior of domains
given by sums of squares of holomorphic functions.

We shall give the following elementary definitions in order to aid the reader to
understand the concepts presented in this section. The reader is directed to [1] for
additional details.

Definition 3.0.1. A ring R is called a local ring if it has a unique maximal ideal m.

Definition 3.0.2. Let Ij be ideals of R for j ≥ 1. A ring R is called a Noetherian
ring if it satisfies the following equivalent statements:

i. Every ideal in R is finitely generated;

ii. Every non empty set of ideals in R has a maximal element;

iii. For every increasing chain of ideals I1 ⊆ I2 ⊆ · · · there exists an integer m such
that

Im = Ij for all j ≥ m+ 1,

namely all increasing chains of ideals in a Noetherian ring R stabilize.

Definitions 3.0.3, 3.0.4, and 3.0.5 below are given as in [1].

Definition 3.0.3. Let pj for j ≥ 0 be prime ideals in a ring R. We define a chain of
prime ideals of R to be a finite strictly increasing sequence p0 ⊂ · · · ⊂ pl; the length of
the chain here is l.

We define the dimension of a Noetherian ring R to be the supremum of the lengths
of all chains of prime ideals in R.

Definition 3.0.4. Let R be a Noetherian local ring of dimension d, and let m be its
maximal ideal, where k = R/m is its corresponding residue field. We call R a regular
local ring if it satisfies the following equivalent statements:

i. m can be generated by d elements;

ii. dimk(m/m
2) = d.
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From the above definition, it is clear that local rings of non-singular points of a
variety are regular local rings. This implies that geometrically a regular local ring
corresponds to a regular point of a variety.

Definition 3.0.5. Let R be a local Noetherian ring with dimension d. A system of
parameters is a system {x1, . . . , xd} which generates an ideal that is primary to the
maximal ideal m. We call the system {x1, . . . , xd} a regular system of parameters if it
generates the maximal ideal.

We will now define the notion of a germ. Let p ∈ Cn be given. Let f : U → C and
g : V → C be two holomorphic functions defined on open sets U and V satisfying that
p ∈ U and p ∈ V. We say that f and g are equivalent at a point p if there exists some
neighborhood W ⊆ U ∩ V of p such that f |W = g|W . Clearly, the relation defined
here is an equivalence relation. We refer to the equivalence class as the germ at p of a
holomorphic function in Cn.

Definition 3.0.6. The ring of germs at p of holomorphic functions in Cn, denoted by

nOp, is the set of germs of holomorphic functions at p equipped with the structure of
a ring.

The ring nOp can be denoted by nO or simply O if the point p is the origin. The
ring nOp is a regular local ring of dimension n.

The following lemma constitutes our first step towards finding a commutative-
algebraic way of understanding the rank of the Levi form for a sum of squares domain.

Lemma 3.0.1. Let M⊂ Cn+1 be a sum of squares domain whose defining function is
given as

r = 2Re(zn+1) +
N∑
j=1

|fj(z1, . . . , zn)|2,

where f1, . . . , fN are holomorphic functions near the origin. Assume that each of the
generators fj has vanishing order at least 1. Without loss of generality, we order these
generators by vanishing order at the origin, that is, v0(f1) ≤ · · · ≤ v0(fN). Then

rk(λij̄) = rk (J(f)) ≤ #(f),

where #(f) is the number of generators with vanishing order 1, rk(λij̄) is the rank of
the Levi from at 0, and rk (J(f)) is the rank of the complex Jacobian matrix (J(f)). In
particular, the rank of the Levi from at 0 equals the number of generators with linearly
independent linear parts.

Proof. Suppose all the generators have vanishing order at least 2 or simply v0(f1) ≥ 2.
Then rk(J) is zero, which clearly equals the number of f ′is with rank of order 1. The
interesting case is when at least one of the holomorphic functions has vanishing order
one. Let q for 1 ≤ q ≤ N be the greatest integer such that v0(fq) = 1, then #(f) = q.
This means that we now have a set A of N generators, where the first q generators
have non-zero linear parts. We now construct a new set B of ordered generators as
follows: The last N − q elements of set A become the last N − q generators of set B.

The first generator in set A becomes the first element of set B. Pick the second
element of set A and check whether its linear part and the linear part of the first
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generator are linearly independent. If the two linear parts are linearly independent
then the second generator of set A becomes the second element of set B; otherwise, it
becomes the q-th element in set B. Consider the j-th element in set A for 2 < j ≤ q.
If its linear part and the linear parts of the elements in the first q positions in set B
are linearly independent, then we place it in the first empty position counting from the
left of set B; otherwise, we place it in the first empty position counting from the right
of set B. The process will eventually terminate since there are only q number of steps
in this procedure.

In the end, we will get k generators from the sum of squares whose linear parts are
linearly independent where k = q or k < q. Since the Levi form on M near the origin
is given by the expression

(λij̄) =

(
N∑
k=1

∂fk
∂zi

∂fk
∂z̄j

)
,

it follows that the ranks of (λij̄) and rk (J(f)) are equal and equal to k, which is the
rank of the complex Jacobian.

Remark 3.0.1. By our construction, the linear parts from the first k holomorphic
functions will always be linearly independent.

Proposition 3.0.2. Let f1, . . . , fk for k ≤ N be the generators from the sum of squares
whose linear parts are linearly independent. Let I = 〈f1, . . . , fk〉 be the ideal gener-
ated by f1, · · · , fk, and let 〈f〉 = 〈f1, . . . , fN〉 be the ideal generated by the generators
f1, . . . , fN . There exists a holomorphic change of coordinates such that fj = zj for
j = 1, . . . , k and

V(〈f〉) ⊂ V(I).

Proof. We begin with a list {f1, . . . , fk} as in the hypothesis and express each of the
k linear parts as

∑n
j=1 aijzj for i = 1, . . . , q, and aij ∈ C. Diagonalizing these k linear

parts we get each fi to be of the form aizi + Ci, where Ci is a function in n variables
such that v0(Ci) > 1 and ai 6= 0 for 1 ≤ i ≤ k. Now let f̃i = aizi + Ci and choose new
holomorphic coordinates (z̃1, . . . , z̃n) about the origin such that

f̃i = aizi + Ci = z̃i, for 1 ≤ i ≤ k.

We define an (n − k)-dimensional linear subvariety V(I) = {z̃ | z̃1 = · · · = z̃k = 0},
where I =

〈
f̃1, . . . , f̃k

〉
= 〈z̃1, . . . , z̃k〉 . The rank of the Jacobian matrix

(
∂f̃i
∂z̃j

(0)
)
i,j

is

exactly equal to k.

The geometric interpretation of the above proposition is that it constructs the
smallest dimensional coordinate hyperplane containing the zero set of the generators
of the sum of squares. Algebraically, z1, z2, . . . , zk form part of a regular system of
parameters at the origin with k being maximal in the sense that no holomorphic change
of variables can produce a larger number.

Lemma 3.0.3. Let M⊂ Cn+1 be a sum of squares domain whose defining function is
given as

r = 2Re(zn+1) +
N∑
j=1

|fj(z1, . . . , zn)|2,
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where fj, for 1 ≤ j ≤ N , are holomorphic functions in the neighborhood of the origin.
Assume that we apply the Kolář algorithm in order to compute the multitype at 0 and
that there exists at least one non-zero Levi eigenvalue of the Levi form on M at 0.
Then there exists a Λ1-homogeneous transformation such that the number of variables
in the first leading polynomial P1 is always the same as the rank of the Levi form on
M.

Proof. We start by ordering the generators from the sum of squares domain M by
vanishing order. Assume that the rank of the Levi form at 0 is k. By Lemma 3.0.1 and
Proposition 3.0.2, we conclude that there exist exactly k generators of vanishing order
1 for which the set of their linear parts is linearly independent. Suppose that these k
generators are the first k holomorphic functions from the sum of squares domain M.

Applying the Kolář algorithm to the sum of squares of the N holomorphic functions
implies that the Bloom-Graham type will be precisely 2 since there are at least k ≥ 1
generators with vanishing order 1. Let’s assume that there are q generators with
vanishing order 1 for k ≤ q ≤ n. Since the Bloom-Graham type is 2, the weight
Λ1 = (1/2, . . . , 1/2), and the first leading polynomial is given by P1 = |l1|2 + · · ·+ |lq|2,
where lj is the linear part of the generator fj for 1 ≤ j ≤ q. Next, we need to consider
all Λ1-homogeneous transformations and choose one which makes P1 to be independent
of the largest number of variables. We know that Λ1-homogeneous transformations are
always linear. Since we have k linearly independent linear parts, it suffices to show
that there exists at least one linear transformation which makes the total number of
variables in l1, . . . , lq to be exactly k, and no other linear transformation can make the
total number of variables in l1, . . . , lq to be less than k.

By our setting, evaluating the complex Jacobian matrix at the origin will give
precisely an N by n matrix. This matrix is subdivided into a q by n submatrix of
coefficients of the linear parts, and an N − q by n submatrix with only zero entries
which are obtained as a result of the generators fq+1, . . . , fN , each having a vanishing
order greater than 1 and hence complex partial derivatives that vanish at the origin.

By applying Gaussian’s elimination to the N by n matrix, we get after a finite
number of linear transformations a k by k identity submatrix because there are exactly
k linearly independent linear parts. If we consider the composition of all of these
finitely many linear transformations giving the k by k identity submatrix, then we can
always choose that as the linear transformation for which the number of variables in
l1, . . . , lk is always k.

Hence if the rank of the Levi form at 0 is k for k ≥ 1, then there is always a
Λ1-homogeneous transformation such that the first leading polynomial P1 depends on
exactly k variables.

From the previous lemma, we see that if we consider a sum of squares domain
such that k of the generators have linearly independent linear parts, then the Kolář
algorithm always gives a first leading polynomial, after considering all possible Λ1-
homogeneous transformations, that is independent of n − k variables. Here n − k is
precisely the dimension of the zero locus of I = 〈z1, . . . , zk〉 , whose generators are
exactly the k variables on which the first leading polynomial depends. In fact, the
proof of Lemma 3.0.3 constructs the linear transformation that brings the linear parts
of the first k generators to the simplest form, which is z1, . . . , zk.
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Chapter 4

An Ideal Restatement of the Kolář
Algorithm

A major preparatory tool to aid our quest of understanding the stratification by mul-
titype level sets of the boundary of a domain given by a sum of squares of holomorphic
functions is introduced in this chapter. As previously stated, we rely on Kolář’s com-
putation of the multitype in [22] to derive this tool. We seek to effectively interpret our
results both geometrically and algebraically, and so we resort to reducing the problem
to the study of the ideal of the holomorphic functions in the sum. For the transition
to be effective, we need to establish that a natural modification of the Kolář algorithm
still holds at the level of ideals of holomorphic functions.

4.1 Squares of Monomials and the Multitype En-

tries

We will show in this section that the set of monomials that give the maximum W-
value at each step of the Kolář algorithm always consists of both squares of moduli of
monomials and cross terms. Since the entries in the multitype depend on the maximum
W-values, this will suffice to establish that for each entry of the multitype, there is
always a square that gives the corresponding multitype entry.

The ensuing lemma gives the foundational result we need in order to transition
from the sums of squares case to the case of ideals of holomorphic functions. We will
use parts of this lemma to prove Propositions 4.1.2 and 4.2.1, namely that the model
of a sum of squares is a sum of squares and that the multitype is an invariant of the
ideal of holomorphic functions defining the sum of squares.

Lemma 4.1.1. Let f and g be monomials with non-zero coefficients from the Taylor
expansion of h, where h is a generator from a sum of squares domain in Cn+1. Let Pt
for t ≥ 1 be the leading polynomial at step t of the Kolář algorithm, and let Wt be the
quantity defined in (2.8) computed at the (t+ 1)-th step.

A. If Wt(|f |2) = Wt(|g|2), then Wt(fḡ) = Wt(|f |2) = Wt(|g|2).

B. If Wt(|f |2) < Wt(|g|2), then Wt(|f |2) < Wt(fḡ) < Wt(|g|2).

C. If Wt(|f |2) cannot be computed, then
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i. Wt(fḡ) ≤ Wt(|g|2) for any monomial g for which both Wt(|g|2) and Wt(fḡ)
can be computed.

ii. Wt(fḡ) cannot be computed for any monomial g for which Wt(|g|2) cannot
be computed.

D. If f is such that |f |2 is in the leading polynomial Pt, then

i. For any monomial g for which Wt(|g|2) can be computed, Wt(fḡ) = Wt(|g|2).

ii. For any monomial g for which Wt(|g|2) cannot be computed, Wt(fḡ) cannot
be computed as well.

Here Wt(f) := Wt(α, α̂) where (α, α̂) is the pair of multiindices corresponding to the
monomial f .

Remark 4.1.1. We shall say the quantity Wt(f) “cannot be computed” if the pair of
multiindices (α, α̂) corresponding to the monomial f is not an element of Θt. In other
words, Wt(f) cannot be computed if the numerator of the fraction giving Wt(f) is not
positive; see (4.1) below.

Remark 4.1.2. We note here that Wt(fḡ) and Wt(f̄ g) corresponding to the cross
terms fḡ and f̄ g respectively are equal.

Proof. Let z1, . . . , zc be the variables in the leading polynomial Pt, and let the weight
Λt = (µ1, . . . , µc, µc+1, . . . , µn). We begin by recalling that

Wt(α, α̂) =
1−

∑c
i=1(αi + α̂i)µi∑n

i=c+1(αi + α̂i)
, (4.1)

where (α, α̂) = (α1, . . . , αn, α̂1, . . . , α̂n) is the multiindex of the monomial whose Wt is
being computed.

Let Γ1 be the set of all non-zero monomials that consist of only variables not in Pt,
let Γ2 be the set of all non-zero monomials which consist of variables both in Pt as well
as variables not in Pt, and let Γ3 be the set of all non-zero monomials which consist
of only variables in Pt. If Wt(|f |2) can be computed, then f ∈ Γ1 or f ∈ Γ2 only. We
will now prove f cannot belong to Γ3. We assume the opposite, namely that f ∈ Γ3

and that Wt(|f |2) can be computed. The monomial |f |2 has weight ≥ 1 with respect
to Λt, and since f ∈ Γ3, it follows that the numerator of Wt(|f |2) is ≤ 0. Therefore,
Wt(|f |2) cannot be computed, which is a contradiction. Without loss of generality, we
now specify to f ∈ Γ1 or f ∈ Γ2 for all parts of the lemma pertaining to the case when
Wt(|f |2) can be computed (and similarly for g).

Since f ∈ Γ1 or f ∈ Γ2 , we can write f = f1 f2 where f1 and f2 are monomials
satisfying f1 ∈ Γ3 and f2 ∈ Γ1. Let f1 = zα1

1 · · · zαcc , where z1, . . . , zc are the variables

in the leading polynomial Pt, and f2 = Cfz
βc+1

c+1 · · · zβnn for Cf ∈ C. If Wt(|f |2) can be
computed, by our definition of f , the multiindices α and β corresponding to monomials
f1 and f2 respectively must satisfy |α| ≥ 0 and |β| > 0. If |α| = 0, then f ∈ Γ1, and if
|α| > 0, then f ∈ Γ2. Here |α| = α1 + · · · + αc as the rest of the entries are zero, and
|β| = βc+1 + · · · + βn for the same reason. Now, |f |2 = f1f̄1f2f̄2 with |α| = |α̂| and
|β| = |β̂|. Hence

Wt(|f |2) =
1−

∑c
i=1(αi + α̂i)µi

|β|+ |β̂|
=

1
2
−
∑c

i=1 αiµi

|β|
. (4.2)
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Similarly, let g = g1g2, where g1 ∈ Γ3 and g2 ∈ Γ1. Let γ and τ be the multiindices
corresponding to monomials g1 and g2 respectively. Here g1 = zγ1

1 · · · zγcc and g2 =
Cgz

τc+1

c+1 · · · zτnn for Cg ∈ C. By a similar computation as carried out above for f,

Wt(|g|2) =
1
2
−
∑c

i=1 γiµi

|τ |
. (4.3)

A. Suppose that Wt(|f |2) = Wt(|g|2) and consider

Wt(fḡ) =
1−

∑c
i=1 αiµi −

∑c
i=1 γ̂iµi

|β|+ |τ |

=
1
2
−
∑c

i=1 αiµi + 1
2
−
∑c

i=1 γiµi

|β|+ |τ |

=
|β|Wt(|f |2) + |τ |Wt(|g|2)

|β|+ |τ |
from (4.2) and (4.3) by cross multiplication.

= Wt(|f |2) = Wt(|g|2) by our hypothesis.

(4.4)

B. Suppose that Wt(|f |2) < Wt(|g|2). Then from (A.) we get that

Wt(fḡ) =
1
2
−
∑c

i=1 αiµi + 1
2
−
∑c

i=1 γiµi

|β|+ |τ |

=
|β|Wt(|f |2) + |τ |Wt(|g|2)

|β|+ |τ |
from (4.2) and (4.3).

<
|β|Wt(|g|2) + |τ |Wt(|g|2)

|β|+ |τ |
since Wt(|f |2) < Wt(|g|2)

= Wt(|g|2)

(4.5)

Again

Wt(fḡ) =
|β|Wt(|f |2) + |τ |Wt(|g|2)

|β|+ |τ |
> Wt(|f |2)

(4.6)

since Wt(|f |2) < Wt(|g|2). Thus from (4.5) and (4.6) we obtain

Wt(|f |2) < Wt(fḡ) < Wt(|g|2).

C. i. Suppose that Wt(|f |2) cannot be computed. Then clearly f /∈ Γ1. We know
that f = f1f2 and that |α| > 0 and |β| ≥ 0. If Wt(|f |2) cannot be computed,
then we get that

∑c
i=1(αi + α̂i)µi ≥ 1. Thus

∑c
i=1 αiµi ≥ 1/2 since αi = α̂i for

all i, 1 ≤ i ≤ c.

Let g = g1g2, where g1 ∈ Γ3 and g2 ∈ Γ1. Wt(|g|2) and Wt(fḡ) can be computed,
and so g cannot belong to Γ3, which implies the multiindex corresponding to g2
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must satisfy |τ | > 0. Therefore,

Wt(fḡ) =
1
2
−
∑c

i=1 αiµi + 1
2
−
∑c

i=1 γiµi

|β|+ |τ |

=
1
2
−
∑c

i=1 αiµi + |τ |Wt(|g|2)

|β|+ |τ |
from (4.3)

≤ |τ |
|β|+ |τ |

Wt(|g|2) since
1

2
−

c∑
i=1

αiµi ≤ 0

≤ Wt(|g|2) since
|τ |

|β|+ |τ |
≤ 1.

(4.7)

ii. From (C.i.) we know that f = f1f2 /∈ Γ1 and also that
∑c

i=1 αiµi ≥ 1/2 since
αi = α̂i for all i, 1 ≤ i ≤ c. Similarly, for g = g1g2 it means that g /∈ Γ1 and
that

∑c
i=1 γiµi ≥ 1/2. Thus

∑c
i=1(αi + γi)µi ≥ 1, and so the pair of multiindices

corresponding to the cross term fḡ is not in the set Θt. Hence the number Wt(fḡ)
cannot be computed.

D. i. Suppose that f is such that |f |2 is in the leading polynomial Pt. Then f ∈ Γ3,
which implies that f = f1f2 with |β| = 0, that is, f = Cf1 for C a non-zero
constant. Let g = g1g2 be any monomial such that Wt(|g|2) can be computed.
Clearly, g /∈ Γ3, and so |τ | > 0 whereas |γ| ≥ 0. We know from (4.3) that

Wt(|g|2) =
1
2
−
∑c

i=1 γiµi

|τ |

Given that |f |2 is a term in Pt,
∑c

i=1(αi+ α̂i)µi = 1 since Pt is a Λt-homogeneous
polynomial of weighted degree 1. Thus

∑c
i=1 αiµi = 1/2 since αi = α̂i for all

i, 1 ≤ i ≤ c. Now

Wt(fḡ) =
1
2
−
∑c

i=1 αiµi + 1
2
−
∑c

i=1 γiµi

|β|+ |τ |

=
1
2
−
∑c

i=1 αiµi + 1
2
−
∑c

i=1 γiµi

|τ |
since |β| = 0

=
1
2
−
∑c

i=1 γiµi

|τ |
since

c∑
i=1

αiµi =
1

2

= Wt(|g|2)

(4.8)

ii. Let g = g1g2 be any monomial such that Wt(|g|2) cannot be computed. From
(D.i.) we know that

∑c
i=1 αiµi = 1/2 and from (C.ii.) we know that

∑c
i=1 γiµi ≥

1/2. Thus

c∑
i=1

(αi + γ̂i)µi =
c∑
i=1

(αi + γi)µi =
1

2
+

c∑
i=1

γiµi ≥ 1.

Hence the pair of multiindices corresponding to the cross term fḡ does not belong
to the set Θt, and so the number Wt(fḡ) cannot be computed.
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Proposition 4.1.2. Let M⊂ Cn+1 be a hypersurface whose defining function is given
as

r(z) = 2Re(zn+1) +
N∑
j=1

|fj(z1, . . . , zn)|2,

where f1, . . . , fN are holomorphic functions near the origin and assume that the D’Angelo
1-type is finite. Then the leading polynomial Pt(z1, . . . , zn−dt , z̄1, . . . , z̄n−dt) obtained at
step t of the Kolář algorithm, for t ≥ 1, is a sum of squares of holomorphic polynomials.
In particular, the final leading polynomial P (z1, . . . , zn, z̄1, . . . , z̄n) corresponding to the
multitype weight is likewise a sum of squares.

Remark 4.1.3. The model hypersurface is given by the zero locus of the homogeneous
polynomial consisting of all monomials from the Taylor expansion of the defining func-
tion that have weight 1 with respect to the multitype weight. This lemma shows that
the model of a sum of squares domain is always a sum of squares domain under the
assumption of finite D’Angelo 1-type.

Proof. We order the generators fk by vanishing order. We truncate each generator fk
up to order β = d∆1(M, 0)e, the ceiling of the D’Angelo 1-type ofM at the origin, and
denote it by fβk . Since a sum of squares domain is pseudoconvex, by Theorem 2.2.1,
no terms of higher order than β ought to come into the computation of the multitype.
We order the terms in the truncated generator fβk by vanishing order and also use
the reverse lexicographic ordering to reorder the monomials with the same combined

degree. Now let fk,i = Ck,iz
αk,i1
1 · · · zα

k,i
n

n be the i-th monomial in the generator fβk after
ordering by vanishing order. Let the number of distinct combined degrees in the Taylor
expansion fβk be κk, and let ηk,j be the number of non-zero monomials with the same

combined degree νk,j in fβk . Thus,

|fβk |
2 = |fk,1 + · · ·+ fk,ηk |2, where ηk =

κk∑
j=1

ηk,j.

Here ηk is the total number of monomials with nonzero coefficients in the power series
expansion of the generator fk up to order β. In the expansion of |fβk |2, we have two
types of terms: squares |fk,i|2 and cross terms 2Re(fk,j f̄k,i). For simplicity sake, for

each monomial fk,i in the generator fβk , we write the terms from the expansion of |fβk |2
into an expression of the form

|fk,i|2 +
i−1∑
j=1

2Re(fk,j f̄k,i), (4.9)

for i = 1, 2, . . . , ηk.
Define Pt,k for t ≥ 1 to be the sum in the leading polynomial Pt at step t consisting

of terms from the expansion of |fβk |2. We could have Pt,k = 0 for some k, 1 ≤ k ≤ N,

and for some t ≥ 1 if there are no terms from the expansion of |fβk |2 in the leading

polynomial Pt after the t-th step. Thus, Pt =
∑N

k=1 Pt,k. In order to show that the
final leading polynomial Pt is a sum of squares, it will suffice to show that each Pt,k
obtained at each step of the Kolář algorithm is a sum of squares. Note that trivially 0
is a sum of squares.

23



The Bloom-Graham type is 2ν1, where ν1 := min
1≤k≤N

{νk,1} = ν1,1 since the monomials

from the expansion of each |fβk |2 as well as the generators fk are ordered by vanishing
order. Thus, the leading polynomial P1 consists of all terms of combined degree 2ν1.
Clearly, P1,1 6= 0, but P1,k = 0 for every k such that νk,1 > ν1. Let k be such that
P1,k 6= 0, and denote by mk ≥ 1 the number of monomials from the Taylor expansion of

fβk that have combined degree ν1. By writing the terms from the expansion of |fβk |2 into
the form given in (4.9), it is easy to see that the first mk squares |fk,i|2 for i = 1, . . . ,mk

as well as the

(
mk

2

)
cross terms 2Re(fk,j f̄k,i) for j < i all have combined degree 2ν1.

Thus
P1,k = |fk,1 + · · ·+ fk,mk |2, (4.10)

which is obviously a sum of squares. If d1 = 0, then we are done and P1 becomes the
leading polynomial with multitype weight Λ1. On the other hand, if d1 = n − c for
c < n, then we proceed to the next step.

In the second step, we assume without loss of generality that the W1 value of at
least one square in Q1 can be computed. Then the maximum W1 value exists, which
further implies that some terms from the expansion of |fβk |2 for some k will be added to
the leading polynomial P1 in order to obtain P2. P2,k might be 0 for some k if no terms

from the expansion of |fβk |2 end up in P2 after this step. Obviously, the interesting
case is when P2,k 6= 0. Consider k such that P2,k 6= 0. Suppose that uk squares from

the expansion of |fβk |2 give the maximum W1 value, and let |fk,cl |2 for l = 1, . . . , uk be
these squares. Here cl for l = 1, . . . , uk is some positive integer between 1 and ηk, and
cl < cl+1 for l = 1, . . . , uk − 1. The argument now splits into two cases:

CASE 1: P1,k = 0. By Lemma 4.1.1 part A, we get exactly

(
uk
2

)
cross terms 2Re(fk,ce f̄k,cl),

which give the maximal value for W1 and ce < cl for 1 ≤ e, l ≤ uk. Combining

the uk squares with the

(
uk
2

)
cross terms gives

P2,k = |fk,c1 + · · ·+ fk,cuk |
2. (4.11)

CASE 2: P1,k 6= 0. Then from Lemma 4.1.1 part Di, we know that for each square |fk,cl |2
there are exactly mk cross terms 2Re(fk,j f̄k,cl) for all j < cl and j = 1, . . . ,mk as
well as l = 1, . . . , uk that give the maximal value for W1. We also know from the

first case that there are

(
uk
2

)
cross terms 2Re(fk,ce f̄k,cl) that give the maximal

value for W1, and so we obtain the result that

P2,k = |fk,1 + · · ·+ fk,mk + fk,c1 + · · ·+ fk,cuk |
2. (4.12)

In the (t+ 1)-th step, we begin by first assuming that the sum Pt,k for some k is
a sum of squares because if Pt,k = 0 the argument is identical to the one given in
Case 1. Thus let Pt,k be given as Pt,k = |fk,b1 + · · ·+ fk,bvk |

2, where vk is the total

number of squares from the expansion of |fβk |2 in Pt after step t with bj < bj+1

for j = 1, . . . , vk − 1. Let’s assume that the Wt value of at least one square in Qt

can be computed. This implies that the maximal value for Wt exists. Assume
that sk squares from the expansion of |fβk |2 give the maximum Wt value, and let
|fk,al |2 for l = 1, . . . , sk be these squares.
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From Lemma 4.1.1 part Di, we know that for each square |fk,al |2 there are exactly
vk cross terms 2Re(fk,j f̄k,al) for all j < al where j = b1, . . . , bvk and l = 1, . . . , sk,

which give the maximal value for Wt. By Lemma 4.1.1 part A, there are

(
sk
2

)
cross terms 2Re(fk,ae f̄k,al) which give the maximal value for Wt, and so we obtain
the result that

Pt+1,k = |fk,b1 + · · ·+ fk,bvk + fk,a1 + · · ·+ fk,ask |
2. (4.13)

Hence Pt+1,k is a sum of squares. Since the leading polynomial Pt at each step
is a sum of the Pt,k’s, the leading polynomial at each step and subsequently the
final leading polynomial is a sum of squares.

Since every change of variables that is allowed in the Kolář algorithm sends each square
to a square and keeps the weight of terms in the leading polynomial Pt the same, it
is easy to see that the leading polynomial is still a sum of squares after any change of
variables.

Our assumption of finite D’Angelo 1-type implies that the last entry of the multitype
is bounded, and so all entries of the multitype weight will be finite. This means that
the Kolář algorithm will definitely terminate after a finite number of steps, and so
the above procedure can only occur finitely many times. We conclude therefore that
the final leading polynomial corresponding to the last weight in the procedure, the
multitype weight, is always a sum of squares too.

Lemma 4.1.3. Assume that the D’Angelo 1-type of the hypersurface M of a sum of
squares domain at the origin is finite. Let M0 be the model hypersurface of M given
by the defining function

r = 2Re(zn+1) + P,

where P is the model polynomial. Then P cannot contain the variable zn+1.

Proof. Let P be the model polynomial of a sum of squares domain M and assume
that the D’Angelo 1-type ofM at the origin is finite. From Proposition 4.1.2 we know
that P is a sum of squares and that every monomial from its expansion is of weighted
degree one with respect to the multitype weight. Now, let’s assume that P depends on
the variable zn+1, whose weight equals 1. Since P is a sum of squares of holomorphic
polynomials which vanish at the origin, every monomial from its expansion cannot be
harmonic. By our assumption, at least one of these non-harmonic monomials depends
on the variable zn+1 and so has a weighted degree strictly greater than one with respect
to the multitype weight. This contradicts the fact that P is a model polynomial. Hence,
P does not depend on the variable zn+1.

Armed with Proposition 4.1.2 and Lemma 4.1.3, we can strengthen Catlin’s nor-
malization result from [6] for a sum of squares domain of finite D’Angelo 1-type. Catlin
proved that the model hypersurface of a pseudoconvex domain whose Levi form has
rank p at the origin has a defining function of the form:

r0 =2Re(zn+1) +

p∑
k=1

|zk|2 + 2Re

(
p∑

k=1

zkhk(zp+1, . . . , zn, z̄p+1, . . . , z̄n)

)
+ hp+1(zp+1, . . . , zn, z̄p+1, . . . , z̄n)
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for h1, . . . , hp+1 polynomials.

Our normalization result is the following:

Proposition 4.1.4. Let M⊂ Cn+1 be a hypersurface whose defining function is given
by

r = 2Re(zn+1) +
N∑
j=1

|fj|2,

where f1, . . . , fN are holomorphic functions in the neighborhood of the origin. Assume
that the D’Angelo 1-type of M at 0 is finite. Let

r0 = 2Re(zn+1) + P (z, z̄)

be the defining function of the model hypersurfaceM0 ofM, where P (z, z̄) is a polyno-
mial of weighted degree 1 with respect to Λ∗, the multitype weight at the origin. Assume
that the rank of the Levi form of M0 at 0 is p. There exists a polynomial change of
variables preserving Λ∗ such that the new defining function r∗0 is of the form

r∗0 = 2Re(zn+1) +

p∑
k=1

|zk|2 + P ∗(zp+1, . . . , zn, z̄p+1, . . . , z̄n),

where P ∗(zp+1, . . . , zn, z̄p+1, . . . , z̄n) is a sum of squares of holomorphic polynomials in
the variables zp+1, . . . , zn.

Proof. We assume p > 0, else there is nothing to prove. Let A = (akl̄)1≤k,l≤n be the
Levi matrix of M0, and assume without loss of generality that the first p variables
z1, . . . , zp are the only ones that contribute to the rank of A. Note that due to homo-
geneity all entries in the p × p upper left principal submatrix are complex numbers.
From Proposition 4.1.2 we know that P(z, z̄) is a sum of squares, and so the defining
function r0 is plurisubharmonic. Thus, M0 is pseudoconvex. Therefore, the Levi ma-
trix A of r0 is positive semi-definite, and so each principal minor of A is nonnegative.
There exists then a linear transformation that transforms A into a Hermitian matrix
whose p × p upper left principal submatrix is the identity matrix. In fact, this linear
transformation can be taken to be the identity on variables zp+1, . . . , zn+1. As such,
this linear transformation preserves Λ∗ by Theorem 2.2.2. Due to Proposition 4.1.2,
after our change of variables, r0 has become r̃0 given by

r̃0 = 2Re(zn+1) +

p∑
k=1

|zk + gk|2 + P̃ (zp+1, . . . , zn, z̄p+1, . . . , z̄n),

where each gk is a polynomial in the variables zp+1, . . . , zn, with vanishing order at least
2 and P̃ (zp+1, . . . , zn, z̄p+1, . . . , z̄n) is a sum of squares of holomorphic polynomials in
the variables zp+1, . . . , zn only. By homogeneity, gk has weight 1/2 for k = 1, . . . , p. To
finish the proof, we make the following change of variables that once again preserves
Λ∗ by Theorem 2.2.2: zk → z∗k for k = 1, . . . , n+ 1 where z∗k = zk + gk for k = 1, . . . , p
and z∗k = zk for k = p+ 1, . . . , n+ 1.

We shall prove another corollary to Proposition 4.1.2, but before we state it, we
consider the following:
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Let M⊂ Cn+1 be a sum of squares domain given by the defining function

r = 2Re(zn+1) +
N∑
k=1

|fk(z1, . . . , zn)|2,

where f1, . . . , fN are holomorphic functions near the origin. Assume that the D’Angelo
1-type is finite at the origin and that β is the ceiling of the D’Angelo 1-type. We
truncate each holomorphic function fk to the order β and let fk,i be the i-th monomial
in the power series expansion of each generator fk after ordering by vanishing order.
The ideal corresponding to the defining function r is given as I = (zn+1, f

β
1 , . . . , f

β
N).

We know that the term zn+1 has weight 1. Following the original algorithm of Kolář,
we shall ignore the term zn+1 and work with the corresponding ideal I = (fβ1 , . . . , f

β
N).

From Proposition 4.1.2, we know that all leading polynomials produced are sums
of squares. Therefore, any leading polynomial Pj can be written in the form

Pj =
N∑
k=1

∣∣∣ vk∑
i=1

fk,ai

∣∣∣2, (4.14)

where the fk,ai ’s are the monomials from the generator fβk of weighted degree 1
2

with
respect to Λj. We will associate to every leading polynomial Pj the ideal IPj given by

IPj =

(
v1∑
i=1

f1,ai , . . . ,

vN∑
i=1

fN,ai

)
. (4.15)

It is convenient to introduce notation for each square in Pj. Let Pj,k =
∣∣∣∑vk

i=1 fk,ai

∣∣∣2.

Then its associated ideal IPj,k can be expressed as

IPj,k =

(
vk∑
i=1

fk,ai

)
= (fk,a1 + · · ·+ fk,avk ) (4.16)

Clearly,

IPj =
N∑
k=1

IPj,k . (4.17)

Recall also that each monomial in every leading polynomial is of weighted degree one
with respect to the corresponding weight. As a result, the weighted degree of any
monomial fk,ai is exactly one half with respect to the corresponding weight.

Thus, given IPj,k = (fk,a1 + · · ·+ fk,avk ), the fk,ai ’s are exactly the monomials from

the generator fβk of weighted degree 1
2

with respect to Λj.

Set the ideal I = I0. For j ≥ 1, the ideals IPj , Ij, and IPj,k can be described as
follows:

1. IPj is the ideal whose generators are precisely the terms from the generators of
the ideal Ij−1 having weighted order exactly 1

2
with respect to the weight Λj. We

refer to the ideal IPj as the leading polynomial ideal.
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2. The ideal Ij is the ideal obtained after applying the chosen Λj-homogeneous
transformation, which makes the generators of IPj to be independent of the
largest number of variables, to Ij−1. Simply put, Ij is the ideal obtained after
changing variables in the ideal Ij−1.

3. IPj,k is the principal ideal whose generator is the sum of monomials in the gener-

ator fβk with weighted degree exactly 1
2

with respect to the weight Λj. The ideal

IPj,k is the zero ideal if no monomial in the generator fβk has weighted degree 1
2

with respect to the weight Λj.

4.2 The Kolář Algorithm (Ideal Version)

Set the ideal I = I0, and compute the vanishing order at the origin of I0, which is the
same as the degree ν1 of the lowest order monomial in I0. We define the Bloom-Graham
type as twice the vanishing order of I0. This gives the first entry of the multitype m1

and so let m1 = 1/µ1, where µ1 = 2ν1. Set the first weight to be Λ1 = (µ1, . . . , µ1).
In the second step, consider all Λ1-homogeneous transformations, and choose one

that will make the set of all generators of the leading polynomial ideal IP1 to be
independent of the largest number of variables. Denote this number by d1. In the local
coordinates after such a Λ1-homogeneous transformation, we obtain that IP1 is the
ideal whose generators consist of those monomials in the variables z1, . . . , zn−d1 , which
are of weighted degree 1/2 with respect to Λ1. Apply the chosen Λ1-homogeneous
transformation to the ideal I0 to obtain the ideal I1. The rest of the terms from the
generators in I1, which are not in IP1 , have weighted degrees strictly greater than 1

2

with respect to Λ1.
We shall now give a slightly modified version of Kolář’s Θ1 and W1. If αk,j =

(αk,j1 , . . . , αk,jn ) is the multiindex of a monomial fk,j from any generator of I1, which is
not in IP1 , then fk,j is of the form

fk,j = C1
k,jz

αk,j and |αk,j|Λ1 >
1

2
.

Let

Θ1 =

{
αk,j

∣∣∣∣∣ C1
k,j 6= 0 and

n−d1∑
i=1

αk,ji µi <
1

2

}
.

For every αk,j ∈ Θ1,

W1(αk,j) =
1
2
−
∑n−d1

i=1 αk,ji µi∑n
i=n−d1+1 α

k,j
i

. (4.18)

The next weight Λ2 is defined by letting

λ2
i = max

αk,j∈Θ1

W1(αk,j)

for i > n− d1, and λ2
i = µ1 for i ≤ n− d1. To complete the second step, we let IP2 be

the second leading polynomial ideal corresponding to the weight Λ2. The generators
of IP2 depend on more than n− d1 variables.

We proceed by induction. At the step t, for t > 2, we consider all Λt−1-homogeneous
transformations and choose one that makes the generators of the leading polynomial
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ideal IPt−1 to be independent of the largest number of variables. Denote this number
by dt−1. Apply this Λt−1-homogeneous transformation to the previous ideal It−2 in the
(t − 1)-th step to obtain the ideal It−1. We know from the Kolář algorithm that the
number of multitype entries that are added at each step of the computation depends
on the difference (dt−2 − dt−1). We consider two cases:

CASE 1: Assume that dt−2 > dt−1. Again recall that for any weight Λ that is smaller than
Λt−1 with respect to the lexicographic ordering, Λ-adapted coordinates are also
Λt−1-adapted. This implies that we get (dt−2 − dt−1) multitype entries

µn−dt−2+1 = · · · = µn−dt−1 = λt−1
n−dt−2+1

and let λti = µi for i ≤ n − dt−2. Here, IPt−1 is the ideal whose generators are
sums of monomials in the variables z1, . . . , zn−dt−1 that are Λt−1-homogeneous
of weighted degree 1

2
. To obtain λti for i > n − dt−1, we consider the rest of

the monomials from the generators in It−1 that are not in IPt−1 . Using these
monomials that have weighted degree strictly greater than 1

2
with respect to

Λt−1, we define Θt−1 and compute Wt−1 in a similar way as in step two. Such
monomials are of the form fk,j = Ct−1

k,j z
αk,j for multiindex αk,j = (αk,j1 , . . . , αk,jn )

satisfying |αk,j|Λt−1 >
1
2
. Thus,

Θt−1 =

{
αk,j

∣∣∣∣∣ Ct−1
k,j 6= 0 and

n−dt−1∑
i=1

αk,ji µi <
1

2

}
.

For every αk,j ∈ Θt−1,

Wt−1(αk,j) =
1
2
−
∑n−dt−1

i=1 αk,ji µi∑n
i=n−dt−1+1 α

k,j
i

. (4.19)

So for the remaining multitype entries of Λj, we let

λti = max
αk,j∈Θt−1

Wt−1(αk,j),

for i > n− dt−1.

CASE 2: Assume that dt−1 = dt−2. There are zero multitype entries computed in this case,
and so we only determine λti for t > n − dt−1 using (4.19). This completes the
step t of the algorithm.

We can thus establish a one-to-one correspondence between the leading polynomial
Pt for t ≥ 1 and the intermediate ideal IPt introduced above. Since working with ideals
of holomorphic functions is often easier than with real-valued polynomials, the restate-
ment of the Kolář algorithm simplifies multitype computations for a sum of squares
domain. We work with considerably fewer terms in the case of the ideals as compared
to sums of squares. In particular, for each modulus square of a generator consisting of

m monomials, Kolář’s original algorithm involves working with m squares plus

(
m
2

)
cross terms, whereas this restatement in terms of ideals involves computations for only
m monomials.

We give a corollary to Proposition 4.1.2:
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Corollary 4.2.0.1. Let M⊂ Cn+1 be a hypersurface whose defining function is given
as

r = 2Re(zn+1) +
N∑
j=1

|fj(z1, . . . , zn)|2,

where f1, . . . , fN are holomorphic functions near the origin. Assume that the D’Angelo
1-type is finite. Then for ` ≥ 1, each monomial from every generator of the leading
polynomial ideal IP` obtained at the `-th step of the Kolář algorithm has weighted
degree 1

2
with respect to the weight Λ`.

Proof. Let fβk be the Taylor expansion of the holomorphic function fk to the order β,
where β is the ceiling of the D’Angelo 1-type. We order the generators by vanishing
order and let I = (fβ1 , . . . , f

β
N). Now assume that the vanishing order of the ideal I

is ν > 0. Then the Bloom-Graham type is precisely 2ν and the weight µ1 = 1
2ν

with
Λ1 = ( 1

2ν
, . . . , 1

2ν
). Thus, IP1 is not the zero ideal.

For every k such that IP1,k
is not the zero ideal,

IP1,k
= (fk,1, . . . , fk,mk),

where each monomial fk,i, for 1 ≤ i ≤ mk, has weighted degree 1
2

with respect to the
weight Λ1. Next, assume that in the second step, the ideal IP1,k

is the same as the ideal
IP2,k

. We know that the entries corresponding to each variable in the monomial fk,i, for
1 ≤ i ≤ mk, are the same in both weights Λ1 and Λ2. Therefore, each monomial from
the generator

∑mk
i=1 fk,i has weighted degree 1

2
with respect to Λ2 as well. Assume that

the principal ideal IP2,k
is generated by the sum

∑mk
i=1 fk,i +

∑γk
j=1 fk,bj . Since the new

sum
∑γk

j=1 fk,bj corresponds to the new weight Λ2, each monomial fk,bj has weighted

degree 1
2

with respect to Λ2. Therefore, every monomial in the generator of the ideal
IP2,k

has weighted degree 1
2

with respect to Λ2.

Next, we assume that for ` ≥ 2

IP`,k = (fk,a1 + · · ·+ fk,avk ),

where each monomial fk,ai , for 1 ≤ i ≤ vk, has weighted degree exactly equal to 1
2

with
respect to the weight Λ`.

Now, assume that at step ` + 1, the ideal IP`+1,k
is the same as the ideal IP`,k .

Every monomial in the generator of IP`+1,k
also has weighted degree equal to 1

2
with

respect to the weight Λ`+1 because even though Λ` is not the same as Λ`+1, the weight
corresponding to each variable in fk,avk is the same in both weights Λ` and Λ`+1.

Next, assume that at step `+ 1 the sum
∑uk

i=1 fk,buk is added to the sum
∑vk

i=1 fk,avk
to obtain the generator of the ideal

IP`+1,k
= (fk,a1 + · · ·+ fk,avk + fk,b1 + · · ·+ fk,buk ).

This implies that each monomial fk,buk has weighted degree 1
2

with respect to the

weight Λ`+1. Again, each monomial fk,avk is of weighted degree 1
2

with respect to the
weight Λ`+1 since the weight corresponding to each variable in fk,avk is the same in both
weights Λ` and Λ`+1. Thus, every monomial from the generator of the ideal IP`+1,k

has
weighted degree 1

2
with respect to the weight Λ`+1.
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The example that follows is the ideal restatement of the Kolář algorithm applied to
the defining function given in Example 1.

Example 3. Let M⊂ C4 be a hypersurface whose defining function is given by

r = 2Re(z4) + |z1 − z2 + z2
3 |2 + |z2

1 − z2
2 |2 + |z4

2 |2.

The associated ideal then becomes

I = (z1 − z2 + z2
3 , z

2
1 − z2

2 , z
4
2) = I0.

The vanishing order here equals one, and so the Bloom-Graham type is 2, which implies
that µ1 = 1

2
and Λ1 = (1

2
, 1

2
, 1

2
). Hence

IP1 = (z1 − z2) = IP1,1 .

So IP1,2 is the zero ideal. We choose a Λ1-homogeneous transformation which makes
IP1 to be independent of the largest number of variables. Let z̃1 = z1− z2 and z̃j = zj,
j = 2, 3, 4. We shall ignore ∼ where no confusion arises. Thus we get d1 = 2

IP1 = (z1) = IP1,1 .

Applying these variable changes to I0 gives

I1 = (z1 + z2
3 , z

2
1 + 2z1z2, z

4
2).

From Example 1, we know that the next multitype entry is 1
4
, and so Λ2 = (1

2
, 1

4
, 1

4
).

IP2 = (z1 + z2
3),

where IP2,1 = IP2 and IP2,2 is the zero ideal. Again, we choose a Λ2-homogeneous
transformation which makes IP2 to be dependent on only the variable z1. Let z̃1 =
z1 + z2

3 and z̃j = zj, j = 2, 3, 4. Again, we ignore the sign ∼. Here d2 = 2 and

IP2 = (z1),

where IP2,1 = IP2 and IP2,2 is the zero ideal. We apply the new coordinates to I1 to
get

I2 = (z1, z
2
1 + 2z1z

2
3 + z4

3 + 2z1z2 − 2z2z
2
3 , z

4
2).

The multitype entry at this step is 1
6
, and Λ3 = (1

2
, 1

6
, 1

6
). We get that

IP3 = (z1,−2z2z
2
3) = (z1, 2z2z

2
3).

Here IP3,1 = (z1), and IP3,2 = (2z2z
2
3).

No Λ3-homogeneous transformation can make IP3 to be independent of any variables
and so d3 = 0. Thus, the multitype weight Λ∗ = Λ3 and the final leading polynomial
ideal is

IP3 = (z1, z2z
2
3).
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Proposition 4.2.1. Let 0 ∈ M ⊂ Cn+1 be a hypersurface whose defining function is
given by

r(z) = 2Re(zn+1) +
N∑
j=1

|fj(z1, . . . , zn)|2,

where f1, . . . , fN are holomorphic functions near the origin. LetM′ ⊂ Cn+1 be another
hypersurface whose defining function is given as

u(z) = 2Re(zn+1) +
l−1∑
j=1

|fj|2 + |hlfl −
∑
c6=l

hcfc|2 +
N∑

j=l+1

|fj|2,

for some fixed l, where hj is a holomorphic function near the origin for every j =
1, . . . , N. Assume that the D’Angelo 1-type of M is finite at the origin. Then the mul-
titype obtained by applying Kolář algorithm to both r(z) and u(z) is the same provided
that 〈f1, · · · , fN〉 and〈

f1, · · · , fl−1, hlfl −
∑
c 6=l

hcfc, fl+1, · · · fN

〉

represent the same ideal in the ring O.

Remark 4.2.1. Modifying only one generator at a time makes the bookkeeping in the
computation of the multitype easier to follow.

Remark 4.2.2. Assume that there exist some l such that 1 ≤ l ≤ N and holomorphic

functions near the origin h1, . . . , hl−1, hl+1, . . . , hN such that fl =
∑
c6=l

hcfc. It is clear

that 〈f1, · · · , fN〉 and 〈f1, · · · , fl−1, fl+1, · · · fN〉 represent the same ideal in O. There-
fore, applying Proposition 4.2.1 with hl ≡ 1 shows that adding in the square |fl|2 or
taking it away makes absolutely no difference as far as the multitype computation goes.
This observation will be crucial in the corollary that follows.

Proof. We will show that the multitype obtained by applying the Kolář algorithm to
both r(z) and u(z) is the same. Let β = d∆1(M, 0)e be the ceiling of the D’Angelo
1-type ofM at the origin. We truncate each generator fk as well as each holomorphic
function hk at the order β and denote them by fβk and hβk respectively. Denote by fk,i
the i-th monomial from the Taylor expansion of fβk after ordering by vanishing order
and reverse lexicographic order for the monomials with the same vanishing order.

By Lemma 4.1.1, we know that each entry of the multitype is realized by a square.
If no square from the expansion of |fβl |2 contributes to the entries of the multitype, then
the multitype entries for both defining functions r(z) and u(z) are the same, and there is
nothing to prove. We thus assume that there exists at least one square from the expan-
sion of |fβl |2 that contributes to the entries of the multitype and that no nonzero multi-

ple of that square exists in any of the expansions of |fβ1 |2, . . . , |f
β
l−1|2, |f

β
l+1|2, . . . , |f

β
N |2.

Next, we claim that if hl(0) = 0, then no square from the expansion of |hβl f
β
l |2 can

contribute to the entries of the multitype. Indeed, let hl,i be the i-th monomial from

the Taylor expansion of hβl after ordering by vanishing order and reverse lexicographic

order for the monomials with the same vanishing order. For every monomial fl,j in fβl ,

the monomial hl,ifl,s in hβl f
β
l has greater combined degree than that of fl,j for every
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i ≥ 1. As a result, |hl,ifl,j|2 cannot give the Bloom-Graham type since the combined
degree of |fl,j|2 is strictly less than the combined degree of |hl,ifl,j|2. Furthermore,
Wt(|hl,ifl,j|2) cannot be computed if Wt(|fl,j|2) gives the maximum Wt-value. By the
same argument, if fl =

∑
c 6=l gcfc, for gc with c = 1, . . . , l− 1, l+ 1, . . . , N holomorphic

functions near the origin, then no square from the expansion of |fβl |2 can contribute to
the entries of the multitype unless it is the square of the nonzero constant term of some
gc multiplied by a monomial of fc that in itself gives that same multitype entry. Since
we assumed the contrary, fl cannot be written in terms of the other generators. By

our hypothesis, however, 〈f1, · · · , fN〉 and
〈
f1, · · · , fl−1, hlfl −

∑
c6=l fchc, fl+1, · · · fN

〉
represent the same ideal in the ring O. Putting these two facts together along with
our assumption that there exists at least one square from the expansion of |fβl |2 that
contributes to the entries of the multitype and that no nonzero multiple of that square
exists in any of the expansions of |fβ1 |2, . . . , |f

β
l−1|2, |f

β
l+1|2, . . . , |f

β
N |2, we conclude that

hl(0) 6= 0. Without loss of generality, assume hl ≡ 1. We shall show that modifying the
function fβl in the sum of squares by the sum

∑
c6=l f

β
c h

β
c does not alter the multitype.

We further assume that the sum
∑

c 6=l f
β
c h

β
c 6= 0. By Lemma 4.1.1, it suffices to focus

on how the omission of some squares of monomials from the term |fβl −
∑

c 6=l h
β
c f

β
c |2

in the defining function u(z) affects our results. We now break our argument into two
cases:

CASE 1: Assume that there exists a monomial m in fβl whose square |m|2 from the ex-

pansion of |fβl |2 gives the Bloom-Graham type. We consider two subcases here:

i. Assume that m is in the expression fβl −
∑

c6=l h
β
c f

β
c . Then no monomial in the

sum
∑

c 6=l h
β
c f

β
c cancels out m. Clearly, the weights obtained at the first step of

the Kolář algorithm are the same for both r(z) and u(z) since |m|2 belongs to
both defining functions.

ii. Assume that m is not in the expression fβl −
∑

c 6=l h
β
c f

β
c . Hence, m gets cancelled

out in the expression fβl −
∑

c 6=l h
β
c f

β
c and so does not appear in u(z). Let ψ be

the monomial in the sum
∑

c6=l h
β
c f

β
c that cancels out m, and write ψ = hc,ifc,j for

some c 6= l, where hc,i is some monomial in hβc and fc,j is some monomial in fβc .
By our assumption, ψ equals m, and its square |ψ|2 gives the Bloom-Graham type
as well. The monomial hc,i cannot have vanishing order 1 or higher; otherwise,
fc,j must have combined degree less than that of ψ, which contradicts the fact
that |ψ|2 gives the Bloom-Graham type. Thus, hc,i = hc,1 ∈ C and m = hc,1fc,j.
Hence, the square |fc,j|2 gives the Bloom-Graham type as well. Even though
there is the cancellation in u(z), the weight obtained at the first step having
applied the Kolář algorithm to r(z) and u(z) is the same. More specifically, the
squares |fc,j|2 and |m|2 appear in the expansions of |fβc |2 and |fβl |2 respectively.

CASE 2: Assume that there exists a monomial m in fβl whose square |m|2 from the ex-

pansion of |fβl |2 gives the maximum Wt-value at the (t+ 1)-th step for t ≥ 1.

i. Assume that m is in the expression fβl −
∑

c 6=l h
β
c f

β
c . Then no monomial in the

sum
∑

c 6=l h
β
c f

β
c cancels out m, and so the weights obtained at the (t+ 1)-th step

are the same for both r(z) and u(z) since |m|2 belongs to both defining functions.
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ii. Assume that m is not in the expression fβl −
∑

c 6=l h
β
c f

β
c . Then m gets cancelled

out by some monomial ψ in the sum
∑

c 6=l f
β
c h

β
c . Let ψ = hc,sfc,j for some s and j,

where hc,s is some monomial in hβc and fc,j is some monomial in fβc . This implies
that m = ψ and |ψ|2 gives the maximal Wt-value at step t+ 1 as well. Now let’s
assume that hc,s /∈ C. Then the combined degree of fc,j is less than that of ψ.

If Wt(|fc,j|2) cannot be computed, then Wt(|ψ|2) cannot be computed, which
gives a contradiction. Therefore, we assume that Wt(|fc,j|2) can be computed.

At this point let us recall the definition of Γ1, Γ2, and Γ3 as given in the proof of Lemma
4.1.1. Let Γ1 be the set of all non-zero monomials that consist of only variables not
in Pt, let Γ2 be the set of all non-zero monomials which consist of variables both in Pt
as well as variables not in Pt, and let Γ3 be the set of all non-zero monomials which
consist of only variables in Pt. Also, recall that for any monomial f if Wt(|f |2) can be
computed, then f ∈ Γ1 or f ∈ Γ2 only. Again, we shall write any monomial f in the
form f = γ1 γ2 where γ1 and γ2 are monomials satisfying γ1 ∈ Γ3 and γ2 ∈ Γ1. Recall
that

Wt(|f |2) =
1−

∑κ
i=1(αi + α̂i)µi∑n

i=κ+1(αi + α̂i)
,

where (α1, . . . , αn, α̂1, . . . , α̂n) is the multiindex of the monomial |f |2 whose Wt is being
computed, κ is the number of variables in the leading polynomial Pt, and Wt(|f |2) is
the Wt-value of the term |f |2.

We shall now consider the number Wt(|ψ|2) given that Wt(|fc,j|2) can be computed.
From Lemma 4.1.1, fc,j ∈ Γ1 or Γ2. Since the monomial hc,s can belong to Γ1, Γ2, or
Γ3, we shall consider three subcases below and assume that fc,j ∈ Γ1 or Γ2 in each case:

a. Assume that hc,s ∈ Γ1. Clearly, Wt(|fc,j|2) and Wt(|ψ|2) both have the same
numerator and the denominator of Wt(|ψ|2) is greater than that of Wt(|fc,j|2) be-
cause hc,s ∈ Γ1. Thus, Wt(|fc,j|2) is greater than Wt(|ψ|2), which is a contradiction
to our hypothesis that Wt(|ψ|2) is maximal at step t+ 1.

b. Assume that hc,s ∈ Γ2. Here, the numerator of Wt(|ψ|2) is smaller than the nu-
merator of Wt(|fc,j|2) since hc,s contains a monomial in Γ3. Also, the denominator
of Wt(|ψ|2) is greater than the denominator of Wt(|fc,j|2) because hc,s contains
a monomial in Γ1. Thus, Wt(|fc,j|2) is greater than Wt(|ψ|2), which is again a
contradiction.

c. Assume that hc,s ∈ Γ3. Then Wt(|fc,j|2) is always greater than Wt(|ψ|2) for fc,j ∈
Γ1 or Γ2 since the denominators of both numbers are equal and the numerator of
Wt(|ψ|2) is less than that of Wt(|fc,j|2). This gives a contradiction since Wt(|ψ|2)
is maximal at step t+ 1.

From cases (a), (b), and (c) we can see that if hc,s /∈ C, then Wt(|ψ|2) cannot
be the maximum at step t+ 1, and so we have a contradiction to our hypothesis
in all three cases. Hence hc,s ∈ C and so m = hc,sfc,j. Clearly, Wt(|fc,j|2) gives
the maximal value at step t + 1, too. This implies that if we apply the Kolář
algorithm to both r(z) and u(z), then the multitype entry at the (t+ 1)-th step
will be the same for both defining functions. The squares |fc,j|2 and |m|2 appear

in the expansions of |fβc |2 and |fβl |2 respectively. We see that regardless of the
cancellation in u(z), the weight obtained at the (t+1)-th step remains unchanged.
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Clearly, the case when hl(0) 6= 0 combines the analysis for the cases when hl ≡ 1 and
hl(0) = 0.

Corollary 4.2.1.1. Let 0 ∈ M ⊂ Cn+1 be a hypersurface whose defining function is
given by

r(z) = 2Re(zn+1) +
N∑
j=1

|fj(z1, . . . , zn)|2,

where f1, . . . , fN are holomorphic functions near the origin. LetM′ ⊂ Cn+1 be another
hypersurface whose defining function is given as

u(z) = 2Re(zn+1) +
S∑
j=1

|gj(z1, . . . , zn)|2.

Assume that the D’Angelo 1-type of M is finite at the origin. Then the multitype
obtained by applying the Kolář algorithm to both r(z) and u(z) is the same provided
that 〈f1, · · · , fN〉 and 〈g1, · · · , gS〉 represent the same ideal in the ring O. In other
words, the multitype is an invariant of the ideal 〈f1, . . . , fN〉 of generators.

Proof. Let the ideals associated to the hypersurfaces M and M′ be given by 〈f〉 =
〈f1, . . . , fN〉 and 〈g〉 = 〈g1, . . . , gS〉 respectively, and suppose that 〈f〉 = 〈g〉 . By Re-
mark 4.2.2 following the statement of Proposition 4.2.1, we know that adding in the
square of any element of the ideal 〈f1, . . . , fN〉 does not modify the multitype because
that element can be written in terms of the generators f1, . . . , fN with coefficients in
O. Since 〈f1, . . . , fN〉 = 〈g1, . . . , gS〉 , each gj is an element of 〈f1, . . . , fN〉 and can be
written in terms of f1, . . . , fN with coefficients in O. Therefore,

r(z) = 2Re(zn+1) +
N∑
j=1

|fj(z1, . . . , zn)|2

has the same multitype at the origin as

r1(z) = 2Re(zn+1) +
N∑
j=1

|fj(z1, . . . , zn)|2 + |g1(z1, . . . , zn)|2,

and inductively, the same multitype at the origin as

rS(z) = 2Re(zn+1) +
N∑
j=1

|fj(z1, . . . , zn)|2 +
S∑
k=1

|gk(z1, . . . , zn)|2.

Now, we apply the argument in reverse. Since 〈g1, . . . , gS〉 = 〈f1, . . . , fN〉 , each fj is
an element of 〈g1, . . . , gS〉 and can be written in terms of g1, . . . , gS with coefficients in
O. Therefore, by Remark 4.2.2,

u(z) = 2Re(zn+1) +
S∑
k=1

|gk(z1, . . . , zn)|2

has the same multitype at the origin as

u1(z) = 2Re(zn+1) +
S∑
k=1

|gk(z1, . . . , zn)|2 + |f1(z1, . . . , zn)|2,
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and inductively, as

rS(z) = 2Re(zn+1) +
S∑
k=1

|gk(z1, . . . , zn)|2 +
N∑
j=1

|fj(z1, . . . , zn)|2.

We conclude that r(z) and u(z) have the same multitype at the origin, namely that
the multitype is an invariant of the ideal of generators.
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Chapter 5

Polynomial Transformations in the
Kolář Algorithm

We give an explicit construction of the polynomial transformations that are performed
in the Kolář algorithm in this chapter. To achieve that, we relate polynomial trans-
formations to pairs of row-column operations on the Levi matrix of a sum of squares
domain. We then associate a polynomial transformation to a certain sequence of such
row-column operations.

The following elementary lemma is included for completeness:

Lemma 5.0.1. The composition of Λ-homogeneous transformations is Λ-homogeneous.

Proof. Let Λ be a weight, and let λi be the entry corresponding to the variable zi in
Λ. Denote by S1 and S2 the Λ-homogeneous transformations given by

z̃1
i = p1

i (z1, . . . , zn) and z̃2
i = p2

i (z̃
1
1 , . . . , z̃

1
n)

respectively for 1 ≤ i ≤ n, where each polynomial pki for k = 1, 2 is of weighted degree
λi with respect to the weight Λ.

Now consider the transformation S1 ◦ S2 given by

z̃2
i = p2

i

(
p1

1(z1, . . . , zn), . . . , p1
n(z1, . . . , zn)

)
.

From the statements above, we can deduce that each monomial in pki is of weighted
degree λi with respect to the weight Λ. Hence S1 ◦ S2 is Λ-homogeneous as well.

5.1 Operations on the Levi Matrix

Let z = (z1, . . . , zn) and C[z, z̄] be a polynomial ring in the variables z and z̄ over C
the field of complex numbers.

Definitions 5.1.1 and 5.1.2 below are slightly modified versions of those given in [3]
since we are working on the polynomial ring C[z, z̄] and strictly with the Levi matrix,
which is Hermitian.

Definition 5.1.1. Let A be an n × n Levi matrix of a sum of squares domain Ω ⊂
Cn. We say that the following types of operations on the rows (columns) are called
elementary row (column) operations.
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i. Interchanging two rows (columns). Denote by Ri ↔ Rj (Ci ↔ Cj) the operation
of interchanging the i-th and j-th rows (columns).

ii. Multiplying the elements of one row (column) by a nonzero α (ᾱ) ∈ C. Denote
by αRi (ᾱCi) the operation of multiplying the i-th row (column) by a nonzero
α (ᾱ) ∈ C.

iii. Adding to the elements of one row (column) h (h̄) times the corresponding ele-
ments of a different row (column), where h ∈ C[z]. Denote by Rj+hRi (Cj+ h̄Ci)
the operation of adding to the elements of the j-th row (column) h (h̄) times the
corresponding elements of the i-th row (column).

Definition 5.1.2. An elementary matrix is a matrix obtained by performing a single
elementary row or column operation on an identity matrix. Thus, we give the following
definitions:

i. Eij the matrix obtained by interchanging the i-th and j-th rows of the identity
matrix and denote by Eı̄̄ the matrix obtained by interchanging the i-th and j-th
column of the identity matrix. We note that Eij = Eı̄̄.

ii. Di(α) is the matrix obtained by multiplying the i-th row of the identity matrix
by a nonzero α ∈ C and Dı̄(ᾱ) is the matrix obtained by multiplying the i-th
column of the identity matrix by a nonzero ᾱ.

iii. Let h ∈ C[z]. Then Lij(h) is the matrix obtained from the identity matrix by
adding to the elements of the j-th row h times the corresponding elements of the
i-th row and Lı̄̄(h̄) is the matrix obtained from the identity matrix by adding to
the elements of the j-th column h̄ times the corresponding elements of the i-th
column.

The matrices Eij, Eı̄̄, Di(α), Dı̄(ᾱ), Lij(h), and Lı̄̄(h̄) are known as elementary matri-
ces. We shall refer to the matrices Eij, Di(α), and Lij(h) as elementary row matrices
and the matrices Eı̄̄, Dı̄(ᾱ), and Lı̄̄(h̄) as elementary column matrices.

By multiplying the Levi matrix A on the left by row elementary matrices, we obtain
the row operations given in definition 5.1.1, and by multiplying on right of the Levi
matrix A by column elementary matrices, we obtain the column operations given in
definition 5.1.1.

For the subsequent lemmas, we shall assume the following:
Let M ⊂ Cn+1 be the boundary of a sum of squares domain defined by {r < 0},

where

r = 2Re(zn+1) +
N∑
j=1

|fj(z1, . . . , zn)|2,

and f1, . . . , fN are holomorphic functions in the neighborhood of the origin. Let

r0 = 2Re(zn+1) + P(z, z̄)

be the defining function of the model hypersurfaceM0 ofM, where P (z, z̄) is a poly-
nomial of weighted degree 1 with respect to the multitype weight at the origin Λ∗ of
M. Let A be the n × n Levi matrix of the model M0 ⊂ Cn+1, where we ignore the
contribution of the (n + 1)st coordinate as the holomorphic functions in the sum of
squares do not depend on it.
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Lemma 5.1.1. Assume that the D’Angelo 1-type of the hypersurface M at 0 is finite.
Let i ∈ {1, . . . , n} be fixed, and let h ∈ C[z] for z = (z1, . . . , zn) be a nonzero monomial
independent of zi. Let h` denote the derivative of h with respect to the variable z`, which
is ∂z`h with l ∈ {1, . . . , n} \ {i}. Furthermore, let h`(τ) denote h` with every factor of
zl replaced by a factor of τ. Performing the elementary row and column operations
R` − h`Ri → R` and C` − h̄`Ci → C` on the Levi matrix A of r0 for all variables z` in
h corresponds to the polynomial transformation

z̃i = zi +

∫ z`

0

h`(τ) dτ = zi + h; z̃ω = zω for ω 6= i

in the sense that the new matrix Ã obtained after these elementary operations is Her-
mitian and is the Levi matrix of the new defining function of the sum of squares domain
after the change of variables zω → z̃ω for ω = 1, . . . , n+ 1 has taken place.

Remark 5.1.1. The reader should note that while only variables z1, . . . , zn play a role
in the behavior of the Levi matrix, Cn+1 is the underlying space, so all changes of
variables described in this chapter will take place in Cn+1 and leave zn+1 unchanged.

Proof. Suppose that the defining function r0 of the model hypersurface M0 is of the
form

r0 = 2Re(zn+1) +
N∑
t=1

|gt|2,

where P (z, z̄) =
∑N

t=1 |gt|2 and gt =
∑bt

l=1mt,l is a polynomial consisting of monomials
mt,l. From Lemma 4.1.3, it is clear that P (z, z̄) cannot depend on the variable zn+1.

Let mt,l = Ct,l
∏n

δ=1 z
αt,lδ
δ with Ct,l ∈ C. For each t and for l1, l2 ∈ {1, . . . , bt}, every

monomial from the expansion of |gt|2 can be written as

mt,l1mt,l2 = Ct,l1Ct,l2

n∏
δ=1

z
α
t,l1
δ

δ z̄
α̂
t,l2
δ

δ .

By writing each term mt,l1mt,l2 for all t in the new coordinates, we obtain P (z, z̄) in
the new coordinates. Hence it suffices to show that applying the specified elementary
row and column operations to the Levi matrix of the monomial mt,l1mt,l2 corresponds
to the polynomial transformation z̃i = zi + h; z̃ω = zω for ω 6= i.

Denote by D the (i, j, k, u) submatrix of the Levi matrix of the monomial mt,l1mt,l2 ,
and let D = (deκ̄)e,κ=i,j,k,u, where deκ̄ is given by

deκ̄ = Ct,l1Ct,l2α
t,l1
e α̂t,l2κ zα

t,l1
e −1

e z̄α̂
t,l2
e

e zα
t,l1
κ

κ z̄α̂
t,l2
κ −1

κ

n∏
δ=1
δ 6=e,κ

z
α
t,l1
δ

δ z̄
α̂
t,l2
δ

δ .

Let h = Cz
βa1
a1 , . . . , z

βas
as , where C ∈ C, β = (β1, . . . , βn) is a multiindex, and a1, . . . , as ∈

{1, . . . , n} \ {i}. Now, assume that j, k ∈ {a1, . . . , as} with j 6= k and u /∈ {a1, . . . , as}.
Perform the elementary operations R`−h`Ri → R` and C`− h̄`Ci → C` for all variables
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z` in h on D to get

dīı di̄ − h̄jdīı dik̄ − h̄kdīı diū

djı̄ − hjdīı dj̄ − hjdi̄ − h̄jdjı̄ + |hj|2dīı djk̄ − hjdik̄ − h̄kdjı̄ + hjh̄kdīı djū − hjdiū

dkı̄ − hkdīı dk̄ − h̄jdkı̄ − hkdi̄ + h̄jhkdīı dkk̄ − hkdik̄ − h̄kdkı̄ + |hk|2dīı dkū − hkdiū

duı̄ du̄ − h̄jduı̄ duk̄ − h̄kduı̄ duū


.

The matrix above is the Levi matrix for the monomial in the new coordinates

m̃l1m̃l2 = Ct,l1Ct,l2(z̃i − h)α
t,l1
e (¯̃zi − h̄)α̂

t,l2
e

∏
δ 6=i

z
α
t,l1
δ

δ z̄
α̂
t,l2
δ

δ ,

which is obtained after applying the polynomial transformation z̃i = zi + h; z̃ω = zω
for ω 6= i to mt,l1mt,l2 .

We now prove that the matrix Ã is Hermitian. Since the matrix A is Hermitian, we
will show that applying the operation R`−h`Ri → R` and C`− h̄`Ci → C` to A gives a
matrix that is Hermitian as well. Let A = (akl̄)1≤k,l≤n be the Levi matrix. Apart from
row ` and column `, there is no change to A, which is Hermitian. Let a`k̄ be an entry
in row `. Then the entry ak ¯̀ is in column ` and satisfies the property that a`k̄ = āk ¯̀.
Performing the elementary operations R`− h`Ri → R` and C`− h̄`Ci → C` on A gives
a new matrix Ã with a`k̄ − h`aik̄ in row ` and ak ¯̀− h̄`akı̄ in column `. Now

a`k̄ − h`aik̄ = āk ¯̀− ¯̄h`ākı̄ = ak ¯̀− h̄`akı̄.

Thus, the new matrix Ã is Hermitian as well.

Lemma 5.1.2. Assume that the D’Angelo 1-type of the hypersurface M at 0 is finite.
Let i and j with 1 ≤ i, j ≤ n be given. Performing both elementary operations Ri ↔ Rj

and Ci ↔ Cj on the Levi matrix A corresponds to the polynomial transformation

z̃i =

∫ zj

0

dτ = zj; z̃j =

∫ zi

0

dτ = zi; z̃ω = zω for ω 6= i, j

in the sense that the new matrix Ã obtained after these elementary operations is Hermi-
tian and is the Levi matrix of the new defining function of the sums of squares domain
after the change of variables zω → z̃ω for ω = 1, . . . , n+ 1 has taken place.

Furthermore, at step e of the Kolář algorithm for all e, the weighted degree with re-
spect to Λe of each monomial in P(z, z̄) remains unchanged under the above polynomial
transformation, where Λe is the corresponding weight at this step of the algorithm.

Proof. Suppose that the defining function r0 of the model hypersurface M0 is of the
form

r0 = 2Re(zn+1) +
N∑
t=1

|gt|2,

where P (z, z̄) =
∑N

t=1 |gt|2 and gt =
∑bt

l=1mt,l is a polynomial consisting of monomials

mt,l. As in the proof of Lemma 5.1.1, let mt,l = Ct,l
∏n

δ=1 z
αt,lδ
δ . We also know from the
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proof of Lemma 5.1.1 that to obtain our desired result, it suffices to show that applying
the operations Ri ↔ Rj and Ci ↔ Cj on the Levi matrix of the monomial mt,l1mt,l2

corresponds to the polynomial transformation z̃i = zj; z̃j = zi; z̃ω = zω for ω 6= i, j
and l1, l2 ∈ {1, 2, . . . , bt}.

Let A = (ai̄)1≤i,j≤n, where ai̄ =
∑N

t=1(∂zigt)(∂z̄j ḡt). Then for each t, the term of
the form (∂zimt,l1)(∂z̄jmt,l2) of the entry ai̄ for l1, l2 ∈ {1, 2, . . . , bt} can be written as

(∂zimt,l1)(∂z̄jmt,l2) = Ct,l1Ct,l2α
t,l1
i α̂t,l2j z

α
t,l1
i −1

i z̄
α̂
t,l2
i

i z
α
t,l1
j

j z̄
α̂
t,l2
j −1

j

n∏
δ=1
δ 6=i,j

z
α
t,l1
δ

δ z̄
α̂
t,l2
δ

δ .

Now, let

Bt
I = Ct,l1Ct,l2α

t,l1
i α̂t,l2j

n∏
δ=1
δ 6=I

z
α
t,l1
δ

δ z̄
α̂
t,l2
δ

δ ,

where I = i, j. We shall therefore consider the i, j, k submatrix of the Levi matrix of
the term mt,l1mt,l2 and ignore t when no confusion arises. Thus, the corresponding
i, j, k submatrix has the following entries:

z
α
l1
i −1

i z̄
α̂
l2
i −1

i Bi z
α
l1
i −1

i z̄
α̂
l2
j −1

j z
α
l1
j

j z̄
α̂
l2
i

i Bi,j z
α
l1
i −1

i z̄
α̂
l2
k −1

k z
α
l1
k

k z̄
α̂
l2
i

i Bi,k

z̄
α̂
l1
i −1

i z
α
l2
j −1

j z̄
α̂
l1
j

j z
α
l2
i

i B̄i,j z
α
l1
j −1

j z̄
α̂
l2
j −1

j Bj z̄
α̂
l1
k −1

k z
α
l2
j −1

j z̄
α̂
l1
j

j z
α
l2
k

k B̄j,k

z̄
α̂
l1
i −1

i z
α
l2
k −1

k z̄
α̂
l1
k

k z
α
l2
i

i B̄i,k z
α
l1
k −1

k z̄
α̂
l2
j −1

j z
α
l1
j

j z̄
α̂
l2
k

k Bj,k z
α
l1
k −1

k z̄
α̂
l2
k −1

k Bk


.

Now, perform the elementary operations Ri ↔ Rj and Ci ↔ Cj on the matrix above
to obtain the matrix

z
α
l1
j −1

j z̄
α̂
l2
j −1

j Bj z̄
α̂
l1
i −1

i z
α
l2
j −1

j z̄
α̂
l1
j

j z
α
l2
i

i B̄i,j z̄
α̂
l1
k −1

k z
α
l2
j −1

j z̄
α̂
l1
j

j z
α
l2
k

k B̄j,k

z
α
l1
i −1

i z̄
α̂
l2
j −1

j z
α
l1
j

j z̄
α̂
l2
i

i Bi,j z
α
l1
i −1

i z̄
α̂
l2
i −1

i Bi z
α
l1
i −1

i z̄
α̂
l2
k −1

k z
α
l1
k

k z̄
α̂
l2
i

i Bi,k

z
α
l1
k −1

k z̄
α̂
l2
j −1

j z
α
l1
j

j z̄
α̂
l2
k

k Bj,k z̄
α̂
l1
i −1

i z
α
l2
k −1

k z̄
α̂
l1
k

k z
α
l2
i

i B̄i,k z
α
l1
k −1

k z̄
α̂
l2
k −1

k Bk


.

Clearly, the matrix obtained after the elementary row and column operations is Her-
mitian as well. Also, the second matrix is the Levi matrix of the term

m̃l1m̃l2 = z̃
α
l1
j

i
¯̃z
α̂
l2
j

i z̃
α
l1
i

j
¯̃z
α̂
l2
i

j Bi,j,

where z̃i = zj; z̃j = zi; z̃ω = zω, for ω 6= i, j. Now, by including the t, which was
ignored in the second matrix, the resultant matrix then becomes the Levi matrix of
the term

m̃t,l1m̃t,l2 = z̃
α
t,l1
j

i
¯̃z
α̂
t,l2
j

i z̃
α
t,l1
i

j
¯̃z
α̂
t,l2
i

j Bt
i,j.
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We now give a proof of the second part of the lemma, which states: At step e ≥ 1 of
the Kolář algorithm, the weighted degree with respect to Λe of each monomial in P (z, z̄)
remains unchanged under the polynomial transformation z̃i = zj; z̃j = zi; z̃ω = zω for
ω 6= i, j, where Λe is the corresponding weight at this step of the algorithm.

Let Λe = (µ1, . . . , µn) be the weight at step e of the Kolář algorithm, and let µs for
s = 1, . . . , n be the weight corresponding to the variable zs. We know from the proof of
the first part of this lemma that each monomial from the expansion of P (z, z̄) is given
by

mt,l1mt,l2 = Ct,l1Ct,l2

n∏
δ=1

z
α
t,l1
δ

δ z̄
α̂
t,l2
δ

δ ,

for t = 1, . . . , N and l1, l2 ∈ {1, . . . , bt}. Hence we will show that the weighted degree
of the monomial mt,l1mt,l2 with respect to Λe remains unchanged under the specified
polynomial transformation. Let βtl2,l1 be the weighted degree of the monomial Bt

i,j.
Then the weighted degree of mt,l1mt,l2 is given by

βtl2,l1 + (αt,l1i + α̂t,l2i )µi + (αt,l1j + α̂t,l2j )µj. (5.1)

Clearly, the monomial in the new coordinates

m̃t,l1m̃t,l2 = z̃
α
t,l1
j

i
¯̃z
α̂
t,l2
j

i z̃
α
t,l1
i

j
¯̃z
α̂
t,l2
i

j Bt
i,j

has a weighted degree equal to that given in (5.1) since the weights µi and µj correspond
to the variables zi = z̃j and zj = z̃i respectively and µω is the weight corresponding to
the variable z̃ω, ω 6= i, j.

The next lemma gives us a more convenient way to perform the elementary row
and column operations when there exists at least one diagonal entry that is nonzero.
This lemma transforms any such diagonal entry into the number 1.

Lemma 5.1.3. Assume that the D’Angelo 1-type of the hypersurface M at 0 is finite.
Let i with 1 ≤ i ≤ n be given. Assume that the (i, ı̄) entry of the Levi matrix A is a real
number |α|2, α 6= 0. Performing both elementary operations 1

α
Ri → Ri and 1

ᾱ
Ci → Ci

on A corresponds to the polynomial transformation

z̃i =

∫ zi

0

α dτ = αzi; z̃k = zk for k 6= i

in the sense that the new matrix Ã obtained after these elementary operations is Hermi-
tian and is the Levi matrix of the new defining function of the sums of squares domain
after the change of variables zk → z̃k for k = 1, . . . , n+ 1 has taken place. As a result
of this change of variables, the (i, ı̄) entry of Ã equals 1.

Proof. Using the fact that we are working with the model M0, we conclude that the
weight corresponding to the variable zi is 1/2 since the (i, ı̄) entry is a nonzero real
number. The defining function r0 of the model will therefore contain the sum of the
form

∑q
j=1 |γjzi + fj|2, where fj is a polynomial not depending on the variable zi, q is

a positive integer, and γj is a nonzero complex number.
For k 6= i, 1 ≤ k ≤ n, the entries (i, ı̄), (i, k̄), and (k, ı̄) of the Levi matrix A are

q∑
j=1

|γj|2,
q∑
j=1

γj
∂

∂z̄k
f̄j,

q∑
j=1

γ̄j
∂

∂zk
fj (5.2)
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respectively. Let the real number
∑q

j=1 |γj|2 = |α|2.
Performing the operations 1

α
Ri → Ri and 1

ᾱ
Ci → Ci gives a matrix Ã such that for

i 6= k the entries (i, ı̄), (i, k̄), and (k, ı̄) are

1,

q∑
j=1

γj
α

∂

∂z̄k
f̄j,

q∑
j=1

γ̄j
α

∂

∂zk
fj (5.3)

respectively.

Now consider the sum contained in r0 below:

q∑
j=1

|γjzi + fj|2 =

q∑
j=1

|γj|2|zi|2 +

q∑
j=1

2Re(γjzif̄j) +

q∑
j=1

|fj|2

= |α|2|zi|2 +

q∑
j=1

2Re(γjzif̄j) +

q∑
j=1

|fj|2.
(5.4)

Substituting the polynomial transformation z̃i = αzi into the sum in (5.4) gives the
equation

|z̃i|2 +

q∑
j=1

2Re
(
z̃i

(γj
α
f̄j

))
+

q∑
j=1

|fj|2 =

q∑
j=1

∣∣∣γj z̃i
α

+ fj

∣∣∣2. (5.5)

Thus, the new defining function after the change of variables zk → z̃k for k = 1, . . . , n+1
has taken place contains the sum in (5.5). When the Levi form of the new defining
function is computed, its entries (i, ı̄), (i, k̄), and (k, ı̄) are precisely those in (5.3).

To prove that Ã is Hermitian, let A = (ai̄)1≤i,j≤n, and let the i-th row and i-th
column of the matrix A be of the form (ai1̄ ai2̄ · · · ain̄) and (a1̄i a2̄i · · · anī)

T

respectively. Applying both elementary operations αRi → Ri and ᾱCi → Ci to A
gives the matrix Ã whose i-th row and i-th column are of the form (αai1̄ · · · αain̄)
and (ᾱa1̄i · · · ᾱanī)

T respectively. Clearly, Ã is Hermitian since αaij̄ = ᾱajī for
1 ≤ j ≤ n.

Example 4. Let the defining function of a sum of squares domain M ⊂ C5 be
given by

r = 2Re(z5) + |z1|2 + |z2|2 + |2z1 + z2 + z3
3z4|2 + |z5

3 |2 + |z5
4 |2.

The Levi matrix of the defining function r is given by

A =



5 2 6z̄2
3 z̄4 2z̄3

3

2 2 3z̄2
3 z̄4 z̄3

3

6z2
3z4 3z2

3z4 9|z2
3z4|2 + 25|z4

3 |2 3z2
3z4z̄

3
3

2z3
3 z3

3 3z̄2
3 z̄4z

3
3 |z3

3 |2 + 25|z4
4 |2


.
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Apply lemma 5.1.3 by performing the elementary operations 1√
5
R1 → R1 and 1√

5
C1 →

C1 on the matrix above to get

1√
5

R1→R1

−−−−−−→
1√
5

C1→C1



1 2√
5

6√
5
z̄2

3 z̄4
2√
5
z̄3

3

2√
5

2 3z̄2
3 z̄4 z̄3

3

6√
5
z2

3z4 3z2
3z4 9|z2

3z4|2 + 25|z4
3 |2 3z2

3z4z̄
3
3

2√
5
z3

3 z3
3 3z̄2

3 z̄4z
3
3 |z3

3 |2 + 25|z4
4 |2


= Ã.

By lemma 5.1.3, this corresponds to the polynomial transformation z̃1 =
√

5z1; z̃k =
zk for k = 2, 3, 4, 5. Let’s denote this transformation by S̃. Thus, substituting the
change of variable z̃1 =

√
5z1; z̃k = zk for k = 2, 3, 4, 5 into r yields r̃ given by

r̃ = 2Re(z̃5) +
∣∣∣ 1√

5
z̃1

∣∣∣2 + |z̃2|2 +
∣∣∣ 2√

5
z̃1 + z̃2 + z̃3

3 z̃4

∣∣∣2 + |z̃5
3 |2 + |z̃5

4 |2

= 2Re(z̃5) +
∣∣∣z̃1 +

2√
5
z̃2 +

2√
5
z̃3

3 z̃4

∣∣∣2 +
∣∣∣ 1√

5
z̃2 +

1√
5
z̃3

3 z̃4

∣∣∣2 + |z̃2|2 + |z̃5
3 |2 + |z̃5

4 |2,

(5.6)

where the second line is obtained by gathering terms in the first line of (5.6). Clearly,
the Levi matrix of r̃ is the same as the matrix Ã.

Lemma 5.1.4. Assume that the D’Angelo 1-type of M at 0 is finite. For a given i,
1 ≤ i ≤ n, assume that the entries in the (i, ı̄), (i, ̄) and (j, ı̄) positions of the Levi
matrix A are 1, ū + ḡj and u + gj respectively, where u is a nonzero complex number,
g is a polynomial of order at least 2 not depending on the variable zi, and gj = ∂zjg.
Performing both elementary operations Rj − uRi → Rj and Cj − ūCi → Cj on A
corresponds to the polynomial transformation

z̃i = zi +

∫ zj

0

u dτ = zi + uzj; z̃k = zk for k 6= i

in the sense that the new matrix Ã obtained from A after both elementary operations
Rj − uRi → Rj and Cj − ūCi → Cj have been performed is Hermitian and is the Levi
matrix of the new defining function of the sums of squares domain after the change of
variables zk → z̃k for k = 1, . . . , n+1 has taken place. The entries (i, ı̄), (i, ̄) and (j, ı̄)
of Ã are 1, ḡ and gj respectively.

Proof. By our assumptions regarding the form of the entries of the Levi matrix A, the
defining function r0 can be expressed as

r0 = 2Re(zn+1) + |zi|2 + 2Re(ziuzj) + 2Re(ziḡ) + γ,

where g and γ are polynomials not depending on the variable zi. Therefore, for j 6= k
the i, j, k submatrix of the Levi matrix A has the following entries:

1 ū+ ḡj ḡk

u+ gj γj̄ γjk̄

gk γ̄k̄ γkk̄


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with the notation γe¯̀ = ∂ze∂z̄`γ.
Performing the elementary operations Rj − uRi → Rj and Cj − ūCi → Cj on A

gives a new matrix Ã whose i, j, k submatrix has entries as follows:
1 ḡj ḡk

gj γj̄ − |u|2 − uḡj − ūgj γjk̄ − uḡk

gk γk̄ − ūgk γkk̄


After the change of variables z̃i = zi + uzj, z̃k = zk for k 6= i, the defining function r0

has the form

r̃0 = 2Re(z̃n+1) + |z̃i|2 + 2Re(z̃iḡ)− 2Re(uz̃j ḡ) + γ − |u|2|z̃j|2.

The Levi matrix of r̃0 has the same entries as that of the matrix Ã.

The fact that Ã is Hermitian follows in the same manner as in the proof of Lemma
5.1.1 with h` replaced by u.

Remark 5.1.2. We remark here that the row and column operations performed on the
matrix A commute.

Example 5. We continue where we left off in example 4. From equation (5.6),
we write the defining function r̃ as

r̃ = 2Re(z̃5) +
∣∣∣z̃1 +

2√
5
z̃2 +

2√
5
z̃3

3 z̃4

∣∣∣2 +
∣∣∣ 1√

5
z̃2 +

1√
5
z̃3

3 z̃4

∣∣∣2 + |z̃2|2 + |z̃5
3 |2 + |z̃5

4 |2

and its Levi matrix Ã as

Ã =



1 2√
5

6√
5
z̄2

3 z̄4
2√
5
z̄3

3

2√
5

2 3z̄2
3 z̄4 z̄3

3

6√
5
z2

3z4 3z2
3z4 9|z2

3z4|2 + 25|z4
3 |2 3z2

3z4z̄
3
3

2√
5
z3

3 z3
3 3z̄2

3 z̄4z
3
3 |z3

3 |2 + 25|z4
4 |2


,

ignoring the sign ∼ on the variables as no confusion arises. Ã satisfies the hypothesis
of lemma 5.1.4 and so we perform the elementary operations R2 − 2√

5
R1 → R2 to get

R2− 2√
5

R1→R2

−−−−−−−−→



1 2√
5

6√
5
z̄2

3 z̄4
2√
5
z̄3

3

0 6
5

3
5
z̄2

3 z̄4
1
5
z̄3

3

6√
5
z2

3z4 3z2
3z4 9|z2

3z4|2 + 25|z4
3 |2 3z2

3z4z̄
3
3

2√
5
z3

3 z3
3 3z̄2

3 z̄4z
3
3 |z3

3 |2 + 25|z4
4 |2


and

and C2 − 2√
5
C1 → C2 on the matrix above to get
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C2− 2√
5

C1→C2

−−−−−−−−→



1 0 6√
5
z̄2

3 z̄4
2√
5
z̄3

3

0 6
5

3
5
z̄2

3 z̄4
1
5
z̄3

3

6√
5
z2

3z4
3
5
z2

3z4 9|z2
3z4|2 + 25|z4

3 |2 3z2
3z4z̄

3
3

2√
5
z3

3
1
5
z3

3 3z̄2
3 z̄4z

3
3 |z3

3 |2 + 25|z4
4 |2


= Â.

By lemma 5.1.4, these elementary operations correspond to the polynomial transfor-
mation ẑ1 = z̃1 + 2√

5
z̃2; ẑk = z̃k for k = 2, 3, 4, 5. Denote this polynomial transformation

by S2.
Substituting the change of variables ẑ1 = z̃1 + 2√

5
z̃2; ẑk = z̃k for k = 2, 3, 4, 5 into

r̃ yields r̂ given by

r̂ = 2Re(ẑ5) +
∣∣∣ẑ1 −

2√
5
ẑ2 +

2√
5
ẑ2 +

2√
5
ẑ3

3 ẑ4

∣∣∣2 +
∣∣∣ 1√

5
ẑ2 +

1√
5
ẑ3

3 ẑ4

∣∣∣2 + |ẑ2|2 + |ẑ5
3 |2 + |ẑ5

4 |2

= 2Re(ẑ5) +
∣∣∣ẑ1 +

2√
5
ẑ3

3 ẑ4

∣∣∣2 +
∣∣∣ 1√

5
ẑ2 +

1√
5
ẑ3

3 ẑ4

∣∣∣2 + |ẑ2|2 + |ẑ5
3 |2 + |ẑ5

4 |2

(5.7)

and its Levi matrix is the same as Â.

We shall now apply lemma 5.1.3. Thus, we perform the elementary operations√
5√
6
R2 → R2 and

√
5√
6
C2 → C2 on Â to get Ǎ, which is given by

√
5√
6

R2→R2

−−−−−−→√
5√
6

C2→C2



1 0 6√
5
z̄2

3 z̄4
2√
5
z̄3

3

0 1 3√
30
z̄2

3 z̄4
1√
30
z̄3

3

6√
5
z2

3z4
3√
30
z2

3z4 9|z2
3z4|2 + 25|z4

3 |2 3z2
3z4z̄

3
3

2√
5
z3

3
1√
30
z3

3 3z̄2
3 z̄4z

3
3 |z3

3 |2 + 25|z4
4 |2


= Ǎ,

and we ignore the sign ∨ on the variables. By lemma 5.1.3, the corresponding poly-
nomial transformation is ž2 =

√
6√
5
ẑ2; žk = ẑk for k = 1, 3, 4, 5. Denote this polynomial

transformation by S3. Substituting this transformation into r̂ yields ř given by

ř = 2Re(ž5) +
∣∣∣ž1 +

2√
5
ž3

3 ž4

∣∣∣2 +
∣∣∣ž2 +

1√
30
ž3

3 ž4

∣∣∣2 +
1

6
|ž3

3 ž4|2 + |ž5
3 |2 + |ž5

4 |2.

Before we state and prove lemma 5.1.5 below, we shall see how the Kolář algorithm
directly relates to the concept of elementary operations discussed so far by considering
the following: We apply the Kolář algorithm to the defining function given in example
4 by

r = 2Re(z5) + |z1|2 + |z2|2 + |2z1 + z2 + z3
3z4|2 + |z5

3 |2 + |z5
4 |2.

The Bloom-Graham type is 2 and the weight Λ1 = (1
2
, 1

2
, 1

2
, 1

2
). Also,

P1 = |2z1+z2|2+|z1|2+|z2|2 and Q1 = 2Re(2z1z̄
3
3 z̄4)+2Re(z2z̄

3
3 z̄4)+|z3

3z4|2+|z5
3 |2+|z5

4 |2.
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Now we choose a Λ1-homogeneous transformation that makes P1 to be independent
of the largest number of variables. Here we choose the composition of the all the
transformations given in examples 4 and 5 above, which is

S3 ◦ S2 ◦ S1 : ž1 =
√

5z1 +
2√
5
z2; ž2 =

√
6√
5
z2; žk = zk for k = 3, 4, 5.

Applying this linear change of variables to r gives

P1 = |ž1|2 + |ž2|2 and Q1 = 2Re

(
2√
5
z1z̄

3
3 z̄4

)
+ 2Re

(
1√
30
z2z̄

3
3 z̄4

)
+ |ž3

3 ž4|2.

Computing W1 for all monomials in Q1 gives maxW1 = 1
8

and so Λ2 =
(

1
2
, 1

2
, 1

8
, 1

8

)
.

Thus,

P2 =

∣∣∣∣ž1 +
2√
5
ž3

3 ž4

∣∣∣∣2 +

∣∣∣∣ž2 +
1√
30
ž3

3 ž4

∣∣∣∣2 +
1

6
|ž3

3 ž4|2 and Q2 = |ž5
3 |2 + |ž5

4 |2. (5.8)

Lemma 5.1.5. Assume that the D’Angelo 1-type of M at 0 is finite. At step j of the
Kolář algorithm applied to the defining function r0 to compute the multitype at 0, let
the leading polynomial Pj and leftover polynomial Qj be of the form

Pj = |zi +m+ g|2 + γ and Qj = λ

respectively, where m is a nonzero monomial of degree at least 2 independent of the
variable zi, g is a polynomial of degree at least 2 independent of the variable zi, and
γ as well as λ are polynomials independent of the variable zi. Denote the derivative
∂zjm 6= 0 by mj. For a given i, 1 ≤ i ≤ n, the elementary operations Rj −mjRi → Rj

and Cj −mjCi → Cj performed on the Levi matrix A of r0, for all variables zj in m,
correspond to the polynomial transformation

z̃i = zi +

∫ zj

0

mj(τ) dτ = zi +m; z̃k = zk for k 6= i,

for any j, where mj(τ) = mj(z1, . . . , zj−1, τ, zj+1, . . . , zn) is a nonzero monomial.
Furthermore, the new matrix Ã obtained from A after both elementary operations

Rj −mjRi → Rj and Cj −mjCi → Cj have been performed is also Hermitian and is
the Levi matrix of the new defining function of the sums of squares domain after the
change of variables zk → z̃k for k = 1, . . . , n+ 1 has taken place.

Proof. Let m = Cz
αa1
a1 · · · z

αad
ad be a nonzero monomial for some positive integer d, a

nonzero complex constant C, and aj ∈ {1, . . . n} \ {i}. Also,

maj =
∂m

∂zaj
= Cαajz

αa1
a1 · · · z

αaj−1
aj−1 z

αaj−1

aj z
αaj+1
aj+1 · · · z

αad
ad .

By our assumptions regarding Pj and Qj, we conclude that the defining function r0 is
of the form

r0 = 2Re(zn+1) + |zi +m+ g|2 + γ + λ.

The i, j, k submatrix of the Levi matrix A for a1 ≤ j, k ≤ ad with j 6= k is given by
1 mj + ḡj mk + ḡk

mj + gj |mj + gj|2 + γj̄ + λj̄ b̄

mk + gk b |mk + gk|2 + γkk̄ + λkk̄


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with the notation γe¯̀ = ∂ze∂z̄`(γ), λe¯̀ = ∂ze∂z̄`(λ), ge = ∂zeg, and b = mjmk + mjgk +
mkḡj + ḡjgk + γk̄ + λk̄.

Perform both elementary operations R` −m`Ri → R` and C` −m`Ci → C` on A
for all ` ∈ {a1, a2, . . . , ad} including ` = j, k. The new Levi matrix Ã, for a1 ≤ j, k ≤ ad
with j 6= k, has the i, j, k submatrix given by

1 ḡj ḡk

gj |gj|2 + γj̄ + λj̄ gj ḡk + γjk̄ + λjk̄

gk ḡjgk + γk̄ + λk̄ |gk|2 + γkk̄ + λkk̄


Clearly, for any j ∈ {a1, a2, . . . , ad},

∫ zj
0
mj(τ)dτ = m. Substituting the polynomial

transformation z̃i = zi +
∫ zj

0
mj(τ) dτ = zi + m; z̃` = z` for ` 6= i into the defining

function r0 gives a new defining function r̃0 of the form

r̃0 = 2Re(z̃n+1) + |z̃i + g|+ γ + λ.

Also, the Levi matrix of the new defining function r̃0 has the same entries as those of
the matrix Ã.

From the above analysis, we can deduce that if the polynomial g is nonzero, then
we can apply this lemma a finite number of times to get the matrix

1 0 0

0 γj̄ + λj̄ γjk̄ + λjk̄

0 γk̄ + λk̄ γkk̄ + λkk̄


and the new defining function

r∗0 = 2Re(z∗n+1) + |z∗i |+ γ + λ.

Again, the fact that Ã is Hermitian follows in the same manner as in the proof of
Lemma 5.1.1 with h` replaced by m`.

Example 6. We continue where we left off in example 5. Let the leading
polynomial P1 and the leftover polynomial Q1 obtained from the defining function r
after applying the Kolář algorithm be given as in equation (5.8)

P2 = |ž1 +
2√
5
ž3

3 ž4|2 + |ž2 +
1√
30
ž3

3 ž4|2 +
1

6
|ž3

3 ž4|2 and Q2 = |ž5
3 |2 + |ž5

4 |2.

We shall apply lemma 5.1.5 since its hypotheses are satisfied. We thus perform the
elementary operations R3 − 6√

5
z2

3z4R1 → R3 and C3 − 6√
5
z̄2

3 z̄4C1 → C3 on Ǎ to get

R3− 6√
5
z2
3z4R1→R3

−−−−−−−−−−−→
C3− 6√

5
z̄2
3 z̄4C1→C3



1 0 0 2√
5
z̄3

3

0 1 3√
30
z̄2

3 z̄4
1√
30
z̄3

3

0 3√
30
z2

3z4
9
5
|z2

3z4|2 + 25|z4
3 |2 3

5
z2

3z4z̄
3
3

2√
5
z3

3
1√
30
z3

3
3
5
z̄2

3 z̄4z
3
3 |z3

3 |2 + 25|z4
4 |2


and
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perform the elementary operations R4 − 2√
5
z3

3R1 → R4 and C4 − 2√
5
z̄3

3C1 → C4 on the
matrix above to get

R4− 2√
5
z3
3R1→R4

−−−−−−−−−−→
C4− 2√

5
z̄3
3C1→C4



1 0 0 0

0 1 3√
30
z̄2

3 z̄4
1√
30
z̄3

3

0 3√
30
z2

3z4
9
5
|z2

3z4|2 + 25|z4
3 |2 3

5
z2

3z4z̄
3
3

0 1√
30
z3

3
3
5
z̄2

3 z̄4z
3
3

1
5
|z3

3 |2 + 25|z4
4 |2


= Ȧ.

Both sets of elementary row operations correspond to the single polynomial transfor-
mation ż1 = ž1 + 2√

5
ž3

3 ž4; żk = žk for k = 2, 3, 4, 5 by lemma 5.1.5. Substituting this
change of variables into ř yields ṙ given by

ṙ = 2Re(ż5) + |ż1|2 +
∣∣∣ż2 +

1√
30
ż3

3 ż4

∣∣∣2 +
1

6
|ż3

3 ż4|2 + |ż5
3 |2 + |ż5

4 |2

whose Levi form is precisely the matrix Ȧ.
Decomposing the defining function ṙ into Pṙ and Qṙ shows that the hypothesis of

lemma 5.1.5 is once again satisfied. Therefore, we continue by performing the elemen-
tary operations R3 − 3√

30
z2

3z4R2 → R3 and C3 − 3√
30
z̄2

3 z̄4C2 → C3 on Ȧ to get

R3− 3√
30
z2
3z4R2→R3

−−−−−−−−−−−→
C3− 3√

30
z̄2
3 z̄4C2→C3



1 0 0 0

0 1 0 1√
30
z̄3

3

0 0 3
2
|z2

3z4|2 + 25|z4
3 |2 1

2
z2

3z4z̄
3
3

0 1√
30
z3

3
1
2
z̄2

3 z̄4z
3
3

1
5
|z3

3 |2 + 25|z4
4 |2


and

performing the elementary operations R4− 1√
30
z3

3R2 → R4 and C4− 1√
30
z̄3

3C2 → C4 on
the matrix above to get

R4− 1√
30
z3
3R2→R4

−−−−−−−−−−→
C4− 1√

30
z̄3
3C2→C4



1 0 0 0

0 1 0 0

0 0 3
2
|z2

3z4|2 + 25|z4
3 |2 1

2
z2

3z4z̄
3
3

0 0 1
2
z̄2

3 z̄4z
3
3

1
6
|z3

3 |2 + 25|z4
4 |2


= Ä.

By lemma 5.1.5, these elementary operations correspond to the polynomial transfor-
mation z̈2 = ż2 + 1√

30
ż3

3 ż4; z̈k = żk for k = 1, 3, 4, 5. Applying this transformation to
the defining function ṙ gives a new defining function r̈ as

r̈ = 2Re(z̈5) + |z̈1|2 + |z̈2|2 +
1

6
|z̈3

3 z̈4|2 + |z̈5
3 |2 + |z̈5

4 |2

whose Levi form is precisely the matrix Ä.
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Remark 5.1.3. From examples 4, 5, and 6, we observe that the elementary opera-
tions not only give the polynomial transformations needed at every step of the Kolář
algorithm to reduce the number of variables in the leading polynomial but also provide
a normalization of the defining function at the end of the procedure. It is instruc-
tive to compare this normalization to the one we obtained in the previous chapter in
Proposition 4.1.4.

5.2 Dependency and Allowable Polynomial Trans-

formations

At every step of the Kolář algorithm, we are required to choose some polynomial
transformation that makes the leading polynomial to be independent of the largest
number of variables. We will construct this polynomial transformation as a composition
of other polynomial transformations. We will refer to each factor of the composition
as an allowable polynomial transformation. We now give the following definitions:

Let Pj be the leading polynomial and let Qj be the leftover polynomial at step j
of the Kolář algorithm for the computation of the multitype at the origin. Let A be
the Levi matrix corresponding to the sum Pj + Qj, and let APj and AQj be the Levi
matrix corresponding to Pj and Qj respectively.

Definition 5.2.1. A polynomial transformation is said to be allowable on Pj if it
makes Pj to be independent of at least one of the variables contained in it.

Definition 5.2.2. Let i be given, where 1 ≤ i ≤ n. An allowable polynomial trans-
formation on Pj with respect to a variable zi is a polynomial change of variables that
makes Pj to be independent of the variable zi.

We can apply Lemmas 5.1.3, 5.1.4, and 5.1.5 to obtain allowable polynomial trans-
formations, if they exist. From the hypotheses of these lemmas, we see that they
can be applied only if the Bloom-Graham type of M at the origin is 2. Note that
the Bloom-Graham type of a sum of squares domain at origin is always even. If the
Bloom-Graham type of M at the origin is greater than or equal to 4, however, the
situation is a bit more complicated. Hence we seek a stronger notion that will address
the general case. We seek an answer to the following question: Given the Levi matrix
corresponding to a leading polynomial at some step of the Kolář algorithm, when can
we obtain an allowable polynomial transformation via the elementary row and column
operations regardless of what the Bloom-Graham type is?

At this point, we will give a more restrictive definition for dependency, which turns
out to be the necessary and sufficient condition for the existence of an allowable poly-
nomial transformation in the Kolář algorithm applied to a sum of squares domain.

Definition 5.2.3. For a given k, denote by Rk and Ck the k-th row and the k-th
column of the matrix APj respectively. Let R be the set of all rows of the matrix APj .

1. The set R is said to be dependent if at least one of the rows can be written as
a polynomial combination of the other rows. We shall also call an element Rk of
R dependent if it satisfies the condition:

Rk =
n∑
l=1
l 6=k

αlRl, (5.9)
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where αl ∈ C[z], αl 6= 0 for at least one l, and Rl is the l-th row of APj .

Remark 5.2.1. Since the matrix APj is Hermitian, a similar definition holds for
the k-th column Ck of APj if

Ck =
n∑
l=1
l 6=k

ᾱlCl,

where Cl is the l-th column of APj .

2. The set R is said to be independent if none of the rows can be written as a
polynomial combination of the other rows in the more restrictive sense of (5.9).

The proposition that follows provides a general condition for the existence of an
allowable polynomial transformation via the elementary row and column operations
performed on the Levi matrix of a leading polynomial at some step of Kolář’s algorithm.

Proposition 5.2.1. Assume that the D’Angelo 1-type of M at 0 is finite. At step j of
the Kolář algorithm applied to the defining function r0 to compute the multitype at 0,
let Pj be the leading polynomial and let Qj be the leftover polynomial. Let k be given,
1 ≤ k ≤ n. There exists an allowable polynomial transformation on Pj with respect to
the variable zk if and only if the k-th row of APj is dependent.

Remark 5.2.2. The proof of this proposition is constructive in the sense that we will
show that the allowable polynomial transformation on Pj arises as a composition of
polynomial transformations corresponding to elementary row and column operations
on APj .

Proof. Let k be given, and denote by Rk and Ck the k-th row and k-th column of the
matrix APj respectively. Suppose that the k-th row of APj is dependent. This implies
that Ck must also be dependent since APj is Hermitian. Hence we can write both Rk

and Ck respectively as:

Rk =
n∑
l=1
l 6=k

βlRl and Ck =
n∑
l=1
l 6=k

β̄lCl, (5.10)

where βl ∈ C[z] for every l, 1 ≤ l ≤ n. As proven in Proposition 4.1.2, the leading
polynomial Pj is a sum of squares, and so we write Pj =

∑m
s=1 |φs|2, where each φs is

a nonzero polynomial with vanishing order greater than or equal to 1. Denote by akt̄
the entry in the (k, t̄) position of the matrix APj , for t = 1, . . . , n. Therefore, for k 6= l
the entries in Rk and Rl are given by

akt̄ =
m∑
s=1

φskφ̄
s
t and alt̄ =

m∑
s=1

φsl φ̄
s
t , (5.11)

and the entries in Ck and Cl are given by

atk̄ =
m∑
s=1

φst φ̄
s
k and atl̄ =

m∑
s=1

φst φ̄
s
l (5.12)
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respectively, where φsj =
∂φs

∂zj
.

We will show that there exist some elementary row and column operations that make
Rk to be identically zero and also make every monomial in APj to be independent of
the variable zk.

To that end, we see from (5.10) that every pair Rk − βlRl; Ck − β̄lCl for which the
polynomial βl is nonzero requires corresponding elementary row and column operations
in the exact form expressed in the pair. If βl = 0 or Rl ≡ 0, then no elementary row
or column operation is required. Therefore, assume that βl is nonzero and that Rl is
not identically zero. Let βl(ζk) be βl with each factor of zk replaced by a factor of ζk.

Then

∫ zk

0

βl(ζk) dζk must contain the variable zk together with all the other variables

in βl. Recall that βl ∈ C[z], so βl does not depend on any variable z̄ν . Hence we shall
investigate all monomials in APj containing the variable zk.

We recall at this point that by applying the operator ∂zk∂z̄t to Pj, we obtain in row
Rk the derivatives of all monomials containing the variable zk. Let akt̄ be an entry in
row Rk. Now, because Rk is dependent, every monomial u in akt̄ arises as the product
of a monomial p in βl for some l with a monomial q in entry alt̄. So u = pq, but since u
comes from differentiation by ∂zk∂z̄t , Pj must contain a monomial m = uzkz̄t. If u ∈ C,
then no entries in APj , except for those in Rk, contain derivatives from m. If u has
positive vanishing order, then u depends on at least one variable zν or z̄ν for some ν.
Since Pj is real-valued, it contains both m and m̄. Therefore, without loss of generality,
we can assume u depends on zν ; otherwise, we work with ū. Since u depends on zν , the
entry aνt̄ in the ν-th row Rν contains the monomial ∂zν∂z̄tm 6= 0, which has at least
one factor of zk. We seek to eliminate all such monomials containing variable zk from
the matrix APj .

Set γl =

∫ zk

0

βl(ζk) dζk, and let γl =
∑e

b=1m
l,b, where ml,b is a nonzero monomial

containing the variable zk for all b ≥ 1. We recall from Lemma 5.1.1 that for any
nonzero monomial m in the leading polynomial, if we perform the pair of elementary
operations Rν − ∂zνmR` → Rν and Cν − ∂z̄νm̄C` → Cν for all variables zν in m, then

this pair corresponds to the polynomial transformation z̃` = z` +

∫ zν

0

(∂zνm)(τ) dτ =

z` +m; z̃ω = zω for ω 6= `, where (∂zνm)(τ) is ∂zνm with each factor of zν replaced by
a factor of τ.

Now, for each monomial ml,b in γl, b = 1, . . . , e, we perform the elementary row and
column operations Rν − ∂zνml,bRl → Rν and Cν − ∂z̄νm̄l,bCl → Cν for every variable
zν in ml,b. The composition of all of these polynomial transformations S is given by
z̃l = zl +γl for every l such that βl 6= 0 and z̃ω = zω for all ω 6= l, where 1 ≤ ω ≤ n+ 1.
Note that (5.10) implies that γl has the same weight as zl in Λj because Pj only contains
terms of weight 1 with respect to Λj, so S is Λj-homogeneous as needed.

After all the elementary row and column operations corresponding to the polyno-
mial transformation S have taken place, the entries in Rk are

a
′

kt̄ =
m∑
s=1

φskφ̄
s
t −

n∑
l=1

βl
( m∑
s=1

φsl φ̄
s
t

)
= akt̄ −

n∑
l=1

βlalt̄ ≡ 0 (5.13)

as a consequence of (5.10). A similar argument holds for the entries in Ck, which we
denote by a

′

tk̄
, namely (5.10) implies that a

′

tk̄
≡ 0. Therefore, all entries in the k-th row
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and column of the matrix APj are identically zero after the change of variables S has
been performed. Now, assume that the leading polynomial Pj still contains the variable
zk after the given change of variables has been performed on it and some cancellation
occurs. Since the leading polynomial Pj is a sum of squares, in the expansion of Pj
besides the cross terms, which could possibly cancel each other, we would have at least
two squares of monomials containing zk. From the above discussion, it is clear that
by performing these elementary row and column operations on APj , all monomials
containing the variable zk in any of its entries will have been eliminated including
any contribution from those squares. Thus, Pj could not possibly have contained the
variable zk, so S is an allowable polynomial transformation with respect to the variable
zk.

Conversely, suppose that there exists an allowable polynomial transformation on
Pj with respect to the variable zk, and let T be this polynomial transformation, which
we shall express as:

z̃i = zi + γi, (5.14)

for i = 1, . . . , n + 1, where some of the γi may be zero. We note here that the trans-
formation T is a Λj-homogeneous transformation, and so γi has the same weight with
respect to Λj as zi. Furthermore, we note that any Λj-homogeneous transformation can
be written in this form.

We will prove that the k-th row Rk is dependent by showing that it satisfies the
condition given in (5.9). Assume that the variable zk is contained in γi for some
i ∈ {1, . . . , d} with d ≤ n. We know that each z̃i corresponds to the row and column
operations

Rk − γikRi → Rk and Ck − γ̄ikCi → Ck (5.15)

respectively, for i = 1, . . . , d, where γik = ∂zkγ
i 6= 0. Let P̃j be the leading polynomial

Pj after the polynomial transformation T is applied to it. Since P̃j does not contain
the variable zk, the entries h̃kt̄ of Rk and h̃tk̄ of Ck of the matrix AP̃j

for all t = 1, . . . , n
are zero entries.

Now, by simply reversing the signs involved in the elementary operations in (5.15),
we can restore Rk and Ck to their previous forms before the transformation T was
applied to Pj. Hence by performing the elementary row and column operations

Rk + γikRi → Rk and Ck + γ̄ikCi → Ck

for all i = 1, . . . , d on the matrix AP̃j
, the entries in Rk and Ck become

hkt̄ =
d∑
i=1

γikhit̄ and htk̄ =
d∑
i=1

γ̄ikht̄ı, (5.16)

where hit̄ and ht̄ı are the entries in the i-th row Ri and i-th column Ci respectively.
Finally, we obtain that

hkt̄ =
n∑
i=1

γikhit̄ and htk̄ =
n∑
i=1

γ̄ikht̄ı, (5.17)

where γik = 0 for all i = d+ 1, . . . , n. Thus, both Rk and Ck are dependent.
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It is important to note that for any k, if the diagonal (k, k̄) entry of APj is the
only nonzero entry in its k-th row, then the k-th row cannot be dependent, where APj
is the Levi matrix of the leading polynomial Pj. This statement holds because of the
Hermitian property of APj and the fact that we are working with a sum of squares
domain.

Lemma 5.2.2. Let Γ be the set of n× n matrices with coefficients in the ring C[z, z̄].
Let H ∈ Γ be Hermitian. For some given i and k, let B be the matrix obtained from H
after the elementary row and column operations Rk + αRi → Rk and Ck + ᾱCi → Ck,
for some α ∈ C[z], are performed on it. Then det(B) = det(H).

Proof. Let E be the matrix obtained from H by the elementary row operation Rk +
αRi → Rk. Then B is the matrix obtained from E by the elementary column operation
Ck + ᾱCi → Ck. It is obvious from the properties of the determinant that det(H) =
det(E) and that det(E) = det(B).

Lemma 5.2.3. Assume that the D’Angelo 1-type of M at 0 is finite. At step j of the
Kolář algorithm applied to the defining function r0 to compute the multitype at 0, let
Pj be the leading polynomial and let Qj be the leftover polynomial.

If the determinant of APj is nonzero, then Pj is independent of the largest number
of variables, and no polynomial transformation needs to be performed on it before the
next step in the Kolář algorithm.

Proof. We shall give a proof of the contrapositive of the statement of this lemma, which
states that if there exists an allowable transformation and hence one of the rows of APj

is dependent by Proposition 5.2.1, then the determinant of APj is zero. Suppose that
R = {R1, . . . , Rn}, the set of all rows of the matrix APj , is dependent and that none
of the rows is identically equal to zero. Thus for some k, we can write

Rk =
n∑
l=1
l 6=k

αlRl,

where αl ∈ C[z] and Rl is the l-th row of APj . From the proof of Proposition 5.2.1, we
know that there must exist some elementary row and column operations that transform
APj into the matrix ÃPj whose k-th row and column have all zero entries. Since the

matrix ÃPj has at least one row with all entries equal to zero, its determinant equals

zero. From Lemma 5.2.2, we know that det(ÃPj) = det(APj).
Thus, det(APj) = 0, which is the result we need.

Given the way the leading polynomial Pj and its Levi matrix APj are constructed,
it is possible that Pj could be independent of at least one of the variables. If that
is the case, then the determinant of the Levi matrix corresponding to the leading
polynomial Pj will always be zero since it will have at least one row that is identically
zero. Therefore, we need a way to determine when a subset of all nonzero rows of APj

is independent. To address this situation, we shall consider the following:

Let APj = (ail̄)1≤i,l≤n be the Levi matrix of the leading polynomial Pj at step j of
the Kolář algorithm. Let m be the number of nonzero rows of the matrix APj . Denote
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by APj |m the principal submatrix obtained from APj by removing all zero rows and
columns to get precisely m rows and columns, for some m ≤ n. Put differently, APj |m
is the submatrix consisting only of all nonzero rows and columns of APj . If m = n,
then none of the rows and columns are identically zero.

Also, via the elementary row and column operations, APj |m can be transformed into
a leading principal submatrix where the first m rows and columns are the ones that
remain. In this case, APj |m = (ail̄)1≤i,l≤m.

Let R = {R1, . . . , Rn} be the set of all rows of the matrix APj and let S =
{Rb1 , . . . , Rbm} be a subset of R, for be ∈ {1, . . . , n}, e = 1, . . . ,m such that each
element Rbe is not identically zero. Then S is the set of all non zero rows of the
submatrix APj |m.

We can now restate Proposition 5.2.1 and Lemma 5.2.3 as follows:

Proposition 5.2.4. Assume that the D’Angelo 1-type of M at 0 is finite. At step j
of the Kolář algorithm applied to the defining function r0 to compute the multitype at
0, let Pj be the leading polynomial, and let Qj be the leftover polynomial.

There exists an allowable polynomial transformation on Pj with respect to the vari-
able zk via the elementary row and column operations if and only if the k-th row of
APj |m is dependent.

Lemma 5.2.5. Assume that the D’Angelo 1-type of M at 0 is finite. At step j of the
Kolář algorithm applied to the defining function r0 to compute the multitype at 0, let
Pj be the leading polynomial, and let Qj be the leftover polynomial.

If the determinant of APj |m is nonzero, then Pj is independent of the largest number
of variables, and no polynomial transformation needs to be performed on it before the
next step in the Kolář algorithm.

The proofs of Proposition 5.2.4 and Lemma 5.2.5 are identical to the proofs given
for Proposition 5.2.1 and Lemma 5.2.3 respectively since the latter do not depend on
rows being identically equal to zero. We also note here that the converses of Lemmas
5.2.3 and 5.2.5 do not hold. The reason is that the notion of dependency given in (5.10)
is more restrictive than the standard notion of dependency in linear algebra, so there
might not exist a row that is dependent according to our definition, but the set of rows
may satisfy the standard notion of dependency, in which case the determinant of the
Levi matrix would be identically equal to zero.

Now, the natural question to ask at this point is this: Given a Levi matrix of
a leading polynomial with zero determinant, how can we tell whether or not it has
dependent rows? Also, if there exist dependent rows, how can we identify such rows
in order to determine the allowable polynomial transformations corresponding to these
dependent rows? The answers to these questions lie in the formulation of an algorithm,
which we will describe in the next section.

5.3 Gradient Ideals and Jacobian Modules

From section 5.1 of this chapter, we know that a row (column) operation on the Levi
matrix is performed by a multiplication on the left (right) of the Levi matrix by an
elementary row (column) matrix. The Levi matrix of a sum of squares domain can
always be decomposed as the product of the complex Jacobian matrix of the holo-
morphic functions that generate the domain and its conjugate transpose. Therefore,
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every row operation on the Levi matrix could be performed on the complex Jacobian
matrix, while every column operation on the Levi matrix is performed on the conjugate
transpose of the complex Jacobian matrix. Let A be an n×n Levi matrix of a domain
given by the sum of squares of N holomorphic functions. Then elementary matrices
are n × n matrices, while the complex Jacobian matrix and its conjugate transpose
must be n×N and N × n matrices respectively.

In our study of elementary row and column operations performed on the Levi de-
terminant of a sum of squares domain, one particular property of the Levi matrix of
a square of one of the generators drew our attention: All entries of any given column
(row) have the same anti-holomorphic (holomorphic) parts, and so a study of the re-
lationship between these entries narrows down to a study of the relationship between
their holomorphic (anti-holomorphic) parts. In other words, we expect that the study
of the Levi matrix will be much easier if we transition from the sum of squares to the
underlying ideal of holomorphic functions that generate the domain as we already saw
was the case for the computation of the multitype.

We start with a couple of definitions that we specialize to complex polynomials
since those are the objects that appear in the Kolář algorithm when it is applied to a
sum of squares domain instead of the full holomorphic generators:

Definition 5.3.1. Let h ∈ C[z1, . . . , zn] be polynomial in the variables z1, . . . , zn with
coefficients in C. As in [25], we define the gradient ideal of h as the ideal generated by
the partial derivatives of h :

Igrad(h) = 〈∇h〉 =

〈
∂h

∂z1

, · · · , ∂h
∂zn

〉
. (5.18)

Definition 5.3.2. Given the ideal 〈f〉 = 〈f1, . . . , fN〉 ⊂ C[z1, . . . , zn], we define the
Jacobian module of f as

J〈f〉 =

[
∂f

∂z1

, · · · , ∂f
∂zn

]
, (5.19)

where each ∂f
∂zj

is a vector. J〈f〉 is a module over the polynomial ring C[z1, . . . , zn].

To every Jacobian module J〈f〉, we associate the complex Jacobian matrix J(f) given
by

J(f) =


∂f1

∂z1

∂f2

∂z1
· · · ∂fN

∂z1
...

...
. . .

...
∂f1

∂zn

∂f2

∂zn
· · · ∂fN

∂zn

 . (5.20)

Likewise, to each gradient ideal Igrad(fi) =
〈
∂fi
∂z1
, · · · , ∂fi

∂zn

〉
of the generator fi ∈

C[z1, . . . , zn] of 〈f〉 , we associate the i-th column of J(f) for 1 ≤ i ≤ n. The reader
should note that row operations on J(f) are precisely operations on the module J〈f〉.

Now, let 〈f〉 = 〈f1, . . . , fN〉 ⊂ C[z1, . . . , zn] be the leading polynomial ideal at some
step of the Kolář algorithm. Then we are particularly interested in simplifying the
Jacobian module J〈f〉 such that it is generated by the minimal number of generators.
Every generator that is eliminated is a linear combination of some partial derivatives
of f with coefficients in C[z1, . . . , zn]. Since every generator of the Jacobian module
represents a row of the complex Jacobian matrix, every eliminated generator represents
a dependent row in the complex Jacobian matrix. Owing to this connection, from every
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eliminated generator, we can construct a sequence of elementary row operations that
corresponds to the linear combination of some partial derivatives of f as described in
Proposition 5.2.1. Hence we obtain polynomial transformations corresponding to these
row operations.

It is easy to observe this relationship if N = 1. Then reducing the number of gener-
ators of J〈f〉, if possible, reduces the number of nonzero rows of the associated complex
Jacobian matrix. Thus, the minimal number of generators required to generate the
Jacobian module is precisely the number of independent rows of the complex Jaco-
bian matrix, which is the same as the number of variables on which the corresponding
leading polynomial ideal 〈f〉 is dependent by Proposition 5.2.1 after the corresponding
change of variables. Hence the number dj at step j of the Kolář algorithm is given
by dj = n − #f, where #f is the minimal number of generators generating the Ja-
cobian module J〈f〉, n is the number of variables in the polynomial ring C[z1, . . . , zn],
and dj is the largest number of variables of which the leading polynomial at step j is
independent. This gives an algebraic characterization of the number dj in the Kolář
algorithm.

In the more general case where N > 1, reducing the number of generators of the
Jacobian module implies reducing the generators of all gradient ideals by the same
operations. Thus, ∂f

∂z`
, for some `, is a generator that is eliminated in the Jacobian

module J〈f〉 if and only if the generator ∂fi
∂z`

of the gradient ideal Igrad(fi) for all i =
1, . . . , N is eliminated, namely reduced to 0. Clearly, if there exists at least one gradient
ideal Igrad(fi) with minimal number of generators equal to n, then the Jacobian module
J〈f〉 cannot have fewer than n generators, i.e. no reduction via row operations is
possible.

5.3.1 Row Reduction Algorithm

We shall now devise an algorithm that constructs explicitly the polynomial transfor-
mations required at each step of the Kolář algorithm when applied to the complex
Jacobian matrix of the leading polynomial ideal.

The algorithm gives the conditions for characterizing the required elementary row
operations that correspond to the polynomial transformations needed in the Kolář
algorithm. The application of the algorithm to the complex Jacobian matrix corre-
sponding to a given leading polynomial ideal will eliminate all dependent rows, if they
exist, from the complex Jacobian matrix.

Let M0 ⊂ Cn+1 be the model of a sum of squares domain defined by {r0 < 0},
where

r0 = 2Re(zn+1) +
N∑
i=1

|fi(z1, . . . , zn)|2,

and f1, . . . , fN are holomorphic polynomial functions in the neighborhood of the origin.
Let A be the n × n Levi matrix of the model M0, where we ignore the contribution
of the (n + 1)st coordinate as the holomorphic polynomials in the sum of squares do
not depend on it by Lemma 4.1.3. For any j ≥ 1, let Pj be the leading polynomial
and Qj the leftover polynomial at step j of the Kolář algorithm, and let JPj be the
corresponding complex Jacobian matrix.

GRADIENT IDEALS: Let Pj =
∑N

i=1 |hi|2. Then the leading polynomial ideal is given by
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IPj := 〈h〉 = 〈h1, . . . , hN〉 , and the gradient ideal of hi is Igrad(hi) =
〈
∂hi
∂z1
, · · · , ∂hi

∂zn

〉
, i =

1, . . . , N. Note that the complex Jacobian matrix of Pj is given by JPj = J(IPj) = J(h)
and the Levi matrix APj of Pj is the product of the complex Jacobian matrix of Pj
with its conjugate transpose J∗(h) : APj = J(h)J∗(h). We shall reduce, if possible, the
number of generators of each gradient ideal one at a time and control the changes that
occur in other gradient ideals as a result of these reduction operations. By control, we
mean setting appropriate conditions on the reduction operations used.

STRUCTURE OF THE ALGORITHM: If det APj = det (J(h)J∗(h)) is nonzero, then no
change of variables is required by Lemma 5.2.3. Thus, assume that det (J(h)J∗(h)) = 0.
Then:

1. We begin the process by first considering the gradient ideal Igrad(hi) =
〈
∂hi
∂z1
, · · · , ∂hi

∂zn

〉
for any i. Simplify the gradient ideal Igrad(hi) such that it consists of the minimal
number of generators, namely if a generator can be expressed as a linear combina-
tion of the other generators with coefficients in the polynomial ring C[z1, . . . , zn]
then it can be eliminated. Assume that at least one such generator can be elim-
inated, i.e.

∂hi
∂zk

=
v∑

u=1

γcu
∂hi
∂zcu

, (5.21)

for some k, cu 6= k, v < n, and γcu a nonzero polynomial in C[z1, . . . , zn] for
every u. Then perform the following elementary row operations on the complex
Jacobian matrix J(h) :

R` −
∂ζcu
∂z`

Rcu → R`, (5.22)

for all u = 1, . . . , v and for all variables z` in ζcu =
∫ zk

0
γcu(t) dt. By Lemma 5.1.1,

the row operations in (5.22) correspond to the polynomial transformation given
by

z̃cu = zcu +

∫ zk

0

γcu(t) dt; z̃ω = zω, (5.23)

for all ω 6= cu and for all u = 1, . . . , v. The generator ∂hi
∂zk

vanishes in Igrad(hi)
after the row operations in (5.22) are performed on J(h). In other words, after
these changes of variables, hi no longer depends on the variable zk.

We say row Rcu is used as a central row in the sequence of row operations and the
generator ∂hi

∂zcu
is used as a central generator in the simplification of the gradient

ideal Igrad(hi) for all i. We remark here that for all subsequent row operations
performed on the complex Jacobian matrix, the row Rcu cannot be used as a
central row and ∂he

∂zcu
cannot be used as a central generator in the simplification

of any other gradient ideal Igrad(he) for e 6= i. This condition is imposed due to
Proposition 5.2.1, which is an equivalence. Reusing a central row or a central
generator might reintroduce a variable that has been eliminated from the leading
polynomial.

2. Next, consider another gradient ideal Igrad(hs) =
〈
∂hs
∂z1
, · · · , ∂hs

∂zn

〉
for s 6= i.
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Clearly, the k-th generator of this gradient ideal is

∂hs
∂zk
−

v∑
u=1

γcu
∂hs
∂zcu

(5.24)

due to the row operations given in (5.22). We simplify the ideal Igrad(hs) such
that it has the minimal number of generators while ensuring that the generators
∂hs
∂zcu

for u = 1, . . . , v are not used as central generators in the simplification of

Igrad(hs). Perform the related row operations.

3. Proceed similarly by considering other gradient ideals different from the previous
ones. Since there are only finitely many gradient ideals and finitely many gener-
ators that generate each of them, the process will terminate after a finite number
of steps.

We will show in the lemma that follows that the polynomial transformation in (5.23)
corresponding to the row operations given in (5.22) is Λj-homogeneous. Thus, we state
the following:

Lemma 5.3.1. Assume that the D’Angelo 1-type of M at 0 is finite. At step j of the
Kolář algorithm for the computation of the multitype at 0, let Λj be the weight, Pj the
leading polynomial, and IPj the corresponding leading polynomial ideal. Let Igrad(ψ)
be the gradient ideal of some generator ψ of the ideal IPj . Assume that

∂ψ

∂zk
=

v∑
u=1

γcu
∂ψ

∂zcu
, (5.25)

for some k, where k 6= cu, v < n, and γcu is a nonzero polynomial in C[z1, . . . , zn]. Let
ζcu =

∫ zk
0
γcu(t) dt.

Then the polynomial transformation given by z̃cu = zcu + ζcu ; z̃ω = zω for all ω 6= cu
corresponding to the elementary row operations R` − ∂ζcu

∂z`
Rcu → R` for all variables

z` in ζcu and for all u = 1, . . . , v performed on the complex Jacobian matrix JPj is
Λj-homogeneous for all u = 1, . . . , v.

Proof. We start the proof by recalling from Proposition 4.1.2 that the leading poly-
nomial is a sum of squares at every step of the Kolář algorithm. Hence Pj is a sum
of squares. Let Λj = (λ1, . . . , λn). Since variables are not ordered in increasing weight
order, we let φ : {1, . . . , n} → {1, . . . , n} be the bijection φ = (φ1, . . . , φn) such that
the variable zi, 1 ≤ i ≤ n, has weight λφi .

We will show that the term γcu in the polynomial transformation is of weighted
degree (λφcu−λφk). Let ν be the weighted degree of γcu with respect to the weight Λj. By

our hypothesis, the weighted degrees of ∂ψ
∂zcu

and ∂ψ
∂zk

are 1
2
−λφcu and 1

2
−λφk respectively

since all generators of the leading polynomial ideal IPj are of weighted degree 1
2

with
respect to Λj. The weighted degree of the right hand side of the expression given in
(5.25) is ν + 1

2
− λφcu . Hence solving the equation in (5.25) for ν gives ν = λφcu − λφk .

Thus, the weighted degree of ζcu =
∫ zk

0
γcu(t) dt is λφcu as required.

Remark 5.3.1. The polynomial γcu cannot depend on the variable zcu because if it were
to depend on zcu , then its weighted degree would satisfy ν ≥ λφcu , but ν = λφcu − λφk ,
which gives a contradiction because λφk > 0.
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Lemma 5.3.2. Assume that the D’Angelo 1-type of M at 0 is finite. At step j of
the Kolář algorithm for the computation of the multitype at 0, let Pj be the leading
polynomial, and let IPj = 〈h〉 ⊂ C[z1, . . . , zn] be the corresponding leading polynomial
ideal.

If the Row Reduction algorithm is applied to the complex Jacobian matrix J(h), then
every dependent row of J(h) vanishes. In other words, the leading polynomial ideal IPj
is independent of the largest number of variables after the Row Reduction algorithm is
applied to J(h).

Proof. From Proposition 4.1.2 the leading polynomial Pj is a sum of squares, and so

let Pj =
∑N

i=1 |hi|2. Then the leading polynomial ideal IPj is 〈h〉 = 〈h1, . . . , hN〉 , and

let the gradient ideal of each generator hi be Igrad(hi) =
〈
∂hi
∂z1
, · · · , ∂hi

∂zn

〉
.

Now, assume that Rk, the k-th row of J(h) is dependent. We will show that the

generator ∂h
∂zk

of the Jacobian module given by J〈h〉 =
[
∂h
∂z1
, · · · , ∂h

∂zn

]
vanishes after

applying the Row Reduction algorithm on the complex Jacobian matrix J(h). Since Rk

is dependent, we can write the generator ∂h
∂zk

as

∂h

∂zk
=

v∑
u=1

γcu
∂h

∂zcu
, (5.26)

for some k, cu 6= k, v < n, and γcu a nonzero polynomial in C[z1, . . . , zn] for every u.
Hence every generator ∂hi

∂zk
of the gradient ideal Igrad(hi) can be written as

∂hi
∂zk

=
v∑

u=1

γcu
∂hi
∂zcu

, (5.27)

for i = 1, . . . , N and the same polynomial coefficients γcu . Thus, it suffices to show
that ∂hi

∂zk
vanishes at the termination of the algorithm for every i = 1, . . . , N. Consider

the ideal Igrad(hi) for some i ∈ {1, . . . , N}. If the generator ∂hi
∂zk

is zero, then there is
nothing to be done, and so we move to a different gradient ideal. Hence suppose that
∂hi
∂zk

is nonzero. Then at least one of the generators ∂hi
∂zcu

is nonzero for some u. Suppose

that ∂hi
∂zcu
6= 0 for all u ∈ {1, . . . , w} for w ≤ v. Since it satisfies the condition in (5.27),

we perform the elementary row operations R` − ∂ζcu
∂z`

Rcu → R`, for all variables z` in

ζcu =
∫ zk

0
γcu(t) dt and for all u = 1, . . . , w. This eliminates the term

∑w
u=1 γcu

∂he
∂zcu

,

from the ideal Igrad(hi). The generator ∂h
∂zk

of the Jacobian module becomes

∂h

∂zk
=

v∑
u=w+1

γcu
∂h

∂zcu
(5.28)

after the row operations have been performed on J(h). Note here that the generator
∂he
∂zcu

, for all e 6= i and u = 1, . . . , w cannot be central in any simplification process in

the gradient ideal Igrad(he) after the row operations.
Next, consider another gradient ideal Igrad(he) for e 6= i. Then its k-th generator

after the reduction operation is

∂he
∂zk
−

w∑
u=1

γcu
∂he
∂zcu

=
v∑

u=w+1

γcu
∂he
∂zcu

. (5.29)

60



If the expression in (5.29) equals zero, then there is nothing left to be done. If the
expression in (5.29) is nonzero, then ∂he

∂zcu
6= 0 for some u = w + 1, . . . , q with q ≤ v.

Perform the elementary row operations R` − ∂ζcu
∂z`

Rcu → R`, for all variables z` in

ζcu =
∫ zk

0
γcu(t) dt and for all u = w + 1, . . . , q to eliminate the term

∑q
u=w+1 γcu

∂he
∂zcu

,
where q ≤ v. We follow this process through in each of the distinct gradient ideals
until all gradient ideals have been considered. The expression in (5.28) becomes zero
at some point; otherwise, we get a contradiction to Rk being dependent.

Example 7. Let the hypersurface M⊆ C5 be given by the defining function

r = 2Re(z5) + |(z1 + z2
3 + z3z4)2 + (z2 + z2

3 + z3z4)2|2 + |z5
2 |2 + |z6

3 |2 + |z8
4 |2.

Let B = 2(z1 + z2
3 + z3z4), C = 2(z2 + z2

3 + z3z4), and g = 2z3 + z4. Let the ideal
associated to the domainM be 〈h〉 = 〈(z1 + z2

3 + z3z4)2 + (z2 + z2
3 + z3z4)2, z5

2 , z
6
3 , z

8
4〉 .

The complex Jacobian matrix is given by

J(h) =



B 0 0 0

C 5z4
2 0 0

g(B + C) 0 6z5
3 0

z3(B + C) 0 0 8z7
4


.

The Bloom-Graham type is 4 and Λ1 = (1
4
, 1

4
, 1

4
, 1

4
) with IP1 = 〈z2

1 + z2
2〉 . Clearly, no

changes of variables are required here. Hence maxW1 = 1
8

and Λ2 = (1
4
, 1

4
, 1

8
, 1

8
) with the

leading polynomial ideal IP2 = 〈(z1 + z2
3 + z3z4)2 + (z2 + z2

3 + z3z4)2〉 . The Jacobian
ideal corresponding to IP2 = 〈h1〉 is the gradient ideal Igrad(h1) = 〈B,C, g(B + C), z3(B + C)〉 .
Here

∂h1

∂z3

= g

(
∂h1

∂z1

+
∂h1

∂z2

)
and

∂h1

∂z4

= z3

(
∂h1

∂z1

+
∂h1

∂z2

)
.

The ideal Igrad(h1) can be simplified to Igrad(f1) = 〈B,C〉 . So ∂h1

∂z1
, and ∂h1

∂z2
are central

generators in the simplification of Igrad(h1).
Thus, we perform the elementary row operations R3−gRj → R3 and R4−z3Rj → R4

on the matrix J(h), where j = 1, 2 to obtain

J(h) =



B 0 0 0

C 5z4
2 0 0

0 −g5z4
2 6z5

3 0

0 −z35z4
2 0 8z7

4


and Igrad(h1) = 〈B,C〉 .

These operations correspond to the polynomial transformation z̃1 = z1 +z2
3 +z3z4; z̃2 =

z1 + z2
3 + z3z4; z̃ω = zω for ω 6= 1, 2. Thus, IP2 = 〈z̃2

1 + z̃2
2〉 , and maxW2 = 1

12
. The
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weight Λ3 =
(

1
4
, 1

4
, 1

12
, 1

12

)
. IP3 = 〈z̃2

1 + z̃2
2 , z̃

6
3〉 , and maxW3 = 1

16
. The multitype weight

is Λ4 =
(

1
4
, 1

4
, 1

12
, 1

16

)
, and the final leading polynomial ideal is IP4 = 〈z̃2

1 + z̃2
2 , z̃

6
3 , z̃

8
4〉 .

Example 8. Let the hypersurface M⊆ C5 be given by the defining function

r = 2Re(z5) + |(z1 + iz2 + z3)2|2 + |(z1 + iz2 + z4)2|2 + |z6
2 |2 + |z4

3 |2.

Let B = 2(z1 + iz2 + z3), C = 2(z1 + iz2 + z4), and let the ideal associated to the
domain M be 〈h〉 = 〈(z1 + iz2 + z3)2, (z1 + iz2 + z4)2, z6

2 , z
4
3〉 . The complex Jacobian

matrix is given by

J(h) =



B C 0 0

iB iC 6z5
2 0

B 0 0 4z3
3

0 C 0 0


.

The Bloom-Graham type is 4, IP1 = 〈(z1 + iz2 + z3)2, (z1 + iz2 + z4)2〉 , and Λ1 =(
1
4
, 1

4
, 1

4
, 1

4

)
. The complex Jacobian matrix corresponding to IP1 is given by

J(h1, h2) =



B C

iB iC

B 0

0 C


.

Consider the gradient ideal Igrad(h1) = 〈B, iB,B, 0〉 . Note that

∂h1

∂z2

= i
∂h1

∂z1

and
∂h1

∂z3

=
∂h1

∂z1

,

so its simplification is Igrad(h1) = 〈B〉 . ∂h1

∂z1
is a central generator in the simplification of

Igrad(h1). We perform the elementary row operations R2−iR1 → R2 and R3−R1 → R3

on the matrix J(h). The matrices above become

J(h) =



B C 0 0

0 0 6z5
2 0

0 −C 0 4z3
3

0 C 0 0


and J(h1, h2) =



B C

0 0

0 −C

0 C


.

These operations correspond to the polynomial transformation z̃1 = z1 + iz2 + z3 :
z̃ω = zω for ω 6= 1, and now B = 2z̃1 and C = 2(z̃1 − z̃3 + z̃4). Clearly, ∂h2

∂z1
cannot be

a central generator in the simplification of Igrad(h2). Hence row 1 cannot be a central
row in any subsequent elementary row operations. Consider the next gradient ideal
after the row operations Igrad(h2) = 〈C, 0,−C,C〉 . Clearly, the generators −C and C
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in the third and fourth components respectively can chosen as central generators in
the simplification of the ideal Igrad(h2). Thus, we can consider two simplifications of
Igrad(h2), which are 〈0, 0, 0, C〉 or 〈0, 0,−C, 0〉 .

In the first case, we perform the elementary row operations R1 − R4 → R1 and
R3 + R4 → R3 on the matrix J(h). The matrices become

J(h) =



B 0 0 0

0 0 6z5
2 0

0 0 0 4z3
3

0 C 0 0


and J(h1, h2) =



B 0

0 0

0 0

0 C


.

These operations correspond to the polynomial transformation ż4 = z̃4+z̃1−z̃3; żω = z̃ω
for ω 6= 4, and now B = 2ż1 and C = 2ż4. The leading polynomial ideal IP1 = 〈ż2

1 , ż
2
4〉 .

maxW1 = 1
8
, and Λ2 =

(
1
4
, 1

4
, 1

8
, 1

8

)
. Again, maxW2 = 1

12
, and Λ3 =

(
1
4
, 1

4
, 1

8
, 1

12

)
.

In the second case, we perform the elementary row operations R1 + R3 → R1 and
R4 + R3 → R4 on the matrix J(h). The matrices become

J(h) =



B 0 0 4z3
3

0 0 6z5
2 0

0 −C 0 4z3
3

0 0 0 4z3
3


and J(h1, h2) =



B 0

0 0

0 −C

0 0


.

These operations correspond to the polynomial transformation ż3 = z̃3−z̃1−z̃4; żω = z̃ω
for ω 6= 3, and nowB = 2ż1 and C = −2ż3. The leading polynomial ideal IP1 = 〈ż2

1 , ż
2
4〉 .

maxW1 = 1
8
, and Λ2 =

(
1
4
, 1

4
, 1

8
, 1

8

)
. Again, maxW2 = 1

12
, and Λ3 =

(
1
4
, 1

4
, 1

8
, 1

12

)
.

Example 9. Let the hypersurface M⊆ C5 be given by the defining function

r = 2Re(z5) + |(z1 + z2z4)2 + z4
2 |2 + |(z1 + z2z

2
3)2|2 + |z9

2 |2 + |z10
3 |2 + |z12

4 |2.

Let B = 2(z1 + z2z4), C = 2(z1 + z2z
2
3), and let the ideal associated to the domain

M be 〈h〉 = 〈(z1 + z2z4)2 + z2
2 , (z1 + z2z

2
3)2, z9

2 , z
10
3 , z

12
4 〉 . The complex Jacobian matrix

is given by

J(h) =



B C 0 0 0

z4B + 4z3
2 z2

3C 9z8
2 0 0

0 2z2z3C 0 10z9
3 0

z2B 0 0 0 12z11
4


.

The Bloom-Graham type is 4, IP1 = 〈z2
1 , z

2
1〉 , and Λ1 = (1

4
, 1

4
, 1

4
, 1

4
). The maximum

W1 = 1
8
, the leading polynomial ideal IP2 = 〈(z1 + z2z4)2 + z4

2 , z
2
1〉 , and Λ2 = (1

4
, 1

8
, 1

8
, 1

8
).
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The maximum W2 = 1
16
, IP3 = 〈(z1 + z2z4)2 + z4

2 , (z1 + z2z
2
3)2〉 , and Λ3 = (1

4
, 1

8
, 1

8
, 1

16
).

The complex Jacobian matrix corresponding to IP3 is given by

J(h1, h2) =



B C

z4B + 4z3
2 z2

3C

0 2z2z3C

z2B 0


.

Consider the gradient ideal Igrad(h1) = 〈B, z4B + 4z3
2 , 0, z2B〉 . Since ∂h1

∂z4
= z2

∂h1

∂z1
,

its simplification is Igrad(h1) = 〈B, 4z3
2〉 . We perform the elementary row operations

R2− z4R1 → R2 and R4− z2R1 → R4 on the matrix J(h). The matrices above become

J(h) =



B C 0 0 0

4z3
2 (z2

3 − z4)C 9z8
2 0 0

0 2z2z3C 0 10z9
3 0

0 −z2C 0 0 12z11
4


and J(h1, h2) =



B C

4z3
2 (z2

3 − z4)C

0 2z2z3C

0 −z2C


.

These operations correspond to the polynomial transformation z̃1 = z1 +z2z4 : z̃ω = zω
for ω 6= 1, and now B = 2z̃1 and C = 2(z̃1 + z̃2(z̃2

3 − z̃4)). The generator ∂h2

∂z1
cannot

be a central generator in the simplification of Igrad(h2), and row 1 cannot be used
as a central row in any subsequent elementary row operations. Consider the next
gradient ideal Igrad(h2) = 〈C, (z̃2

3 − z̃4)C, 2z̃2z̃3C,−z̃2C〉 . Here the generator −z̃2C in
the fourth component is the only central generator in Igrad(h2). Thus, ∂h2

∂z3
= −2z̃3

∂h2

∂z4
,

and its simplification is 〈C, (z̃2
3 − z̃4)C,−z̃2C〉 .

We perform the elementary row operations R3 + 2z3R4 → R3 on the matrix J(h).
The matrices become

J(h) =



B C 0 0 0

4z3
2 (z2

3 − z4)C 9z8
2 0 0

0 0 0 10z9
3 24z3z

11
4

0 −z2C 0 0 12z11
4


and J(h1, h2) =



B C

4z3
2 (z2

3 − z4)C

0 0

0 −z2C


.

This operation corresponds to the polynomial transformation ż4 = z̃4 − z̃2
3 ; żω = z̃ω

for ω 6= 4, and now B = 2ż1 and C = 2(ż1 − ż2ż4). The leading polynomial ideal
IP3 = 〈ż2

1 + ż4
2 , (ż1 − ż2ż4)2〉 . The maximum W3 = 1

20
, and Λ4 =

(
1
4
, 1

8
, 1

8
, 1

20

)
.
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Chapter 6

Conclusion and Further Work

In his study of the boundary regularity properties for solutions to the ∂̄-Neumann
problem on finite-type domains, D. Catlin introduced an important CR invariant called
the multitype. In its own right, the multitype has been extensively studied over the
years in the field of several complex variables. As our contribution, we sought to
answer a question posed by J.P. D’Angelo to Andreea Nicoara, namely how would the
multitype level set stratification of the boundary look like in the simplest possible case
of a sum of squares domain.

Our aim in this thesis was to introduce some preparatory tools and techniques
necessary for tackling D’Angelo’s question. In our quest for these preparatory tools,
we obtained two crucial results that answer interesting questions pertaining to sums
of squares domains in their own right. The first result shows that the model of a
sum of squares domain is likewise a sum of squares domain. In the second result, the
multitype of a domain given by a sum of squares of holomorphic functions is shown to
be an invariant of the ideal of holomorphic functions defining the domain. Both results
were obtained by relying on an algorithm devised by Martin Kolář for computing the
multitype when it has finite entries. Another interesting development following these
results is our modification of the Kolář algorithm for computing the multitype of a sum
of squares domain by reformulating it in terms of ideals of holomorphic functions. We
also show how to explicitly construct the polynomial transformations required at every
step in Kolář’s algorithm applied to a sum of squares domain in order to minimize the
number of variables appearing in the leading polynomial.

To better understand the implications of our results, future studies could be focused
on restating and proving the propositions and lemmas in this thesis in a more general
setting by relaxing some of the existing assumptions. More specifically, it should be
possible to relax the assumption of finite D’Angelo 1-type to just having all finite
multitype entries without fundamentally affecting the statements and proofs given
here.

Further research is also needed to answer the question posed by D’Angelo. The
restatement of the Kolář algorithm in terms of ideals of holomorphic functions might
make it easier to solve D’Angelo’s problem since working with ideals aligns better with
complex algebraic geometry. As such, we hope to obtain some commutative-algebraic
invariants of the underlying ideals of holomorphic functions that would enable us to
compute the multitype directly rather than following the Kolář algorithm. Hopefully,
the stratification of the boundary of a sums of squares domain by multitype level sets
could be understood if we succeed to relate the values of the multitype to invariants
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in algebraic geometry or commutative algebra. The characterization of the rank of
the Levi determinant described in chapter three is the first step in this process. Also,
owing to the ideal reformulation of the Kolář algorithm, the geometric significance of
the Kolář algorithm could be fully understood in light of the extensive literature on
the properties of ideals of holomorphic functions. A geometric interpretation of the
Kolář algorithm is most likely to give a much clearer geometric picture in the sum of
squares case, which possesses the nicest algebraic-geometric properties of any smooth
pseudoconvex domain.

Following Catlin’s result that the multitype and the commutator multitype are
equal on pseudoconvex domains, it should also be possible to restate Catlin’s algorithm
for the computation of the commutator multitype of a sum of squares domain in terms
of ideals of holomorphic functions. A natural connection could hopefully be found
between Catlin’s algorithm and Kolář’s when both are restated in terms of ideals. More
specifically, in the sum of squares case, it should be possible to identify and establish a
connection between the polynomial transformations constructed in the Kolář algorithm
and the choice of tangential vector fields needed to obtain the entries in the commutator
multitype.

Another interesting question worth investigating is figuring out whether or not the
Kolář algorithm could be extended to the case where there is at least one infinite entry
in the multitype. As we saw in example 2 in chapter two, the Kolář algorithm in its
current form can fail to terminate if there is at least one entry of the multitype that is
infinite. We know from other examples we have constructed that the Kolář algorithm
can terminate even if the multitype has one or more infinite entries. It would be very
interesting to characterize the most general setting in which the Kolář algorithm can
be used in its current form and how it can be generalized to a procedure that would
work even when some of the multitype entries are infinite.
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